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ABSTRACT
This Thesis is concerned with the modelling, analysis and control of novel mecha-
tronic valve actuators for automotive systems, specifically, the control of the me-
chanical valves to intake and exhaust gases in Internal Combustion Engines (ICE).
Scientific studies have shown that significant benefits in terms of engine efficiency
and emissions can be obtained through the adoption of variable valve actuation.
Current engine technology are based on the use of a mechanical driven camshaft,
which is a no flexible device due to its strongly coupling to crankshaft position.
Thus, it is not possible to adjust or adapt in real time the valve features according
to the engine working conditions. Hence, there is the need of designing innovative
mechanisms to actuate the engine valves. In so doing, traditional mechanical cam
systems can be removed and a train of single actuated valves is incorporated into the
ICE, leading to the development of camless engine technology. Electro-Mechanical
Valve Actuators (EMVA) have been considered as one of the most promising techno-
logical solutions to develop this novel engine technology. To achieve all the potential
benefits of the EMVA systems, two crucial control problems have to be tackled and
solved efficiently: the control of the first lift manoeuvre, known as First Catching
Control (FCC) problem, and the control of the valve seating velocity, known as Soft
Landing Control (SLC) problem. The thesis shows that the analysis and control of
the EMVA device can be successfully addressed in the framework of non-smooth dy-
namical system and nonlinear control theory, furthermore, the tuning of non linear
controllers can be successfully done by using closed loop bifurcation diagram ana-
lysis. In particular, a non-smooth mathematical model is proposed, estimated and
validated experimentally. A novel Key-on controller is proposed to solve the FCC
control problem, while a combined feedforward-sliding mode controller is proposed
to solve the SLC control problem. The proposed control approaches have been tested
numerically and validated on an experimental setup, leading to successful results.
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GLOSSARY
Notation Description Units
h(t) Valve position m
v(t) Valve velocity m/s
x(t) Valve trajectory
hr(t) Reference valve position m
vr(t) Reference valve velocity m/s
xr(t) Reference valve trajectory
hmax valve maximum position mm
heq valve middle position mm
hmin valve minimum position mm
m mass Kg
k spring stiffness N/m
Ff (v) Nonlinear friction force model N
Fe(h) Elastic (spring) force N
Fext(t) Time variant external force N
γ vector of friction parameters -
δγ Vector of variations for friction parameters -
γˆ Vector of estimated friction parameters -
ν Vector of plant parameters -
δν Vector of variations for plant parameters -
νˆ Vector of estimated plant parameters -
u Control signal N
us Saturated control signal N
umax(h) Dynamic upper bound for control action u N
umin(h) Dynamic lower bound for control action u N
FM Magnetic Force N
uM Magnetic Force computed by reference model N
µ Restitution coefficient -
µo Restitution coefficient for lower impacts -
µc Restitution coefficient for upper impacts -
iv
vNotation Description Units
wn natural angular velocity rad/s
fn natural oscillation frequency Hz
iu Upper coil current A
il Lower coil current A
iud Upper desired coil current A
ild Lower desired coil current A
Ω Target region for Key-on control -
Ωmax Target region for valve opening -
Ωmin Target region for valve closing -
rh Radius for target region mm
rv Radius for target region m/s
T Key-on time s
h(T ) Position at Key-on time T mm
v(T ) Velocity at Key-on time T m/s
Tr Rise time s
Tmax Maximum admissible Key-on time s
imax Maximum admissible current s
hcΩmax Center of Ωmax m
hcΩmin Center of Ωmin m
hMAXΩmin = hmin + 2rh Maximum value for Ωmin
hMINΩmax = hmax − 2rh Minimum value for Ωmax
TL Interval of time to perform SLC. s
TmaxLT Maximum admissible total landing time. s
S Subinterval.
hd Desired coordinate for h(t) at SLC. m
vi Impact velocity when h = hmin,max m/s
ir(t) Piecewise smooth current pattern A
is Saturation current A
Trs Time constant s
s(e) Sliding surface
β Constant N
uff Feedforward control action N
ufb Feedback control action N
∆f Term to describe a general disturbance force N
Fnl Nonlinear part of friction model N
uec Equivalent control N
ρ Scalar to weight nonlinear friction force -
ACRONYMS
Notacio´n Meaning
ICE Internal Combustion Engine
VVA Variable Valve Actuation
VVT Variable Valve Timing
EMVA Electro-Mechanical Valve Actuator
FCC First Catching Control
SLC Soft-Landing Control
CCC Coil Current Controller
FTC Force to Current
Key-on Controller to solve FCC
VE Velocity Estimator
SMC Sliding Mode Control
GA Genetic Algorithm
OVC Open Valve Command
EMFs Electro-Motive Forces
FEM Finite Element Method
NMSE Normalized Mean Square Error
SN Saddle Node bifurcation of cycles
SH Subcritical Hopf bifurcation
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CHAPTER 1
INTRODUCTION
Ignoranti quem portum petat
nullus suus ventus est.
(Lucio Anneo Se´neca, 2 b.C. -
65 a.C.)
1.1. Motivation
This Thesis is concerned with the analysis, modeling and control of mechatronics
devices in automotive systems, specifically, the control of mechanical valves to intake
and exhaust gases in Internal Combustion (IC) engines. Scientific studies [48, 51,
112, 115, 118] have shown that significant benefits in terms of fuel consumption,
emissions, and torque production can be obtained through the adoption of Variable
Valve Actuation (VVA) operations [48, 58, 115], in particular cylinder deactivation
and Variable Valve Timing (VVT) over all engine operating conditions. It is well
known that, current engine technology uses mechanical driven camshaft to perform
the opening and closing phase of exhaust and intake valves of the engine. Therefore,
the profile of such valves is strongly coupled to crankshaft position. This mechanical
solution to drive the valves, provides reliable and accurate valve operation, the
degrees of freedom of the valve namely, valve timing, valve lift and anchoring [50,
97] are inherently fixed to the cam profile. Therefore, the valve train is not a
flexible device and, once the cam-follower mechanism is designed during the engine
1
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development, it is not possible to adjust or adapt in real time the valve features
according to the engine working conditions, over the entire range of speed with the
aim of improving engine efficiency and reduce pollutant emissions.
Thus, to meet current and future exhaust gas emission standards, while accom-
plishing customer expectations, in terms of both fuel reduction and performance,
new spark ignition engine technologies are necessary [81]. Hence, there is the need
of designing innovative VVA mechanisms allowing VVT operations to improve fuel
consumption [45, 118], torque production [97, 115], engine efficiency [8], and emis-
sions reduction [51,107] thanks to the de-coupling of the valve timing from the piston
motion [41]. VVT also allows the reduction of energy losses caused by the pumping
action [43] and by the spinning of the mechanical device (pulley and camshaft) used
to drive the valves.
Solutions based on mechanically driven camshafts cannot modify, on-line and con-
tinuously, the valve operation profiles. Furthermore, it is well known that, for high-
speeds, the engine performance is deteriorated and valves do not evolve in a regular
periodic motion (see [6] and references there in). As a result, engines evolution is
pointing towards promising camless solution [112, 115], where the traditional me-
chanical cam system is removed and a single actuator is incorporated to drive each
valve.
Hence, the development of an effective VVT system strongly relies on innovative
valve actuators and over the last years different devices (electro-hydraulic, pneu-
matic, motor-driven and Electro-Mechanical Valve Actuators (EMVA) [14, 98, 101,
112]) have been proposed to implement VVT. Despite that different technologies
could be used, several issues and drawbacks have to be solved for each technological
solution in order to make the novel engine concept reliable and efficient. EMVA
systems has been considered as the more promising solution to develop this novel
engine technology. With this kind of mechatronic device, two main control problems
have to be solved for the correct performance of the system. The first one is con-
cerned with the design of a control strategy necessary to move at the key-on of the
engine, the valve from its rest central position to the magnetic coil neighborhood.
Sometimes this problem is referred as ”First Catching Control” (FCC) problem in
the literature (see [37, 50]), and this task must be performed in less than 150 (ms).
The second control problem, known in technical literature as ”Soft Landing Control”
(SLC) problem [21,37,104,123,129,134], concerns with the avoidance of high speed
impacts at valve closing or opening during the engine motion. Specifically in EMVA
system, impact velocity less than 0.1 (m/s) is admissible and the control task im-
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plemented to avoid high intensity impacts must act on the system in a very short
time interval, less than few milliseconds, i.e. 4 (ms) [37, 50], in order to guarantee
an adequate load variation ability of the valvetrain.
The strong saturation of power actuators, the high nonlinear coupling between the
mechanical and magnetic parts embedded into the valve actuator, and the coupling
with the engine make these control tasks cumbersome obstacles to overcome for large
low cost production of this camless technology. In particular, a complex and robust
control scheme has to be designed and implemented to control each single valve,
while other one to synchronize the whole set of valves. Thus, it is required to de-
velop advanced mechatronic devices and control approaches to implement advanced
combustion system aimed at meeting stringent emission standards while improving
fuel consumption and efficiency.
From a control viewpoint, since friction has a very strong influence on the perfor-
mance and behaviour of mechanical systems, good representation and estimation
of friction phenomena are important [7, 90]. Friction modeling is challenging since
such physical phenomena often exhibits highly nonlinear (nonsmooth) dynamics [86].
Friction is also very important for the control engineer, when designing drive sys-
tems, where high-precision control is required. Thus, the availability of new precise
measurement techniques or prediction methods through models, lead to the proper
compensation of friction effects by applying predicted driving force. From the con-
trol viewpoint, it is useful to understand well friction in such a way that, through
the understanding of its effects on the closed loop system dynamics, suitable control
actions can be designed to reduce its effects.
From previous discussion, mathematical modeling, nonlinear control system theory
and nonlinear dynamics analysis play a key role when solving such challenge tech-
nological control problems of EMVA system in automotive engineering. Indeed, on
the basis of a suitable nonlinear mathematical model, it is possible to design ro-
bust nonlinear controllers [73, 117]. And by considering the nonlinear dynamics for
open and mainly for resultant closed loop system, such nonlinear dynamics can be
characterized, while analyzing also how variation of control parameters affect those
induced dynamics. Therefore, the analysis, comprehension and characterization of
the effects of such induced non linear dynamics lead to the successful understanding
of controller effects on the system, while allowing to tune properly the controller
parameters.
This thesis was carried out as part of a wider industrial research project entitled
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”Study of advanced components for a new generation of internal combustion en-
gines” (L. 297/99, Project no. 8052016, CUR UBN09634, financed by Ministero
dell’Istruzione, dell’Universita` e della Ricerca (MIUR), developed at the Istituto
Motori of the National Research Conuncil (IM-CNR) of Italy and commissioned by
Dell’Orto S.p.A. The aim is to develop and test a single valve prototype of EMVA
system.
1.2. Outline of the thesis
The rest of the Thesis is outlined as follows.
Chapter 2 presents an introduction to EMVA system in Automotive Engineering. In
particular, it contains a brief background on Internal Combustion (IC) engine and
motivates the application of mechatronic actuators to drive the engine valves and
their potential use for future camless engines. After describing the electromechanical
valve actuator, this chapter also describes its advantages, disadvantages and the
control challenges to be addressed in the Thesis.
The mathematical modelling of the system is discussed in Chapter 3. Since, the
control design relies on the knowledge of mathematical model of the EMVA system,
in this Chapter, its model is derived. In particular, a non-smooth mathematical
model that includes a nonlinear friction force is proposed. Model is identified and
validated against experimental data. Furthermore, a sensitivity analysis was done
numerically in order to evaluate the prediction capabilities of mathematical model
for EMVA, when considering model parameter variations.
Chapter 4 addresses the so-called First Catching Control (FCC) problem, proposing
a novel control approach to solve it. In technical literature, feed-forward controllers
have been proposed to solve the FCC control problem [16,37] and few attempts to the
use of feedback control strategies have led to high values of the coil currents necessary
to move the valve, leading to non feasible solutions (see, for example, [37]). The
proposed Key-on controller is based on energy control [68] of mechanical systems,
and derived by using Lyapunov’s direct method [117]. Feasible coil currents are
produced with this control approach while satisfying application requirements. The
closed loop system was analyzed in the context of bifurcation theory and the analysis
of the closed loop bifurcation diagram is used as a tool to tune the controller gains.
Induced non-linear dynamics and the performance of Key-on control approach is
successfully validated experimentally.
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Chapter 5 deals with the problem of closing or opening the valve while avoiding
vibrations and impacts (Soft-Landing Control (SLC) problem). This is basically a
tracking and stabilization control problem. We propose a control scheme that use
a model based trajectory planner to obtain the reference trajectory, while the idea
behind the approach is to stabilize the system through the combination of a feed-
forward and a feedback control action. The feedforward control action is computed
using the nominal model of the plant and the feedback control action is obtained by
using Sliding Mode Control [131]. Our approach ensures the successful tracking and
stabilization of the EMVA. After testing the control efficiency through numerical
simulation, with acceptable results, the analysis of robustness against friction pa-
rameter variation is performed, leading to a wide range of friction conditions where
control still satisfies control specifications.
Chapter 6 summarizes the main contributions of the Thesis.
Further technical and theoretical results are presented in Appendices A and B,
respectively, while Appendix C describes other research results obtained on the ex-
perimental validation of switched adaptive controllers for Piece-Wise Affine systems,
which were obtained in the laboratories from University of Naples Federico II. The
results presented in the Thesis have been presented at international scientific con-
ferences and have been submitted for journal publication [30–32,34, 35, 39, 133].
CHAPTER 2
ELECTRO-MECHANICAL
VALVE ACTUATORS IN
AUTOMOTIVE ENGINEERING
Itaque etiam non assecutis
voluisse, abunde pulchrum
atque magnificum est.
(Plinio il Vecchio, 23-79 a.C.)
This chapter presents a background on Internal Combustion Engines (ICE) andmotivates the use of mechatronics actuators in automotive systems. In Sec.
2.1 a general introduction to the chapter is presented. In Sec. 2.2 a brief historical
background is presented together with a description of the working principles of
ICEs and the four-stroke cycle. The implementation of Variable Valve Actuators
and its potential benefits in future camless engine is shown in Sec. 2.3, while electro-
mechanical valve actuators are introduced in Sec. 2.4. Advantages, disadvantages,
control challenges are discussed specifically in subsections 2.4.1 and 2.4.2. A final
discussion in Sec. 2.5 ends the Chapter.
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2.1. Introduction
To meet current and future exhaust gas emission standards [99], while accomplishing
customer expectations in terms of fuel reduction and performance, new spark ignition
engines are necessary [42, 58, 105, 115, 125]. In current technology, the intake and
exhaust valves which control the flow of gases are mechanically operated by the
camshaft. Therefore, the valve train is not a flexible device and, once the cam-
follower mechanism is designed during the engine development, it is not possible to
adjust or adapt in real time the degree of freedom of the valves (namely, valve timing,
opening duration, maximum lift and also anchorage) according to the engine working
conditions [50, 97]. On the contrary, by using an active control approach, it would
be possible to implement Variable Valve Actuation (VVA) operations, allowing to
change on-line all the characteristic features of the valve. Note that VVA operations
contribute to improve improve fuel consumption [45, 118], torque production [97,
105, 126], engine efficiency [8, 115] and to reduce emissions [81, 107, 118] thanks to
the de-coupling of the valve timing from the piston motion [41] and the reduction
of energy losses caused by the pumping action [43, 84].
Despite different technologies could be used to perform VVA operations, several
issues and drawbacks have to be solved for each technological choice in order to
make the novel engine concept reliable and effectively operative. At the end of the
chapter, reader will identify the potentialities of camless engines, advantages and
disadvantages of a promising solution based on an electromechanical devices and
the control challenges originated from the use of these novel actuators.
2.2. Internal Combustion Engine
Thr internal combustion engine is a device that uses the explosive combustion of
fuel to push a piston within a cylinder making it move. The motion of the piston
then turns a crankshaft that then turns the car wheels through a drive shaft. The
purpose of of IC engine is the production of mechanical power from the chemical
energy stored in the fuel. Currently, spark-ignition engine (called Otto or gasoline
(petrol) engine) and compression-ignition engine (diesel engine) are widely used in
transportation applications (land, sea and air), because of its simplicity, ruggedness
and high power/weight ratio.
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2.2.1. Brief history
In 1673, the Dutch physicist Christian Huygens designed, but never built, an internal
combustion engine that was to be fueled with gunpowder. The very first self-powered
road vehicles were powered by steam engines and, based on this device, in 1769
Nicolas Joseph Cugnot built an automobile, that was recognized by the British Royal
Automobile Club and the Automobile Club de France to be the first. IC engine
design started when commercial drilling and production of petroleum began in the
mid-1850s. In 1860 ICE became a practical reality when Belgian-born engineer,
Jean JosephE´tienne Lenoir patented a double-acting, electric Spark-Ignition (SI)
internal combustion engine fueled by coal gas. Then, in 1863, Lenoir developed the
first marketable engine of this type, where gas and air were drawn into the cylinder
during the first half of the piston stroke, while the cycle was then completed with the
exhaust stroke. Mr. Lenoir attached this improved engine version (using petroleum
and a primitive carburetor) to a three-wheeled wagon that managed to complete an
historic fifty-mile road trip. Some 5000 of these engines were built between 1860
and 1865 [62]. An atmospheric engine was then developed by Nicolaus A. Otto
and Eugen Langen in 1867 and an improved version was proposed by Otto, which
consisted on an engine cycle with four piston strokes: an intake stroke, a compression
stroke before ignition, an expansion or power stroke and finally an exhaust stroke.
This prototype first ran in 1876 and became the breakthrough that founded the IC
engine industry. At the same age, in 1862, Alphonse Beau de Rochas, a French civil
engineer, patented, but did not build, a four-stroke engine (French patent #52,593,
January 16, 1862)1.
After Otto’s engine development, along engine history, several engineers proposed
further improvements for the engine. For instance, the German Karl Benz in 1885
successfully designed and built the world’s first practical automobile to be powered
by an ICE based on two stroke engine concept. Latter in late 1800s, various types
of carburetors were developed to vaporize the fuel and mix it with air. In 1892,
the German engineer Rudolf Diesel outlined in his patent a new form of ICE, where
combustion was obtained by injecting a liquid fuel into air heated solely by com-
pression. In 1902, the first magneto-ignition system embedded in a vehicle; latter
in 1913 Bosch developed the first complete electrical system, which consists of the
magneto-ignition system with the spark plugs, the starter, the DC generator [54].
It was around the 80s, when the Electronic Control Unit (ECU) started to be used,
1The discovery of this unpublished patent led to controversy and doubts about the originality of
Otto’s patent for this engine concept so that, in Germany it was declared as invalid [62]
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that exploited control concepts in order to meet the new strict legislative constraints
on efficiency, safety, environmental compatibility and comfort [54]. The electronic
fuel injection system was also proposed to replace old carburetors. In particular, the
ECU determines automatically the amount of fuel, the ignition timing and other
engine parameters, necessary to make the engine run in a desirable way.
It might be thought that after a one and half century of development, the internal
combustion engine has reached its top and there are not any potential improvements
to be done. However, this is not the case. During the past three decades, new
factors for change have become important and significantly affect engine design and
operation. Such factors are: the need to control the urban air pollution and the need
to achieve significant improvement in fuel consumption and engine efficiency as well.
Several studies have shown that the automobile is a major source of hydrocarbon
and oxides of nitrogen emissions, and the prime cause of high carbon monoxide levels
in urban areas (see [62] and references therein for further details). As a result, new
emission standards for automobiles started to be introduced since 1960, becoming
more and more restrictive with the years. In particular, it is expected to reach the
European Union (EU) objective of 120 (g/km) CO2 by 2012 (see Fig. 2.1) through
the proper engine technological improvements or by using other green sources as
bio-fuels (see [99] for further details about legislation standards).
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Figure 2.1.: Average CO2 emissions vs. average weight of cars registered in 2010
( [47]).
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2.2.2. Four-stroke engine cycles
In a reciprocating engine, the piston moves back and forth in a cylinder and transmits
power through a connecting rod and crank mechanism so to drive a shaft. The steady
rotation of the crank produces a cyclical piston motion. The piston comes to rest at
the top-center crank position and bottom-center crank position when the cylinder
volume is at its minimum or maximum, respectively. Furthermore, one (two) intake
valve, located in the top of combustion chamber, is synchronized with the crank
angle/piston stroke in order to allow the induction of fresh air or air–fuel mixture
into the cylinder. In the same area one(two) exhaust valve, aimed at expelling the
gasses from combustion, is also located. Valves present opening and closing events
here referred as: Exhaust Valve Opening (EVO), Exhaust Valve Closing (EVC),
Intake Valve Opening (IVO) and Intakce Valve Closing (IVC).
The operating cycle consists of a sequence of events occurring in four strokes of the
piston during two revolutions of the crankshaft (see Fig. 2.2(a)). Such events are
described as follows: (i) the first stroke is defined as Induction stroke; it starts with
the piston at top dead center (TDC) position and ends with the piston at bottom
dead center (BDC) position; (ii) the second stroke is defined as Compression stroke,
that starts with both valves closed. During this stroke the piston moves from BDC
to TDC position, where the trapped mass is compressed to a small fraction of its
volume through upward piston movement. Toward the end of this stroke, combustion
is initiated and in-cylinder pressure increases rapidly. (iii) The third stroke is defined
as Power or Expansion stroke, which starts at TDC and ends at BDC. Here, the
combustion is completed and in-cylinder pressure reaches its maximum value. In the
following expansion phase, gases push the piston down, while transferring work to
the piston, forcing the crank to rotate. As the piston approaches BDC the exhaust
valve opens (EVO event) to initiate the expulsion of the first portion of the burned
gases. (iv) The fourth stroke is defined as Exhaust stroke, which starts from BDC
and ends at TDC. Here, the piston pushes out the remaining burned gases. As the
piston approaches the TDC position, the intake valve opens again and the exhaust
one closes (EVC event) just after TDC.
Notice that between the intake valve opening and exhaust valve closing at TDC,
there exists a time interval where both valves are partially open, leading to the
possible direct transfer of air-fuel mix from intake valve to the atmosphere through
the exhaust valve.
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(a)
(b)
Figure 2.2.: Four-Stroke Cycle in spark ignition engine and valve events: a) Four-
Stroke Cycle ( [2]); b) Valve lift profiles ( [38]).
2.3. Engine evolution: from Cam to Camless
Currently, the intake and exhaust valves in ICEs are synchronized through a me-
chanical driven camshaft, by means of pulleys as it is depicted in Fig. 2.3(a). The
drawback with this system is that it is a purely mechanical system and therefore
the valve events (EVO, EVC, IVO and IVC) cannot be effectively modified on line.
Despite cam-system is robust, it must evolve in order to allow VVA operations. Fur-
thermore, as it was remarked before, a lot of the energy used to spin the camshaft
should be used better in order to increase the engine torque and efficiency, as well.
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More recently it has been proved that emission reduction, fuel consumption [118],
engine efficiency and torque [115] can be improved through the adoption of VVA
methods [48, 58, 115]. Different solution still based on the use of the mechanical
cam shatf have been proposed, which consists on modified cam-follower profiles that
can be implemented keeping the traditional and purely mechanical engine struc-
ture. However, the main drawback in the case is at high speed values, when the
engine performance is deteriorated since the valves do not evolve with a regular pe-
riodic motion (see [6] and references therein). Additionally, the use of mechanical
driven camshaft increase the energy losses due to the high work required to spin the
camshaft and the train of valves through the pulley, and to the presence of additional
friction forces acting on mechanical parts. Therefore, engines evolution is pointing
towards camless solution [107,112,115]. Furthermore, the rotation of the mechanical
cam-shaft is perceived as a significant source of undesired noise and vibrations, orig-
inated by the rotating or reciprocating engine components. Note that the legislation
aimed at reducing environmental noise [66], born in the 70’s, is becoming more and
more restrictive in these recent years and drives toward the use of noiseless cam-less
solutions.
Different companies and car developers are working in order to produce engines with
VVA features. In particular, FEV [110] and Nissan motor [48] have been pioneers
in the development of mechanically variable valve-train technologies and cylinder
deactivation systems through the modification of the cam-follower [17, 43, 128] or
by combining it with other variable camshaft phasing units, as the UniAir system
of FIAT [59]. However, all solutions continue to be strongly linked through the
mechanically driven camshaft thechnology, which is not able to produce effective
VVA operations, for example, in terms of opening duration and VVT (see Figs.
2.4 and 2.5). As it is expected, due to potentialities of camless engine, in last
two decades, different car corporations have started to work in the development of
some camless prototypes as FEV [16,55,106], Nissan [130], Renault [11], GM [121],
SIEMENS [93], FORD [26,82, 92] and Honda [96].
The challenge is to find the right combination of innovation, analysis, testing, in-
tegration and calibration. The development of an effective VVT systems strongly
relies on innovative valve actuators [65], leading to the removal of the traditional cam
system (shown in Fig. 2.3(a)) and the embedding into the ICE, the actuated valve
(see Fig. 2.3(b)). Over the last years different devices (electro-hydraulic [14, 27],
pneumatic [88, 98, 111, 135], motor-driven [101, 108, 109] and Electro-Mechanical
[18, 19, 46, 92, 94, 106, 107, 125]) have been proposed to implement VVT. The key
problem is to design and test single variable valve actuators, so to be used in the
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Figure 2.3.: Two engine concepts: (a) Driven camshaft engine [2]; (b) Camless solu-
tion [1].
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Figure 2.4.: Variation of the mean flow area through valve timing when considering
fixed valve lift and variable valve event.
next generation of camless valve-trains.
2.4. Electro-Mechanical Valve Actuators
The development of Electro-Mechanical Valve Actuators (EMVA) strongly funds
on the effective control of solenoids. It is crucial since the precision and time re-
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Figure 2.5.: Valve profiles: (a) Phenomena of overlapping; (b) Profile without over-
lapping with variable valve events.
sponse are limiting factors to realize a reliable camless engine. With the recent
rapid progress in permanent-magnet technology, especially through the use of high-
energy-density materials, very compact and high-performance electromagnetic linear
actuators are now available. This opens to new possibilities for high-force motion
control in mechatronics applications.
An innovative actuator for the ICE should be designed to achieve a high level task.
It consists on moving a mass of about 0.150 (g), in a time less than few milliseconds
(3−4 ms), starting from one end stroke with null velocity and reaching the opposite
end stroke with low impacting velocity [63]. Note that old, but robust, cam-based
mechanisms (camshaft and cams) perform such a complex manoeuvre in a hostile
environment, where high temperature and disturbances are presented.
One of the most promising technological solutions, able to accomplish the above
mentioned task with a minimum energy consumption, is based on a device that con-
sists of two opposed magnets and two balanced springs working in parallel according
to the schematics in Fig. 2.6. Here a ferromagnetic armature, connected to the en-
gine valve by a non-ferromagnetic stem, is placed between the two magnets and
moved trough a magnetic force. When the turn-key is in the off position, the arma-
ture is held in the intermediate position between the coils by the balanced springs.
At engine startup, the upper electromagnet pulls up and holds the armature. In
such condition the springs store the mechanical energy and, when the upper magnet
is deactivated, the elastic energy is released and the spring-mass system behaves
like a harmonic oscillator in free evolution. When engine is running, the motion
from open to close condition and vice versa can be easily done by using the energy
stored into the springs. The working principle consists on storing potential energy at
the end-stroke to make the valve moves to the opposite magnet through the proper
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Figure 2.6.: Schematic diagram of an electromagnetic mechanism for engine valve
actuation.
compensation of friction and other energy loses.
2.4.1. Advantage and disadvantage
Figure 2.7.: Schematic presure vs. volume diagrams of a conventional engine(left)
and one controlled by a VVA system (right)( [38])
Following a literature review, among the advantages, we have that EMVA system
can lead to a notable improvement in terms of a significant reduction in pumping
losses as it is depicted in Fig. 2.7, where the comparison between conventional
mechanical driven camshaft as valvetrain (left) and a VVA system (right) is shown.
The red area of the plot corresponds to the yielded work during the cycle, while
the black area corresponds to the work needed to intake and exhaust gases (i.e.,
pumping losses). Note that, it is a flexible device and allows to implement valve
deactivation, which is a very effective way to reduce cyclic variability at low loads.
Furthermore, with the adoption of EMVA systems, the index of NOx emissions can
be reduced more than 60% for loads smaller than 1 (bar) of Break Mean Effective
Pressure(BMEP) and 30% for loads higher than 2(bar) of BMEP [51]. EMVA system
also allows for an infinite variability of the duration and timing of the open and close
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cycles, which promises further improvements in power output, fuel efficiency, and
exhaust emissions. Finally, internal friction is significantly reduced since there are
fewer moving parts (at low speeds, about 25% of an engine’s friction is caused by the
valvetrain) leading to further improvements in terms of horsepower, torque and fuel
economy. Despite all benefits of EMVA systems, there exists some disadvantages
which are related to technological problems when implementing the system in terms
of synchronization, control and power availability. For example, considering that
a sufficient level of current is required to drive each EMVA and since a full driven
camless engine has several valves, i.e 16 valves, there is a significant increase of the
electrical power to feed the whole system. Highly performance battery has to be
embedded into the automobile electrical system so to provide enough energy to power
the system. Furthermore, for a four cylinder engine with four valve per cylinder, the
complexity of the overall structure of the system significantly increases and effective
schemes must be adopted to control the entire valve train motion. Note that, the
deactivation of cylinders should be changed over time according to a well-defined
sequence, thus leading to complex synchronization control schemes [51]. Another
pressing problem to be addressed is related to the soft landing of the valve, that, if
not solved completely, it induces high impacting motion. The presence of impacts
leads to the increase of engine noise and the worsening of the comfort of the car
passengers.
2.4.2. Control challenges
As already mentioned above, to achieve all the potential benefits of the EMVA
systems, two crucial control problems have to be tackled and solved efficiently by
car manufactures: the first lift manoeuvre, known as First Catching Control (FCC)
problem, and the control of the valve seating velocity, known as Soft Landing Control
(SLC) problem. In what follows we provide some further details about these two
crucial problems that have been addressed during the Ph.D.
The FCC control problem consists of moving the valve from its resting position
(middle equilibrium position) to an end stroke (closed or open valve state) at the
engine startup. Taking into account that the magnetic force decreases rapidly and
nonlinearly with the air gap and no potential elastic energy is initially stored in
the system, the control authority on the armature is low. Hence, the first lift ma-
noeuvre turns to be a complex and arduous task to be accomplished with feasible
coil currents. We remark that to implement the effective management of the entire
system of valves, power requirements needed to accomplish the first catching play a
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crucial role. In [26], in order to provide an effective approach for the initialization
of the engine valves, the maximum number of valve that can leave the equilibrium
position is computed from the actual power supply capability, which depends on the
battery charge state, battery life, as well as the ambient and the engine tempera-
tures. It is apparent that this number could increase if and only if the the energy
to complete the first lift per each single valve decreases. Again, in order to reduce
the instantaneous power requirements, inventors propose in [26] to initialize engine
valves sequentially. As a consequence, the time needed to complete the first lift of
each valve becomes crucial to meet customer satisfaction in terms of waiting time
at the key-on.
Despite its central role, few attention has been made by the existing automotive
literature to solve the problem of the first lift. Some remarkable exceptions can be
found in [15,16,37,83,108]. More in detail, simple and viable solutions to address the
first lift of the valve at engine startup were patented in [15,16], where armature oscil-
lations are induced by alternatively supplying current pulses to the electromagnets
at the mechanical resonant frequency of the system. In [83], permanent magnets are
incorporated into the EMVA structure. Obviously, this last solution is expensive
and no efficient from an energy viewpoint since, during valve openig/closing, the
magnetic field generated by currents through the coils not only has to move the
armature, but also has to compensate the magnetic force created by the permanent
magnets.
By the other hand, the SLC has as a control goal to close or open the valve, while
avoiding impacting phenomena. An acceptable landing velocity should be less than
0.03 (m/s) at 600 (rpm) engine speed and less than 0.3 (m/s) at 6000 (rpm) engine
speed [4], although, during the design of the traditional camshaft, the seating ve-
locity is limited below 0.05 (m/s) [123]. This requirement becomes more arduous
to accomplish since the valve stroke has to occur in a very short time (about 3− 4
(ms)) to guarantee an adequate load variation ability of the valvetrain [50, 51].
To solve the SLC control problem, different control strategies have been proposed
in the technical literature. For example in [44,134], the EMVA system is controlled
in open loop via a series of properly tuned voltage levels, and in [37, 57, 83] via
current pulses. Since open loop control is sensitive to disturbances and suffers poor
repeatability, closed loop strategies have been also extensively used on the basis
of different EMVA modeling. For instance, based on a linearized electromagnetic
dynamics, in [104], the soft landing of an EMVA actuator is addressed by using a
nonlinear feedback strategy, where the control parameters were tuned by a extremum
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seeking control. In [125], a Linear-Quadratic Regulator feedback controller was
developed to control the actuator for soft seating; in [44], based on a nonlinear force
model fitted by a 5-th order polinomial function, a sliding mode sensorless approach
has been proposed to track a reference trajectory aimed at the soft-landing. In [94],
a sliding surface combined with an adaptive pre-action technique was used to avoid
saturation. Moreover, in [123] the quiet seating control is designed in the basis of
a linearized model of EMVA, while in [67] a simplified nonlinear model was used
to design a control law based on the exact linearization. Finally, observer based,
adaptive and iterative cycle-to-cycle controllers have been also proposed as viable
solutions [102], [103] and [63, 104,129].
2.5. Discussion
Thanks to the de-coupling of the valve timing from the piston motion and the
reduction of energy losses due the pumping action, the camless technology is a
promising solution to improve engine performance.
Advanced control methodologies are necessary to ensure an effective and robust com-
bustion process, that accomplishes the stringent emission standards while reducing
fuel consumption.
In this thesis such control problems are addressed in an innovative way contributing
significantly to the development of future camless engine.
CHAPTER 3
MATHEMATICAL MODELLING
AND EXPERIMENTAL SETUP
As far as the laws of
mathematics refer to reality,
they are not certain; and as far
as they are certain, they do
not refer to reality.
(Albert Einstein, 1879–1955.)
This chapter addresses the derivation of a mathematical model for a doublemagnet Electro Mechanical Valve Actuator (EMVA), and the description of
the experimental setup. Also, it expounds the experimental identification method
and the model validation for the system. The goal is to study and derive a suitable
nonlinear model to represent EMVA dynamics to be used for control design. An
introduction to the chapter is presented in Sec. 3.1, the EMVA system with all
its subsystems is described in Sec. 3.2, while Sec. 3.3 presents the details of the
experimental setup. Then, Sec. 3.4 presents the mathematical modelling for the
mechanical and electro-magnetic system, while the model identification and valida-
tion procedure is presented in Sec. 3.5. Sec. 3.6 studies the sensitivity of the EMVA
model against parameter variations and finally, conclusions are drawn in in Sec. 3.7.
The results presented in this chapter have recently appeared in [30].
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3.1. Introduction
Given the strict requirements to be satisfied by the EMVA system in order to allow
VVA operations, suitable control methodologies have to be designed. The success
of the controller design strongly depends on the knowledge of an appropriate math-
ematical model of the system.
New engine technology requires the reliable control of the valve and, considering
that the whole EMVA system involves the interaction of different subsystems, the
accurate description of each one of them is necessary. Among different phenomena,
the bounded-nonlinear magnetic force and the frictional effects of the mechanical
part have to be modeled with the higher possible accuracy. For instance, it is really
important to obtain a suitable model to represent the system when velocity is small,
mainly to properly account for friction effects when dealing with control tasks that
evolve achieving low velocities as part of the control goal, e.g. SLC [21,85,104] and
FCC [39] controllers.
3.2. EMVA System Description
The EMVA consists of two opposed magnets and two balanced springs working in
parallel. Each magnet consists of a coil and a core, where upper and lower magnetic
forces are induced by means of appropriate upper and lower coil currents. The me-
chanical valve coupled through a ferromagnetic armature to the two magnetic coils
is driven through a magnetic force produced by upper and lower coil currents. To
this aim a commercial 12 (V) car battery feeds an actuation power circuit, which is
composed by two closed loop subsystems, each one controlled via double band hys-
teresis control aimed at tracking a reference current by producing a voltage output
(see Fig. 3.1) and [39] for further details).
The armature is placed between the two magnets and a rigid non-ferromagnetic thin
stem transfers directly the armature motion to the engine valve. Both bodies are
rigidly connected via preloaded springs, yielding a single moving part. Hence, in
what follows, we will refer indifferently to valve or armature motion.
During operating conditions, one of the electromagnets holds the valve in one of the
two extremal positions, while overcoming spring forces and storing potential energy
that can be used later to perform easily a possible successive manoeuvre towards the
other extremal position. Thus, in principle, the motion from one extremum to the
other can be done by exploiting the stored potential energy and by compensating
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Figure 3.1.: EMVA system description. Schematic depicts the electrical and mag-
netic system coupled to mechanical one.
properly the friction losses during a valve stroke. For instance, when the valve is
closed, the upper magnet pulls up and holds the armature, while both springs store
the potential energy. Once the upper magnet is deactivated, the elastic potential
energy is released and the valve starts to move in free evolution as an harmonic
oscillator. Then, the valve can be captured and held by the lower electromagnet
when the armature reaches a threshold distance from it, which could be in the range
0− 1 mm (valve open). Note that, in the absence of current, the armature rests at
the intermediate position between the two coils due to the presence of two balanced
springs.
A similar series of events occurs when the moving part is opened and is released from
the lower electromagnet towards the upper magnet that then holds it. In general,
electromagnets can exert high forces at low distances, hence, power requirements
of the system are quite low in this specific situation, whereas high currents are
required to drive the system if the armature is far away from the electromagnet
(corresponding to an air gap greater than 1 (mm)). Additionally, the electromagnet
can produce only an attractive force, that is, there exists only an accelerating force
in one sense.
Despite its apparent simplicity, the behavior of the EMVA is affected by many
nonlinear phenomena which can dramatically alter its dynamics. Namely:
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• Friction, including all friction forces along all the sliding parts.
• Impacts, occurring when one of the moving bodies in the system (valve, arma-
ture) hits the mechanical constraints. From the application viewpoint, impacts
with velocity greater than 0.1 (m/s) are undesirable since they are responsi-
ble of mechanic wear and high intensity noise [57, 104, 125] and mainly, they
can cause loss of controllability at holding phase (loss of the valve). Possible
impacts occur when (i) the valve hits the valve seat during closing, (ii) the
armature, attracted from the lower magnet, impacts with the core of lower coil
during an opening valve event (see Fig. 3.2 for details).
Figure 3.2.: Impact phenomena in EMVA system: Scheme of EMVA system at
closed, neutral and open positions. It also shows valve stroke and the
activation and deactivation of coils and the possible impact phenomena
• Nonlinear magnetic force, depending on both coil currents and air gap through
nonlinear relations that can be modeled by different approaches, as, for exam-
ple, in [38,44,83,125,134]. Furthermore, if both coils are activated simultane-
ously, an induced flux appears in each of them due to the presence of the other
one. With the aim of avoiding opposite forces that can brake the valve, usu-
ally when the upper coil is turned on the lower is turned off, and vice versa.
The EMVA prototype of interest is alternatively operated according to this
philosophy.
• Back-electromotive forces, being induced in magnetic coils when the ferromag-
netic armature moves [38, 104, 134].
• External force. A further nonlinear effect is due to gas pressure forces acting
on the engine valve during the engine motion [21]. Such an external force acts
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as a disturbance on the valve motion.
A block scheme for the system in Fig. 3.1 is depicted in Fig. 3.3. Here, the
interaction is shown between three main subsystems namely: electrical, magnetic
and mechanical parts.
Figure 3.3.: Block diagram for EMVA system. Here, V = [vu, vl]
T is a vector, with
vu (V) and vl (V) being the upper and lower coil voltage, respectively;
I = [iu, il]
T is a vector, with iu(A) and il (A) being the upper and lower
coil current, respectively; FM (N) is the magnetic force; h (m) and v
(m/s) are the valve position and velocity, respectively.
According to [38] and as it is schematized in Fig. 3.3, the EMVA dynamics are
the result the interaction between the electrical, the magnetic and the mechanical
subsystems. More in detail the electrical subsystem describes the coil current dy-
namics, while the mechanical subsystem takes into account armature dynamics. The
interaction between the electrical and the mechanical part is due to the magnetic
force generated by the coil current through the magnetic block in Fig. 3.3, which is
applied directly on the armature.
3.3. Description of experimental set-up
This work relies on the electromechanical valve prototype designed in [36, 50] and
developed at the Istituto Motori of the National Research Council of Italy and
commissioned by Dell’Orto S.p.A. The valve has standard dimensions so as to be
located in a 2 Liter commercial gasoline internal combustion engine. This prototype
has been designed and analyzed using Finite Element Methods (FEM) and details
on the design process can be found in [38], where a dynamic Lumped Parameter
Model was developed evaluating thoroughly all magnetic aspects of the actuator.
Particular effort was devoted to model the flux linkage and the magnetic forces that
were analyzed using FEM data from simulations of a magneto-static distributed
parameter model of the EMVA (see [38] for further details). Note that all non-
linear self/mutual inductances and back-ElectroMotive Forces (EMF) terms were
analytically expressed and taken into account in the proposed model.
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Figure 3.4.: Details on the experimental set up consisting of a Rapid Control Proto-
type (RCP) station, a power actuator, the EMVA System and a valve
position sensor.
A picture of the experimental set-up used in this work, is shown in Fig. 3.4. Since
the EMVA needs to be properly controlled during engine valve operations, a Rapid
Control Prototype (RCP) system is used for real time testing of different control
laws. The RCP station is a dSPACE based system equipped with the DS1005
processor board, an analog I/O board DS2201 and a digital I/O board DS4002. A
laser position sensor LD1627 (MICROEPSILON) (working in the range 0−10 (mm)
with cut-off frequency of 37 (kHz)) is used for the on-line measurement of the valve
position. The high frequency measurements necessary for the analysis are taken by
using the acquisition board NI6123 (National Instrument) that samples at 500 (kHz)
per channel. Note that the control input is the magnetic force that must be induced
indirectly into the system by means of the electrical power actuator. Hence, given
a desired magnetic force to be provided to the system, the RCP station computes
on-line the corresponding reference values for the lower and upper coil currents by
using the inversion algorithm presented in Appendix A.
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(a) (b)
Figure 3.5.: EMVA System: a) schematic of mechanical system; b) block scheme for
EMVA as an harmonic oscillator.
3.4. Mathematical model
The EMVA system can be though of as a mechanical oscillator schematically de-
picted in Fig. 3.5(b). It can be modeled using Newton’s law under the single-mass
assumption, considering equal preloaded springs and the presence of a nonlinear
friction force. Thus, the dynamic behavior of the system can be mathematically
described as that of a mechanical oscillator with friction given by:[
h˙
v˙
]
=
[
v
−Fe(h)
m
−
Ff (v)
m
+ Fext(t)
m
+ u
m
]
, (3.1)
where h (m) is the armature position (coinciding with the valve position); v (m/s)
is the armature velocity (or valve velocity); m (kg) is the combined mass of the
armature and the valve; Fe(h) (N) is the elastic force exerted by springs; Ff (v)
(N) is the friction force; Fext(t) (N) describes the external forces affecting the valve
dynamics and u (N) is the electromagnetic force assumed to be the system input.
Expressions of each of these forces will be given below.
To ensure that the valve is suitably airtight on its seat during the closing phase,
the armature position h can only vary in the finite interval [hmin, hmax] ⊆]0, gmax],
being gmax the maximum air gap between the armature and one coil core. Note
that hmin is strictly bigger than 0, since the armature never touches the upper
magnet during the closing phase. Furthermore, hmin and (gmax − hmax) correspond
to residual air gaps occurring between the armature, the valve and the upper and
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Figure 3.6.: Elastic force in a single degree of freedom spring: linear, soft and hard
spring for j = 2 and c1 = 0.1.
lower magnets, respectively. Such gaps are carefully specified in the design to deal
with possible dilation phenomena (system performs in high temperatures conditions)
and the necessity to reduce the magnetic forces in the valve holding conditions [36].
Furthermore, considering a symmetric preloaded system, the middle position, say
heq, can be nominally computed as:
heq :=
hmin + hmax
2
. (3.2)
3.4.1. Spring force
The total elastic force in EMVA system can be given by Fe(h) = k(h− heq), with k
(N/m) being the total stiffness, and heq (m) is also the equilibrium position (3.2) of
the valve at rest when external forces are absent, whereas the use of nonlinear spring
forces as in [73] could be represented by Fe(h) = k(1± c1(h− heq)
2)(h− heq), with
+c1 for the case of hardening springs or −c1 for softening springs (See Fig. 3.6).
3.4.2. Friction force model
Several models of friction are available in the literature [7, 23, 25, 33, 61, 86]. In
[21,37,38,63,83,95,104,125,129] mathematical models have been proposed for EMVA
system, where the valve is represented as a mechanical oscillator with linear friction
to describe the mechanical system. A non linear friction force model is considered
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Figure 3.7.: Nonlinear friction force given by model (3.3) for parameters Fc = 10
(N), Fs = 50 (N), vs = 100 (m/s) and σ = 150 (N/s).
in [44], which is aimed at modeling dry friction and damping forces and corresponds
to a combined model of Coulomb and viscous friction. After careful consideration we
chose to model friction in EMVA by using a model that combines classical friction
models (viscous and coulomb) [7] and Stribeck friction effect [119]. This model has
been also considered by different authors [33, 91].
Simulations of the friction force based on Stribeck curve allows to describe a junction
between dry and viscous friction. The friction force model can be formulated as:
Fv(v) = (Fc + (Fs − Fc)e
−( 1
vs
|v|)p)sgn(v) + σv, (3.3)
where v (m/s) is the sliding speed, Fc (N) is the Coulomb sliding friction force, Fs
(N) is the stiction force, vs (m/s) the sliding speed coefficient, p an exponent and σ
(N/s) the viscous friction coefficient. Fig. 3.7 depicts the shape of nonlinear friction
model (3.3).
3.4.3. Control Input
We assume that both actuators work as a hybrid or switched system, that is, when
the upper coil is turned on, the lower is off, and viceversa.
Since there is a maximum upper bound for the magnitude of the current that flows
into the coils, say imax (A), the effective electromagnetic force u is bounded. Hence,
under the hypothesis of symmetry in the behavior of the valve actuator, we can
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assume that the signal u must belong to the following set:
U = {u ∈ R | −FM(imax, h) ≤ u ≤ FM(imax, gmax − h)}, (3.4)
where imax (A) is the maximum admissible current, gmax (mm) is the maximum
air gap and the magnetic force in a given coil FM(i, z) is assumed to be a known
nonlinear function of the current i (upper bounded by imax) in the coil and the air
gap z. Such a function derived from a FEM approach in [38], is:
FM (i, z) = mF (z)i+
2
pi
nF (z) arctan
(pi
2
(s0F (z) + s1F (z)i) i
)
, (3.5)
where mF (z), nF (z), s0F (z) and s1F (z) are some shape coefficients (see [38] for fur-
ther details). Different approaches to describe the electromagnetic force neglecting
higher order effects of flux saturation and leakage can be also found in [104,125].
For different values of the coil current i = imax, Fig. 3.8 depicts the nonlinear
magnetic force FM(i, z) produced by upper magnet (air gap z = h) with i = iu,
where iu (A) is the upper current, or by lower magnet (z = gmax − h) with i = il,
where il (A) is the lower current.
Figure 3.8.: Nonlinear behavior of the magnetic force as a function of the air gap (h
or (gmax − h)) for different values of the maximum admissible current
imax.
3.4.4. Impact modeling
To model possible impacts between the armature and the mechanical constraints
depicted in Fig. 3.2, a collision rule can be added to (3.1). In particular, letting tk
be the generic time instant when a generic impact occurs, one common approach
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found in the scientific literature aimed at modeling impact phenomena is that of
using the non conservative Newton restitution law given by:
v(t+k ) = −µv(t
−
k ), µ ∈ [0, 1], (3.6)
where t−k and t
+
k are the time instants just before and after impact occurs, µ is a
dimensionless factor named restitution coefficient, which gives information about
how elastic a collision is, e.g. µ = 0 and µ = 1 describe the case of inelastic and
elastic collisions, respectively.
Usually this coefficient is considered to be constant, however in general it is a function
itself of the impact velocity [6]. Thus, the relationship between velocities during an
impact phenomena can be modeled as:
v(t+k ) = −µ(v(t
−
k ))v(t
−
k ), 0 ≤ µ ≤ 1, (3.7)
For the sake of simplicity and since the goal is to avoid impacts occurring in the
EMVA, in this work the simplest approach is considered, where µ ∈]0, 1[ is assumed
to be a constant factor. Furthermore, since the valve operates in a bounded space
with two physical constraints, impact phenomena can happen when the valve body
reaches these boundaries. Considering a different collision law, the impact law can
be defined as:
v(t+k ) =
{
−µcv(t
−
k ), ifh(tk) = hmin,
−µov(t
−
k ), ifh(tk) = hmax,
(3.8)
where µc and µo are the restitution coefficients to model impacts during closing and
opening events respectively. These coefficients have to be derived from experimental
data analysis.
From a control viewpoint, the existence of impacts in EMVA system becomes one
of the main problem to be addressed. Impacts can cause loss of controllability at
catching state, leading to the loss of the valve (see Fig. 3.2) and even its destruction.
Notice also, that from engine performance viewpoint, impacting phenomena can
generate loud noise and wear the physical structures.
Additionally, besides impacting motion, backlash phenomena [60] could also be
present. They are due to impact phenomena over lower coil structure and the struc-
ture of the mechanical system, which is not a rigid body, and it is possible to obtain
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a separation of the valve bodies, as it is depicted in Fig. 3.9. This phenomena could
be present due to the fact that the armature movement is constrained because of
the lower barrier imposed by magnet surface. Thus, when the valve is being opened
with high force and armature impacts lower magnetic coil, the valve should continue
moving due to its kinetic energy, leading to a separation from the armature; after
that instant, the valve must return to join again the stem, generating new impacts
or the loss of the valve, by forcing the detachment of the armature from the lower
magnet.
Figure 3.9.: Possible backlash phenomena in EMVA system when rigid body as-
sumption is not considered
It is admissible to neglect backlash effects in the system if springs with high stiffness
are used to construct the valve. Thus, it is reasonable to assume that the entire
system behaves as a rigid body, with the valve position coinciding with the armature
gap.
3.5. System identification
To estimate parameters for EMVA, we can formulate a nonlinear programming
problem (NLP) with differential-algebraic constraints. In particular, the problem
becomes that of solving the following optimization problem:
min
γ
J(y(γ), yexp), (3.9)
3.5. System identification 31
subject to the constraints:
x˙ = f(x, uexp; γ),
y(γ) = w(x, uexp; γ),
x0 = yexp(t0),
H(γ, x) ≤ 0,
(3.10)
where J is a chosen cost function to be minimized; γ ∈ Rp is the vector of parameters
to be identified; y(γ) is the output of system computed through mathematical model;
x ∈ Rn is state vector; f : Rn × Rm → Rn is the system vector field; yexp is the
measure of the system output, while uexp ∈ R
m is the measure of system input; H(γ)
is the system restriction equation set, that includes system constraints and bounds.
The identification problem is to find the optimal solution γ∗ in the parameter space
that minimizes cost function J , while satisfying system constraints H(γ, x).
3.5.1. Parameter identification for EMVA system
For the case of EMVA, by assuming known the magnetic force model and electro-
magnetic dynamics, the mathematical model for mechanical part (3.1) has to be
estimated. To this aim, the derivation for equations (3.9) and (3.10) is done based
on the physical (experimental) knowledge of the system parameters and physical
constraints. Thus, the cost function J is written in terms of the estimation error:
es = y(γ; uexp, t)− yexp(uexp, t), (3.11)
where yexp is the experimental trajectory obtained for the system, for an input
uexp ∈ R
2, which corresponds to upper and lower coil currents (iuexp and ilexp) applied
to the real system, and y is the the valve position predicted by the mathematical
model for a given parameter set γ and for the measured input uexp(currents)
1.
Model (3.1) is identified and validated by using a training set of experimental data,
acquired during free oscillations of the valve starting from the closed position to the
release state. Specifically, the parameters to be estimated in EMVA system are:
γ = {Fs, Fc, vs, σ} . (3.12)
1In order to apply those currents (iuexp and ilexp) into system dynamics, they are transformed
from current to magnetic force at each position through the use of existent numerical model
for magnetic force (see Appendix A and [37] for further details).
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Specifically, the behavior predicted by the model (3.1) is compared to the experimen-
tal data and the parameter values are adjusted in order to minimize the disagreement
between the two signals (estimated and measured) in terms of the Normalized Mean
Square Error (NMSE):
J(γ) :=
√
1
t¯
∫ t¯
0
(
y(γ; t)− yexp(t)
yN
)2
dt, (3.13)
where yN is a normalization factor chosen equal to the maximum valve position hmax
and t¯ is a time instant large enough for the valve to reach its equilibrium position,
i.e. y = heq, v = 0. Note that, all other parameter values were derived from
direct knowledge of the experimental prototype or on the basis of straightforward
geometrical and physical considerations. The metric J(γ) is commonly referred as
a cost function, and for this case it is built in the basis of the representation error
(3.11) and when dealing with nonlinear systems, the cost function J(γ) usually
displays a large number of local optima. Furthermore, variable measurements are
always strongly affected by noise. Hence, a Genetic Algorithm (GA) [24] is used to
select the near-optimal region, while a non-linear least squares method based on the
Levenberg-Marquardt algorithm [89] is then used to seek the optima locally.
Regarding the impact law, impact model is derived for both manoeuvres, opening
(o) and closing (c), by using a training set from data base with experimental registers
including impacting phenomena. The detection is done through numerical analysis
of temporal response, where slopes are computed for both cases pre and post impact
instant, allowing to obtain the velocities v(t−k ) and v(t
+
k ) respectively. Based on
computed pre and post impact velocities, for different impact events in the same
manoeuvre (closing (c) or opening (o)), it is possible to obtain at each impacting
instant the ratio µi = v
+
i /v
−
i , i = {1, ...n}.
3.5.2. Experimental model validation
The effectiveness of the identification procedure is shown in Fig. 3.10, where the
evolution of the model is compared to one obtained experimentally. Thus, it is
evident that model (3.1) is able to capture the system behavior not only during
transients, but also during steady-state conditions, when the velocity tends to zero.
By comparing this result with the obtained by [44], where a dry friction model
was used, it is clear that the use of combined friction model (viscous, Coulomb and
Stribeck effect) yields better results during both transient and steady state response.
Finally, the identified and measured values of the system parameters are summarized
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Table 3.1.: Parameter values of the EMVA model
Symbol Description Value Unit
m Mass 0.144 kg
k Spring stiffness 93773 N/m
heq Equilibrium position 3.5 · 10−3 m
Fc Coulomb sliding friction force constant 2.5267 N
Fs Maximum static friction force constant 13.9 N
vs Inverse sliding velocity coefficient 17.315 s/m
p scalar 1
σ Viscous friction coefficient 7.5153 Ns/m
hmax Maximum stroke 6.85 · 10−3 m
hmin Minimum stroke 0.15 · 10−3 m
gmax Maximum air gap 7 · 10−3 m
µc Coefficient of restitution for closing 0.292 -
µo Coefficient of restitution for opening 0.254 -
ru upper coil resistance 0.625 Ω
rl lower coil resistance 0.625 Ω
in Table 3.1.
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Figure 3.10.: Validation results. Experimental data (solid line) v.s. model predic-
tions (dashed line): a) time history of the valve position h (mm); b)
phase portrait.
3.6. Sensitivity analysis for EMVA mathematical
model
Since friction force is the term that could present major changes when EMVA is
running due to the variable temperature and different lubrication condition, it is
important to evaluate the sensitivity of the obtained mathematical model against
those possible friction variations. In particular, the variation of friction parameters
(for a given range around nominal parameter values γ∗ = {F ∗s , F
∗
c , v
∗
s , σ
∗}) can cause
a variation in the magnitude and shape of static nonlinear friction force model,
as depicted in Figs. 3.11 and 3.12 for single and joint variation of parameters γ,
respectively. Since no explicit solution for EMVA mathematical model exists, the
parameter variation effects and sensitivity analysis are carried out through numerical
analysis. By doing so, the effects caused by the variation of nonlinear friction force
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parameters on the functional NMSE (3.13) are shown in Fig. 3.13(a). From the
shape of functional NMSE, it is clear that it presents different local minima, with
the global minimum equivalent to zero at γ = γ∗. Such local minima are more
frequent for parameters σ and Fc. In particular, from the picture it is clear that for
small variations of the parameters, say within ±10%, small variations in the system
trajectories are observed with errors that never exceed ±2%. Finally, the maximum
error, for a simultaneous variations of all parameters of interest in our analysis, never
exceed 4%.
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Figure 3.11.: Single parameter variation of friction force model parameters in a range
of ±30% and their effect on friction force nonlinearity Ff (v): a) σ; b)
Fs; c) Fc; d) vs.
The effect of a simultaneous parameter variation, both on steady state and transient
behavior is also evident from the time history of the perturbed trajectory reported
in Fig. 3.14. Here, in particular it is evident the effect of viscous friction parameter
σ in the time evolution response, where the damping effect is clear for greater values
of this parameter, while the effect of coulomb force parameter Fc is not so evident.
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Figure 3.12.: Shape for friction force model Ff (v) when a join parameter variation
is considered in a range of ±30%.
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Figure 3.13.: Variation of cost function (3.13) for different single variation of friction
parameters around nominal values γ∗: a) J(γ); b) Variational ratio
∂J(γ)
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3.7. Discussion
In this chapter we have proposed a mathematical model to represent the EMVA
dynamics. EMVA system consists of different subsystems. The power electronics
system to performing the electrical coil current controller and the electromagnetic
dynamics, and the inclusion of all those dynamics into a mathematical model leads
to a complex system. Thus, in order to avoid complexity, a simplified model is
obtained through the consideration of some physical assumptions. Spring forces
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Figure 3.14.: Time history of the valve position for a joint variation of all the friction
model parameters: a) δγ = ±3%; b) δγ = ±20%; c)δγ = ±30%
have been supposed to be linear, while the total mass of the system was estimated
for equivalent single rigid body and considering the spring as a distributed mass
body. Particular effort was devoted to describe the nonlinear properties of friction
force, leading to a static nonlinear friction model that includes viscous, Coulomb
and Stribeck effect.
The model parameters were estimated based on experimental measures and through
the use of nonlinear optimization numerical tools. It has been shown that the chosen
model is able to reproduce observed experimental dynamics.
In the next chapters different control techniques are designed based on the mathe-
matical model presented in this section.
CHAPTER 4
KEY-ON CONTROL
He who loves practice without
theory is like the sailor who
boards ship without a rudder
and compass and never knows
where he may go.
(Leonardo Da Vinci
(1452-1519))
This chapter addresses the Key-On control problem for the double magnet Elec-tro Mechanical Valve Actuator (EMVA) described in Sec. 2. Specifically, Sec.
4.1 introduces the Key-on control problem, which is formally stated in Sec. 4.2,
while Sec. 4.3 presents a nonlinear control approach based on energy methods to
solve the control problem. The performance of the controller is analyzed numeri-
cally in Sec. 4.4 by obtaining a closed loop bifurcation diagram. The results of the
bifurcation analysis are also used to tune the controller gain as shown in Sec. 4.5.
The control robustness respect to parameter variation is studied in Sec. 4.6. The
implementation of the controller is described in Sec. 4.7, while the experimental
validation of both closed loop nonlinear dynamics and control performance are pre-
sented in Sec. 4.8. A discussing section is in Sec. 4.9. The results presented in this
chapter have recently appeared in [30, 31].
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4.1. Introduction
In order to make EMVA a reliable solution to perform VVA operations in Camless
engines, an extremely delicate stage to be addressed is the Key-On control at engine
start-up, when friction phenomena strongly dominate the system dynamics, partic-
ularly at low velocities. The task has to be designed in order to move the valve from
its rest position (the middle of the stroke) to one end of the stroke (depending if
one wants to close or open the valve at start) while satisfying low energy consump-
tion requirements and avoiding high intensity impacts (impacting velocity less than
0.1(m/s)) [104].
This first maneuver is critical since the armature starts at the central position and
the magnetic force is strongly nonlinear with respect to air gaps and currents as it
is shown in Fig. 3.8. Hence, high power is required to initiate the valve motion and
this makes the first lift hard to be accomplished with feasible coil currents provided
by automotive electrical power circuits [22, 39]. To overcome this problem different
technological solutions have been adopted, based on a special design of the EMVA
itself or on the addition of further actuation to attain the first lift maneuver with
admissible coil currents. For example, the use of Permanent Magnets (PM) has
been proposed in [5, 69]. Alternatively, in [101, 108] an electrical motor, driven by
an open-loop control input, is added to operate the device. Obviously, with this
kind of solutions, the complexity of the overall system increases. Recently, the first
catching problem has been tackled in [37,39] by exploiting the mechanical resonance
of EMVA to drive the system during first lift. In this case, the model-based control
law requires good knowledge of the system resonance frequency and suffers from
parameter uncertainties mainly due to the friction variations. Note that, in this
scenario, an effective solution of the first catching problem can help the industry to
overcome obstacles for a low-cost mass production of camless technology, recently
announced by automotive components industry [105].
Here, a controller is designed, analyzed and tuned with the aim of solving the Key-on
control problem while satisfying the practical constraints for the possible application
in a commercial engine. In particular a nonlinear controller based on energy methods
is proposed, tuned through a bifurcation diagram and validated experimentally.
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4.2. Key-on control problem statement
During key-on, the armature must be driven from its rest position x(0) = [heq 0]
T to
a sufficiently small neighborhood of one of the extremal positions with a sufficiently
small velocity (less than 0.1 (m/s)) in order to avoid impacts [37, 44, 104, 125] (first
catching maneuver). Once the armature is near the magnetic coil boundary, a
different control strategy must be used to catch the armature.
4.2.1. Problem statement and specifications
Consider the EMVA nonlinear model (3.1) with initial conditions [heq 0]
T . Let
Ω := {x ∈ R2 |
(
h− hc
rh
)2
+
(
v − vc
rv
)2
< 1}, (4.1)
be the target region in state space we wish the valve dynamics to enter, where x =
[h v]T is the state vector, rh (m) and rv (m/s) are the radius of the ellipsoids centered
in xc = [hc vc]
T . Note that in general vc = 0, while hc can be set alternatively to
(hmin+ rh) or (hmax− rh) depending on whether we want to open or close the valve
at start. The target regions, respectively close to the valve open or closed position,
are named as Ωmin and Ωmax (see also Fig. 4.1 and Tab. 4.1 for the parameter
values).
Once the target Ω region has been selected, the time instant, say T > 0, when
the trajectory first enters that region is defined as key-on time and hT = h(T ) and
vT = v(T ) are the values assumed by the armature position and velocity respectively
at that time instant.
The Key-on control problem is to find a feedback control law u = u(h, v, t) aimed
at destabilizing the stable rest equilibrium x(0) = [heq, 0]
T and driving the valve
towards the desired phase-space region Ω in a finite time T , so that [h(T ) v(T )]T ∈ Ω,
while it holds:
hmin < h(t) < hmax, ∀ t ∈ [0, T ],
Tr < T < Tmax,
ij ∈ [0, imax], j = {u, l},
(4.2)
where Tr corresponds to the natural rise time of the EMVA system, Tmax is the
maximum admissible bound on the key-on time T , iu and il are the upper and lower
coil currents, respectively, and imax is the maximum admissible value of coil currents
provided by the actuators.
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Table 4.1.: Target region parameters
Symbol Description Value Unit
rh Ellipse radio on position edge 0.4 · 10
−3 m
rv Ellipse radio on velocity edge 0.1 m/s
hcΩmax
Center of Ωmax 6.45 · 10−3 m
hcΩmin
Center of Ωmin 0.55 · 10−3 m
Tmax Maximum key-on time 100 · 10−3 s
Tr Rise time 3.9 · 10−3 s
4.3. Energy based Key-on control
Energy based control law is based on the energy control approach presented in
[9,10,56,114,127]. This technique originates from the pioneering work in [68], where
the classical problem of the swinging up an inverted pendulum was addressed. More
recently, this control technique has been shown to be effective even in the presence
of friction losses and gravity [100].
The controller is designed by using a nonlinear model of the dynamic behavior of
the EMVA system and in the basis of Lyapunov direct method. Control explicitly
takes into account the effects of friction on the valve motion and the magnetic
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force modeled as in [38]. The resulting control strategy is itself nonsmooth. The
closed-loop dynamics is then studied on the basis of nonlinear system theory and
the bifurcation analysis [28, 120]. The closed loop bifurcation diagram is validated
experimentally and used as a tool to tune the controller gain. The experimental
analysis and validation are in good agreement.
4.3.1. Key-on control design
The key idea behind the approach is to control the overall mechanical energy of the
EMVA mechanical system (3.1), defined as:
E = K + U =
mv2
2
+
k(h− heq)
2
2
, (4.3)
where K and U are the kinetic and the potential energy, respectively.
Differentiating (4.3), the overall energy rate is given by:
dE
dt
= mvv˙ + k(h− heq)h˙. (4.4)
Substituting (3.1) into (4.4), we then obtain:
dE
dt
= v(−Ff (v) + u). (4.5)
The above expression for the total energy rate clearly confirms that the energy
can be directly controlled by means of the electromagnetic force u being fed to the
system. To destabilize the stable equilibrium position and then drive the armature
to the selected target region Ω, the control action u must provide the EMVA with
a quantity of force that is at least enough to compensate all the dissipative effects
due to friction Ff (v).
To proceed with the control design, here we use the candidate Lyapunov function:
V =
1
2
(E − E0)
2, (4.6)
where E is expressed as in (4.3) and E0 is the energy evaluated when the valve is at
its closing or opening position, namely E0 =
k
2
(hmin − heq)
2 or E0 =
k
2
(hmax − heq)
2,
respectively. Here we assume that |hmin − heq| = |hmax − heq| := ∆h.
Clearly, V is continuous and differentiable. Moreover V ≥ 0 for all h,v with
V (h, v) = 0⇔ E = E0 as it is shown in Fig. 4.2(a). Hence, we have that V > 0 in
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Figure 4.2.: Candidate like-Lyapunov function: a) V (x); b) Shape for term: E−E0.
the domain:
D := {(h, v) ∈ R2 :
1
2
(mv2) +
k
2
(h− heq)
2 <
k
2
(∆h)2}. (4.7)
(The boundary for subset D denoted by ∂D is shown in figure 4.1).
Differentiating expression (4.6) and then using equation (4.5), after simple algebraic
manipulations, we get:
V˙ = (E − E0)(−Ff (v) + u)v. (4.8)
To destabilize system (3.1), we need V˙ in (4.8) to be negative in D [73, 117]. Since
the term (E − E0) in (4.8) is always negative in D (see Fig. 4.2(b)), the control
signal u(t) must be chosen according to the sign of v(t) so that:
{
u > Ff (v), if v > 0;
u < −Ff (v), if v < 0.
(4.9)
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2−20
−15
−10
−5
0
5
10
15
20
 
 
v (m/s)
F
f
(v
)
(N
)
Figure 4.3.: Nonlinear friction force as a function of the valve velocity v.
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Note that, as always happens in physical devices, the valve velocity v is bounded
to a certain maximum admissible value, say vη. Thus, according with the friction
model in (3.3), the nonlinear friction force Ff (v) turns to be bounded too. Hence,
the controller (4.9) is chosen as:
u = αsgn(v), α ∈ R+, (4.10)
where α is the absolute value of the control signal to be chosen appropriately to
compensate the nonlinear friction effect. With a slight abuse of terminology, in
what follows we will refer to α as the control gain.
Note that due to the presence of limits on the maximum admissible current, the
effective control action, say us to the plant will be saturated as follows:
us =

umax, if u ≥ umax;
u, if umin < u < umax;
umin, if u ≤ umin.
(4.11)
where umax = FM(imax, gmax − h) and umin = −FM(imax, h) according to expression
(3.4). The bounds umax and umin are dynamic, as they strongly depend on the
actual valve position h. Thus, they have to be computed on-line by using the model
of the magnetic force (3.5).
4.4. Closed loop dynamics analysis
In this section, bifurcation analysis is used to analyze the closed loop nonlinear
dynamics for energy based controller, when considering the control gain α in (4.10)
as a bifurcation parameter). In particular, bifurcation analysis is then used as a
tool to tune such a control gain α. Note that, if the maximum friction force and
other undesired disturbances to be compensated were perfectly known, it would be
possible, at least theoretically, to compute exactly the amount of energy necessary
to compensate them and, consequently, to select the minimum additional control
effort able to destabilize the system. However, there can be large mismatches and
uncertainties in the friction estimate and thus, in practice, an acceptable tuning
cannot be achieved via a simple model based design. Conversely, the design of the
control action via bifurcation analysis provides a robust way to calibrate such an
action against all possible model uncertainties/mismatches. Furthermore, it provides
an insight into both the performance of the tuned system and the nonlinear dynamics
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of the closed-loop process for a wide range of values of the control gain α.
4.4.1. Closed loop bifurcation diagram
Closed loop dynamics induced in system (3.1) by Key-on controller (4.10) is analyzed
numerically through a continuation method, where system parameters are set to
nominal values (See Tab. 3.1) and control gain α is continued in the range [0, 30].
Such a range is chosen from friction force curve Fig. 4.3, in order to cover all possible
cases to be compensated. Fig. 4.4 shows the closed-loop bifurcation diagram of the
EMVA system with respect to variations of the control gain α, while the maximum
value of the admissible current is fixed according to the physical actuator constraints
(imax = 18 (A)).
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Figure 4.4.: Numerical bifurcation diagram of the closed-loop system. Empty-circles
branches correspond to unstable limit cycle, solid-circles branches to
stable limit cycles, crosses-branch to stable equilibrium set and dotted-
branch to unstable equilibrium set.
A Poincare´ section defined by Π := {v ∈ R, h ∈ [hmin, hmax] | v(t) = 0, h(t) =
hmax or h(t) = hmin} was used to capture the asymptotic solutions of the system,
considering also possible impacting behavior. For each value of the control gain the
last 40 samples of the armature motion h(t) were stored. The diagram was derived in
two stages: firstly α was varied from zero (corresponding to an open-loop condition)
to 30 (N) obtaining the forward bifurcation diagram. A second numerical bifurcation
diagram was then derived with α being decreased from 30 (N) to 0 (N) (backward
diagram). The complete bifurcation diagram was then obtained by overlapping the
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forward and backward diagrams, so as to highlight hysteretic phenomena. The
location of the unstable limit cycle was obtained using an approximate technique
based on a describing function analysis [31], which is described in Appendix B.
The numerical bifurcation diagram in Fig. 4.4 shows that the closed-loop EMVA
exhibits coexisting solutions and several bifurcations. The diagram is characterized
by four regions of different qualitative behavior, which is associated with different
values of α. In what follows, we study each of these scenarios in greater detail,
complementing the bifurcation diagram with time-series and phase plane portraits
at the most significant values of the control gain.
Region I. For α ∈ [0, 4.7], friction losses are not compensated by the control action
and the asymptotic behavior of the system is characterized by a stable equilibrium
set (see the branch marked with the symbol ”+” in the bifurcation diagram). This
phenomenon depends on the nonsmooth set-valued nature of friction and the equi-
librium set corresponds to a stationary mode for which the friction elements are
sticking. Numerical evidence for the presence of the equilibrium set is provided in
Fig. 4.5, where it is shown that, for a given value of α, trajectories originating from
different initial conditions are attracted towards different points on the equilibrium
set. The analytical characterization of this phenomenon using Filippov analysis for
the system is reported in Appendix B. A more general description of friction-induced
equilibrium sets and their attractivity has been studied in the case of multi-degree
of freedom mechanical systems in [80, 132].
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Figure 4.5.: Region I. Equilibrium set: Phase space plot for α = 3.
When α = 4.7, the Key-on control action starts to weakly compensate the friction
force and a Saddle-Node bifurcation of Cycles (SNC) is observed to occur, with
two limit cycles one stable, the other unstable being formed. Notice that the origin
remains stable throughout and it is not involved in this bifurcation scenario. The half
stable limit cycle divides the phase space into two regions (referred as external and
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internal). Valve motion converges to the stable limit cycle when the initial condition
belongs to the external region, while it is attracted towards the equilibrium set, when
it starts from an initial condition belonging to the internal region as shown in Fig.
4.6.
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Figure 4.6.: Numerical evidence of the saddle-node bifurcation of limit cycles. Phase
portrait: (a) α = 4.4 (N); (b) α = 4.8 (N).
Region II. For α ∈]4.7, 13.9], the system shows a more complex dynamic behavior
characterized by the coexistence of two attractors and one repeller. Namely, one
unstable and one stable limit cycle coexist with the equilibrium set. In this region,
as α increases, the equilibrium set shrinks to the fixed point [heq, 0]
T (for α = 13.9
(N)). This behavior is shown in Figs. 4.7 and 4.8 (See Appendix B for further details
on the analysis of the equilibrium set). Simultaneously, the stable and unstable limit
cycles tend to respectively increase and decrease their amplitude (see Fig. 4.9). The
unstable solution is characterized through describing function method in Appendix
B.
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Figure 4.7.: Equilibrium set. Phase plot: (a) α = 7 (N); (b) α = 10.5 (N) . Increasing
α the equilibrium set tends to be shrunk. The different trajectories are
originated from different perturbed initial conditions.
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Figure 4.8.: Variation of equilibrium set as a function of control parameter α for
α ∈ [0 ;Fs] (N). For α = Fs = 13.9 (N) the system shows a fixed point
[heq, 0]
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Figure 4.9.: Examples of the dynamic behavior of the valve for two different repre-
sentative values of α in Region II. Phase portrait: (a) α = 7 (N) ; (b)
α = 12 (N)
For α = 13.9 (N) a Subcritical Hopf (SH) bifurcation [120] occurs. The unstable
limit cycle shrinks to zero amplitude and engulfs the stable fixed point [heq 0]
T
rendering it unstable (see Fig. 4.10). Note that the critical point is reached when
the control gain assumes a value that coincides with the maximum static friction
force α = Fs = 13.9 (N) according to the estimated value reported in Tab. 3.1.
Specifically, in this condition the Key-on control action is able to compensate the
static friction force so that even a small disturbance is enough to take the valve out
from its equilibrium state. It turns out that in this situation, it is easy for the Key-on
control to move the valve from its release state to a regime of stable oscillations.
Region III. For α ∈]13.9, 19.45] (N) in Fig. 4.4, the unstable fixed point (dotted
line) stemming from the SH bifurcation is surrounded by a stable limit cycle (solid
circle line). As the value of α increases, the amplitude of the limit cycle grows
until it grazes one of the physical constraints limiting the armature motion. The
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Figure 4.10.: Numerical evidence of the subcritical Hopf bifurcation. Phase portrait:
(a) α < Fs (N); (b) α > Fs (N).
grazing bifurcation occurs when the valve touches the boundaries (h(t) = hmim or
h(t) = hmax) with zero velocity for α = 19.45 (N) as shown in Fig. 4.11.
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Figure 4.11.: Numerical evidence of the grazing bifurcation. Phase portrait. (a):
α = 18 (N); (b): α = 19.45 (N); (c): α = 21 (N).
Region IV. For α > 19.45 (N) there is evidence of a multi-impacting behavior (see
Fig. 4.12) coexisting with the unstable equilibrium set (respectively, solid-circle line
and dotted line in the bifurcation diagram in Fig. 4.4). Obviously, increasing α,
impacts become more energetic, hence region IV is not acceptable for the operation
of the electromechanical system.
4.5. Controller tuning through Bifurcation
diagram
Here we use bifurcation analysis to tune the gain of the control action so as to achieve
the specifications summarized in the definition of the target region Ω (see Section
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Figure 4.12.: Example of the valve motion in the impacting region IV. α = 30 (N).
(a): Time series of the valve position h. (b): Time series of the valve
velocity v. (c): Phase portrait.
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Figure 4.13.: Controller tuning through Bifurcation diagram. The dashed-line refers
to the minimum value of h(T ) within the target region Ωmax.
4.2 and Tab. 4.1). According to the EMVA working principle, once the valve moves
from its rest position in the middle of the stroke, it can be easily transferred to the
open (close) condition by exploiting all the energy stored in the spring and then
feeding into the system with a small amount of energy, just enough to compensate
friction losses. Here we locate the target ellipsoid region of the state space Ω close to
the open position of the valve, i.e. we set hc = (hmax−rh) = 6.45 (mm) (Ω = Ωmax).
Referring to the numerical bifurcation diagram for imax = 18 (A) in Fig. 4.13, the
minimum value of α at which trajectory enters the region Ω is 16.25 N, for steady
state valve position h(T ) = hmax − 2rh = 6.05 (mm) (dashed line in the bifurcation
diagram) and velocity v(T ) ' 0 (m/s).
Since control specifications impose an additional constraint on the maximum key-
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on time T (less than 100 [ms]), further numerical investigations showed that this
requirement cannot be satisfied in the range α ∈ [16.25, 17.6]. Hence, the admissible
control gain should be greater than 17.6 (N) and belong to regions III and IV of
the bifurcation diagram. Note that, although big values of α, around 30 (N), are
theoretically possible, they must be discarded so as to reduce the control effort and
avoid the high energy impacting zone.
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Figure 4.14.: Key-on controller performance in terms of T , hT and vT
Furthermore, in order to evaluate the fulfillment of Key-on control requirements, we
test the control performance in terms of the performance parameters vT , hT and
mainly the key on time T (see section 4.2) in the range α ∈ [16.25, 30]. Such a
performance of the Key-on controller is shown in Fig. 4.14(a), where by increasing
α, controller fulfills the requirement in T , and a kind of repeated tendency is ob-
served in the parameters performance vT and hT , when the value of parameter α is
varied. Notice also from Fig. 4.14(a), that T is diminished as well as α increases.
This pattern is caused by the way that trajectory x(t) enters the target ellipsoid
region Ω, leading to the reduction of one oscillation (swing) in the valve motion at
each value of α where the trajectory x(t) reduce one oscillation. Additionally, this
evolution produces a reduction of Key-on time T by steps as well as the the number
of oscillations. Despite, low key on time T is desired for the application, there exists
a trade off between this feature and the final velocity vT , in order to avoid impacts
of high intensity. In particular for imax = 18 (A), we found the range of admissible
values to be α ∈ [17.6, 19.45]. Similar analysis is carried out for other values of imax,
yielding the admissible ranges given in Tab. 4.2.
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From the results summarized in Tab. 4.2, the control action has been set so as to be
sufficiently high to satisfy control specifications for all values of imax above 12 (A).
Hence, the control gain has been set in the range [19, 22] (N), so that, the target
region is surely reached with T < 100 ms for all values of imax > 9A.
Table 4.2.: Control ranges
imax (A) Target region Ω T < 100 [ms]
18 α ∈ [16.25, 30] α ∈ [17.6, 30]
15 α ∈ [16.81, 30] α ∈ [18.2, 30]
12 α ∈ [17.97, 30] α ∈ [18.97, 30]
9 α ∈ [18.22, 30] α ∈ [19.01, 30]
4.6. Key-on control robustness
Note that during engine operation, high and varying temperatures can produce
important variations in the parameters of the EMVA, that can affect strongly the
controller performance. Therefore, the study of such parameters variation and their
effect on system behaviour becomes a key point during controller design in order to
tune the controller and increase the robustness range where the system performance
is acceptable.
Finally, the robustness of the key-on controller against system parameter variations
is investigated via numerical simulations. Here, as an example, we show that in-
troducing an uncertainty of ±20% in the friction parameters with respect to the
nominal values in Tab. 3.1 (as shown in Fig. 4.15(a)) and for imax = 12A, the
control algorithm is still able to guarantee the required specifications. Note that, as
reported in Fig. 4.15(b), where the trajectory of the closed-loop system still enters
the Ω region, for greater values of T , but still within the admissible control region.
4.7. Key-on control implementation
The experimental implementation of the Key-on controller over the real EMVA
prototype requires the use of different subsystems, all of them aimed at conditioning
the signals yielding a complete and performing functional block. The block diagram
for Key-on controller on EMVA system is shown in Fig. 4.16. Here, some key
components are:
• VE. Subsystem to estimate the valve velocity v from measures of position h.
• Key-on controller. Subsystem to compute control action u.
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Figure 4.15.: Simultaneous variation of ±20% in the friction parameters values
(namely, σ, Fc, Fs, vs). A variation of +20% corresponds to the dotted
line, −20% to the dashed line, while the solid line corresponds to the
nominal values. (a): Representation of the friction force Fv(v). (b):
Closed-loop valve trajectory when α = 22 and imax = 12 (A).
• Saturation block. Subsystem aimed at producing a saturated control action,
based on the application of dynamics upper and lower limits according to (3.4).
• Force to Current inversion algorithm. Subsystem to obtain both upper and
lower desirable coil currents iudes and ildes.
• Electrical power actuator. It is an external subsystem conformed by two elec-
trical power converters, whose load is a magnetic coil respectively. This sub-
system is named Current Controller Circuit (CCC), regarding that its main
task is to track both reference currents, feeding on coils the equivalent coil
current to reproduce accurately the desired magnetic force, to then exert it on
EMVA ferromagnetic armature.
• EMVA plant. Mechanical part of EMVA system.
Based on the hardware described in Sec. 3.2, the Key-on controller described in
Sec. 4.3 is implemented digitally by using the functional block schemes shown in
Fig. 4.16, while the sampling time of control task is set to 70 (µs).
Key-on control law requires the use of both state variables, and since the velocity
of the armature is not available a proper Velocity Estimator (VE) system has to
be used to reconstruct the velocity signal. Since there exists only measures of the
position signal h, a velocity estimator (block V E) is proposed to estimate the valve
velocity vˆ from position h. Velocity estimator plays one important role on system
performance and it must provide a good representation of real valve velocity v. It
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(a)
(b)
Figure 4.16.: Schematics of Key-on control implementation: a) Key-on controller
scheme; b) Further details.
could be implemented by the simple difference between samples [77]:
vˆ ∼= vi '=
hi+1 − hi
Ts
, (4.12)
with Ts being the sample time and i the i-th sample. However, due to the presence of
noise in position signal, this simple method is a catastrophic solution. Well, regard-
ing the frequency response, the goal is to obtain the frequency response equivalent
to derivative operator d
dt
→ s = jw. To this aim, a filter to estimate velocity is
proposed, where its magnitude response must be linear at least for the frequency
range of interest, with a phase response in the neighborhood around 90 degrees.
Then, velocity filter is given by:
G(s) = sn∏
i=1
(1+sτi)
τ1 =
1
2pifc
τi = aiτ1 for i = 2 . . . n
(4.13)
where:
ai ∈]0; 1] is a factor to weight the main pole of the filter, ai = 0.25 and n = 4 is the
order of the filter; fc = 1000[Hz] is the cut frequency, chosen under the consideration
of bandwidth of EMVA dynamic is around BW ' 128[Hz]. The frequency response
(Amplitude and phase) for velocity filter is shown in Fig. 4.17, where dotted line
4.7. Key-on control implementation 54
corresponds to the response of continuous time transfer function G(s) and solid line
to the discrete one, say G(z), which is obtained via Tustin approach with Ts = 70µs
as sample time.
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Figure 4.17.: Frequency response for filter to estimate velocity.
Unfortunately, this approach to estimate the valve velocity, introduces an undesir-
able effect, that is, the estimated velocity vˆ is not totally in a phase of 90o degree
with respect to the actual valve position. For instance, given the free oscillation of
EMVA system, an estimate of its velocity using versions (continuous and discrete)
of the proposed filter is shown in Fig. 4.18. Hence, the estimated velocity vˆ presents
a delay of 0.5160(ms) respect to actual one v, yielding an uncertainty in the velocity
value. The effect of filter is shown in Fig. 4.18. Assuming that vˆ ∼= v, in what
follows, valve velocity is referred with v.
Due to the use of VE filter, there exists unavoidable noise and delays, which are
introduced in the closed-loop system along the velocity channel. There exists a
trade-off between rejected noise band width and delay in the signal. Obviously,
different approaches, like for example the use of a linear (non-linear) state observer,
are also possible, and here in order to keep the control structure as simple as possible,
velocity filter is used. Experimental results confirm that this simple filtering choice
does not affect the overall performance of the controller.
Note that the presence of the ’sgn’ function in the control law (4.10) introduces
high switching frequency due to the unavoidable presence of noise in the estimate
of the velocity signal. To reduce high frequency switching, the control law has been
implemented through a predetermined dead zone function, fdz, instead of the signum
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Figure 4.18.: Comparison of velocity estimators, media filter (Anticausal filter)(v),
continuous (vˆV EC) and discrete (vˆV ED) versions of filter (4.13): a)
Velocity estimators time response; b) Enlarged zone to evaluate delay
effect on estimated velocity.
nonlinearity, i.e.
ud(v, α, vn) = αfdz(v, vn), (4.14)
with
fdz(v, vn) =

−1 if v < −vn,
0 if |v| < vn,
1 if v > vn,
(4.15)
where the amplitude of the dead zone, vn = 0.09 (m/s), has been set according to
the experimental evaluation of the level of noise in the velocity signal around the
zero value.
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Figure 4.19.: Velocity estimator, a comparison Media filter (Anticausal filter)(v),
Continuous (vˆV EC) and discrete (vˆV ED) versions of filter (4.13) Phase
portrait effect.
Given that valve motion starts from its rest position (x(0) = [heq 0]
T ), where v ∈
[−vn, vn], the use of a dead-zone (4.14) requires an additional action to reach a
velocity value greater than vn. In practice, to solve this problem, a “kick-off” control
action uδ(t) defined by
uδ(t) =

−FM (imax, h(t)), if 0 ≤ t ≤
Tδ
2 ,
FM (imax, gmax − h(t)), if
Tδ
2 < t ≤ Tδ,
0, if t > Tδ
(4.16)
is added to the control variable u so as to activate the upper and lower coils only
during a short time Tδ, with Tδ being appropriately selected according to the ex-
perimental behavior of the system so as to be sufficient for the activation of EMVA
at key-on. Note that, in our experiments, kick-off control was performed over an
interval Tδ = 8 (ms).
4.8. Key-on: Experimental results
The experimental validation is split in two parts. Where the first experimental stage
aims at validating the closed loop dynamics for EMVA system, which were revealed
by the numerically closed loop bifurcation diagram, then the second stage consists
on the experimental test and validation of the Key-on controller performance.
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4.8.1. Experimental closed loop bifurcation diagram
Since in our approach the controller design strongly relies on the bifurcation dia-
gram, in this section we experimentally validate our bifurcation analysis. Compari-
son results are reported in Fig. 4.20, where it is apparent that agreement between
the numerical and the experimental bifurcations diagrams is remarkable despite the
unavoidable presence of unmodelled dynamics (such as dissipative effects) or the
influence of specific experimental conditions (for example, environment tempera-
ture). Specifically, the numerical and experimental diagram show the same qualita-
tive dynamics, such as for example the coexistence of different solutions, with the
experimental detection of all main bifurcations events.
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Figure 4.20.: Experimental validation of closed loop bifurcation diagram. Green
markers refer to experimental results obtained varying α forward, from
0 N till 30 N and starting from the release state, while the red ones
correspond to the case when valve starts near the close position (h(0) =
1 (mm) and v(0) < 0 (m/s)) and α was varied backward from 30 N till
0N.
Note that experiments necessary to build the bifurcations diagram were performed
starting the valve from different initial conditions, namely from the release state
(h ' heq) or around valve closing (h ' 1 (mm)). The steady state position of the
armature has been measured for different values of α and samples have been plotted
on the numerical diagram to compare the experimental behavior of the device with
the model predictions. In so doing the different stable solutions, characterized by
different basins of attraction, have been experimentally detected. Specifically, the
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comparison between the experimental closed-loop bifurcation diagram and model
prediction one is shown in Fig. 4.20.
4.8.2. Experimental Equilibrium Set
To complement the bifurcation analysis, some representative experimental trajecto-
ries are reported here for the sake of completeness. Namely, in Fig. 4.21 it is shown
that for a value of α belonging to Region I, i.e. α = 2N, the valve converges to
the equilibrium set as predicted from the numerical analysis. The augmented plot
of the steady state behavior in Fig. 4.21(b) allows to clearly observe the different
equilibrium values attained experimentally by the valve when it starts from different
initial conditions.
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Figure 4.21.: Experimental evidence of the equilibrium set for α = 2 (N). (a): time
history of the valve position; (b): detail of the steady state.
4.8.3. Limit cycles
Fig. 4.22 shows examples of the experimental behavior of the valve position when
the control parameter α belongs to Regions II and III of the bifurcation diagram. In
particular, as predicted by the numerical analysis, it is evident that the amplitude
of the stable limit cycle grows as α increases (see Figs. 4.22(a)-4.22(c) and 4.22(b)-
4.22(d)).
For a greater value of α a grazing bifurcation is experimentally detected and reported
in Figs. 4.22(e)-4.22(f). Here the orbit grazes the lower constraint (h = hmin) with
a zero velocity. (Note that experimentally this velocity value is almost zero, due
to the unavoidable presence of noise in the velocity signal estimated on line from
position measurements.
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Figure 4.22.: Experimental results in region II and III. Time history of the valve
position and phase portrait: a)-b) α = 13.5 (N); c)-d) α = 15 (N);
e)-f): α = 20 (N).
Although it is not possible to detect experimentally the presence of unstable solu-
tions, the coexistence of the stable limit cycle, the unstable limit cycle and the equi-
librium set can be validated when control gain α is fixed and system is started from
different initial conditions. An example is shown in Fig. 4.23 where α is chosen equal
to 14 (N) (Region II). Here the trajectory rooted at x0 = [2.5173 (mm),−0.26888 (m/s)]
T
(red solid line) converges to the fixed point, while the motion corresponding to the
initial condition x0 = [2.4148(mm), −0.7182(m/s)]
T (black solid line) converges to
the stable limit cycle. The unstable limit cycle exists in the white region shown in
Fig. 4.23, which separates the basins of attraction of the equilibrium set and that
one of the stable limit cycle.
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Figure 4.23.: Region II. α = 14 (N). Experimental evidence of the coexistence of
equilibrium set, stable and unstable limit cycle.
4.8.4. Validation of Key-on control performance
Despite chosen range for controller was set to be α ∈ [19, 22], different experiments
were done in the tuned range α ∈ [16.25, 30] (see section 4.5). These experiments
allow to validate the Key-on controller performance as Fig. 4.24 shows. From
picture, it is clear that experimentally EMVA reaches the target region fulfillment
the requirement on key-on control time T , for α > 18.75[N ]. Fig. 4.24 shows besides
experimental data, the predicted Key-on time for different current values according
with table 4.2, and note that data trend is between the level curve for imax = 18A
and imax = 9A. Furthermore, according with numerical predictions as well as α is
increased, the time T is reduced, allowing to reach the target region faster in less
number of oscillations.
Conversely, the closed-loop experiments aimed at performing the catching manoeu-
ver are carried out in the chosen control range through the use of bifurcation diagram
as a tool to tune the controller. Indeed for α ∈ [19, 22], EMVA presents a proper
performance according with numerical predictions. The motion of the valve is shown
in Fig. 4.25 when α = 22 (N). Here, the closed loop valve trajectory under the ac-
tion of the Key-on control strategy is shown to effectively reach the desired Ωmax
region (with hc = h
c
max = hmax− rh). Once the target region is reached (as it is also
apparent from the experimental phase portrait depicted in Fig. 4.25(b)), the Key-on
control is deactivated and a simple feed forward action is activated that switches on
the upper coil while the lower coil is switched off in order to catch the valve. The Ω
region, located near the open position (hc = 6.05 (mm)), is reached for T = 66.2ms,
being x(T ) = [6.17 (mm), 0.07 (m/s)]T , while the overall valve closing is performed
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Figure 4.24.: Validation of key-on control performance. The experimental key-on
time T (dotted samples) is validated with numerical one computed by
simulations, when using different maximum admissible currents imax
in 70.2 ms, within the control specifications as picture 4.25(a) shows.
The time evolution of upper and lower currents can be found in Figs. 4.26(b)
and 4.26(a) respectively. Here the dotted line corresponds to the desirable current
predicted by simulations, while the continuous line is the current effectively produced
by power actuators. It is apparent that, as time increases, the actuator capacity to
deliver power is reduced, but, despite this, the control action still guarantees the
required performance.
The overall control effort is represented in Fig. 4.27, where the dotted line refers to
the upper and lower dynamic bounds umax and umin respectively, for control signal
u (see Eqs. (4.10) and (3.4)), while the solid line is the actual u.
It is worth mentioning here that, the experimental key-on control seems to be robust
and fulfills the control specifications guaranteeing a closed-loop dynamic behavior
that remarkably agrees with the one predicted by the numerical analysis. This is
achieved despite the presence of dynamic saturations of the control actuator (con-
sidered ideal during the design), the unmodelled dynamics (such as the ones of the
dynamic filter used to reconstruct the velocity from the position information), the
presence of non smooth nonlinearities (the dead zone necessary for the implemen-
tation of the control action, as detailed in Sec. 4.7), and the presence of both noise
and parameter uncertainties.
We remark that, for a choice of α which is out of the tuning range with imax = 18 (A),
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Figure 4.25.: Experimental validation of the key on control when α = 22 (N). (a):
Time history of the valve position; (b): phase portrait
the key-on problem is again, as expected, successfully solved and the first catching
is guaranteed, but for greater values of the key-on and catching time interval that
do not fulfill the control specifications. For example, for α = 17 (N) the key-on time
is T = 114 [ms] with an overall catching time of 117.7 [ms].
4.9. Discussion
This chapter has presented the analysis and design of the Key-on controller to solve
the first lift manoeuvre in a double magnet EMVA system.
The proposed nonlinear controller was designed based on Lyapunov ’s direct method,
it makes destabilize EMVA system allowing perform the first lift operation in a
robust way by pumping energy into the system through the proper compensation of
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Figure 4.26.: Experimental validation of the key on control when α = 22(N): (a)
time history of the lower current (solid line: actual current; dotted
line: reference current); (b) time history of the upper current (solid
line: actual current: dotted line reference current). Here, the dashed
line refers to i = imax = 18 (A).
energy losses due to friction.
The analysis of closed-loop nonlinear dynamics and induced bifurcation phenomena
were characterized analytically, numerically and moreover tested experimentally.
Saddle Node bifurcation of Cycles and Subcritical Hopf bifurcation have been char-
acterized by means of a describing function analysis for a nonlinearity of the type
Stribeck. Furthermore, the existence of the induced equilibrium set was character-
ized in the context of Fillipov systems.
Bifurcation analysis was used as a tool to tune the key-on controller, whose effec-
tiveness and performance was verified directly in the experimental prototype. In the
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Figure 4.27.: Experimental validation of the key on control when α = 22 (N). Time
history of the control signal. Dotted line: upper and lower dynamic
bounds umax and umin respectively. Solid line: the saturated control
signal us.
chosen range, say α ∈ [19, 22], the Key-on controller was tested experimentally in a
good agreement with theoretical predictions and the more important reaching the
control goal while satisfying application requirements.
We wish to remark that despite undesirable effects of real scenarios such as: mea-
sure uncertainty and noise; lack of velocity sensor to make a good representation
of valve velocity, which yields loss of information due to unmodelled dynamics of
filter to estimate velocity; dead-zone used to avoid high switching frequency due to
noise; tracking error of electrical power actuator to provide the desirable currents;
parameter variation of friction force model, effects that we did not consider during
simulation process and based on the good accuracy of numerical model for elec-
tromagnetic actuator, we can observe that the experimental behaviour of EMVA
controlled by the proposed key on control agrees acceptable with theoretical and
numerical analysis, allowing drive the valve within specifications.
CHAPTER 5
SOFT LANDING CONTROL
Quanto piu` ci innalziamo,
tanto piu` piccoli sembriamo a
quelli che non possono volare.
(Nietzsche (1844-1900))
This chapter deals with the Soft Landing Control (SLC) problem for the doublemagnet Electro Mechanical Valve Actuator (EMVA) described in Sec. 2. An
introduction to SLC is presented in Sec. 5.1, while Sec. 5.2 defines the SLC control
problem and states the control goal. Control design is based on the tracking of a
model based reference trajectory, whose derivation is described in Sec. 5.3. Sec. 5.4
proposes a robust nonlinear control scheme to track the reference trajectory while
solving the SLC control problem. Numerical results are shown in Sec. 5.5, while
a robustness analysis against bounded disturbances are studied numerically in Sec.
5.6. A discussion is in Sec. 5.7.
5.1. Introduction
The EMVA system is considered as an essential actuator for future camless en-
gines [112], and it was shown in Chapter 2 that soft-landing is a cumbersome problem
to be solved in order to render robust this actuator, while reducing impacts (see Sec.
2.4.2). In general, several mechanical systems require to perform soft landing opera-
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tions in constrained scenarios, where possible and undesirable impacting behaviour
can occur due to the existence of bounds in valve motion. Representative examples
are: aircraft landing during take off [20, 70–72]; clutch system [40, 49, 53, 64, 87];
moon lander system [76, 85]; container crane [12, 74, 113] and autonomous flight of
unmanned helicopter [75, 116].
As it was shown in Chapters 2 and 3, EMVA system motion is constrained between
two magnets and the aim of this actuator is to open and close the valve in a reliable,
safety and robust manner, and for that purpose a Soft Landing Control (SLC) law is
necessary to drive and catch the armature. However, strong impacts can, in general,
occur at the end-stroke during opening and closing operations. Thus, it is necessary
to seat the valve softly, that is, the valve velocity has to be reduced to a minimum
just before it contacts the face of the electromagnet. This operation is necessary
mainly to ensure a proper closing and opening of the valve while guaranteeing reliable
functionality and a longer component life [21, 37, 44, 84, 94, 129]. Further benefits of
SLC are noise reduction and the avoidance of wear and fatigue of components.
Considering the EMVA working principle, in the absence of external forces, the
system initially rests at the nominal middle position (3.2), and during engine running
the motion from open to close condition and viceversa can be easily imparted by
using the stored energy in the springs. Thus, enough acceleration has to be applied
through the magnetic force in order to drive the valve in the proper way, so as to
reduce the impacting velocity, while ensuring the valve capture. In so doing, the key
control actions consist in accelerating and/or braking the system.
First attempts to solve SLC are described in [50,125,134], where the system is con-
trolled in open loop via a series of properly tuned current patterns. Since open loop
control is sensitive to disturbances and suffers from poor repeatability, closed loop
strategies have been also extensively used on the basis of different EMVA model-
ing, where SLC manoeuvre is developed in two phases, namely approaching and
tracking. In so doing, the control action only starts after a position threshold has
been reached by the valve. In [124, 125] a feedforward and Linear-Quadratic Regu-
lator feedback controller was developed to control the system for soft seating, while
Flatness-Based tracking method is adopted in [21] in order to perform SLC while
ensuring the compensation of the combustion gas force disturbances, affecting the
exhaust valve solenoid actuators. In [44], based on nonlinear force model reproduced
via proper tuned polynomials, a sensorless sliding mode control strategy was used
to track a reference trajectory designed for the soft-landing, whereas in [123] the
quiet seating control is designed based on a linearized model of EMVA and through
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a robust controller via H∞ loop shaping method for stabilizing the actuator. In [67],
a simplified nonlinear model was used to design an exact linearization based con-
trol law. In the same way, in [37] the control task was solved via a model-based
decoupling control strategies and by using also a full cancelation of vector field com-
ponents (feedforward controller) based on a linear mechanical model, furthermore,
a PD controller was used to make the system track a reference trajectory, which was
described through a third order system.
Different control strategies aimed at enhancing the SLC performance have been pre-
sented in technical literature [63, 104, 129], where the improvement mechanism is
based on Iterative Learning Controller (ILC). In particular, in [63] a tracking con-
troller that consists of a linear feedback and a nonsquare ILC was presented, where
the ILC methodology was used to update the feedforward signal of the feedback
controller every cycle based on the error between the actual valve position and the
desired position; in [104], the SLC is addressed using a nonlinear feedback strategy,
where control parameters were tuned by means of an extremum seeking method;
while recently in [129], a cycle adaptive feedforward approach was used to solve the
control problem.
In [52], different control approaches are shown aimed at controlling systems with
input and output constraints, where common constraints from real industrial process
are addressed. In the same context, in [94] a heuristic technique is proposed to
compute the coil current to soft-land the valve, while avoiding saturation. The
control law is based on a cyclic adaptive current preaction combined with a sliding
surface.
Despite efforts done by researchers, there are still challenging open problems to be
addressed during SLC manoeuvre, whose solution is presented in this Chapter. Here
a force control law is designed to track a model based optimal reference trajectory
and is based on a combined feedforward and Sliding Mode Controller. The control
objective is to render the system robust and reliable so as to be used in the next
generation of engines (Camless engines).
5.2. SLC Problem statement
Although the EMVA system is a small mechanical device, in order to satisfy engine
performance specifications at high speed, i.e. 6000 (rpm), the closing and opening
manoeuvres must be done in a short total landing time, say TTL < 4 (ms) [50].
Considering the system structure, by applying a magnetic force (coil current), both
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end stroke points are located in the basin of attraction of an attractive point located
at the boundary, where the valve velocity grows as well as the valve approaches
the boundary, leading to the acceleration of the valve, while increasing its impact
velocity. Furthermore, due to the bounded nonlinear magnetic force interacting with
the high elastic force, there exists a repulsive point (close to the boundary) between
two equilibria (located at the boundary and near to middle position, respectively).
Then, the two ending points have to be transformed into attractive equilibria through
the proper regulation of the magnetic force.
One of the main control issues of EMVA system lies on the nonlinear response and
weak capability of magnetic actuator, that can fail to overcome the increasing and
strong elastic force exerted by the springs, as the valve approaches the magnetic coil.
This interaction leads to execute a landing manoeuver around an unstable point,
where valve can easily point towards the middle position instead of the boundary
(loss of the valve without his capture). Indeed, the controllability of the valve can
be seriously affected by impacting phenomena, where an acceptable final velocity
reported in literature is less than 0.1(m/s). It is important to remark that even
the presence of low intensity impacts, could transfer the valve from the attractive
to the repulsive zone, causing the loss of the valve. Finally, besides nonlinearity
effects, in order to ensure the proper valve opening and closure, the controller must
properly take into account that system can strongly be affected by time variant
nonlinear friction and external forces. Therefore, the controller must be designed
seeking a robust performance with respect to possible system disturbances, model
uncertainties, and friction (parameters) variation in general.
The SLC manoeuver involving a nonlinear system subject to a set of constraints,
where control must be designed for low energy consumption while satisfying a
soft landing operation with low impact velocities within a desired range [0,vd], i.e.
vd = 0.1 (m/s), while taking into account the existence of strong nonlinearities and
bounds on actuators authority. Further issues involve the special case where no full
state measures are available and external disturbances are present (i.e. gas pressure
external force).
5.2.1. Problem definition
The EMVA model (3.1) with initial conditions [h0 v0]
T and the bounds for control
input (3.4) can be written in the form:
mh¨ + Fe(h; k, heq) + Ff(v; γ) + Fext(t) = u, h(0) = h0, h˙(0) = v0, t ∈ TL, (5.1)
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where u is the bounded control variable available to designers, i.e. for opening 0 ≤
u ≤ umax(gmax − h) and for closing −umax(h) ≤ u ≤ 0, with umax(z) = FM(imax, z);
h0 6= 0 and v0 are the initial condition; TL = [ts, ti] is the interval of time to
carry out the landing manoeuver, with ts and ti being the starting and ending time,
respectively. Let ν = {m, k, heq, σ, Fs, Fc, vs} be the set of all plant parameters and
γ = {σ, Fs, Fc, vs} be the parameters of the friction force model (3.3).
Furthermore, let x := [h v]T be the state vector and x0 := [h0 v0]
T ∈ R2 the initial
state. Moreover, define S := {(x1, x2) ∈ R
2|x1 = hd, x2 ∈ [a, b]}, and let xd be
a generic point in S. Additionally, let tc be the time instant when the control is
switched off, i.e the valve position has reached a constant position threshold, say hc.
Now, let’s xc = [hc vc]
T = x(tc) be the state at time tc, with vc
∆
= v (tc) being the
final control velocity. Define also vi
∆
= v (ti) as the impacting velocity, where ti is
the time instant at which the impacting event occurs. Without loss of generality,
we assume ts < tc < ti. Finally, let TLT = ti− ts be the total landing time and T
max
LT
be the maximum admissible total landing time.
The softlanding control problem is to find a feedback control law u(t) = u(x, x0, t)
for system (5.1), that starting at x0 yields
x(t) ∈ I(xd) as t→ ti, (5.2)
with I(xd) being a sufficient small neighborhood of xd, subject to:
hmin < h(t) < hmax, ∀ t ∈ TL,
|vi| ≤ 0.1(m/s),
TLT < T
max
LT ,
ij ∈ [0, imax], j = {u, l},
(5.3)
where iu and il are the upper and lower coil currents, respectively, and imax is the
maximum admissible value of coil currents provided by the actuators.
The complete SLC manoeuver is developed in three different control stages namely:
i : RELEASE phase. Control action u = 0, yielding null lower (upper) coil current,
thus system evolves in free oscillation pulled by springs due to the potential
energy stored in them.
ii : SLC phase. By using the decoupling approach [37], the control signal u, desired
force in (N), is computed through a SLC force control, so that the equivalent
upper coil current iu is computed via an inversion force model, that is, iu =
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Figure 5.1.: Schematics for SLC control problem.
F−1M (h, u, imax), where F
−1
M denotes the inversion force model for (3.5).
iii : HOLD phase: Once the system overcome certain threshold, say hc upper current
iu is hold to a holding current value, say iuhold, where system is accelerated
and caught by electromagnet to close definitely the valve.
5.3. Model-based trajectory planning
Softlanding control for EMVA system has to be performed in a constrained space
where dynamics are strongly nonlinear with bounded control authority and the ma-
noeuver must be carried out in a short interval of time, i.e. 3− 4 (ms) [50,104], due
to engine operation requirements. The soft landing operation cannot be executed
solely by using feedback or adaptive control schemes. As a result, we decided to
use a feedforward control action computed on the basis of an accurate mathematical
model of the system together with a feedback stabilizing controller.
Reference trajectory planning has been designed and utilized to land the valve by
different authors [37,44,63,104,123,124,136], where the aim is to obtain a reference
trajectory characterized by being a smooth continuation of the natural valve motion.
In the case of the EMVA, reference model must include both mechanical and magneto
dynamics, in order to take into account also the nonlinear magnetic force features.
The advantage of using the EMVA nominal model as a trajectory planner lies in the
possibility of designing an ad hoc trajectory taking into account the natural evolution
of the model and the actuator nonlinearities. We seek to obtain an optimal current
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pattern, so that the trajectory generator produces an optimal trajectory that fulfills
SLC requirements in both time and state constraints. Here, a nominal model of the
mechanical system and for magnetic force is used in order to calculate a suitable
reference trajectory.
The optimal trajectory planning consists in optimizing the current pattern as shown
in Fig. 5.2(a), while trajectory satisfies predefined specifications. This current
pattern is predefined considering physical constraint of electrical power actuator,
that is, ensuring continuous current that starts from zero. This requirement is
imposed because, if there exists a discontinuity on current, in the real experiment
cannot be performed. The idea behind this current pattern is to energize the coil
(inductor) starting from zero and growing with a constant slope until a certain
optimal saturation value say is, is reached. The current level is then kept constant
at this value for t > Trs (see Fig. 5.2(a)).
With the aim of considering the nonlinear magnetic force (3.5) and mechanical
dynamics (3.1) in the trajectory planner, the reference system is given by:
h˙r = vr,
v˙r =
1
mˆ
(
−kˆ(hr − hˆeq)− Ff (vr; γˆ) + uM(ir(t), hr)
)
,
hr(0) = hˆeq, vr(0) = veq,
(5.4)
where hr(m) is the reference position and vr(m/s) is the reference velocity; mˆ is
the nominal mass of the system, kˆ is the nominal spring stiffness, hˆeq is the central
position of valve stroke, γˆ is the nominal parameter vector of the friction force
model (3.3); hr(0) = hˆeq and vr(0) = veq are the initial conditions for position and
velocity respectively, with veq = v(ts) being the valve velocity, evaluated when valve
reaches heq when it starts from opening or closing valve condition, i.e. h = hmax,min;
uM(i, z) is the magnetic force model (3.5), with z(m) being the air gap and i(A) the
coil current. Furthermore, let us define the reference state vector xr = [hr vr]
T .
The current ir(t) is a piecewise smooth current pattern shown in Fig. 5.2(a) and
described by:
ir(t; is, Trs) =
{
is
Trs
t, if t ∈ [0, Trs],
is, if t > Trs,
0 < Trs < TLT , (5.5)
where is (A) is the saturation current and Trs(s) is a prefixed time value at which
reference current ir(t) is saturated at value is. The block diagram for the proposed
trajectory planner is shown in Fig. 5.2(b).
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(a) (b)
Figure 5.2.: Trajectory planner for EMVA system: a) current pattern to be opti-
mized by means of parameter is; b) schematics for model based reference
trajectory planner
The optimal trajectory can be computed via an optimization routine aimed at ob-
taining the optimal value i?s for current ir(t) (5.5). Let us define hrd (m) and vrd
(m/s) as the desired position and velocity threshold, respectively, tf as the final
time, and the index
J(is) =
tf∫
0
ir(t; is, Trs)
2dt, (5.6)
as cost function, with parameter Trs set as: Trs = 0.5 · 10
−3(s).
The optimal trajectory planning problem is to find
?
is = arg min
is
J(is), (5.7)
subject to the system equations (5.4) are satisfied and
hmin < hr(tf ) < heq,
−vrd < vr(tf) < 0,
0 < is < imax,
Trs < tf < tfmax.
(5.8)
The idea behind this cost function is to obtain a trajectory computed by using
the nominal system dynamics, with initial conditions corresponding properly to the
nominal model in free oscillation, when trajectory reaches the middle position heq,
starting from end stroke, i.e at h(0) = hmax. Terminal state of optimal trajectory are
expected to be around a desired coordinate [hrdvrd]
T and the optimization problem is
solved through numerical simulations by considering it as a nonlinear programming
problem.
When the reference system is evaluated with values shown in Table 5.1 and is is
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varied in the range is ∈ [3, 11] (A), resultant reference trajectories are depicted in
Fig. 5.3(b)-5.3(c). From results, it is clear that system can reach an equilibrium
point in a levitation condition for low values less than 7, in particular for that
condition, elastic force is equal to the applied magnetic force. Then, by increasing
is, trajectories start to achieve a desired point with low velocities, and for bigger
values of parameter is impact intensity starts to become stronger. Current pattern,
time position evolution and phase portrait trajectories are shown in Fig. 5.3. Notice
that all trajectories start at the same initial condition and as parameter is is varied
terminal condition reaches different values. Considering nominal friction conditions,
the optimal reference trajectory is obtained for
?
is = 7.12(A).
Table 5.1.: Nominal parameter values for EMVA reference model.
Symbol Description Value Unit
mˆ Mass 0.144 kg
kˆ Spring stiffness 93773 N/m
hˆeq Valve equilibrium 3.5 · 10
−3 m
σˆ Viscous friction coefficient 7.5153 Ns/m
Fˆc Coulomb sliding friction force constant 2.5267 N
Fˆs Maximum static friction force constant 13.9 N
vˆs Sliding velocity coefficient 17.315 m/s
i?s Optimal value for saturation current is 7.12 A
Trs ramp time 0.5 · 10
−3 s
vrd Desired reference velocity 0.05 m/s
hrd Desired reference position hmin m
The resultant trajectory for nominal system (branch of friction is depicted in Fig.
5.4(a)), evolving in time is shown in Fig. 5.4(b). Furthermore, the magnetic force
necessary to obtain that reference trajectory is shown in Fig. 5.4(c), this predicted
force can serve as a feedforward control signal. The phase portrait for reference
trajectory starting at xr(0) is depicted in Fig. 5.4(d).
We remark, that trajectory planning also aims at computing a feedforward control
action in order to compensate the system dynamics under nominal operation condi-
tions(see Fig. 5.4(c)). However, under perturbed dynamics conditions, this control
is insufficient to compensate them and a feedforward control action has to provide
the necessary control correction aimed at rejecting disturbances.
5.4. SLC Control Design
SLC controller is designed to produce a desired magnetic force u in (5.1) in order to
control of EMVA system, and then a force to current transformation [37] is applied in
order to obtain the final corresponding (desired) coil currents. Controller is designed
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Figure 5.3.: Effect of parameter is on reference trajectory when nominal model pa-
rameters are used: a) current patterns for different values of is; b) time
evolution for position in resultant trajectories; c) phase portrait for ref-
erence trajectories for each value of is.
and evaluated for closing stage (easily extended for opening as well), whose aim is
to track the optimal trajectory (5.4).
Given the EMVA system (5.1), by defining the tracking error e := x − xr between
system and reference trajectory obtained by (5.4) with nominal parameters νˆ, and
by considering the time invariant surface:
s(e) := e˙+ λe, λ > 0, (5.9)
a nonlinear control action u that satisfies SLC control specifications (5.8) can be
derived as:
u(t) = uM(i
?
r(t), hr(t); νˆ) + kˆe+ (σˆ − mˆλ)e˙− βsgn(s), (5.10)
where uM(i
?
r(t), hr(t); νˆ) in equation (5.4) is the model based magnetic force for
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Figure 5.4.: Model based trajectory planning: a) friction force for vr > 0 used to
compute reference trajectory; b) time response for position of reference
trajectory; c) magnetic force; d) phase portrait.
is = i
?
s, used here as feedforward control action, and the remaining part is the
feedback control law based on Sliding Mode Control approach [117, 131], with β
being a large enough constant.
5.4.1. Control derivation
By rewriting the system (5.1) in the form:
mh¨ + Fe(h; k, heq) + Ff (v; γ) + Fext(t) = uff(t) + ufb(t), (5.11)
where uff and ufb are assumed to be a feedforward and a feedback control actions,
respectively.
By choosing as a feedforward control action uff the magnetic force required for the
valve to evolve according to the optimal reference trajectory given by (5.4), we have
that:
uff (t) = uM(i
?
r(t), hr(t); νˆ). (5.12)
where i?r(t) is the current profile (5.5) for is = i
?
s.
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Now, under the assumption that there exists some parameter uncertainties given by:
ν = νˆ + δν,
where ν is the vector of parameters described in Sec. 5.2.1, and the δν = {δm, δk, δheq, δσ, δFs, δFc,
is the set that collects all parameter uncertainties. By replacing (5.12) into (5.11) and
considering the error e = x−xr , and the error of initial conditions e(0) = h(0)−hr(0),
e˙(0) = v(0)− vr(0), error dynamics for EMVA system becomes:
me¨+ σe˙+ ke−∆f(e, e˙; νˆ, δν) = ufb, |∆f | < C, (5.13)
where ∆f(e, e˙; νˆ, δν) = −δmh¨r(νˆ) − δσh˙r(νˆ) − δkhr(νˆ) + kδheq + δkhˆeq − Fnl(e˙ +
h˙r(νˆ), γˆ + δγ) + Fnl(h˙r(νˆ), γˆ)− Fext(t), with Fnl being the nonlinear part of friction
force (3.3). Since ∆f depends also on the error of the system and due to the nonlinear
structure of some of its terms, there exists a coupling with the error dynamics, which
can affect strongly the stability of entire system. In general, ∆f can include different
parameter disturbances, unmodeled dynamics and external disturbances, and for
control design purposes, it is assumed to be bounded by certain constant C.
In so doing, the use of this control approach transforms the tracking control problem
into a regulation control problem. By considering the sliding surface (5.9) and by
defining
V (e) =
1
2
s2, V (0) = 0, V (e) > 0 ∀e ∈ R2 − {0}, (5.14)
as a Lyapunov like function for the closed loop system, whose derivative is:
V˙ (e) =
1
2
∂
∂t
s2 = ss˙. (5.15)
The best approximation for an equivalent continuous control action, namely uec,
that allows to achieve s˙ = 0, is given by solving s˙ = 0 in (5.15). Indeed, under the
assumption that system ’s dynamics are known, that is, ∆f = 0 in (5.13), and by
replacing in:
s˙ = 0→ e¨+ λe˙ = 0, (5.16)
the equivalent control uec becomes:
uec = kˆe+ (σˆ − mˆλ)e˙. (5.17)
Generally speaking, dynamics of system are not exactly known, thus, there exists
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an estimation error represented by the term ∆f in the estimate of the model, which
is assumed to be bounded
|∆f | < C. (5.18)
Therefore, a discontinuous term is added to uec across the surface s = 0, so that:
u = uec − βsgn(s), (5.19)
where sgn is the sign function:
sgn(s) =
{
+1, if s > 0;
−1, if s < 0.
(5.20)
Now, by choosing β in (5.19) to be large enough, and by combining equations (5.13),
(5.19) and (5.9), it is possible to compute the derivative of the Lyapunov function
(5.14), so that:
ss˙ = m−1(∆f − βsgn(s))s = m−1(∆fs− β|s|). (5.21)
Now, by assuming β = C + p,
ss˙ = m−1(∆fs− C|s| − p|s|) ≤ m−1(−p|s|), (5.22)
Since ss˙ (5.22) is definite negative from Lyapunov theory, it is possible to conclude
that the origin e = 0 is a global stable equilibrium point and then the trajectory of
the system tracks the trajectories of the reference model, towards surface s(e).
The surface s(e) becomes an invariant set, while allowing some disturbances or
dynamic uncertainties, that can be tolerated due to excellent robustness properties
of the sliding mode control, without destroying the invariant set properties of the
surface (5.9).
5.4.2. Schematics of SLC controller
Control architecture based on feedforward and sliding mode control is depicted in
Fig. 5.5, where it is assumed a perfect knowledge of state x of the system to
implement the control scheme.
Note that dynamics of Coil Current Controller (CCC) subsystem (see Appendix A)
are not taking into account during trajectory design in Sec. 5.3. As a result, such
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Parameter Value
λ 4.5 · 103
β 35
ε 5 · 10−2
Table 5.2.: Parameters values for sliding mode controller
actuator dynamics becomes the first source of disturbance to be compensated by
feedback controller.
Figure 5.5.: Schematics of the Soft Landing Controller for EMVA system through
model based Feedforward combined with Sliding Mode Control.
The discontinuous term in control u (5.10) can yield high switching frequency of
actuators. This behaviour is not feasible during control implementation. Thus, in
order to avoid such a high switching frequency, function sgn(s) in (5.10) can be
replaced by the function Sat( s
ε
), defined by:
Sat(
s
ε
) =
{
s
ε
, if |s| < ε;
sgn( s
ε
), if |s| ≥ ε,
(5.23)
where ε is a positive constant.
5.5. Results
The controller is tuned for nominal operation condition. Control parameter are
given in Table 5.2.
As we referred previously, feedforward control action does not consider internal dy-
namics of subsystem CCC (electrical power actuator in Fig. (5.5)). Therefore it
becomes the first source of uncertainty and it is worth to report that when only
feedforward control is used, SLC fails. However, by applying the sliding mode feed-
back controller for nominal condition, valve is closed and the time evolution of the
5.5. Results 79
valve state is depicted in Fig. 5.6, while control action and upper coil current are
shown in Fig. 5.7.
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Figure 5.6.: Soft landing control in EMVA system via feedforward and SMC con-
troller: (a-b) valve position; (c-d) valve velocity; (e-f) phase portrait.
Fig. 5.8 presents the application of the proposed controller to perform both, opening
and closing maneuvers in EMVA system. In particular, Fig. 5.8(a) depicts the actual
valve position h and the reference position hr. Similarly, Fig. 5.8(b) shows the time
evolution for actual v and reference vr valve velocity. The phase portraits of the
trajectories for the closed loop system and reference model are depicted in Fig.
5.8(c). From these results, it is clear the effectiveness of SLC control to close and
open the valve, while satisfying the application requirements.
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Figure 5.7.: Soft landing control in EMVA system via feedforward and SMC based
feedback controller: (a-b) control action; (c-d) upper current.
The overall control effort is plotted in Fig. 5.9, where the dotted lines refer to the
upper and lower dynamic bounds, umax and umin respectively, for control signal u
(see Eqs. (4.10) and (3.4)), while the solid line is the actual saturated control action
u.
5.6. Robustness analysis
In this section, robustness analysis is carried out for the control action. Analysis is
done by studying numerically the control performance when considering a variation
of the friction force Ff (v) in the plant equations (3.1). To this aim, we consider a
scale parameter ρ > 0 to affect nominal friction force as ρFf (v; γˆ).
For low friction condition, that is it ρ < 0.3, high impacts are observed. Then, this
combined control action allows system to perform well in the range ρ ∈ [0.3, 1.56].
For values in parameter ρ > 1.56, the valve is lost.
For ρ > 1.4 a long tail starts to appear before the valve is caught, which implies that
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Figure 5.8.: Opening and closing of the valve through SLC controller: a) Valve po-
sition; b) Valve velocity; c) Phase portrait.
controller is not able to produce a good tracking performance. Similar phenomena
were also observed by [122,123].
From results of control performance, high impacts are observed for low friction
condition, that is it ρ < 0.5. Thus, system evolution for ρ = 0.2 is depicted in Fig.
5.11. For friction conditions greater than nominal one, long tail takes place in valve
trajectory, as it is depicted in Fig. 5.12 for ρ = 1.5. Proposed control algorithm
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Figure 5.10.: Robustness results for feedforward controller combined with SMC
based in PD sliding manifold. Parameter ρ is varied in the range
[0, 1.6].
allows to control the valve in a wide range, i.e. [−70%, 56%] respect to nominal
friction condition.
5.7. Discussion
We have addressed the SLC design for EMVA system subjected to input and output
constraints. A controller based on the combination of feedforward and sliding mode
control has been designed and successfully tested numerically in the EMVA system.
Simulation results show the potential of this control technique to be implemented in
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EMVA prototype. As a result, due to the nice robustness properties of sliding mode
control and the use of feedforward control action based on the knowledge of the
model, we have obtained a robust and feasible control scheme that renders EMVA
system a reliable solution to be used in camless engines.
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Figure 5.11.: Soft landing control in EMVA system via combined Feedforward and
SMC when system presents low friction condition, e.g. ρ = 0.2: a)-b)
valve position; c)-d) valve velocity; e)-f) phase portrait; g)-h) control
action; i)-j) upper current
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Figure 5.12.: Soft landing control in EMVA system via combined Feedforward and
SMC when system presents high friction condition, e.g. ρ = 1.5: a)-b)
valve position; c)-d) valve velocity; e)-f) phase portrait; g)-h) control
action; i)-j): upper current
CHAPTER 6
CONCLUSIONS
Veni, vidi, vici.
(Gaius Iulius Caesar (2 August,
47 a.C))
We have shown that the modelling, analysis and control of novel mechatronic valve
actuators for automotive system, in particular EMVA system, can be successfully
addressed in the framework of non-smooth dynamical system and nonlinear control
theory.
In this thesis, nonlinear control strategies to solve control problems in EMVA system
have been developed. The proposed control schemes have been tested numerically
and validated on an experimental setup.
A summary of contributions is presented as follows.
• In Chapter 2, we presented an introduction to EMVA system in Automotive
Engineering. After a brief background on Internal Combustion (IC) engine,
we motivated the use of mechatronic devices to drive the engine valves and
their potential use for future camless engines. In particular we presented the
main advantages, disadvantages and the control challenges in a double magnet
EMVA actuators.
• The derivation of a mathematical model for EMVA system was addressed in
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Chapter 3. Though different authors have used linear friction force models
to describe friction effects in EMVA system, we noted that EMVA system
can be modelled as a non-smooth mechanical oscillator with friction, where
friction was described by a static non-smooth friction model that includes vis-
cous, Coulomb and Stribeck effect. From experiments we clearly observed
that proposed model predicts altogether, both transient and steady state re-
sponse, allowing to confirm the nonlinear nature of EMVA system. Further-
more, through a sensitivity analysis, we evaluated the prediction capabilities of
the mathematical model for EMVA via numerical analysis, when considering
parameter variations in friction force.
• In Chapter 4, we addressed the so-called First Catching Control (FCC) prob-
lem, proposing a Novel Key-on controller. The constrained nature of the mag-
netic force, acting on the armature, makes classical feedback controllers inef-
fective, due to they produce no feasible current. In this context, the proposed
Key-on controller, which is a nonlinear controller, based on Lyapunov ’s di-
rect method, aimed at friction compensation and tuned through bifurcation
diagram analysis, is introduced as a viable solution to cope with FCC con-
trol specifications. Furthermore, this control allowed to perform the first lift
operation in a robust way by pumping energy into the system through the
proper compensation of energy losses due to friction. The Key-on controller
was tested experimentally in a good agreement with theoretical predictions
and the more important reaching the control goal while satisfying application
requirements.
• In Chapter 5, a novel control scheme was presented to address the SLC con-
trol problem for a double magnet EMVA system subjected to input and output
constraints. Due to strict SLC control specifications and the existence of phys-
ical constraints in magnetic force actuator, we proposed a force based control
law, where the key elements of control scheme include the trajectory planner,
which we discovered has to yield a reference trajectory to evolve in a natu-
ral shape at the system and a control law consisting on the combination of
both feedforward and feedback control actions. Feedforward control action
accounts for effectively compensates nominal dynamics of the system, while
feedback controller, based on Sliding Mode Control, accounts for compensat-
ing large disturbance forces, while rendering the overall control system robust
to bounded disturbances. SLC controller was designed and successfully tested
numerically in the EMVA system. Furthermore, through a robustness analy-
sis, we showed that soft-landing operations have been achieved while satisfying
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application requirements such as: safety landing, impacts intensity reduction
and the avoidance of undesired effects on system dynamics, for a wide range of
friction disturbances. Due to the nice robustness properties of proposed con-
troller, we obtained a robust and feasible control scheme that renders EMVA
system a reliable solution to be used in camless engines.
• The analysis of closed-loop nonlinear dynamics and induced bifurcation phe-
nomena at Key-on were characterized in Appendix B through analytical and
numerical methods. Moreover, the predicted phenomena were tested experi-
mentally. Saddle Node bifurcation of Cycles and Subcritical Hopf bifurcation
were characterized for a nonlinearity of the type Stribeck, by deriving the
describing function for such nonlinearity. Furthermore, the existence of the
induced equilibrium set was characterized in the context of Fillipov systems
by writing the system as a differential inclusion.
• In Appendix C we presented further research results, obtained in the labo-
ratories from University of Naples Federico II. The developed work consisted
on the experimental validation of a novel model reference switched adaptive
strategy for bimodal PWA dynamical systems, where, the idea behind the
control scheme is to formulate a switched extension of the original Minimal
Control Synthesis (MCS) adaptive law for smooth dynamical systems in order
to cope with switchings in the plant and/or reference model. Experimental
results were shown on the control of a PWA electric circuit confirming the
effectiveness of the switching controller even when it is implemented via a
commercial inexpensive digital microcontroller. Developed research also pro-
vided a first insight into the algorithm robustness, in particular with respect
to uncertainties on the switching times between one mode and the other.
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APPENDIX A
EMVA CONTROL UNIT
Si cerno longius, quia steti
humeris gigantum.
(Isaac Newton, 1642-1727.)
This appendix presents the decoupling architecture to control EMVA systems.
A.1. The decoupling architecture to control
EMVA systems
The decoupled control architecture for EMVA systems presented in [37] consists mainly in two
nested control loops and it can be schematized as in Fig. A.1. The inner feedback controller
(CCC, Coil Current Controller) regulates to demanded values the upper and lower coil currents
by varying the coil voltages. Instead, the outer controller is chosen by the supervisor (Scheduler)
on the basis of the control task to be performed and the EMVA operating condition. In particular
the First Catching Controller (FCC) is scheduled at the engine startup to transfer the engine
valve from the initial half-stroke position to opening/closing. Instead, the Soft Landing Controller
(SLC) is activated to control the valve motion during the last part of the valve stroke to perform
soft catching operations. We note that, the output of both these subcontrollers is the demanded
magnetic force to be applied on the armature. A purposely designed algorithm is implemented into
the Force - To - Currents (FTC) block in order to link the outer and the inner control loop. This
block transforms the demanded magnetic force be applied to theinto a pair of feasible reference
coil currents to be tracked by using the Coil Current Controller (block CCC). There exists an
additional block, the Open-loop Current Pulses (OCP) block, which provides directly the reference
set point for the coil currents to the inner current control loop, in order to perform other valve
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Figure A.1.: Block scheme of the EMVA control unit.
operations. Control blocks FCC, SLC and OCP are synchronized by a scheduler that is a function
of the Open Valve Command signal and of the valve state.
In what a follows some details about the CCC strategy (CCC block) and the FTC inverse algorithm
(FTC block) will be given. Further details on the supervisor policy, OCP block and on SLC block
can be found in [37].
A.1.1. Coil Current Controller
The Coil Current Controller (CCC) block in Fig. A.1 regulates the currents in the coils to a desired
current vector Iref (t) = [iud(t) ild(t)]
T . To achieve this control task, the multi-hysteresis control
strategy proposed in [37] has been implemented. The control algorithm is based on a double
band hysteresis to reduce high switching frequencies. Schematics of the CCC block is depicted in
Fig. A.2(a). The first band, termed Fast, controls rapid transients while the second one, termed
Slow, controls steady state currents. Denoting withH(e;Vmin, Vmax, ethr) the hysteresis function in
Fig. A.2(b), where the error e is the argument, ±ethr are the symmetric switching thresholds, and
Vmin and Vmax are the minimum and maximum control voltages, respectively, the multi-hysteresis
controller for each coil can be described as:
V =

HF (e) if
did
dt
6= 0 or |e| > ethrf
HS(e) if
did
dt
= 0 and |e| 6 ethrf
, (A.1)
where V is the coil voltage, e = iref − iL is the current tracking error, iref is the reference coil
current to be tracked and iL is the measured load current, HF (e) = H(e;−VF , VF , ethrf ) and
HS(e) = H(e; 0, VS, ethrs) are the fast and slow hysteresis functions respectively, with VF , VS ,
ethrf and ethrs being control parameters to be properly tuned.
Note that, the HF controller uses a high bipolar control action, V = ±VF , to regulate the current,
while HS drives the coil by imposing a low control voltage, V = VS with VS  VF , or V = 0 (free
A.1. The decoupling architecture to control EMVA systems 100
(a) (b)
Figure A.2.: Coil currents controller: a) Multi-Hysteresis control scheme; b) Hys-
teresis control function.
evolution). For further details on the control logic, see [39].
Notice that, by means of this multi-hysteresis strategy, the chattering frequency of the control
action, unavoidable with switching based control strategies, decreases with respect to a single
hysteresis control approach. Hence, the heat produced in the power electronic circuit and in the
materials (eddy-currents) reduces, increasing the efficiency of the electromagnet.
A.1.2. Force To Current algorithm
The Force-To-Current block in Fig. A.1 has the task to transform the output u(t) of the outer
controllers (SLC and FCC) in the desired current vector Iref (t) = [iud(t) ild(t)]
T to be fed into the
CCC.
Let us FMd = u(t) be the desired magnetic force. From a mathematical viewpoint, the problem
consist on calculating the inverse of the magnetic force function FM (iu, il, h) with respect to iu
and il for each h position.
Assuming that the the effect due to the mutual interaction between coils is negligible (see [37] for
further details), by considering that one magnet at time is enabled (as it is in normal working
conditions) and by taking into account the symmetry of the actuators, the problem is to get the
current from a given desired force, say Fd and then derive the desired coil currents according to
the scheme in Fig. A.3(a). More in detail, when the armature has to be attracted by the upper
magnet (Fd < 0) then iud := F
−1(|Fd|, h) and ild := 0. Dually, when the armature has to be
attracted by the lower magnet (Fd > 0) then ild := F
−1(Fd, gmax − h) and iud := 0. The reader
can refer [37] for further details. Here we remark that for the results of this algorithm are stored
into a lookup-table for different values of the air gap g and of the required magnetic force Fd. Fig.
A.3(b) shows the iso-force curves as a function of the air gap g and parameterized with respect to
the required force Fd.
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(a) (b)
Figure A.3.: Force To Current (FTC) algorithm: a) block scheme generating the two
desired coil currents at a given position h from a desired Magnetic force
Fd; c) Desired coil current vs air gap for different reference magnetic
force
APPENDIX B
NONLINEAR DYNAMICS
ANALYSIS FOR EMVA AT
KEY-ON
All truths are easy to
understand once they are
discovered; the point is to
discover them.
(Galileo Galilei, 1564–1642.)
This appendix describes the nonlinear dynamics analysis for the EMVA system at the Key-on.
B.1. Analysis of the friction-induced equilibrium
set
In this section, we investigate the existence of the equilibrium set detected numerically in regions I
and II of the bifurcation diagram, for α < Fs (see Fig. 4.4). Substituting the friction model (3.3),
and the expression of the control action (4.10) into (3.1), we can describe the closed-loop dynamic
behavior of the EMVA, as:
x˙ =
{
F1(x, α), H(x) > 0,
F2(x, α), H(x) < 0,
(B.1)
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with
F1(x, α) =
(
v
− km (h− heq)−
Fc+(Fs−Fc)e−vsv+σv
m +
α
m
)
, (B.2)
F2(x, α) =
(
v
− km (h− heq)−
−(Fc+(Fs−Fc)evsv)+σv
m −
α
m
)
, (B.3)
where x ∈ R2 := [h, v]T is again the state vector; α ∈ R+ is the control gain and Σ := {x ∈
R
2|H(x) = v = 0} is the switching manifold. Furthermore, the armature is supposed to start lying
on the switching surface H(x) = 0, namely x(0) = [heq, 0]
T .
Note that each vector field F1 and F2 is smooth in both the state x and the parameter α, and for
α 6= Fs, they are discontinuous on the boundary Σ :
F1(x, α) − F2(x, α) =
[
0
2
m (α− Fs)
]
6=
[
0
0
]
. (B.4)
From the above considerations, it is apparent that the analysis of the closed loop system must be
carried out in the context of Filippov systems [78]. Specifically, we have to study the behavior of
the system when the trajectory x is sliding on manifold Σ.
Following Utkin ’s equivalent control method [29,131], the system can evolve according to the sliding
vector field F12 given by:
F12 =
F1 + F2
2
+
F2 − F1
2
β(x). (B.5)
where:
β(x) = −
HxF1 +HxF2
HxF2 −HxF1
, (B.6)
with Hx =
dH
dx .
From the definition of H(x), we have Hx = [0 1]. Substituting (B.2) and (B.3) into (B.6), we have
the following general expression for the equivalent control β:
β =
2k(h− heq) + (Fs − Fc)(e
−vsv − evsv) + 2σv
2Fc + (Fs − Fc)(e−vsv + evsv)− 2α
. (B.7)
Now, evaluating β on the sliding surface Σ, where v = 0, we easily obtain:
β(h) , β(h, v)|v=0 =
k(h− heq)
(Fs − α)
, ∀α < Fs. (B.8)
From the above expression, since −1 ≤ β(h) ≤ 1, we can explicitly define the sliding region in
terms of the control gain α, as:
Σ̂ := {x ∈ Σ| heq −
Fs − α
k
≤ h ≤ heq +
Fs − α
k
}. (B.9)
This confirms that the sliding region Σ̂ tends to shrink as the value of α increases according to the
numerical observations (see Figs. 4.5, 4.7 and 4.8).
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Now, we can analyze the dynamics of the system in the sliding region, by evaluating vector fields
F1 and F2 in (B.3) and the equivalent control β in (B.8) for x ∈ Σ̂, and then substituting their
expressions in to the definition of the sliding vector field (B.5). After simple algebraic computation,
it is easy to prove that, in the domain Σ̂, F12 coincides with the null vector and, as a consequence,
each armature position h belonging to region (B.9) is an equilibrium position for the EMVA system
as expected (for 0 ≤ α < Fs).
B.2. Limit cycles analysis
In this section is shown how the existence of limit cycles detected numerically can be accounted
for by using a describing function approach [13,79]. To this aim, the closed loop system, obtained
when the open loop system (3.1) (see Fig. 3.5(b)) is controlled by the Key-on controller in (4.10)
can be written as [31]: {
mh¨+ ff (h˙) + k(h− heq) = u,
u = αsgn(h˙).
(B.10)
By setting x = h − heq, v = h˙, wn =
√
k
m , ζ =
σ
2
√
mk
, b = 1m , and rearranging the control and
friction terms in (3.1) and (3.3), the resulting closed loop system can be rewritten as the feedback
connection (see Fig. B.1(a)) of two passive systems whose state space representation is
x˙ = Ax+Buˆ
y = Cx
uˆ = −ψ(y, α),
(B.11)
where x = [x v]T is the state vector, A = [0 1;−w2n − 2ζwn] is the state matrix, B = [0 b]
T is
the input matrix, C = [0 1] is the output matrix and ψ(v, α) : R ×R+ → R is a time-invariant
memoryless locally Lipschitz nonlinear function with a discontinuity at v = 0, described by
ψ(v, α) =

−α+ µc + µsce
−µev if v > 0,
{α− µs, µs − α} if v = 0,
α− µc − µsce
µev if v < 0,
(B.12)
where µsc = µs − µc being µs ≥ µc, with µs = Fs, µc = Fc and µe =
1
vs
.
The nonlinearity ψ(v, α) is depicted in Fig. B.1(b) for different values of the control parameter α.
B.2.1. Describing function
The key idea behind our approach is to consider the system as the feedback interconnection of a
linear system with a nonlinear term ψ(v, α) depicted in Fig. B.1(b), which involves the control
parameters, and then to study the onset of oscillations using a describing function approach [73].
The describing function method has also been suggested as a viable tool to characterize bifurcations
of nonlinear systems [13, 79]. In this work we are interested in deriving the describing function
for the nonlinearity (B.12) with the aim of characterizing the coexistence of periodic solutions and
detecting their bifurcations points. The derivation is as follows.
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Figure B.1.: Unforced system under study: (a) Feedback connection to be studied
through describing function analysis; (b) Nonlinearity ψ(v, α) for dif-
ferent values of control parameter α.
Under the assumption that there exists a self-sustained oscillation of amplitude a with frequency
w (rad/seg), and considering the band-pass feature of the linear system, the balance harmonic
equation
G(jw)Ψ(a, α) + 1 = 0 (B.13)
must hold, yielding the two equations:
Re(G(jw))Ψ(a, α) + 1 = 0 and Im(G(jw))Ψ(a, α) = 0, (B.14)
where G(jw) is the transfer function of the linear system in (B.11) and Ψ(a, α) is the describing
function for the nonlinearity (B.12) evaluated at the first harmonic a sin(wt). As ψ(v, α) is an odd
function, defining θ := wt, Ψ(a, α) can be given as [73]:
Ψ(a, α) =
2
pia
pi∫
0
ψ(a sin(θ)) sin(θ)dθ. (B.15)
Now, by considering the odd symmetry of the terms in (B.15) and the nonlinear expression (B.12)
for v > 0, the integral (B.15) can be recast as:
Ψ(a, α) =
4
pia
µc − α+ µsc pi/2∫
0
e−µea sin(θ) sin(θ)dθ
 , (B.16)
that can be solved explicitly giving:
Ψ(a, α) =
4
pia
[
µc − α+
pi
2
µsc(L−1(aµe)− I1(aµe))
]
, (B.17)
where Ln(z) is the Modified Struve function
1 of order n = −1, and In(z) is the modified Bessel
1Ln(z) =
2( 12 z)
n
√
piΓ(n+ 12 )
pi/2∫
0
sinh(z cos θ) sin2n θdθ, from page 498 in [3], where Γ(n) is the gamma
function.
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function of the first kind 2 with n = 1. Here, Ψ(a, α) : R+×R+ → R is the describing function for
different values of the control parameter α, whose level curves for different values of α are depicted
in Fig. B.2(b).
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α
Ψ(a, α)
(a) (b)
Figure B.2.: Describing function graphical analysis: (a) 3D plot for function Ψ(a, α);
(b) Level curves for function Ψ(a, α) for different values of parameter
α.
B.2.2. Limit cycles analysis through describing function
From (B.14), the frequency of the oscillationsw = wn can be found by requiring that Im(G(jω)) = 0
while the amplitude of the oscillations can be computed by looking for the pair α and a such that:
Re(G(jw))|w=wn Ψ(a, α) + 1 = 0 ⇒ bΨ(a, α) + 2ζwn = 0; a > 0. (B.18)
Hence, by replacing (B.17) into (B.18), we get:
η(a, α) :
∆
= 4b
[
µc − α+
pi
2
µsc(L−1(aµe)− I1(aµe))
]
+ 2ζwnpia = 0, a > 0, α > 0. (B.19)
Equation (B.19) is solvable for a in a given range of α with the other parameters, e.g µc, µsc, µe
and ζ, fixed to their nominal values so that it is possible to obtain the velocity limit cycle amplitude
a for different parameters of interest. In so doing, by varying the control parameter α, there exist
two solutions, say aS(α) and aU (α) for stable and unstable limit cycles of valve velocity.
Finally, we remark that solutions aS and aU obtained through describing function analysis corre-
spond to the amplitude of the steady state solution for velocity signal, namely v∞(t), and here we
use those results to predict the stationary behavior in the system position, namely x∞(t). Since
v∞(t) = a sin(wnt), here we derive x∞(t)
∆
=
∫ t
−∞ v∞(τ)dτ = −
a
wn
cos(wnt). Hence, by considering
the variable change used in Sec. B.2, the extremum oscillation points for coexisting position limit
cycles are written as:
hSΠ(α) =
{
heq ±
1
wn
a|a ∈ aS(α)
}
and hUΠ(α) =
{
heq ±
1
wn
a|a ∈ aU (α)
}
. (B.20)
2 In(z) =
1
pi
pi∫
0
ez cos(θ) cos(nθ)dθ from page 376 in [3]
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B.2.3. Results
Results are obtained for system parameter values reported in table 3.1. Specifically, when α is
varied, Fig. B.3(a) shows different level curves for η(α, a) (B.19) as a function of a for different
values of control parameter α. Note that a solution a = a¯ can be found only if α ≥ 4.708. Thus for
α < 4.708, the closed-loop EMVA does not exhibit periodic motion, while for α ∈]4.708, Fs[, the
system presents two coexisting feasible solutions, aS(α) and aU (α). Thus the well known saddle
node bifurcation of limit cycles [120] is expected to occur at α = 4.708. Moreover, notice how
the limit cycle corresponding to aU (α) approaches zero as α increases, and then it becomes zero
(aU (α) = 0) at α = Fs. For α > Fs, the amplitude a
S of the other limit cycle grows, while
the solution aU becomes negative and therefore not admissible. This corresponds to a potential
subcritical Hopf bifurcation event [120].
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-40
-30
-20
-10
10
a
η(a, α)
(c)
Figure B.3.: Analysis of limit cycles: (a) Different level curves for η(a, α) when α is
varied; (b) The tangency mechanism in function η(α, a) that describes
the existence of a saddle node of cycles bifurcation point; (c) The zero
crossing in function η(α, a) describes the no existence of limit cycles
(since a > 0), thus this mechanism describes the existence of subcritical
Hopf bifurcation phenomena.
B.2.4. Simulation results
Our analytical prediction can now be compared (see Fig. B.4) with numerical results obtained
via a closed loop bifurcation diagram computed using a brute force continuation method. At
α = 4.709(N), the oscillation amplitude of the velocity limit cycle are: aS = aU = 0.248(m/s)
that was characterized as SNC bifurcation point, and at α = Fs = 13.9(N) a SH bifurcation was
identified as expected. Also, as predicted, between these two bifurcation points there exist two
coexisting solutions for equation (B.19) in the range α ∈ [4.709, 13.9].
A comparison of the numerical bifurcation diagram with the analytical expressions obtained via
the describing function approach is shown in Fig. B.4, where a remarkable agreement between
analysis and numerics can be observed.
Trough obtained describing function, here it is studied the effect on the limit cycle branches (B.20)
and the variation of bifurcation points caused by the single variations of parameter in the nonlinear
friction force (3.3). The results are depicted in Fig. B.5 where for each case of analysis three
bifurcation diagrams are obtained in order to compare the bifurcation diagram for variation in
the order of ±50% respect to the nominal one. For instance, note that stable branches for limit
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Figure B.4.: Comparison between numerical solutions and those ones obtained
through describing function analysis;
cycles depends strongly on friction force shape for large velocities, being parameter σ and Fc the
main responsible of limit cycle variations (see Figs. B.5(b) and ); by the other hand, unstable
solutions depends strictly on the nonlinearity shape for low values of velocity. Note also that,
while SNC bifurcation takes place at different points when parameters vary, which corresponds to
high sensitivity to parameter variation, while the SH bifurcation remains at the same point, being
affected only by the discontinuity of the friction force, that is, at α = Fs. Thus, SH bifurcation
point is sensitive only to parameter Fs as Fig. B.5(f) shows.
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Figure B.5.: Variation of bifurcation diagrams and bifurcation points (SN) and (SH)
for single parameter variation in friction model Ff (v), when considering
a variation range of ±50% respect to nominal values: a)-b) varying σ;
c)-d) varying vs: e)-f) varying Fs; g)-h) varying Fc.
APPENDIX C
FURTHER RESULTS
That’s one small step for a
man, one giant leap for
humankind (Jul. 21 1969).
(Neil Armstrong, 1930-....)
This Appendix describes other research results obtained on the experimental validation of switched
adaptive controllers for Piece-Wise Affine systems, which were obtained in the laboratories from
University of Naples Federico II.
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Abstract
This paper presents the first digital implementation of a novel model reference adap-
tive scheme for the control of continuous bimodal piecewise affine systems. The
algorithm is based on the minimal control synthesis algorithm, originally developed
as a MRAC for smooth systems. The resulting adaptive algorithm is a switched
feedback controller able to cope with uncertain continuous PWA systems. The
analogue continuous-time control law is implemented by using a digital low-cost
commercial microcontroller. The aim is to control a piecewise-linear electrical cir-
cuit. The experimental validation process is made challenging by the presence of
measure uncertainties, noise, quantization errors, unmodelled nonlinear dynamics
and computational delays. Experiments confirm the effectiveness of the controller
to cope with switching in the circuit dynamics, establishing the strategy as a viable
control tool. Nevertheless, the experimental analysis provides a first insight into the
robustness of the algorithm.
Keywords: piecewise linear controllers; model reference adaptive control;
validation; implementation; discontinuous control
1. Introduction
Many systems and devices in a wide range of different applications can be ef-
fectively modeled by piecewise affine (PWA) sets of ODEs changing configuration
according to the phase space region (or domain) visited by their trajectories. Ex-
amples include mechanical systems with friction and/or backlash (Hensen, 2002),
(Vasak et al., 2004), switching power converters in Electronics (Geyer et al., 2005),
(Tahami et al., 2006), genetic network (Hernandez et al., 2004) or irregular heart-
beats (Keener and Sneyd, 1988) in biology, complementarity and hybrid systems
(Brogliato, 2003), (Brogliato and Heemels, 2009), (Angenent et al., 2010), (Ro-
drigues and How, 2003).
Much research effort has been focused on synthesizing strategies for controlling
PWA systems (e.g. (Rodrigues and How, 2003), (Almer et al., 2010),(Mariethoz
et al., 2008), (Bemporad and Morari, 1999),(Lazar et al., 2008), (Pang and Grimble,
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2010) and references therein). For example, the control of DC-DC converters using
model predictive control is discussed in (Mariethoz et al., 2008), (Almer et al., 2010),
while Lyapunov-based approaches are used in (Lazar et al., 2008). Surprisingly,
few results are available in the literature on Model Reference Adaptive Controllers
(MRAC) for this class of systems. Recently, novel hybrid model reference adaptive
control strategies for piecewise affine continuous systems have been presented in
the literature (di Bernardo et al., 2010b), (Tao and Sang, 2010). The approach in
(di Bernardo et al., 2010b) is based on using a novel extension of passivity theory
to switched systems (Zhao and Hill, 2008), to formulate a consistent proof of global
asymptotic tracking. The resulting hybrid control strategy consists of a feedforward
and a feedback action whose gains switch according to the phase space regions visited
by the plant and reference model. The strategy allows for the reference model to
be smooth or piecewise-affine and it is shown analytically to guarantee asymptotic
tracking of the reference model trajectories without requiring a priori knowledge of
the plant matrices. The control strategy is the first extension to switching plants
of the family of Minimal Control Synthesis (MCS) adaptive controllers (Hodgson
and Stoten, 1996) which is a particularly viable MRAC approach in the presence of
unknown and uncertain plant matrices (Stoten and H.Benchoubane, 1990). MCS has
been successfully applied to a vast number of real applications (see, for example,
automotive electro-mechanical system (di Bernardo et al., 2010a) and DC motor
(di Bernardo et al., 2007b)).
Despite being analyzed theoretically, the novel MRAC scheme for PWA systems
has been never validated experimentally. When dealing with the synthesis of novel
control strategies, this is a fundamental and crucial step of the design process to
test the robustness and the performance of the closed-loop behavior (see, for exam-
ple, Rupp and Guzzella (2010), Ishitobi et al. (2010)). The experimental validation
process is hard because of measure uncertainties, the unavoidable presence of noise,
quantization errors, unmodelled nonlinear dynamics, measurement and computa-
tion delays. Also, the challenges of implementing a fairly complex algorithm on a
cost effective microcontroller must be properly investigated. Issues include the dig-
ital implementation of the overall control algorithm, limited on-chip memory and
computational delays.
The aim of this paper is to discuss the technological implementation of the hybrid
model reference adaptive algorithm presented in (di Bernardo et al., 2010b). The
control of a piecewise smooth electrical circuit, which was presented in (Heemels
et al., 2002), is taken as a representative example. The control objective is to make
the hybrid circuit follow a smooth reference system.
Experimental results reported in this paper show the effectiveness of the con-
troller when implemented via the digital microcontroller Microchip PIC24FJ128GA010
(Microchip Technology Inc., 2006) (program memory of 128 kB, SDRAM of 8 KB).
Experimental results provided here give also a first insight into the algorithm
robustness, in particular with respect to unavoidable uncertainties in the switchings
between one mode and the other during the tests.
The rest of the paper is outlined as follows. The specific control problem and
its mathematical formulation is described in Section 2.1, while the switched control
2
algorithm is presented in Section 2.2. Details on the piecewise smooth electrical cir-
cuit chosen as representative testbed example are provided in Section 3, preliminary
numerical analysis is illustrated in Section 4, while the description of the set-up used
to perform the experimental analysis is presented in Section 5. The effectiveness of
the novel adaptive switched control scheme is shown by experimental results in Sec-
tion 6. Finally, conclusions are drawn in Section 7. Further mathematical details
can be found in Appendix A and Appendix B.
2. MRAC for continuous bimodal piecewise affine systems
2.1. Problem statement and definitions
Suppose that the state space of the plant of interest, say Ω ⊆ IRn, is partitioned
into two polyhedral cells
Ω0
∆
=
{
x ∈ IRn : HTx + h ≤ 0
}
,
Ω1
∆
=
{
x ∈ IRn : HTx + h ≥ 0
}
,
(1)
defined by a generic hyperplane (or switching manifold) given by:
Σ : HTx + h = 0, (2)
with H ∈ IRn and h ∈ IR being constant vectors assumed to be known.
We assume the plant to be described by an n-dimensional bimodal PWA system
of the form:
x˙(t) = Aix(t) + Bu(t) + Bi, if x ∈ Ωi, i = 0, 1, (3)
where x ∈ IRn is the state vector, u ∈ IR is the scalar input and the matrices Ai, B
and Bi, i = 0, 1, are assumed to be given in control canonical form as:
Ai =

0 1 · · · 0
0 0
. . .
...
...
... 1
a
(1)
i a
(2)
i · · · a
(n)
i
 , B =

0
0
...
b
 , Bi =

0
0
...
bi
 , i = 0, 1, (4)
with b > 0. (As shown in (di Bernardo et al., 2011) this is not too restrictive as
many generic PWA Continuous (PWAC) systems can be transformed into such a
form.)
The problem is to find an adaptive piecewise-smooth continuous feedback control
law u(t) to ensure that the state variables of the plant track with a bounded error
(or asymptotically) the states, say x̂(t), of a reference model, independently from
their initial conditions.
Here, we assume that the reference model can be either a smooth LTI or a
bimodal PWA system of the form:
˙̂x(t) = Âjx̂(t) + B̂r(t) + B̂j , if x̂ ∈ Ω̂j , j = 0, 1, (5)3
where x̂ ∈ Rn, x̂(0) = x̂0, r ∈ R and the switching manifold Σ̂ is:
Σ̂ : ĤT x̂ + ĥ = 0, (6)
for some Ĥ ∈ IRn and ĥ ∈ IR, so that the state space is divided into the following
polyhedral cells:
Ω̂0
∆
=
{
x̂ ∈ IRn : ĤT x̂ + ĥ ≤ 0
}
,
Ω̂1
∆
=
{
x̂ ∈ IRn : ĤT x̂ + ĥ ≥ 0
}
.
(7)
Furthermore, the reference model defined in (5) is assumed to be well posed given
the initial condition x̂0.
We assume the matrices of the reference model are Hurwitz and in the companion
form given by:
Âj =

0 1 · · · 0
0 0
. . .
...
...
... 1
â
(1)
j â
(2)
j · · · â
(n)
j
 , B̂ =

0
0
...
b̂
 , B̂j =

0
0
...
b̂j
 , j = 0, 1, (8)
with b̂ > 0.
Note that, without loss of generality it is possible to assume b̂0 = 0. Since the
matrix Â0 is Hurwitz, hence invertible, the affine transformation:
ẑ = x̂ + Â−10 B̂0, (9)
is well-posed and can be applied to obtain a reference model equivalent to (5) without
the affine term on the first equation (B̂0 = 0).
Assumption 1. The vector fields in (3) and (5) are supposed to be continuous
across the phase-space boundaries, i.e. to be such that:{
A1 −A0 = gBeH
T ,
B1 −B0 = ghBe,
(10)
where g ∈ IR is a constant and Be ∈ IR
n is defined as
Be =
[
0 . . . 0 1
]T
. (11)
Analogously, for the reference model it follows that:{
Â1 − Â0 = ĝBeĤ
T ,
B̂1 − B̂0 = ĝĥBe.
(12)
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In what follows, we define the generic switching instant ti,p (i = 0, 1) as the time
instant when the i-th mode of the plant is activated at the p-th commutation and
the generic switching instant t̂j,q (j = 0, 1) as the time instant when the j-th mode
of the reference model is selected at the q-th commutation.
Remarks
• Note that all entries on the last row of the plant matrices Ai, Bi, B and g are
supposed to be unknown.
• The assumption of canonical form is not as restrictive as it may appear at first.
For example, it is certainly satisfied by the large class of electro-mechanical
systems modelled using a Lagrangian approach (Sontag, 1998).
2.2. Control Strategy
As detailed in (di Bernardo et al., 2010b) and (di Bernardo et al., 2008), the
control problem described in Section 2.1 can be solved by means of the piecewise-
smooth adaptive strategy described in this section.
Assumption 2. There exist matrices Cej ∈ IR
n×1 (j = 0, 1) such that the following
switching state-dependent PWL system
z˙ = Âjz + Beξ, if z ∈ Ω̂j , j = 0, 1, (13)
y = Cejz, (14)
is passive according to the notion of passivity given in (Zhao and Hill, 2008).
For the sake of readability, the notion of passivity is also reported in Appendix A.
Note that the above assumption is not restrictive, since the reference model is
usually chosen by designers and often corresponds to the conventional choice of an
asymptotically stable LTI reference model in the case of smooth systems.
Passivity of a generic PWA can be also verified off-line according to the following
Lemma.
Lemma 1. If there exist some positive real constants ε0, ε1, θ
1
0, θ
0
1 and γ and two
positive definite symmetric matrices P0, P1 ∈ R
n×n that satisfy the following matrix
inequalities
P0Â0 + Â
T
0 P0 + 2ε0P0BeB
T
e P0 ≤ 0, (15)
P1Â1 + Â
T
1 P1 + 2ε1P1BeB
T
e P1 ≤ 0, (16)
P1Â0 + Â
T
0 P1 +
2
γ2θ01
P1BeB
T
e P1 +
1
2
θ01P0BeB
T
e P0 ≤ 0, (17)
P0Â1 + Â
T
1 P0 +
2
γ2θ10
P0BeB
T
e P0 +
1
2
θ10P1BeB
T
e P1 ≤ 0. (18)
where Â0 and Â1 are the matrices of the reference model (5), then system (13)-(14)
is passive when matrices Cej (j = 1, 2) are set as Cej = B
T
e Pj.5
See Appendix B for the proof of Lemma 1.
When Assumption 2 is satisfied, the following piecewise smooth feedback control
law can be defined
u(t) = K0(t)x(t) + K1(t)
(
HTx + h
)
+ K̂1(t)
(
ĤTx + ĥ
)
+ KR(t)r(t), (19)
where,
KR (t) = α
∫ t
0
ye (τ) r (τ) dτ + βye (t) r (t) , KR (0) = 0, (20)
K0(t) = α
∫ t
0
ye (τ) x
T (τ) dτ + βye (t) x
T (t) , K0 (0) = 0, (21)
K1 (t) =
{
ρ
∫ t
t1,p
ye (τ)
(
HTx (τ) + h
)
dτ , if x ∈ Ω1,
0 otherwise,
(22)
K̂1 (t) =
{
ρ
∫ t
t̂1,q
ye (τ)
(
ĤTx (τ) + ĥ
)
dτ, if x̂ ∈ Ω̂1,
0 otherwise,
(23)
with α, β and ρ being positive constants and
xe , (x̂− x), ye , Cejxe if x̂ ∈ Ω̂j (24)
where the matrices Cej (j = 1, 2) are defined according to Assumption 2.
We can then state the following theorem.
Theorem 1. Given system (3) and a reference model of the form (5) such that
Assumptions 1 and 2 hold, the adaptive control law (19) guarantees that:
A. the closed loop system is globally asymptotically stable if BT0 B1 = 0;
B. the asymptotic tracking error is bounded (i.e. there exists m > 0 and t1 > 0:
‖xe‖ < m for t > t1) if B
T
0 B1 6= 0.
The proof of the Theorem can be found in (di Bernardo et al., 2010b). (A
different MCS approach for multimodal PWA systems can be found in (di Bernardo
et al., 2008).) Note that the stability of the closed loop system is proven by using
the recent theory of passivity for switched systems (Zhao and Hill, 2008). The main
idea is to show that the closed-loop system is composed by the feedback loop of two
passive switched systems. Note that the feed-foward path is shown to be of the form
(13), hence it is passive by assumption. An alternative MRAC controller for PWA
plant was independently presented in (Tao and Sang, 2010).
Remarks
• The adaptation law presented in (19) consists of two gains KR and K0 that
remain switched on whatever the modes in which the plant and reference
model are evolving in, and some gains, K1 and K̂1, that are switched on only
when the trajectories of the plant or reference model enter certain phase space
cells. Notice that the smooth gains KR and K0 have the same structure of the
classical MCS gains (Hodgson and Stoten, 1996).
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• In (di Bernardo et al., 2010b) it has been proven that the closed loop system
has degree of smoothness equal to 2 according to the definition in (di Bernardo
et al., 2007a), hence it can exhibit only a finite number of switchings over any
finite time interval (see (di Bernardo et al., 2010b) for further details).
• In many practical cases, the aim of the control action can be that of compen-
sating the hybrid nature of the plant. In these situations, the control design
presented above offers a simple and viable solution for this to be achieved by
simply choosing a smooth reference model. In this case, our approach does
not require the solution of the inequalities in (15)-(18), but simply the solution
of the classical Lyapunov inequality PÂ + ÂTP < 0 (where Â is the dynamic
matrix of the smooth reference model).
• At the generic p-th commutation, the adaptive gain K1(t1,p) is initialized at
the last value it assumed when the trajectory of the plant x(t) last left region
Ω1 (or zero otherwise). Analogously, the adaptive gain K̂1 at the generic q-th
commutation, K̂1(t̂1,q), is initialized with the last value assumed by that gain
when the trajectory x̂(t) left the cell Ω̂1 (or zero otherwise). Mathematically
the initial conditions of the adaptive gains are set as follows:
K̂1(t̂1,q) = K̂1(t̂0,q−1), (25)
K1(t1,p) = K1(t0,p−1). (26)
Furthermore at the first transition from Ω̂0 to Ω̂1 the adaptive gain K̂1 is set
to zero, i.e. K̂1(t̂1,1) = 0; analogously, at the first commutation from Ω0 to
Ω1, K1(t1,1) = 0.
• The condition BT0 B1 = 0 needed for asymptotic tracking is naturally verified
in one of following generic cases:
1. the dynamics of the plant is described by a piecewise linear system, i.e.,
when B0 = B1 = 0.
2. There exists at least one polyhedral cell, say Ω0, where the dynamics
of the plant is described by a LTI system. In this case, without loss of
generality, the model of the plant can be rewritten as in (3) with B0 = 0.
3. Plant and reference model
The adaptive law discussed in this paper extends the Minimal Control Synthesis
(Stoten and H.Benchoubane, 1990) approach to PWA bimodal systems and, thus, it
relies on a minimal knowledge of the plant (only precise knowledge of the switching
surface is required). Hence, it can be implemented easily without requiring time
consuming experiments for the precise characterization of the system nonlinear dy-
namics.
For this reason an accurate mathematical model of the plant is not strictly nec-
essary for control synthesis and its digital implementation. Nevertheless, for the
7
Figure 1: Plant schematic.
Table 1: System Parameter Values
Symbol Component Value Unit
C Capacitance (BSME6R3ELL102MJ20S) 1 · 10−3 F
L Inductance ( C&22R156C ) 15 · 10−3 H
R1 Resistance 1 (PC5201J) 200 Ω
R2 Resistance 2 52.4 Ω
D Schottky barrier diode (ROHM RB441Q-40)
Vf Forward voltage 0.2 V
rd approx. diode characteristic 0.25 Ω
ρ control weight 50 -
α control weight 1000 -
β control weight 100 -
Ts Sample Time 4 · 10
−3 s
Vref Reference signal Amplitude 1 V
f Reference signal frequency 1 Hz
sake of clarity and to emphasize the PWA nature of the plant and its open-loop
dynamics, we present below its mathematical model.
To validate the new control scheme, a piecewise electrical circuit (Heemels et al.,
2002) is used, consisting of a variable voltage source, a diode, two resistors, an
inductor, and a capacitor (see Fig. 1 and Table 1 for the system schematics and
parameter values). The circuit evolves through two different topologies (modes)
depending on the (discrete) states of the diode characteristic (‘on’ or ‘off’). (See
Fig. 2 for the actual characteristic of the RB441Q-40 Schottky barrier diode.)
Representing the dynamic of the diode D with the common PWL modeling
approach (see, for example, Sedra and Smith (2004)), where the real diode is replaced
by the ideal diode in series with a voltage source Vf and resistor rd, the circuit can
be mathematically described by the following PWA model:
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x˙ =

(
0 1
C
− 1
L
−R1+R2
L
)
x +
(
0
1
L
)
u if x ∈ Ω0,(
0 1
C
− 1
L
− 1
L
(
R2 +
R1rd
R1+rd
) ) x +( 01
L
)
u +
(
0
−
R1Vf
L(R1+rd)
)
if x ∈ Ω1,
y = x1,
(27)
where C is a capacitor, L is an ideal inductor, x1 = vc is the capacitor voltage,
x2 = iL is the inductor current, u is the input voltage, R1 and R2 are resistances.
The state regions Ω0 and Ω1 in equation (27), due to the activation and deactiva-
tion of the diode, are defined by the switching manifold Σ : HTx+h = R1x2−Vf = 0
as:
Ω0 =
{
x ∈ R2 : x2 ≤
Vf
R1
}
,
Ω1 =
{
x ∈ R2 : x2 ≥
Vf
R1
}
.
(28)
All parameter values are collected in Table 1. The value of g in (10) in this case can
be computed as R1
R1+rd
.
Figure 2: Characteristic of the RB441Q-40 Schottky barrier diode (ROHM Manu-
facturer, 2010).
To validate the hybrid adaptive control law discussed in this paper, a continuous
reference model is adopted. Specifically, the control objective is to make the hybrid
plant behave as a smooth RLC circuit of the form:
˙̂x =
(
0 1
Ĉ
− 1
L̂
− R̂
L̂
)
x̂ +
(
0
1
L̂
)
r,
ŷ = x̂1,
(29)
where x̂1 is the voltage across the capacitor Ĉ, x̂2 is the current through the inductor
L̂. The parameter values have been selected as R̂ = 10 [Ω], L̂ = 15 [mH ], Ĉ =
1[mF ], in order to have a natural frequency of 258[rad
s
], settling time equal to ts = 34
[ms] and rise time tr = 18.7 [ms]. 9
4. Preliminary numerical results
As a first attempt for the design and validation of the adaptive switched MCS
control law, some numerical investigations have been performed by using the Mat-
lab/Simulink platform.
Open-loop results, in the case where a sinusoidal reference input of frequency 1
[Hz] and a peak-to-peak voltage Vpp = 2V is applied, show evidence of the differences
between the open-loop behaviour of the plant and the smooth reference model as
reported in Figs. 3(a) and 4(a). The hybrid nature of the plant is apparent in the
time history of the inductor current (see Fig. 3(b)), where the change of the dynamics
is apparent in each of the phase space regions defined by the switching manifold.
Note that the system changes its dynamics according to the value assumed by the
inductor current, namely, Σ : iL = x2 =
Vf
R1
= 1[mA], according to nominal values
of the circuit parameters.
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Figure 3: Open-loop simulation results: (a) Time history of the plant output y =
x1 = vC(solid line); (b) Time history of the plant inductor current x2 (black solid
line) and switching manifold x2 = 1[mA] (dashed line).
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Figure 4: Simulation results. Phase portrait of the hybrid plant (solid line) and the
smooth reference model (dotted line): (a) Open-loop; (b) Closed-loop.
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Excellent tracking for both the state variables can instead be achieved in steady
state conditions via the switching control law (19) as shown from the phase portrait
in Fig. 4(b). The ability of the algorithm to adapt its gains achieving better and
better performance under a smooth bounded control action is clearly shown from
the transient evolution depicted in Fig. 5.
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Figure 5: Closed-loop simulations results. Transient behavior: (a) Time history of
the plant output (y = x1, solid line) and the reference model (ŷ = x̂1, dotted line)
(x1(0) = 0.5, x̂1 = 0 [V]); (b) Time history of the inductor current of the plant (x2
solid line) and the reference model (xˆ2, dotted line) (x2(0) = −4, x̂2 = 0 [mA]); (c)
Time history of the control effort u.
Note that, as usual for MCS algorithms, the controller weights were chosen
heuristically as a trade off between convergence time and reactivity as α = 1000
and β = 100, while ρ = 50. Empirical rules for the choice of α and β are given in
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(Stoten and H.Benchoubane, 1990), where it is remarked that α and β should be
chosen in a 10 : 1 ratio.
5. Description of the experimental set-up
(a)
(b)
Figure 6: (a) Picture of the experimental set-up; (b) Scheme of the experimental
setup.
In this section, we present the experimental set-up used for the digital imple-
mentation of the MRAC scheme described above using a cost effective, commercially
available 10-bit microcontroller. The experimental set-up is shown in Fig. 6(a) and
schematically depicted in Fig. 6(b).
The control law was implemented on a PIC microcontroller, namely the Mi-
crochip PIC24FJ128GA010 (Microchip Technology Inc., 2006). (Frequency of 32MHz,
CPU speed up to 16 MIPS, program memory of 128kB, 8 kB SDRAM for data stor-
ing.) The control signal is digitally computed from the knowledge of the reference
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voltage, the capacitor voltage and the voltage coming from a low cost inductor
current sensor, namely the voltage transducer LEM LV 25-P/SP10 (LEM Manufac-
turer, 2011). From the measure of the inductor current, it is possible to experimen-
tally detect the switching between one mode and another. Switchings occur when
iL = x2 = Vf/R1 = 1 [mA].
The control signal computed by the microcontroller is supplied to the plant
via a PWM modulation technique. These functions are performed directly via an
“on-chip” analog-to-digital (A/D) converter and PWM generator. In particular the
A/D converter is a 10 bit successive approximation converter which scans sequen-
tially the analog inputs (at most sixteen) that have to be converted. Note that the
implementation of the proposed algorithms requires around 30 “add” operations, 40
“multiply” operations, 3 ”divide” operations (taking 19 cycles each), 3 “compare”
operations, hence the total number of cycles is around 200. According to this, the
required computing time becomes about 12.5µs, while the accomplishment of the
entire control task, from data acquisition to the computation of the control signal,
requires a memory usage of about 0.85kB.
Since the A/D converter works properly with positive analog inputs less than
3.3 [V] (as shown in Fig. 6(b)), signal conditioning is included into the experimental
set-up. Specifically, the circuit depicted in Fig. 7(a) is used to condition the voltage
across the capacitor, the reference signal produced by the signal generator and the
voltage generated by the current sensor. Note that, here, the aim of the Zener diode
is to keep the output between the forward and reverse breakdown voltages (Vz,f
and Vz,r respectively). Commonly, Zener diodes do not exhibit precise breakdown
voltages. Hence, the saturation of the circuit characteristic (see Fig. 7(b)) is affected
by uncertainty and can introduce further perturbations in the closed loop dynamics.
Finally, a low-pass active filter, namely the Sallen-Key filter (see Fig. 8 and
(Texas Instruments, 2002) for further details), is adopted to remove harmonics with
high frequencies from the PWM signal. We remark that the tuning of the filter
parameters is a challenging task depending on the tradeoff between filter efficiency
and settling time. Namely, in order to remove the unwanted harmonics the filter
should have a small bandwidth, but this cannot be too small as to become insufficient
to track input signal changes. On the other hand, a high bandwidth improves the
settling time of the filter, but introduces ripples into the output signal. Such ripples
act as additional disturbances that directly affect the plant dynamics.
The Sallen-Key filter was tuned according to the range of frequencies of the
reference input and is a unity-gain low-pass filter with a 15.85[Hz] bandwidth and
a quality factor of Q = 0.5.
To store the evolution of all systems variables, a serial connection with the UART
protocol is provided. A MATLAB Graphical interface was developed to show results
in real time. The GUI depicted in Fig. 9 was created for visualization and storage
of the data received in the serial port rs-232. This tool works together with MPLAB
IDE (a technical software used to program and embed the control algorithm into PIC
microcontroller) in order to synchronize the data visualization while the experiment
is running.
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Figure 7: Conditioning circuit: (a) schematic; (b) input-output characteristic.
Figure 8: Schematic of the Sallen-Key filter.
6. Experimental Validation
The results of the experimental investigation confirm the ability of the algorithm
to cope with the switching nature of the plant as predicted by the numerical results.
All experiments were carried out with a fixed sample time period, namely ts =
4[ms] which is compatible with the estimated computing time. Integrals in the
expressions of the control gains ((20)-(23)) have been computed via the well known
Euler discretization method (Kreyszig, 1999) .
6.1. Open-loop behavior
The experimental open loop-behavior of the plant output, y = x1 is shown in
Fig. 10(a) in the case when a sinusoidal reference input of frequency 1[Hz] and a peak-
to-peak voltage Vpp = 2V is applied. Note that experimental behavior of the inductor
current (see Fig. 10(b)) confirms that the switching manifold is Σ := {x2 = 1[mA]}.
A further comparison of the open-loop behavior of the hybrid plant with respect
to the smooth reference model can be found in the phase portrait depicted in Fig. 11
which shows a close resemblance with the numerical one given in Fig. 4.
6.2. Closed-loop behavior
The control loop has been closed choosing the control input as in (19) with the
switching action of the controller depending only on the commutations of the plant
(the reference model is smooth). The controller weights have been here chosen as
in Section 4 and set to α = 1000 and β = 100, while ρ = 50.
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Figure 9: GUI of the set-up for visualization and storage of the data while the
experiment is running.
19 19.5 20 20.5 21 21.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
time [s]
x
1
,x̂
1
[V
]
19 19.5 20 20.5 21 21.5
−0.01
−0.008
−0.006
−0.004
−0.002
0
0.002
0.004
0.006
0.008
0.01
time [s]
x
2
[A
]
(a) (b)
Figure 10: Open-loop experimental results: (a) Time history of the plant output
y = x1 (solid line); (b) Time history of the plant inductor current x2 (black solid
line). Switching manifold (red dotted line).
In excellent agreement with the numerical predictions, when the hybrid adaptive
control algorithm is active, the plant tracks efficiently the reference model behavior
(see Fig. 12). As expected, differently from simulations, a slight residual mismatch
is still observed in the current evolution of the closed-loop system (see Fig. 12(b)).
This is due to some uncertainty on the digital switching between different controller
configurations, that depends on the measured current levels, the unavoidable pres-
ence of delays in the experimental implementation and the unmodelled nonlinear
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Figure 11: Open-loop experimental results: phase portrait of the hybrid plant (solid
line) and the smooth reference model (dotted line).
dynamics. Moreover, the presence of oscillations on the current signal in Fig. 12(b)
is also due to the inability of the Sallen-Key filter to remove all the unwanted har-
monics from the PWM signal. Again, the ability of the algorithm to adapt achieving
better and better performances is apparent from the transient evolution shown in
Fig. 13.
A further source of uncertainty is due to the presence of quantization noise in
the reference model (29) that is digitally computed by the microcontroller using
the Tustin transformation (Franklin et al., 1997). This is apparent from the model
reference phase portrait computed in real-time by the microcontroller and depicted
in Fig. 14. Furthermore, comparison with the plant phase space evolution shown in
Fig. 14 confirms the good performance of the hybrid control algorithm in tracking
the reference orbit.
As predicted by the numerical investigation, the overall control input u(t) re-
quired to compensate the discontinuity of the plant is continuous and bounded
during both transient and steady state, as shown in Fig. 13(c). The evolution of the
adaptive gains is shown in Fig. 15.
Note that, as always happens in the practical implementation of adaptive strate-
gies, unavoidable presence of the residual mismatch and the persistent excitation
of the sinusoidal reference signal r(t) prevent the convergence of the adaptive gains
towards a final steady state value. For this reason, following common practice (Se-
busang and Stoten, 1998), gain locking was implemented in the microcontroller. In
particular, the adaptive gains dynamics are locked (see Fig. 16) when the tracking
error becomes lower than 5%. As shown in Figs. 17 and 18, the use of gain locking
does not alter the control performance both in steady state and transient conditions.
7. Conclusions
The experimental validation of a novel model reference switched adaptive strat-
egy for bimodal PWA dynamical systems has been presented. The idea behind the
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Figure 12: Closed-loop experimental results (without gain locking). Steady state
behavior: (a) Time history of the plant output (y = x1, solid line) compared to the
reference model (ŷ = x̂1, dotted line); (b) Time history of the measured inductor
current (x2, solid line) compared to the reference model (x̂2, dotted line); (c) Time
history of the control effort u.
control is to formulate a switched extension of the original MCS adaptive law for
smooth dynamical systems in order to cope with switchings in the plant and/or
reference model. Experimental results were shown on the control of a PWA electric
circuit confirming the effectiveness of the switching controller even when it is imple-
mented via a commercial inexpensive digital microcontroller. This also provides a
first insight into the algorithm robustness, in particular with respect to uncertainties
on the switching times between one mode and the other.
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Figure 13: Closed-loop experimental results (without gain locking). Transient be-
havior: (a) Time history of the plant output (y = x1, solid line) compared to the
reference model (ŷ = x̂1, dotted line); (b) Time history of the measured inductor
current (x2, solid line) compared to the reference model (x̂2, dotted line); (c) Time
history of the control effort u.
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Appendix A. Mathematical preliminaries
In what follows, the definition of passivity for switched systems is given (Zhao
and Hill, 2008).
A system of the form
x˙ =
{
f0 (x) + g0 (x) u0 if x ∈ D0,
f1 (x) + g1 (x) u1 if x ∈ D1,
(A.1)
y =
{
h0 (x) if x ∈ D0,
h1 (x) if x ∈ D1
(A.2)
is passive if there exist two positive functions (called multiple storage functions)
S0(x) and S1(x) that satisfy the following three properties:
1. There exist two functions (called supply rates) ω00 (u0, h0) and ω
1
1 (u1, h1) ∈
 L2loc ]0,+∞[ of the form
ωii (ui, hi) = u
T
i hi − εih
T
i hi, εi > 0, i = 0, 1, (A.3)
such that, for two generic time instants t and s (t > s) when the ith subsystem
is active, it holds that
Si (x (t))− Si (x (s)) ≤
∫ t
s
ωii (ui (τ) , hi (τ)) dτ, i = 0, 1. (A.4)
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2. There exist two functions (called cross supply rates) ω01 (x, u0, h0, t),
ω10 (x, u1, h1, t) ∈  L
1
loc ]0,+∞[ such that, when x ∈ D0, we have
S1 (x (t))− S1 (x (s)) ≤
∫ t
s
ω01 (x, u0 (τ) , h0 (τ) , τ ) dτ, (A.5)
whereas when x ∈ D1,
S0 (x (t))− S0 (x (s)) ≤
∫ t
s
ω10 (x, u1 (τ) , h1 (τ) , τ ) dτ. (A.6)
3. Given two positive functions φ01 (t) and φ
1
0 (t) ∈ L
1
loc ]0,+∞[, there exist two
functions
u0(t) = ϕ0 (x(t), t) , u1(t) = ϕ1 (x(t), t) (A.7)
such that the following conditions hold for i, j ∈ {0, 1} with i 6= j:
fi (0) + gi (0)ui (0, t) ≡ 0 ∀t ∈ ]0,+∞[ , (A.8)
ωii (ui (t) , hi (t)) ≤ 0, (A.9)
ωij (x (t) , ϕi (t) , hi (t) , t)− φ
i
j (t) ≤ 0. (A.10)
Note that if the following choice for the cross supply rates is made:
ω01 (x, u0, h0, t) =
1
2
θ01
(
γ2uT0 u0 − h
T
0 h0
)
, (A.11)
ω10 (x, u1, h1, t) =
1
2
θ10
(
γ2uT1 u1 − h
T
1 h1
)
, (A.12)
then the first condition given by (A.4) and the second condition in (A.5)–(A.6) can
be rewritten in the following differential form:
Lf0S0 ≤ −ε0h
T
0 h0 if x ∈ D0, (A.13)
Lf1S1 ≤ −ε1h
T
1 h1 if x ∈ D1, (A.14)
Lf0S1 +
1
2γ2θ01
(Lg0S1) (Lg0S1) +
1
2
θ01h
T
0 h0 ≤ 0 if x ∈ D0, (A.15)
Lf1S0 +
1
2γ2θ10
(Lg1S0) (Lg1S0) +
1
2
θ10h
T
1 h1 ≤ 0 if x ∈ D1, (A.16)
where Lν is the Lie derivative along the vector ν.
Appendix B. Proof of Lemma 1
In this section Lemma 1 is proven.
Consider the system given in (13) - (14). This is a switched system of the form
(A.1)–(A.2), where the state vector is z ∈ IRn and f0(z) = Â0z, f1(z) = Â1z,
g0(z) = g1(z) = Be, h0(z) = Ce0z, h1(z) = Ce1z, and u0 = u1 = ξ.
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Note explicitly that, choosing the cross supply rates as in (A.11) - (A.12), the
third dissipative condition of equations (A.8)-(A.10) is trivially satisfied by selecting
φij(t) = 0 and
ϕj (z) = ρjCejz j = 0, 1, (B.1)
with ρj < min
{
εj,
√
γ−1
}
, j = 0, 1. Indeed in this case we have, for all i and j,
i 6= j, (i, j = 0, 1), that:
fi(z, ϕi(z))|z=0 =
(
Âi + BeCei
)
z = 0, (B.2)
ωii(ϕi(z), hi(z)) = (ρi − εi) z
TCTeiCeiz ≤ 0, (B.3)
ωij(ϕi(z), hi(z)) =
1
2
(
γρ2i − 1
)
zTCTeiCeiz ≤ 0. (B.4)
Now, passivity is guaranteed simply by satisfying inequalities (A.13)–(A.16),
where S0, S1 must be appropriately chosen. Then, let us choose S0 and S1 as
Sj (z) = z
TPjz with Pj = P
T
j > 0, j = 0, 1. (B.5)
According to this choice, after some algebraic manipulations, (A.13)–(A.16) can be
rewritten as
zT
(
P0Â0 + Â
T
0
P0
)
z ≤ −2ε0z
T (P0BeCe0) z, (B.6)
zT
(
P1Â1 + Â
T
1
P1
)
z ≤ −2ε1z
T (P1BeCe1) z, (B.7)
zT
(
P1Â0 + Â
T
0
P1
)
z +
2
γ2θ0
1
zTP1BeB
T
e P1z +
1
2
θ0
1
zTCTe0Ce0z ≤ 0, (B.8)
zT
(
P0Â1 + Â
T
1
P0
)
z +
2
γ2θ1
0
zTP0BeB
T
e P0z +
1
2
θ1
0
zTCTe1Ce1z ≤ 0. (B.9)
Selecting Cej = B
T
e Pj, j ∈ {0, 1}, (B.6)–(B.9) become
zT
(
P0Â0 + Â
T
0
P0 + 2ε0P0BeB
T
e P0
)
z ≤ 0, (B.10)
zT
(
P1Â1 + Â
T
1
P1 + 2ε1P1BeB
T
e P1
)
z ≤ 0, (B.11)
zT
(
P1Â0 + Â
T
0
P1 +
2
γ2θ0
1
P1BeB
T
e P1 +
1
2
θ0
1
P0BeB
T
e P0
)
z ≤ 0, (B.12)
zT
(
P0Â1 + Â
T
1
P0 +
2
γ2θ1
0
P0BeB
T
e P0 +
1
2
θ1
0
P1BeB
T
e P1
)
z ≤ 0. (B.13)
The left-hand side of (B.10)–(B.13) is negative for all values of z if the inequalities
(15)–(18) are satisfied. In so doing conditions (A.4), (A.5) and (A.6) are verified
and passivity of system (13) - (14) is guaranteed.
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