Branching network is one of the most universal phenomena in living or non-living systems, such as river systems and the bronchial trees of mammals. To topologically characterize the branching networks, the Branch Length Similarity (BLS) entropy was suggested and the statistical methods based on the entropy have been applied to the shape identification and pattern recognition. However, the mathematical properties of the BLS entropy have not still been explored in depth because of the lack of application and utilization requiring advanced mathematical understanding. Regarding the mathematical study, it was reported, as a theorem, that all BLS entropy values obtained for simple networks created by connecting pixels along the boundary of a shape are exactly unity when the shape has infinite resolution. In the present study, we extended the theorem to the network created by linking infinitely many nodes distributed on the bounded or unbounded domain in R k for k ≥ 1. We proved that all BLS entropies of the nodes in the network go to one as the number of nodes, n, goes to infinite and its convergence rate is 1 − O(1/ ln n), which was confirmed by the numerical tests.
Introduction
Branching networks can be frequently observed in nature, such as river systems [1, 2] , the arterial and bronchial trees of mammals [3] and phylogenetic trees [4] . They consist of nodes and branches. Nodes are connection points between branches. Many researchers have extensively studied these networks to characterize them, by using concepts that represent the length of an edge or the strength (or linkage) of a node-node connection or self-similarity. Geological scientists and hydrologists [5] [6] [7] [8] were interested in analyzing the complex ordering of these networks. They performed topological and morphometric analyses [9] , which can be applied to all branching networks that are organized into a hierarchy. Recently, these approaches have been extended to economic and social systems [10] , which are composed of abstractly defined nodes representing the elements of the system and branches representing the interaction between them.
Unlike the aforementioned approaches, Lee et al. [11] suggested a new concept and approach, the Branch Length Similarity (BLS) entropy and its profile, to topologically characterize branching systems. The BLS entropy was defined on a simple branching network consisting of a single node and branches. The simple network was referred to as a Unit Branching Network (UBN). The outline of an object's shape in a digitized image is composed of a series of pixels, and a UBN can be built by joining each pixel with every other pixel on the object's outline. Therefore, a BLS entropy profile can be obtained from a series of pixels. In the study of [11] , the authors, as an application example of a BLS entropy profile, used the shapes of 20 battle tanks with a pixel resolution of 460 × 350 and showed that the BLS profiles were successful in the identification of the tank shapes. As another example, Kang et al. [12] calculated the BLS entropy profile for the wings of butterflies to identify the species, which is often emphasized as the primary step for an understanding of ecology. The identification process has some important practical applications, such as agriculture and border control, in which pests and invaders must be identified and eradicated before they become established as unwanted visitors in agricultural areas (see [13] ). The authors showed that a back-propagation neural network system based on the BLS entropy profile has good performance in both accuracy and computational efficiency.
In contrast to the engineering examples mentioned above, the BLS entropy and its profile could be used to characterize and analyze the spatial distribution of elements of a system. In the area of ecology, ecologists have explored statistical methods to characterize the spatial distribution of the ecological elements, such as population density, to infer the existence of underlying processes, such as movement or responses to environmental heterogeneity. This is because the spatial distribution is likely to indicate intraspecific and interspecific interactions, such as competition, predation and reproduction [14, 15] . In addition, the importance of characterizing the spatial distribution comes from its central role in ecological theories and its practical role in population sampling theory [16] . In fact, some ecological theories and models use the assumption that the spatial structure of the ecological elements that are close to one another in space or in time are more likely to be affected by the same generating process.
Recently, along with the increase of accessibility and accuracy in remote sensing technology, largescale analysis and space-time data collection, it has been known that the spatial distribution is strongly scale-dependent in many systems (see [17] ). In other words, the random spatial distribution of the physical or abstract elements observed at a small spatial scale in many systems can be identified as the aggregated distribution at a large spatial scale. For this reason, the novel statistical approaches analyzing the spatial distribution obtained from the multi-scale levels have been required. One of the promising approaches is to form the networks among the elements by cutting and linking the elements [18, 19] . Through the investigation of the network properties, such as the connectivity and concentration, one can understand various aspects of the systems at the multi-scale level.
In this viewpoint, the statistical method based on the BLS entropy and its profile, providing a way to make the network and a measure to characterize the network, could be an effective alternative approach. However, although the statistical method could be reliably used in the issues mentioned above, the mathematical properties of the BLS entropy should be extensively explored on a preferential basis to provide a solid ground for applications to a wide range of spatial systems. One of the basic mathematical properties is: what is the value of the BLS entropy for networks consisting of an infinite number of nodes? This question is directly related to the performance and efficiency of the statistical methods based on the BLS entropy profile in the application problems. Jeon and Lee [20] provided a mathematical theorem that shows how the BLS entropy profile changes under the condition that the number of branches goes to infinity. In this study, as the extension study of [20] , we explored another theorem for the BLS entropy on the network, which is created by linking infinitely many nodes distributed in the domain in R k .
Main Result
We define the Branch Length Similarity (BLS) entropy as the property of simple branching networks composed of n + 1 nodes. Such a network is referred to as a Unit Branch Network (UBN) in this paper. Let x i be the position vector of the i-th node and L ij be the distance between x i and x j , such that L ij = |x i − x j |. For any i-th node, we consider the UBN as in Figure 1 . The probability of the j-th branch of the i-th UBN is defined as P ij in Equation (1). By the mathematical form of the Boltzmann entropy, the BLS entropy, S i , of the i-th UBN is defined by:
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Theoretical Results
Applying this notion to the nodes placed on an arbitrary bounded domain in R k for k ≥ 1, we obtain the following result.
Let Ω be the bounded domain in R k for k ≥ 1. Suppose there are distinct (n + 1) nodes in Ω. Then, the BLS entropy, S n , of any node in Ω satisfies:
Proof. Let O be any node in Ω, which is arbitrarily chosen. Let n be the natural number greater than one and R be the longest distance from O to the boundary of Ω. Then, Ω belongs to the ball
Assume that there are distinct n nodes in Ω n , except O. Letting L j (j ≤ n) be the distance from O to each j-th node, it satisfies that n ≤ L j ≤ R. Hence:
Let P j be the probability of a j-th branch, such that
where δ = n j=1 L j ln L j . By Equation (3), the first term of the right-hand side of Equation (4) is bounded by: ln n + ln n ln n = ln( n n) ln n ≤ ln σ ln n ≤ ln(Rn) ln n ≤ ln R + ln n ln n
By the L'Hôpital's rule, one has:
lim n→∞ ln ln n ln n = lim n→∞ 1 ln n = 0
Thus: lim n→∞ ln n ln n = lim n→∞ ln α − ln(ln n) ln n = 0
which shows lim n→∞ (ln σ/ ln n) = 1 by the squeeze theorem. Now, consider the second term of Equation (4). Since L j ∈ [ n , R], one has:
which yields ln n / ln n ≤ δ/(σ ln n) ≤ ln R/ ln n. As n → ∞ the upper and lower bounds go to zero by Equation (7) . Hence, the second term of Equation (4) goes to zero, and Equation (2) Let Ω n = Ω ∩ { n < r < R n } with n = ln 2 ln n and R n = R ln n ln 2 . Then, Ω n → Ω as n → ∞. Let L j (j ≤ n) be the distance from O to each j-th node. Using n ≤ L j ≤ R n and Equation (6), we can show that ln σ/ ln n → 1 as n → ∞ by a similar way as Equation (5). Furthermore, lim n→∞ δ/(σ ln n) = 0 by (ln + ln ln 2 − ln ln n)σ ≤ δ ≤ (ln R + ln ln n − ln ln 2)σ. Thus, the required result follows by Equation (4).
From Equations (4) and (5), the convergence rate behaves like:
This result is confirmed by the following numerical tests.
Numerical Tests
We calculate the BLS entropies of the nodes on the bounded regions by increasing the number of nodes. To see the effect of the domain shape and the distribution of the nodes, we consider two regions (rectangle and triangle) and uniform and random distributions. (1), we obtain the BLS entropies for all nodes, and the BLS entropy profiles are drawn as Figure 2 for a given N . The local maximums are detected at the center and the four vertices. Since the BLS entropy grows up at the sharp corner, the local maximums occur at the vertices. The outlines of the profiles in Figure 2 are similar, but the interval of the BLS entropy grows up from N = 256 to N = 16, 384. To observe this behavior, we calculate the convergence rate in Table 1 . Since the convergence rate is a log type, it converges slowly to one as N → ∞. Hence, we calculate the fractional order of the convergence rate by using the 2 k nodes on the uniform network. In particular, we use N = 2 2n for an integer, n, since N is a square number. Here, | · | ∞ is a L ∞ norm, such that |v| ∞ = sup x∈R |v(x)|, and Rate denotes |1 − S N j | ∞ /|1 − S N j−1 | ∞ . Optimal Rate, that is, the theoretical convergence rate by Equation (8), is defined by ln 2 2k / ln 2 2(k+1) = k/(k + 1). In Table 1 , we can observe that Rate goes to Optimal Rate as N grows greater (see Figure 3) . Thus, the convergence rate Equation (8) is confirmed.
Test 2. Next is a result on the non-uniform network on the rectangle region, R. In this case, we spread the nodes randomly on R by the uniform distribution, that is, a symmetric probability distribution, whereby a finite number of values are equally likely to be observed; every one of the n values has equal probability 1/n. In the same way, we calculate the BLS entropies for all nodes. In this case, we take the mean value of the 10 times results in obtaining the norm, |1 − S N | ∞ , to reduce the effect of the randomness. For the ease of calculation, the convergence rate we set is the number of nodes N = 3 k for an integer k. The figures in Figure 4 are depicted by using the interpolating method on the uniform grid (we used "griddata", which is a built-in function of Matlab). For a small N , the profile of the BLS entropy has a complex shape, but the shape of the profile resembles the uniform case in Figure 2 , as N is greater. By Figure 4 and Table 2 , we can see that the interval of the profile grows up, and the convergence rate goes to Optimal Rate, though it is not as clear as Test 1 (see Figure 3) . 
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Test 3. Next is the result of the non-uniform network on the triangular region, T , by spreading the nodes randomly using the uniform distribution. T is composed of three points, (0, 0), (10, 0) and (5, 10) , and the BLS entropies of the nodes on T are calculated as in Figure 5 . In this case, the local maximums are found at the center and three vertices and the profile are stable as N becomes greater. Its convergence rate also goes to Optimal Rate as N becomes greater. 
Conclusions
In this paper, we showed that the BLS entropy of any network in R k increases at every node and, finally, converges to one as the number of nodes, N , increases, and we confirmed it by the numerical tests on the rectangle and triangle. Besides, the following relations are obtained by comparing Tests 1-3. From Tests 1 and 2, the different distributions of the networks on the same region do not effect the convergence rate for a sufficiently large N . Furthermore, the shape of the region has no effect on the convergence rate by Tests 2 and 3. However, the BLS entropy profile is characterized by the shape of the region. This is confirmed by Tests 1 and 2. Particularly, the BLS entropy profiles resemble each other as N increases.
One important point is: what is the optimal N in characterizing the shape of the region? Too small an N is likely to lose information regarding shape, while too large an N dilutes the characteristics of the region, since all entropies go to one as N → ∞. Thus, finding the optimal number for N could provide positive support for the shape matching methods used and spreading the engineering applications.
Consequently, our result is meaningful in that it not only shows the convergence rate of the BLS entropy on the networks in R k , but also, it provides solid ground for the development of BLS entropy profile methods that could be practically used as a simple and useful tool for recognizing and characterizing shapes.
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