Abstract-An infinite impulse response (IIR) can closely approximate the high density magnetic recording channel response with only a single pole and a small number of zeros. As a consequence, a near-optimal performance can be achieved with the Viterbi algorithm (VA) incorporating a single-tap noise predictor. The number of states in the VA trellis is determined by the number of zeros used in the IIR modeling of the channel response. The single noise-predictor tap corresponds to the single pole in the IIR model. The overall complexity for a given level of performance is smaller with this approach than with the noise-predictive maximum-likelihood (NPML) method based on conventional partial response equalization.
I. INTRODUCTION

H
IGH density storage channels suffer from severe intersymbol interference (ISI). Partial response maximum likelihood (PRML) is an effective detection technique in the presence of ISI [1] - [4] . The noise predictive maximum likelihood (NPML) technique further improves upon the PRML performance by incorporating noise prediction in the computation of branch metrics of the Viterbi algorithm [5] - [9] . The noise predictor effectively whitens the noise samples that have been colored by the PR equalizer. Noise prediction can also enhance performance of other types of detectors that are forced to process colored noise samples due to some equalization constraints [10] .
Reference [11] considers what is essentially an NPML method for channels that can be modeled by an infinite impulse response (IIR), and recognizes the potential benefit of such an approach for magnetic recording applications. In this paper, we find that the high density magnetic channel can indeed be closely approximated by a simple IIR, consisting of a single pole and a few zeros. The direct consequence is that the NPML technique with a single-tap noise predictor can provide a near maximum likelihood sequence detector (MLSD) performance. The number of trellis states in the Viterbi detector depends Manuscript received September 1, 1998 ; revised May 7, 1999 on the number of zeros used in the IIR approximation of the channel. The overall complexity for a given level of performance is smaller with this approach than with the NPML method based on conventional PR equalization. The magnetic recording channel response has a null at dc and a large dip at , where is the symbol period. The long channel response can be modeled by using a combination of a zero at dc, a pole around the peak of the channel frequency response, and only a few more zeros. Since a single pole is included in the model, the noise predictor in the NPML method requires only a single tap. By choosing an appropriate number of zeros, the detector can yield a performance approaching that of the MLSD with reasonable complexity. IIR modeling has also been considered in decision feedback equalizer (DFE) design for twisted-pair lines to shorten the feedback filter [12] , [13] . The IIR target can be chosen by following autoregressive moving average (ARMA) modeling techniques for linear systems. While many different techniques have been developed for ARMA modeling, we use the Steiglitz-McBride method [15] , simply because it is widely available.
The channel model considered in this paper is shown in Fig. 1, where is an independent and identically distributed (i.i.d.), equally-likely binary symbol sequence taken from , represents the magnetic transition, is the isolated transition response and assumed to be Lorentzian, is the additive white Gaussian noise with spectral height , is a band-limiting front-end filter (that can also double as a shaping filter), which is followed by a symbolrate sampler, and represents the impulse response of the discrete-time equalizer. Equalization in general is achieved by some judicious combination of and The amount of noise is determined once the channel signal-to-noise ratio (SNR) is specified, which is defined as the ratio of the squared isolated pulse peak and the noise power within the band, where is the half-height width of Section II reviews the NPML method for IIR channels. The NPML performance for an IIR target is analyzed in 0018-9464/99$10.00 © 1999 IEEE Section III. The NPML performance is compared with those of the MLSD and PRML detectors in Section IV. The bit error rate (BER) simulation results are presented in Section V, which demonstrate the improved performance of an IIR target over the EPR4 target. The error propagation issue of the NPML detector is addressed in Section VI.
II. IIR EQUALIZATION AND NPML DETECTION
The amplitude spectrum of the channel (dibit) response given by exhibits a dc null, a large dip around , and a single peak within the band. It can be shown that this amplitude spectrum can be closely approximated by that of a discrete-time transfer function of the form (1) where is a delay operator, represents a minimumphase finite impulse response (FIR) filter, and is a positive constant less than one. In a zero is located at dc while a pole should reside around the frequency where the amplitude spectrum peaks.
follows the roll-off characteristic of the amplitude response. By choosing and appropriately, in (1) will provide a very good match to the natural channel response with a relatively short
The combined effect of and is then to provide mainly phase equalization to the natural dibit response without altering its amplitude spectrum significantly. With a good match, the noise samples observed at the detector input will be more or less white. When is constrained to be of a certain length, and will ensure that the overall channel response seen at the output of will be as close to as possible. We will refer to as the IIR equalization target of the channel.
The specific method we used to find the IIR target that best matches the natural dibit response is to first set and to satisfy the requirements for Forney's whitened matched filter [14] . This gives rise to a white discrete-time noise at the output of and an overall discrete-time equalized isolated transition response that is minimum phase. We then choose as a linear approximation to this minimum phase transition response. As mentioned earlier, the well-known Steiglitz-McBride method [15] is used for the approximation. The accuracy of approximation will be mainly a function of the constrained length of Finally, is obtained by inserting the factor. Once the IIR target is determined by a judicious choice of and the discrete-time equalizer should be given by (2) where is the D transform of The noise at the output of the equalizer possesses the power spectral density (4) where is the D transform of (5) The noise correlation coefficients are obtained by taking the inverse D transform of (4). It can be verified that when is perfectly matched to the natural dibit response, the noise is white. For example, a perfect match results, assuming is an ideal lowpass filter and the energy of is confined within the frequency band, when
In this case, it is straightforward to show that (4) reduces to Suppose that (7) is such a target that provides a perfect fit to the natural dibit response. This response will be used in Section V as an actual IIR target example for simulation purposes. We now follow the idea discussed in [11] to obtain an NPML detector for this channel. Fig. 2(a) shows the discrete-time model of the channel, where is a white noise sequence. As also seen in the figure, the NPML method requires a prefilter matched to the denominator of The observation sequence available to the NPML detector is now corrupted by the colored noise sequence (8) Fig. 2(b) shows an obvious equivalent structure.
An ideal MLSD would operate on of Fig. 2(a) to find the sequence (and thus the corresponding satisfying
From (8) and utilizing the relationships (see Fig. 2 ) (10) (9) can be rewritten as (11) In actual NPML implementation, in (11) will be replaced by its estimate. The noise predictor incorporated in (11) requires one coefficient. The implementation of the ML detector corresponding to (11) requires eight trellis states corresponding to the polynomial and each state transition incorporates a single-tap noise predictor.
Finally, Fig. 2(b) suggests that in actual equalizer implementation, and may be chosen such that the overall equalized dibit response takes the form instead of Accordingly, the noise predictor in NPML should be tuned to the colored noise characteristic of (i.e., white noise passed through the filter).
III. IIR-NPML PERFORMANCE ANALYSIS
Let denote the equalized channel response filtered by (see Fig. 2 ), i.e.,
Let be of a finite length The Viterbi trellis is constructed according to and has states. To proceed with performance analysis, let us consider an error event associated with two competing trellis paths. Let and be the pair of corresponding input symbol sequences, the input error sequence given by and and the state sequences specified by and respectively. Let the two paths diverge at and remerge at This means for and but for Given the correct symbol sequence the noise estimates for the trellis path corresponding to the symbol sequence are . . . (13) where, again, and are the noisy observation sample and the noiseless signal (i.e., , respectively, seen at the NPML detector input, is the noise sample that arises before the filter, and is the error sequence observed at the NPML detector input (i.e., with denoting the noiseless signal for the incorrect path). Note that the second equality of the first line in (13) is obtained under the assumption that When this assumption fails in reality, error propagation results. The error propagation effect will be considered in a later section; for now, we proceed assuming
The accumulated metric at time for the path corresponding to is (14) Let us define as (15) Note that can also be viewed as the output of the filter driven by the error sequence If is the correct symbol sequence, an error event occurs when (16) From (16), the probability of the error event can be written as (17) where the vector has as its elements and the noise covariance matrix has as its th elements. The effective detection SNR for IIR target channels can then be defined as (18) where the vector has as its elements. To develop a further insight into performance of the IIR-based NPML technique, assume that and are chosen so as to yield a near-perfect fit to the natural channel. This would require that in general should be sufficiently large. With these assumptions, noise correlation will be negligible and (18) can be rewritten as (19) where is the square root of the minimum "truncated" energy (truncated to retain only the first samples) of any output error sequence , and is the power of In comparison, the MLSD performance is determined by , the square root of the minimum energy of any output error sequence Since by assumption is sufficiently large, we see that should approach very closely. On the other hand, if is constrained to be small, the optimality loss should come from truncation of energy in the output error sequence as well as correlation of the noise due to imperfect fit.
IV. PERFORMANCE COMPARISON
The effective SNR's for different detection techniques are compared at various recording densities (defined as The PRML detectors include PR4 and EPR4 equalization targets which are represented by and respectively. Viterbi detectors based on two generalized PR (GPR) targets whose total lengths are three and four are also considered for comparison. GPR targets are optimized for each density using the minimum mean squared error (MMSE) criterion while imposing the monic constraint [16] . For the IIR targets used in the NPML method, three different lengths for are considered: and The channel SNR is fixed to 20 dB. The input symbol sequence is assumed to be an i.i.d., equally-likely bipolar sequence. The Lorentzian isolated response is used for the calculation. Fig. 3 shows the effective SNR's of the detectors considered. For MLSD and PRML detectors, effective SNR's have been obtained by using wellestablished techniques [17] , [18] . In the figure, IIR3, IIR4, and IIR5 correspond to the NPML method based on of length and respectively, whereas GPR3 and GPR4 denote PRML techniques using GPR targets of length three and four, respectively. Note that EPR4, GPR4 and IIR4 all require an eight-state trellis. In addition, IIR4 needs a single-tap noise predictor for each state transition.
As the recording density increases, all detectors undergo performance degradation due to increased ISI and widening noise band. In the entire range of density, IIR5 exhibits performance close to that of MLSD. Up to density 3.0, IIR4 shows less than a 0.6 dB SNR loss relative to the MLSD. The IIR3 target performs better than the EPR4 target in the entire density range except at the highest density of 3.5. GPR4 also performs better than EPR4, but not as well as IIR4. The ARMA approximation coefficients are shown in Table I . The constant is always positive but less than one. The table also shows that at lower densities, smaller values of can accurately model the channel.
V. SIMULATION RESULTS
We have conducted bit error rate (BER) simulations for IIR4 and EPR4 at a user density of 2.5, where the user density is defined as scaled by the code rate. The channel input symbol is coded with the rate 16/17 code with the (0,6/6) run length constraint [19] . For the front-end filter we used an elliptic seventh order lowpass filter with a cutoff frequency at the frequency. Since most of the signal energy is contained within the band at this density, lowpass filtering virtually preserves the sufficient statistic [18] . The ARMA model coefficients are chosen as and which are close to the coefficients given in Table I . The frequency responses of the chosen IIR target, the EPR4 target, and the sampled dibit response corresponding to the assumed Lorentzian pulse are shown in Fig. 4 . The chosen IIR target is very closely matched to the channel response. For equalization, the MMSE criterion is used for both targets. For the IIR scheme, the natural channel is equalized to the target response of instead of being equalized to the IIR target, as discussed earlier. The NPML detector is then tuned to the equalized noise obtained by passing white noise through the filter. The simulation results are shown in Fig. 5 . IIR4 shows about a 1 dB SNR gain over EPR4. This SNR gain is lower than expected from the calculation results summarized in Fig. 3 . A possible source of this discrepancy is that the calculation results considered only the minimum distance, ignoring the coefficient effect associated with the minimum distance error event as well as the presence of other error events. Also note that we assumed zero-forcing equalization for effective SNR calculation, whereas MMSE equalization is used for BER simulation. Finally, error propagation has not been considered in effective SNR analysis.
VI. ERROR PROPAGATION ISSUE
In the following, we provide a quick analysis that sheds some light on the impact of error propagation. Our approach is to simply rederive the probability of a particular error event under the assumption Assume that there have been some decision errors sometime before but none before Then, using the same argument used to derive (13), we can write If we define (20) (13) can be rewritten as . . .
The noise estimates for the correct path should also be modified to . . .
Letting it is easy to see that an error event occurs when (23)
To calculate the probability of this error event, we need to know the noise statistics in (23) conditioned on previous error events. However, if the length of the equalizer target is sufficiently large, the noise correlation becomes negligible. Then the probability of this error event can be shown to be (24) and the worst-case detection SNR in the presence of previous decision error can be written as
The presence of clearly degrades the effective SNR in (25). When computing the overall error probability, however, the probability of the error event in (24) should be properly weighted by the probability of previous decision error. Since the probability of previous decision error is typically very low, the effect of error propagation on the overall BER performance tends to be small. A more damaging effect, however, is that when conditioned on previous error, the error events tend to be longer, producing occasional long error bursts. This will undermine the capability of error correction codes (ECC's) and degrade the sector error rate (SER) performance at the ECC output. The impact of error propagation on SER is a strong function of ECC parameters and will not be discussed in this paper.
VII. CONCLUSIONS
Following the idea set forth by [11] , we attempted NPML detection of [5] on the magnetic recording channel equalized to an IIR target. We have shown that an IIR equalizer target with a single pole and a relatively small number of zeros achieves better spectral matching to the natural channel response than PR targets. By applying the NPML method to the IIR-equalized channel, we achieve favorable performance/complexity tradeoffs. In the IIR-based NPML technique, the number of trellis states is determined by the number of zeros in the IIR target, and a single-tap noise predictor, corresponding to the single pole in the IIR model, is required for each state transition. Simulation results show that at user density 2.5, the IIR-NPML method operating on an eight-state trellis achieves a 1 dB SNR gain over the PRML detector based on the EPR4 target. Finally, a simple worst-case analysis has been given on the error propagation effect.
