Rational diffeomorphisms of the circle  by Langer, Joel
Applied Mathematics Letters 20 (2007) 876–879
www.elsevier.com/locate/aml
Rational diffeomorphisms of the circle
Joel Langer
Department of Mathematics, Case Western Reserve University, Cleveland, OH 44106, United States
Received 6 January 2006; accepted 6 January 2006
Abstract
We prove an interpolation theorem for rational circle diffeomorphisms: A set of N complex numbers of unit modulus may
be mapped to any corresponding set by a ratio of polynomials p(z)/q(z) which restricts an invertible mapping of the unit circle
S1 ⊂ C onto itself.
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1. Introduction
Let ϕ(z) = am zm+···+a1z+a0bn zn+···+b1z+b0 be a rational function of a complex variable z. If ϕ preserves the unit circle S1 ⊂ C,
i.e., |ϕ(z)| = 1 whenever |z| = 1, then it may be expressed in the form ϕ(z) = λzk∏dj=1( z−α j1−α¯ j z ), with complex
constants λ, α j satisfying |λ| = 1, |α j | 6= 0, 1. In this case, restriction to S1 yields a self-map eiθ ϕ7−→ eiφ described
by a smooth angle function φ(θ) satisfying φ(θ + 2pi) = φ(θ)+ 2pi . In the case where dφdθ > 0 everywhere, φ is also
a smooth coordinate on S1 and ϕ : S1 → S1 is a rational, orientation-preserving diffeomorphism of the circle. Such
diffeomorphisms form a semigroup DiffQ+(S1) = {ϕ} (the class of rational diffeomorphisms of S1 being closed under
composition but not inversion).
Now consider an N -point configuration σ = (σ1, . . . , σN ), which consists of N distinct points on S1 ⊂ C in
counterclockwise order. Applying ϕ ∈ DiffQ+(S1) results in a new configuration σ˜ = (ϕ(σ1), . . . , ϕ(σN )), and
(ϕ, σ ) 7→ ϕ · σ = σ˜ defines an action of DiffQ+(S1) on the space ΣN = {σ } of N -point configurations. In this
note we prove:
Theorem 1. There always exists a solution to the interpolation problem: given σ, σ˜ ∈ ΣN find ϕ ∈ DiffQ+(S1) such
that ϕ · σ = σ˜ . In other words, for each N, the semigroup DiffQ+(S1) = {ϕ} of orientation-preserving rational
diffeomorphisms of S1 acts transitively on the space of N-point configurations ΣN = {σ }.
We note that the rational circle maps B(z) = λ∏dj=1( z−α j1−α¯ j z ) with |α j | < 1 – finite Blaschke products – suffice for
solving B · σ = σ˜ , by explicit construction. (See [1–4] for the “boundary case” of Nevanlinna–Pick interpolation.)
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Thus, one might reasonably seek interpolating diffeomorphisms among the circle maps ϕ(z) = z1−dB(z), with
B(z) solving B(σ j ) = σ d−1j σ˜ j , j = 1, . . . , N ; but the requirement of positive speed, 0 < dφdθ = z ϕ
′(z)
ϕ(z) =
1− d +∑dj=1 1−|α j |2|eiθ−α j |2 , is not so readily accommodated within such an interpolation scheme.
As our constructions are only “locally explicit” anyway, we choose to work with general ratios ϕ = B/C of
Blaschke products B,C of degrees d, d − 1, respectively—which includes all ϕ ∈ DiffQ . Our existence result thus
leaves open the challenge of devising an explicit interpolation method, or even a way of estimating how large d is
required to be for given σ, σ˜ ∈ ΣN . Though lacking the usual applications of Nevanlinna–Pick interpolation (in
control theory, digital filters, etc.), where analytic functions on a disc or half-plane are required, such problems have
potential significance in the wide range of dynamical and geometrical contexts involving circle diffeomorphisms (such
as the topic which prompted the present investigation—see [5]).
2. S1-symmetric meromorphic functions
Reflection of the extended complex plane Cˆ in S1, z 7→ z˘ = 1/z¯ = Rz, restricts to an involution on the group
C× = C \ {0} with fixed point set S1 = {z ∈ C× : z˘ = z}. Likewise, Schwarz reflection of functions in S1,
g 7→ g˘ = R(g) = R ◦ g ◦ R, defines an involutive automorphism R : M(U ) → M(U ) of the group of
(not identically zero) meromorphic functions on U = U˘ ⊂ Cˆ, a symmetric, connected domain. We observe that
g˘ = g ⇔ g(S1) ⊂ S1 holds for g ∈ M(U ), and denote byMR(U ) ⊂ M(U ) the subset of functions which are
S1-symmetric (or S1-preserving, or self-inversive—see [6]).
For any U = U˘ ⊂ Cˆ and any preassigned integer d , the formula
ϕ(z) = zdg(z)g˘(z) = zdg(z)/g(1/z¯) (1)
defines a mapping Φ : M(U ) → MR(U ), g 7→ ϕ = ϕ˘ = Φ(g). For example, for U = Cˆ, Φ maps a rational
function g(z) = r0eiθ0 zl
∏
j (z−α j )∏
k (z−βk ) to
ϕ(z) = e2iθ0 zd+2l+m−n
∏
j
Tα j (z)∏
k
Tβk (z)
= eiω0 zr
∏
s
Tcs (z) = eiχ0 zr
B(z)
C(z)
. (2)
Here, g has m zeros and n poles in C×, counting multiplicities, and Tc(z) = z−c1−c¯z = −c˘ z−cz−c˘ . In the second expression
for ϕ, we have renamed non-unitary α j , βk according to 0 < |cs | < 1, for s = 1, . . . µ, and 1 < |cs | < ∞, for
s = µ+ 1, . . . , µ+ ν; B and C are Blaschke products of degrees µ and ν, respectively.
As is well known, a rational self-map ϕ of S1 has such a form; as ϕ 7→ ϕ˘ = ϕ interchanges a zero at c with a pole
at c˘, the latter must occur in pairs as above. Eq. (2) represents a general such rational expression, and the mapping
Φ : M(Cˆ) → MR(Cˆ) is evidently surjective, for each fixed d ∈ Z. In fact, any ϕ ∈ MR(Cˆ) may be written as
ϕ(z) = Φ(p)(z) = zd p(z) p˘(z) for some polynomial p(z) and integer d ∈ Z, easily determined.
Application of Φ to polynomials also suffices for solving the interpolation problem for circle-preserving rational
functions. Namely, let d and σ = (σ1, . . . , σN ), σ˜ = (σ˜1, . . . , σ˜N ) be given. For 1 ≤ j ≤ N , let Pj (z) be the unique
polynomial of degree (N − 1) satisfying Pj (σk) = δ jk for 1 ≤ k ≤ N . Define p ∈M(Cˆ) by
p(z) =
N∑
j=1
λ j Pj (z), λ j = ±
√
σ˜ jσ
−d
j (3)
(for the moment, either sign for λ j will do). Now consider ϕ = Φ(p) ∈ MR(Cˆ). Since p(σk) = λk , and also
p˘(σk) = p˘(σ˘k) = λ˘k = λk , we have ϕ(σk) = σ dk p(σk) p˘(σk) = σ dk λ2k = σ˜k , as required.
3. Factorizations of analytic loops
Our existence proof for interpolating rational diffeomorphisms requires us to step outside the class of rational
functions temporarily. In fact, we move from one extreme U = Cˆ to the other—we consider the symmetric “domain”
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U = S1, and the groupM(S1) of meromorphic functions g : S1 → Cˆ, g not identically zero. That is, g ∈M(S1)
precisely when g is the restriction to S1 of some g ∈M(A), A a symmetric annular domain, and all operations and
formulas may be interpreted for g ∈M(S1) via g ∈M(A).
The analytic loops are the elements h ∈ M(S1) mapping S1 into C× (h has no zeros or poles); the group of
analytic loops ΛC× = ∪J ΛJC× is partitioned according to homotopy class, J = Ind0(h) (winding number about 0).
We consider also the subgroup of unitary loops, ΛU1 =MR(S1) = {h ∈ ΛC× : h˘ = h} = ∪K ΛKU1, partitioned
similarly by K = degS1(h).
We mention that for any g ∈M(S1), the degree of ϕ(z) = zdg(z)g˘(z) is degS1(ϕ) = d + 2deg(h/|h|)+m0 − n0;
here we have expressed g as a product g = hk of a loop h(z) times singular part k(z) = ∏ j (z − z j )/∏k(z − pk),
where {z1, . . . , zm0} are the zeros of g on S1, and {p1, . . . , pn0} are the poles of g on S1—repeats included. For
present purposes, however, it suffices to consider the following specializations. For each integer d, we restrict the map
Φ :M(S1) →MR(S1) to Φ : ΛJC× → Λd+2JU1 (in particular, m0 = n0 = 0); the latter map in turn restricts to
Φ : ΛJU1 → Λd+2JU1. The following lemma, stated for the case J = 0, is required for the proof of Theorem 1:
Lemma 1. For each integer d, the map Φ : Λ0U1 → ΛdU1 is surjective and two-to-one. That is, any analytic
ϕ : S1 → S1 may be represented as ϕ(z) = Φ(h)(z) = zdh(z)h˘(z), with d = deg(ϕ), and with analytic h : S1 → S1
of degree 0 (h uniquely determined up to sign).
Proof. Given ϕ ∈ ΛdU1, we may define a non-vanishing analytic function q(z) = ϕ(z)/zd on some annular
neighborhood A of S1. Since q|S1 has degree zero, it has a pair of holomorphic square roots ±
√
q(z) on A. To be
more explicit, we may define a holomorphic logarithm of q onA by the formula: log(q(z)) = Log(q(1))+∫ z1 q ′(ζ )q(ζ ) dζ .
Since the integral has vanishing period,
∫
S1
q ′(ζ )
q(ζ ) dζ = 0, it follows that log(q(z)) is indeed a well-defined holomorphic
function, as is h(z) = √q(z) = exp( 12 log(q(z))). Since h maps S1 to itself, h˘ = h, so Φ(±h)(z) = zdh(z)h˘(z) =
zd(h(z))2 = zdq(z) = ϕ(z), as required. Finally, h satisfying zd(h(z))2 = ϕ(z) is unique up to sign. 
Remark 2. Note that if f ∈ ΛC× is positive on S1, h as above, then g = h f ∈ Λ0C× also solves the equation
Φ(g) = ϕ, since f f˘ = 1. In fact, all solutions g ∈ Λ0C× to Φ(g) = ϕ may be so represented; for if Φ(g) = Φ(h),
then gg˘ = hh˘, so the function f = g/h = h˘/g˘ satisfies f˘ = 1/ f ; hence, f is real on S1. In other words,
the fibers Φ−1(ϕ) of the map Φ : Λ0C× → ΛdU1 are the cosets gΛR+ of the subgroup of positive loops
ΛR+ = { f ∈ Λ0C× : f (S1) ⊂ R+}. In fact, we have the loop group factorization: Λ0C× = Λ0U1ΛR+. Projection
onto the first factor is given by g(z) 7→ h(z) = √Φ(g)(z)/zd ; the sign of h chosen so that f = g/h ∈ ΛR+, giving
projection onto the second factor.
4. Proof of Theorem 1
We consider both the rational diffeomorphisms DiffQ+(S1) and the analytic diffeomorphisms Diffω+(S1) acting on
N -point configurations ΣN , topologized as a subset of the N -torus T N . It will suffice to verify:
(1) the orbits DiffQ+(S1) · σ are open in ΣN ,
(2) Diffω+(S1) acts transitively on ΣN , and
(3) DiffQ+(S1) is dense in Diffω+(S1) (in the C1(S1)-topology).
Given (1)–(3), if σ, σ˜ ∈ ΣN , we may take ψ ∈ Diffω+(S1) satisfying ψ ·σ = σ˜ , and then choose ϕ0 ∈ DiffQ+(S1) so
close to ψ that ϕ−10 ◦ψ ≈ Id and (ϕ−10 ◦ψ) ·σ lies in DiffQ+(S1) ·σ—say, ϕ1 ·σ = ϕ−10 ◦ψ ·σ . Then ϕ0 ◦ϕ1 ·σ = ψ ·
σ = σ˜ , and the rational diffeomorphism ϕ = ϕ0 ◦ ϕ1 solves the required interpolation problem.
Proof of (1). We specialize the constructions of previous sections, henceforth, to the case of degree d = 1. Fix
σ ∈ ΣN , and consider nearby σ˜ ∈ V ⊂ ΣN , where the small neighborhood V of σ will be chosen according to the
following considerations. As long as σ˜k never equals −σk , for any k, all signs in Eq. (3) may be defined using the
principal branch of the square root, λk =
√
σ˜k/σk , Re[λk] > 0, so as to vary continuously with σ˜ ∈ V . By this choice,
the special case σ = σ˜ yields λk = 1, for all k; hence, p(z) = ∑Nj=1 Pj (z) ≡ 1 (since p(z) = 1 at the N points
σk), and Φ(p) = I d . Further, as σ˜ ∈ V varies, the resulting function p(z) = ∑Nj=1 λ j Pj (z) varies continuously
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in the C1(S1)-topology. In fact, the assignment σ˜ 7→ µ(σ˜ ) = ϕ = Φ(p) ∈ C1(S1) is continuous, so µ(V ) may
be assumed (by taking V small enough) to lie in DiffQ+(S1)—indeed, within any given C1(S1)-neighborhood of the
identity µ(σ) = Id ∈ DiffQ+(S1). Since σ˜ = µ(σ˜ ) ·σ , it follows that the orbit DiffQ+(S1) ·σ contains the neighborhood
V = µ(V ) · σ of σ . Since σ ∈ ΣN was arbitrary, we conclude that DiffQ+(S1)-orbits are open.
Proof of (2). The second claim follows trivially from the first using the group structure on Diffω+(S1). For each
σ ∈ ΣN , the orbit DiffQ+(S1) · σ lies in the corresponding orbit Diffω+(S1) · σ , so Diffω+(S1)-orbits are open as
well. As the connected space ΣN is a disjoint union of its Diffω+(S1)-orbits, there is only one orbit.
Proof of (3). The mapping Φ : Λ0C× → Λ1U1 is continuous with respect to the C1(S1)-topology in the two spaces;
by Lemma 1, it is also surjective (even when restricted to Λ0U1). Analytic loops may be C1(S1)-approximated by
rational loops via truncation of Laurent series. The dense subset of rational loops Λ0ratC× ⊂ Λ0C× is mapped by Φ to
a dense subset Φ(Λ0ratC×) ⊂ Λ1U1. It follows that DiffQ+(S1) = Φ(Λ0ratC×) ∩ Diffω+(S1) is dense in the C1(S1)-open
subset Diffω+(S1) ⊂ Λ1U1. The fact that Φ turns arbitrary meromorphic functions – in particular, finite Laurent series∑m
j=−n c j z j – into S1-preserving ones is essential to the strategy employed here.
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