Abstract: Damage detection and structural health monitoring have always been of great importance to civil engineers and researchers. Vibration-based damage detection has several advantages compared to traditional methods of non-destructive evaluation, such as ground penetrating radar (GPR) or ultrasonic testing, since they give a global response and are feasible for large structures. Damage detection requires a comparison between two systems states, the baseline or "healthy state", i.e., the initial modal parameters, and the damaged state. In this study, system identification (SI) was carried out on a pedestrian bridge by measuring the dynamic response using six low-cost triaxial accelerometers. These low-cost accelerometers use a micro-electro-mechanical system (MEMS), which is cheaper compared to a piezoelectric sensor. The frequency domain decomposition algorithm, which is an output-only method of modal analysis, was used to obtain the modal properties, i.e., natural frequencies and mode shapes. Three mode shapes and frequencies were found out using system identification and were compared with the finite element model (FEM) of the bridge, developed using the commercial finite element software, Abaqus. A good comparison was found between the FEM and SI results. The frequency difference was nearly 10%, and the modal assurance criterion (MAC) of experimental and analytical mode shapes was greater than 0.80, which proved to be a good comparison despite the small number of accelerometers available and the simplifications and idealizations in FEM.
Introduction
Engineers and researchers have always been concerned with the damage identification and health monitoring of structures [1, 2] . Damage is described as changes in a system that adversely affects the structure's future and current performance. Damage is not limited to changes in the material level but also in the boundary conditions and system connectivity [3] . Structural health monitoring has been defined in the literature as "the use of in-situ, non-destructive sensing and analysis of system characteristics, including structural response, for the purpose of detecting changes, which may indicate damage or degradation" [4] . Structural health monitoring has the purpose of verifying whether damage exists, locating the damage, determining its type, and intensity [5] .
Non-destructive evaluation (or damage detection techniques) is categorized as either local or global damage detection techniques. Traditional damage detection techniques, such as ground penetrating radar (GPR)and ultrasonic testing, gives only a local response of a structure, where damage location is known a priori, and is not feasible for large structures. Vibration-based damage detection
Bridge Description
The bridge selected for system identification was a pedestrian bridge linking hostels with the cafeteria/departments located at the NUST Campus in Islamabad. The bridge was used by a number of pedestrians commuting daily from hostels located at the south of the bridge to their respective departments and cafeteria which are located north of the bridge. The bridge was a precast, double-tee reinforced concrete beam simply supported at the ends. The bridge had a clear span of 9.8 m, and the cross-section was as shown in Figure 1a. i.e. natural frequencies and mode shapes. The mode shapes and frequencies found using system identification were further compared with the FEM of the bridge.
The bridge selected for system identification was a pedestrian bridge linking hostels with the cafeteria/departments located at the NUST Campus in Islamabad. The bridge was used by a number of pedestrians commuting daily from hostels located at the south of the bridge to their respective departments and cafeteria which are located north of the bridge. The bridge was a precast, double-tee reinforced concrete beam simply supported at the ends. The bridge had a clear span of 9.8 meters, and the cross-section was as shown in Figure 1a . 
System Identification

Finite Element Model
A well-defined finite element model is the basis of VBDD. The finite element model is conventionally used to figure out the frequency bandwidth of interest and the corresponding mode shapes. [28] A finite element model for this bridge was developed on Abaqus, a commercial finite element (FE) software with pin-pin end conditions and by using linear isotropic properties of concrete. The properties of concrete were taken as shown in Table 1 . 
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Finite Element Model
A well-defined finite element model is the basis of VBDD. The finite element model is conventionally used to figure out the frequency bandwidth of interest and the corresponding mode shapes. [28] A finite element model for this bridge was developed on Abaqus, a commercial finite element (FE) software with pin-pin end conditions and by using linear isotropic properties of concrete. The properties of concrete were taken as shown in Table 1 . A simplified one-dimensional model was developed, as the aim and scope were to capture only the vertical mode shapes of the bridge. The software did not support the desired cross-section of the bridge, i.e., double T with the tapering web, when a beam element is used. Therefore, a generalized beam section was used by the calculation of Moments of Inertias and Torsional Coefficient. The bridge was modeled as an Abaqus type B21 beam element. The beam was divided into 98 elements with 295 nodes and an approximate global size of 0.1 m.
Instrumentation
The Accelerometer Model X2-2 was used in this study, which is manufactured by Gulf Coast Data Concepts, and is a Class C MEMS accelerometer at a price of $150 [29] . Model X2-2 is a triaxial accelerometer with high sensitivity and an adjustable sampling rate with a maximum of 512 samples per second and a minimum of 8 samples per second. The model uses a Kionix KXRB5-2050 3-axis accelerometer sensor where the output is oversampled and passed through a high-pass Finite Impulse Response (FIR) filter. Data is stored in a removable secure digital (SD) card in the form of comma-separated values CSV files and is transferred to a computer using a USB port.
Experimentation was carried out using six accelerometers. They were attached using double-sided tape on the bottom side of the bridge and were attached in the center of the bridge to avoid any torsion and to capture only the vertical mode shapes. There were no issues of attachment, as the bridge surface was rough. Therefore, the adherence of accelerometers using double-sided tape was rigid and close to ideal conditions. The FEM mode shapes of the bridge showed maximum deformation occurring at the mid-span for the first mode shape, 0.25 and 0.75 of the bridge length for the second mode shape, and at 0.33, 0.66, and 0.5 of the bridge length for the third mode shape. As the sensors were to be placed at the critical nodes, the accelerometers were attached on the quarters and mid-span of the bridge, and the remaining three accelerometers were attached with equal spacing, as shown in Figure 2 .
Experimentation was carried out using six accelerometers. They were attached using double-sided tape on the bottom side of the bridge and were attached in the center of the bridge to avoid any torsion and to capture only the vertical mode shapes. There were no issues of attachment, as the bridge surface was rough. Therefore, the adherence of accelerometers using double-sided tape was rigid and close to ideal conditions. The FEM mode shapes of the bridge showed maximum deformation occurring at the mid-span for the first mode shape, 0.25 and 0.75 of the bridge length for the second mode shape, and at 0.33, 0.66, and 0.5 of the bridge length for the third mode shape. As the sensors were to be placed at the critical nodes, the accelerometers were attached on the quarters and mid-span of the bridge, and the remaining three accelerometers were attached with equal spacing, as shown in Figure 2 . 
Testing
Experimentation was carried out for 30 minutes at a sampling rate of 256 Hz. Time was calculated using Equation 1, i.e., the recommended time required for operational modal analysis, as suggested by Brincker and Rune [30] .
The damping ratio ( ) was assumed to be 5%, which is an empirical for civil engineering structures such as bridges. The least frequency ( ) was found out to be 9.858 Hz from the FEM, giving a 
Experimentation was carried out for 30 min at a sampling rate of 256 Hz. Time was calculated using Equation (1), i.e., the recommended time required for operational modal analysis, as suggested by Brincker and Rune [30] .
The damping ratio (ζ) was assumed to be 5%, which is an empirical for civil engineering structures such as bridges. The least frequency ( f min ) was found out to be 9.858 Hz from the FEM, giving a recommended total testing time of approximately 400 s. However, as pedestrians are not always walking on the bridge and in order to have more data, the test was carried out for 30 min. Similarly, Brincker and Rune [30] also suggested that the sampling rate should be kept at least 2.4 times the highest frequency being captured. Therefore, the sampling rate was set to 256 Hz, the highest targeted frequency being 85.42 Hz.
Ambient excitation needed to be provided to the bridge. Bridges are usually excited by traffic, i.e., the movement of cars and vehicles; pedestrian bridges are excited in a similar manner, i.e., by the movement of pedestrians. In order to excite the selected pedestrian bridge, artificial loading was applied by jumping, running, and walking on the bridge [31] . The best decay response was due to a single person jumping. The overloading of the bridge due to high pedestrian traffic caused the accelerometer to capture a lot of noise and the frequency response had less sharp and identifiable peaks.
Data Pre-Processing
After the experimentation was carried out, the data from the accelerometers was extracted to a workstation. The data was stored in a CSV file, which contained 5 min of acceleration data in voltage units with X, Y, and Z axis headers. The first step was to import the relevant data into MATLAB ® and concatenate a file of 5 min long to obtain a complete time history of the given accelerometer in a particular axis. The initial processing step was to remove the linear trend and the initial bias in the data by using the detrend function in MATLAB; the accelerometer voltage counts were then converted into acceleration units (g). At high sensitivity, 1 g (gravitational unit) was represented by 13,108 voltage counts. After individual time histories from different accelerometers were compiled, there was an issue of time lag and synchrony, as each accelerometer had its own internal time clock and a time drift.
In order to overcome time lag, vibration chunks were cut from the complete time history and the time lag was found for each different vibration. There are various techniques available to find out the time delay [32] . The time domain approximation method is used by selecting a reference accelerometer and finding out the cross-correlation between the reference and other accelerometers, which gives the time lag for each accelerometer. This time lag is used to realign the time history of the vibration chunks from different accelerometers. Cross-Correlation (XCOR in MATLAB) finds out the time delay for the impulse to start. Therefore, this method worked accurately on decay response, which was caused by jumping on the bridge. Several vibrations were picked, realigned, and then concatenated to be used for system identification. The red box in Figure 3 shows a selected vibration chunk, and Figure 4 shows the realigned vibration chunk for the same accelerometers, i.e., A14, A15, and A16. The accelerometer A13's (marked as red in Figure 2 ) data was discarded due to high levels of noise, leaving behind the data of five accelerometers.
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Frequency Domain Decomposition
Frequency Domain Decomposition (FDD) is an easy, simple-to-use identification algorithm which overcomes the problems of peak picking but keeps the user-friendliness of the peak picking method intact. The first step in carrying out FDD is to make a power spectral density matrix of the response accelerometers. Power spectral density calculates the energy content of each frequency bandwidth. The second step is to carry out Singular Value Decomposition at the discrete frequencies and plot the singular values. At the peaks of the singular values plot, the corresponding singular vectors correspond to the mode shapes' ordinates. [13] After the accelerometer data was processed, System Identification was carried out using a MATLAB code developed for the Frequency Domain Decomposition. A Hanning window of 4096 points was applied, which gave a spectral resolution of 0.03125 Hz. The overlap was set to be 2730 points, i.e., 66%. This window was chosen as it reduced leakage and removed biases when going from the time to frequency domain [33] . In Figure 5 , we can see three clearly identified peaks and some minor peaks corresponding either to local mode shapes or noise. After the identification of the natural frequency, the corresponding mode shapes ordinates were found out, normalized, and then plotted using cubical interpolation, as shown in Figure 6 . Figure 4 . One complete compiled vibration after removal of the time lag.
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Frequency Domain Decomposition (FDD) is an easy, simple-to-use identification algorithm which overcomes the problems of peak picking but keeps the user-friendliness of the peak picking method intact. The first step in carrying out FDD is to make a power spectral density matrix of the response accelerometers. Power spectral density calculates the energy content of each frequency bandwidth. The second step is to carry out Singular Value Decomposition at the discrete frequencies and plot the singular values. At the peaks of the singular values plot, the corresponding singular vectors correspond to the mode shapes' ordinates. [13] After the accelerometer data was processed, System Identification was carried out using a MATLAB code developed for the Frequency Domain Decomposition. A Hanning window of 4096 points was applied, which gave a spectral resolution of 0.03125 Hz. The overlap was set to be 2730 points, i.e., 66%. This window was chosen as it reduced leakage and removed biases when going from the time to frequency domain [33] . In Figure 5 , we can see three clearly identified peaks and some minor peaks corresponding either to local mode shapes or noise. After the identification of the natural frequency, the corresponding mode shapes ordinates were found out, normalized, and then plotted using cubical interpolation, as shown in Figure 6 .
Because important data of Accelerometer 13-a critical node located mid-span of the bridge-was missing, the interpolation was biased, as the highest expected point was missing. In the first and second experimental modes, it is clear that the deformation near the right support was positive for the first mode and negative for the second mode, though this is theoretically unlikely. This is due to the fact that interpolation was carried out using a limited number of ordinates. If the number of accelerometers increased, the mode shapes would be more similar to the analytical mode shapes. Because important data of Accelerometer 13-a critical node located mid-span of the bridge-was missing, the interpolation was biased, as the highest expected point was missing. In the first and second experimental modes, it is clear that the deformation near the right support was positive for the first mode and negative for the second mode, though this is theoretically unlikely. This is due to the fact that interpolation was carried out using a limited number of ordinates. If the number of accelerometers increased, the mode shapes would be more similar to the analytical mode shapes.
Comparison of Finite Element Model and System Identification
1st Singular values of the PSD matrix (db) Because important data of Accelerometer 13-a critical node located mid-span of the bridge-was missing, the interpolation was biased, as the highest expected point was missing. In the first and second experimental modes, it is clear that the deformation near the right support was positive for the first mode and negative for the second mode, though this is theoretically unlikely. This is due to the fact that interpolation was carried out using a limited number of ordinates. If the number of accelerometers increased, the mode shapes would be more similar to the analytical mode shapes.
1st Singular values of the PSD matrix (db) Figure 6 . Comparisons of the first three mode shapes of both system identification (SI) and FE.
The system identification results can be validated by using two methods-by comparing the frequencies of the analytical and experimental modes and by comparing the Mode shapes using the Modal Assurance Criterion (MAC) [34] . MAC is a quantitative measure between two vectors used to compare the experimental and analytical mode shape vectors. A value of 1 shows complete similarity, and 0 shows no similarity between the mode shapes. [35] MAC is sensitive to major differences and insensitive to minor differences between the mode shape vectors. A value greater than 0.80 shows good similarity and is deemed acceptable for system identification [28] .
The difference of frequencies of experimental and analytical which can be seen in Table 2 is nearly 10%, which is acceptable, keeping in mind the fact that the structure is a reinforced concrete structure, i.e., non-homogenous, and also keeping in view the FEM assumptions and idealizations.
The comparison of experimental and analytical mode shapes can be viewed in Table 3 and a color coded Figure 7 . The comparison of the fundamental mode shapes or the first mode shape shows close similarity, with a value of 97.9%. Similarly, the second mode shape comparison is also accurate, with 92.3% similarity. However, for the third mode shape, the MAC comparison value decreases to 80.7% but is still deemed acceptable. 
Conclusion
In this study, system identification was carried out using low-cost sensors, on a 9.8 meter-long, doubletee beam used as a pedestrian bridge. The only significant problem faced in this study was the issue of the time lag between different accelerometers, which was successfully resolved by realigning the time histories using cross-correlation. A good comparison was found between the FEM and SI results which not only validated the use of low-cost accelerometers in health monitoring studies, but also in the experimentation procedure. The modal parameters of the bridge were also discovered, which could be used as a baseline or a benchmark for future SHM studies. FEM cannot serve as the baseline for structural health monitoring, as each FEM has idealizations and as a structure is constructed and is in service, it experiences different loads 
Conclusions
In this study, system identification was carried out using low-cost sensors, on a 9.8 m-long, double-tee beam used as a pedestrian bridge. The only significant problem faced in this study was the issue of the time lag between different accelerometers, which was successfully resolved by realigning the time histories using cross-correlation. A good comparison was found between the FEM and SI results which not only validated the use of low-cost accelerometers in health monitoring studies, but also in the experimentation procedure. The modal parameters of the bridge were also discovered, which could be used as a baseline or a benchmark for future SHM studies. FEM cannot serve as the baseline for structural health monitoring, as each FEM has idealizations and as a structure is constructed and is in service, it experiences different loads leading to damages. Therefore, system identification or experimental validation of the FEM is a must. There are only a few examples where the Class C accelerometers were used in SHM. As a good comparison was found between the FEM and SI results, not only was the use of low-cost accelerometers in health monitoring studies validated, but the experimentation procedure also. All in all, low-cost sensors were found to significantly reduce the costs associated with carrying out structural health monitoring, enabling the wider use of such sensors in the industry. Funding: This research received no external funding.
