Measurement by M. Braveen & P. Dhavachelvan
POSTER PAPER 
International Journal of Recent Trends in Engineering, Vol. 1, No. 2, May 2009 
 
 
57 
 
Evaluation of Content Based Image Retrieval 
Systems Based on Color Feature  
M.Braveen
1, P.Dhavachelvan
2 
1  Rajiv Gandhi College of Engineering and Technology / Department of Information Technology, Puducherry, India  
Email: mbraveen@yahoo.com 
2    Pondicherry University / Department of Computer Science and Engineering, Puducherry, India 
Email: pd_chelvoume@yahoo.co.in 
 
 
Abstract - The inevitable growth in computer field brought a 
significant increase for storing large amount of images along 
with different kinds of complexity aspects. The need for 
efficient storage and retrieval of images has been recognized 
by having large image collections in the areas such as 
medicine, journalism, education, entertainment, 
advertisement, commerce, etc.  
The process of retrieving desired images from a large 
collection of images on the basis of features is referred as 
Content Based Image Retrieval (CBIR) Systems.  
This paper deals an assessment methodology for CBIR 
systems with the help of a set of distance metrics. This 
quantitative evaluation scheme consists of statistical models 
that provide an insight in assessing the capability of 
different CBIR systems. This model also serves as a 
reference for selecting particular CBIR system for any 
particular application domain. 
 
Index Terms – CBIR, Distance Metrics, Similarity 
Measurement 
 
I. INTRODUCTION 
 
Interest in the potential of digital images has increased 
enormously over the last few years, fuelled at least in part 
by the rapid growth of imaging on the World-Wide Web. 
The need for efficient storage and retrieval of images has 
been recognized by researchers having large image 
collections like picture libraries and design archives for 
many years [5]. The researchers have identified a number 
of critical problems, where research is needed, includes 
data representation, feature extraction and indexing, 
image query matching and user interfacing. All these can 
be achieved if the conventional database system is 
enhanced with facilities for effective storage and retrieval 
of images. 
Content Based Image Retrieval (CBIR) is the process 
of retrieving desired images from a large collection on the 
basis of features (such as color, texture and shape) that 
can be automatically extracted from the images 
themselves [3]. Rather searching based on image content; 
search can also be performed by giving keywords. CBIR 
draws many of its methods from the field of image 
processing and computer vision, and is regarded by some 
as a subset of that field.  
Content-based image retrieval uses the visual contents 
of an image such as color, shape, texture, and spatial 
layout to represent and index the image. In typical 
content-based image retrieval systems [5], the visual 
contents of the images in the database are extracted and 
described by multi-dimensional feature vectors. The 
feature vectors of the images in the database form a 
feature database. To retrieve images, users provide the 
retrieval system with example images or sketched figures. 
The system then changes these examples into its internal 
representation of feature vectors. The similarities 
distances between the feature vectors of the query 
example or sketch and those of the images in the database 
are then calculated and retrieval is performed with the aid 
of an indexing scheme.  
Content-based image retrieval system is built using 
statistics, pattern recognition, computer and signal 
processing. The need for content-based image retrieval is 
increased tremendously in many application areas such as 
biomedicine, military, commerce, education, web image 
classification and searching. The indexing scheme 
provides an efficient way to search for the image 
database. Recent retrieval systems have incorporated 
users' relevance feedback to modify the retrieval process 
in order to generate perceptually and semantically more 
meaningful retrieval results 
 
II. SURVEY WORK 
 
A. Simplicity  
 
Introduction: Semantics sensitive integrated matching for 
picture libraries (SIMPLIcity) is an image retrieval 
system for picture libraries and biomedical image 
databases [10]. It uses a wavelet-based approach for 
feature extraction, real time region segmentation, the 
integrated region matching and image classification 
methods. It is fast and accurate. The overall similarity is 
identified by region matching scheme that integrates 
various properties of an image. Image classification 
methods are applied to categorize images so that 
semantically adaptive search is easier.  
 
Working Environment: It is widely applicable in areas 
such as biomedicine, pathological departments and for 
other general purposes. Around 200,000 general-purpose 
images and 70,000 pathological images are validated 
using this system. 
 
Features: Instead of comparing individual regions, the 
over all image similarity is identified which possess some 
of the features as follows Reduces the adverse effect of 
incorrect segmentation, Helps to clarify about the 
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semantics of a particular region and Enables simple query 
interface for users.  Image semantics is the meaning of an 
image, which has several levels.  Levels are categorized 
as Semantic types, Object composition, Abstract 
semantics and detailed semantics. 
 
Operational Principles 
Image segmentation: It implements k-means algorithm 
for segmenting images, which uses color and spatial 
features. Automation of segmenting is difficult and 
Integrated Region Matching scheme followed to provide 
robustness against inaccurate segmentation. 
 
Image classification: Images are classified in to two 
categories namely Textured Vs Non-textured, Graph Vs 
Photographs 
 
IRM similarity measure: IRM measures the overall 
similarity between images by integrating properties of all 
the regions in images. To define similarity measure, 
initially regions of images are matched. In order to 
overcome the draw back of poor segmentation, one 
region of an image is matched with several regions of 
another image. Region-region match is obtained when the 
regions are similar based on certain features. Once the 
region matching is completed, the similarity measure is 
computed as a weighted sum of the similarity between 
region pairs, with weights determined by the matching 
scheme. Distance is calculated between two regions, 
which determine the similarity, and non-similarity of an 
image. After several experiments performed on Corel 
database, it notifies that if the distance is less than 15 
between two regions then images are similar. If the 
distance is larger than 50, images are entirely different 
from each other. 
 
B. CORTINA 
 
Introduction: CORTINA is a large-scale image retrieval 
system for the World Wide Web [8]. It indexes over 10 
million images using image content, text and annotations. 
Web crawler used to collect images. These images are 
then categorized and processed for computing content 
descriptors. 
  
Features: Detection of duplicate images, Face detection, 
Categorization, Image based content search and 
Relevance feed back mechanism. 
 
Operational Principles 
Image Acquisition: Several images are collected from 
World Wide Web using web Crawler and categorizing 
images are performed. 
 
Feature Extraction: Each image is computed with the 
following five types of feature Descriptors. Three M-Peg 
7 descriptors are Homogeneous texture descriptor, Edge 
histogram descriptor and Dominant color descriptor 
 
Clustering & Indexing: Clustering methods used to 
retrieve the nearest images. Indexing technique applied to 
improve the speed of retrieving images. 
 
Querying: Users can query by the following methods 
searching by keywords Browsing images in database 
randomly, Upload an image (URL specification), Cluster 
to visualize images in semantic clusters 
 
Annotation & Segmentation: Annotations performed 
manually and segmentation is based on the region of 
interest. Segmentation results are then stored in the 
database, which may be retrieved on request. 
 
Visualization: For each queried image, two results 
obtained are Topic related and Content-related. 
 
Learning: Different learning techniques with topic related 
features are used to retrieve the similar images. 
 
Relevance Feed Back: User searches images by keywords 
and the related images are ranked whether they are 
relevant or not. 
 
C. Behold 
 
Introduction: Behold is a content-based image retrieval 
engine for World Wide Web [1]. It is a prototype image 
search engine, which automates image annotations that 
makes accessibility easier. Users provide key words to 
search an image. Traditionally, collateral texts are used to 
index images, which suffer from two problems. First, 
relevant images that lack appropriate Meta data are not 
retrieved. Secondly, irrelevant images with erroneous 
Meta data also retrieved. To overcome such problems, 
behold provides additional facilities to search images. 
 
Features:  Users face difficulty to know what the 
keywords are available to search. Therefore, behold 
provides two ways for users to choose the keywords. The 
first one is, a web browser displays the entire list of 
available keywords. The second option is, while user 
typing the query suggestion of keywords to chose is 
provided which is termed as “auto-complete” feature. 
 
Operational Principles:  It implements content-based 
image indexing techniques for image Meta data 
extraction.  The first is automated image annotation that 
is each image is assigned with some keywords. The 
second is image similarity network construction, which 
links similar images. Behold comprises two steps namely 
Image Indexing and User Interface 
 
Image Indexing:  Image indexing performs two 
operations Automated Image Annotation and Image 
Similarity Network Construction. Automated Image 
Annotation: Initially, all the images are annotated by 
providing keywords. Each image generates their 
individual keywords based on the visual contents. 
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Keyword Search:  Behold search engine combines text 
and image annotation process. User is provided with two 
options. First, user is allowed to search an image by 
traditional text input. Secondly, based on keywords, 
images are matched. 
 
D. (Content based Image Retrieval System) 
 
Introduction:  CIRES is an online system for content 
based image retrieval in digital image libraries [7]. 
Traditional systems use color and texture analyses which 
fail to achieve performance and user satisfaction. Hence 
to overcome this draw back, CIRES combines image 
structure along with the color and texture. 
 
Feature:  The key features of CIRES are, it does not 
require any segmentation and detailed representation of 
objects. 
 
 Working Environment: CIRES are mainly applicable to 
retrieve images based on natural objects (scenes) such as 
flowers, bugs, animals etc.  
 
Operational Principles: This system uses image structure 
as higher level semantic feature. Extraction of image 
structure is performed by applying perceptual grouping 
technique. Perceptual grouping refers to the hierarchical 
grouping of lower level image features in to higher level 
features. In image analyzing stage, CIRES uses “structure 
of the image “along with the color and texture attributes 
which increases performance and hence user satisfaction 
is considerably achieved. 
 
E. SIMBA (Search Images By Appearance) 
 
Introduction: The system uses a histogram of a function 
of transformed local pixel patterns of an image and all 
transformations are integrated. The histogram is used 
rather integral to maintain local information 
 
Operational Principles:  
 
Querying: The user is presented with a selectable number 
of random images from the database. By selecting one of 
these, query for similar images is started. Another method 
is providing the URL for the query image whose size 
must be similar to the database images. 
 
Matching: The system provides histogram intersection 
and distances for matching 
  
Indexing: No indexing data structure required 
  
Results: The results are shown in decreasing order of 
match row by row. The user can specify the number of 
rows and columns and resolution for displaying the 
results. 
 
 
 
F. ALIPR 
 
We present the Automatic Linguistic Indexing of 
Pictures (ALIP) system. The system annotates images 
with linguistic terms, chosen among hundreds of such 
terms. The system uses a wavelet-based approach for 
feature extraction, a statistical modeling process for 
training, and a statistical significance processor to 
annotate images. It is implemented and tested ALIP 
system on a photographic image database of 600 different 
concepts, each with about 40 training images. The ALIP 
system has been used to annotate about 60,000 
photographic images. With distributed computation, the 
annotation of an image can be provided in real-time.  
 
G. Riya 
 
Introduction: It uses content based image retrieval to find 
images on web based databases [13]. Traditionally, image 
search engines tried to match queries with Meta data 
described in database. It analyzes the visual contents such 
as shapes, topologies, and colors by using various 
algorithms. 
 
Operational Principles: Algorithms used here create a 
unique mathematical representation that acts as a visual 
signature of an image. The engine translates searchers 
query in to a visual signature. Artificial intelligence and 
fuzzy used to find images with matching signatures. 
 
Limitations: It takes huge computation power 
         Describing images as mathematical models 
and relating them is difficult. 
 
H. Retrievr 
 
Images searched based on color and pattern attributes. 
It is a different type of image search which uses sketch or 
image as a query. Instead of using words, the user has to 
provide only the URL of an image [12]. Flickr database is 
used which consists of a small collection of images. It 
works efficiently with matching color and shapes and 
faces difficulties if it searches by text and subject. It is 
highly useful in searching larger databases. 
 
III. EXPERIMENTATION METHODOLOGY 
 
The performance of eight content based image 
retrieval systems assessed that are available today. The 
systems are Alipr, Behold, Cortina, Cires, Retrievr, Riya, 
Simba and Simplicity. These systems are evaluated using 
eight distance metrics. A query image is given to a 
system which retrieves similar images from the database. 
The query image and retrieved images are compared 
based on color content. Each pixel values of an image are 
compared with another image. Pixel values are grabbed 
using Image Digitizer Tool [11].  Image DIG consists of 
three integrated modules which allow the user to convert 
2D flat images into 3D (x, y, and z) data or if a graph, 
convert the graph in image form into 2 dimensional 
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numerical data. The third module is a full analysis 
plotting utility where the user can import either the 2D or 
3D data saved above or import any number of columns of 
data from a file. The data can then be analyzed using 
several statistical functions and plotted.  
 
IV. DISTANCE MEASURES 
 
The distance metric can be termed as similarity 
measure, which is the key-component in Content Based 
Image Retrieval. In this section we will see some 
commonly used similarity measures [2] [6]. In 
conventional texture image retrieval, the Euclidean 
distances between the images in the database and the 
query image are calculated and used for ranking. The 
query image  is  more  similar  to  the  database  images  
if  the  distance  is  smaller.  If x   and   y   are   2D   
feature   vectors   of   database   image   and   query   
image respectively. Then the distance metrics are defined 
as follows: 
 
The Euclidean distance measure can be defined as 
 
 
 
 
 
 
 
Canberra and Bray Curtis distance: In these metrics, the 
numerator signifies the difference and the denominator 
normalizes the difference. It assigns greater weight-age to 
large relative differences between corresponding 
components. 
                     
                          
 
                                                                   (2) 
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Squared Chord Distance and Chi-square:  
 
 
These metrics are highly useful for image database 
applications. Distance values never exceed one and it is 
equal to one if any one of the attributes is zero. 
 
Squared Chord: 
 
      
                 (4)   
  Chi-Square: 
                    
 
                                                  
                                         (5) 
 
 
 
Manhattan:  This metric computes dissimilarity scores 
between the color images. It is defined by 
 
 
    
              (6) 
 
 
 
Divergence: This metric also assigns higher weight-age 
to large relative differences. However, if two vectors 
have a particular component differing by a small amount, 
then that component is emphasized more over here [4] 
[9]. 
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V. RESULT ANALYSIS 
 
TABLE 1: DISTANCE MEASURES 
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Table 1 describes the distance values measured 
using eight distance metrics. Each system is queried with 
an image and it retrieves similar images. Each image is 
compared with other images based on color content and 
the similarity is measured.  
 
 
5.1 Figure Representations for Distance Measures 
 
 
 
Figure 1: Distance Measures for Alipr 
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Figure 4. Distance Measures for Cires 
 
 
Figure 5.  Distance Measures for Retrievr 
 
 
Figure 6. Distance Measures for Riya 
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Figure 7. Distance Measures for Simba 
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Figure 8. Distance Measures for Simplicity 
 
 
VI. NORMALIZATION 
  
  It refers to the division of multiple sets of data by a 
common variable in order to negate that variable's effect 
on the data, thus allowing underlying characteristics of 
the data sets to be compared. 
 
The Normalization values for different systems calculated 
as  
 
 
 
 
 
The formula stated above is used to find the normalized 
values for each system. Using the obtained distance 
values, maximum and current values of a system taken. 
The value which is highest in distance values of a system 
is termed as maximum. Current value represents a value 
considered for that moment. By applying the values in the 
formula, normalization values for the systems obtained. 
 
TABLE 2: NORMALIZATION VALUES 
 
S1 S2 S3 S4 S5 S6 S7 S8 
0.7  0.7  0.14 0.73 0.67 0.97 0.62 1.14 
0.14 0.78 0.78 1.03 1.01 1.13 0.32 1.19 
0.73 1.03 0.66 0.66 0.58 0.95 0.78 1.16 
0.67 1.01 0.58 0.08 0.08 1.03 1.34 2.77 
0.97 1.13 0.95 1.03 0.73 0.73 1.28 1.29 
0.62 0.32 0.78 1.34 1.28 1.52 1.52 0.59 
1.14 1.19 1.16 2.77 1.29 0.59 1.66 1.66 
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VII. COMPARISON CHART 
 
VIII. CONCLUSION 
Most systems use color and texture features and 
few of them shape, layout features. It is difficult to 
evaluate the success of content based image retrieval 
systems in terms of efficiency. Larger the collection of 
images there is a chance of retrieving similar images for 
the query image. This work identified the best Content 
Based Image Retrieval System which retrieves the most 
similar images based on color content. From the results 
obtained above, it is clearly understood, the system that 
has minimum distance value is optimal one.  
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Systems/ 
Factors 
Query 
Format  Features  Indexing 
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Presentation 
Alipr Keywords  Wavelet   
Automated 
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Annotation 
Thumbnails 
Behold Keywords Color 
Automated 
Image 
Annotation 
Thumbnails 
Cires 
Both 
Keywords 
& Image 
Color, 
Shape & 
Structure 
Semantic 
Indexing 
Thumbnails 
Cortina Keywords Color 
Automated 
Image 
Annotation 
Thumbnails 
Retrievr Image  Color 
Image 
Annotation 
Thumbnails 
Riya Keywords  Color 
Image 
Annotation 
Thumbnails 
Simba Image 
Color, 
Texture 
Automated 
Image 
Annotation 
Thumbnails 
Simplicity Image 
Color, 
Shape & 
Wavelet 
Semantic 
Indexing 
Thumbnails 
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