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MARKOV SELECTIONS FOR THE 3D STOCHASTIC
NAVIER-STOKES EQUATIONS
FRANCO FLANDOLI AND MARCO ROMITO
ABSTRACT. We investigate the Markov property and the continuity with
respect to the initial conditions (strong Feller property) for the solutions
to the Navier-Stokes equations forced by an additive noise.
First, we prove, by means of an abstract selection principle, that there
are Markov solutions to the Navier-Stokes equations. Due to the lack of
continuity of solutions in the space of finite energy, the Markov property
holds almost everywhere in time. Then, depending on the regularity
of the noise, we prove that any Markov solution has the strong Feller
property for regular initial conditions.
We give also a few consequences of these facts, together with a new
sufficient condition for well-posedness.
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1. INTRODUCTION
General overview. The well posedness of 3D Navier-Stokes equations (or,
briefly, NSE) is still an open problem, both in the well known determinis-
tic case, see Fefferman [11], Temam [29] for reviews, and in the case of
stochastic perturbations. Weak solutions (suitably defined in the stochastic
case) exist globally in time but their uniqueness is not known. Suitably reg-
ular solutions are unique but they are proved to exist only locally in time,
for regular data. The very strong theorems of uniqueness for stochastic or-
dinary equations yield hope that white noise perturbations may help, but the
question is still open.
The first difference between the deterministic and stochastic case appears
on the question of continuous dependence on initial conditions, the third
property after existence and uniqueness in Hadamard definition of well
posedness. When uniqueness is open, there is no question of continuous
dependence in a strict sense, but one may ask whether there exists a con-
tinuous selection. The existence of a continuous selection is not known for
the 3D deterministic NSE. One of the main results which are true for 3D
stochastic NSE is the existence of a continuous selection when the noise is
sufficiently non degenerate. This result was first proved by Da Prato & De-
bussche [6]. The main aim of the present paper is to give a new insight into
this problem. We give an entirely different proof which works in greater
generality (see Theorem 5.11), in particular we prove that every Markov
selection depends continuously on initial conditions, for suitable noise.
Indeed, a fourth structural property, beside existence, uniqueness and
continuous dependence, of stochastic differential equations is the Markov
property. When uniqueness is open, Markov property has no direct mean-
ing but a natural question is the existence of a Markov selection. Another
main result of this paper is the existence of a Markov selection (Theorem
4.1) for a very large class of 3D stochastic NSE, which in fact includes also
the deterministic case.
MARKOV SELECTIONS FOR THE NAVIER-STOKES EQUATIONS 3
As remarked above, the two previous questions, namely existence of
Markov selection and continuous selection, are not unrelated. The strat-
egy of our approach is first to prove the existence of a Markov selection
in great generality on the additive noise (even zero noise is acceptable, see
Assumption 3.1), then to prove under strong restrictions on the noise (see
Assumptions 5.10) that every Markov selection has a property of continuous
dependence on initial conditions, a property of strong Feller type.
An obvious question is whether the previous results have consequences
on the uniqueness of weak solutions. There are many facets of this question,
but unfortunately we have not found any true result. In principle, existence
of at least one continuous Markov selection may be a basic step, since there
are examples of differential equations in the literature where uniqueness of
solutions is proved by means of one regular flow, both in the deterministic
and stochastic case. But suitable estimates, not available at present, on the
derivative of the flow in the initial conditions seem to be necessary.
The strong Feller property for every Markov selection does not imply
uniqueness, see Stroock & Yor [25]. If one replaces the sentence “Markov
selection” by “measurable selection” the answer would be positive (see
Flandoli [14]) but the Markov property is a very demanding one. Indeed,
under irreducibility, a single solution contains information (by disintegra-
tion) on most of the others and under strong Feller on all the others. This
rigidity is one of the obstacles in any attempt to deduce uniqueness.
We have only one positive example of consequence in the direction of
uniqueness, namely a conditional theorem (see Section 6.4). It holds true
for the models where we have the strong Feller Markov selections, which
are also irreducible. Roughly it states that if the problem is well posed for
one initial condition then it is well posed for all initial conditions. This is
a dichotomy with respect to the deterministic case, where well posedness
is known for sufficiently small and regular initial conditions, a result that
cannot be extended to to the stochastic case with additive non degenerate
noise due to the absence of small invariant sets.
Throughout the paper, we shall consider the Navier-Stokes equations on
the torus [0,1]3,
u˙+(u ·∇)u+∇p = ν∆u+ η˙,
divu = 0,
with periodic boundary conditions, driven by a random force (details on the
equations will follow later, see in particular the main assumptions 3.1 and
5.10 of the paper). Other boundary conditions could be analysed, but we
focus on this setting because it is the simplest in this framework.
Some details on the main results. There are interesting details (and re-
strictions) about the existence of a Markov selection for this problem. To
prove the existence of such a selection, we need to use a definition of weak
solution which incorporates certain energy inequalities (this is not at all
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surprising in the theory of 3D NSE, since one cannot prove directly that
weak solutions satisfy energy inequalities). These energy inequalities are
necessary to our approach to prove certain compactness results at due time.
However, they introduce a technical difficulty. All conditions included in
the definition of solution must be stable under the operations required by
the Markov property, namely disintegration and reconstruction. Thus we
express all the needed energy inequalities in the form of super-martingale
properties. This is a novelty on 3D stochastic NSE, to our knowledge. In a
sentence, we translate the usual well known energy inequality of the deter-
ministic case in a super-martingale property for the stochastic case. There
is a non-trivial gain of information in the super-martingale formulation of
energy inequality, for instance it implies stopped energy inequalities (see
the proof of Theorem 5.12).
Another important detail is that the properties included in the definition
should be invariant under time translation, since disintegration and recon-
struction need to be applied at any time s > 0. Unfortunately, even in the
deterministic case the energy inequality is known to hold only almost surely
in time. More precisely, if one writes the energy inequality between two
generic times t > s > 0, t can be arbitrary but only a. e. s is allowed. This
difficulty cannot be overcome at the present state of understanding of the
NSE, see, for instance Constantin, E & Titi [5] and Duchon & Robert [10]
on this and related technical problems.
As a consequence, we can prove only an almost sure Markov property.
We have the impression that this is not a drawback of our approach but
an intrinsic difficulty. However, under a strong assumption on the noise
5.10 that give us the strong Feller property, we can prove that the Markov
property holds true for every time.
Concerning the strong Feller property, there are several details here too
that could be highlighted. First, the topology on the initial conditions re-
quired for the continuous dependence is not the one of the energy space
(called H below) but is a more regular topology related to the assumptions
5.10 on the covariance of the noise. However, we conjecture that, with suit-
able improvements of some of the arguments given here, one can prove the
continuous dependence in a suitable space of regularity depending only on
the Stokes operator, independently of the assumptions on the covariance
(but non degeneracy). This will be the object of future research.
Comparison with the literature. Existence of weak solutions of the mar-
tingale problem for quite general 3D stochastic NSE is classical, see for
instance Flandoli [14] and the references therein. Here we introduce a new
definition with special energy inequalities (Definition 3.3), so we give a few
details of proofs in the appendices.
The existence of Markov selections for certain classes of stochastic ordi-
nary equations is due to Krylov [21]. We have generalised the abstract part
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of this result to Hilbert spaces, following closely the presentation of Stroock
& Varadhan [26].
As regards the central results of this paper, the inspiration comes un-
doubtedly from the basic work of Da Prato & Debussche [6]. They have
proved, among other facts, the existence of a strong Feller selection build
on the Galerkin scheme (thus rather constructive) and several properties of
the associated Markov semi-group. In a recent paper, Debussche & Odasso
[9] have proved also that the selection is Markov itself.
Our approach is different. Our Markov selection procedure is less con-
structive since it is based on quite abstract notions of solutions and then on
the minimisation of quite generic functionals. But it works in great gen-
erality on the noise, up to the zero noise case (see Assumption 3.1), while
the results based or related to strong Feller property require a suitable non
degenerate noise (see Assumption 5.10). At the end, under such stronger
assumptions, we recover a result of type [6], in the general sense that every
Markov selection with suitable noise is strong Feller.
Other differences with respect to [6] (and [9]) are concerned with the
assumptions on the noise – we explicitly deal with a larger class of covari-
ances, but restricted to space periodic case (the technical effort is non trivial
and we had to develop estimates on the nonlinear operator B that seem to be
new, see Appendix D). The idea that one can shift the problem at any level
of the Hilbert scale associated to the Stokes operator A is known and also
discussed in private conversations with A. Debussche (see also a related
work on ergodicity by Ferrario [12]). Another, more substantial, difference
is the proof of the strong Feller property. The proof given here is very short
and direct, immediately based on the Markov property, and it shows more
transparently why the strong Feller property holds. The proof in [6] is based
on a completely different argument, longer but at present stronger from the
viewpoint of quantitative estimates on derivatives of the Kolmogorov semi-
group. In Flandoli [13] one can see a variation on the proof of [6] but
applied to the Markov selections constructed here.
Some further consequences of the theory developed here, in particular the
equivalence of transition probabilities of all Markov selections can be found
in Flandoli & Romito [20]. Other equations with lack of well-posedness
may be approached by a variant of the method developed here, see Blo¨mker,
Flandoli & Romito [2] for a model of surface growth. Finally, a preliminary
version of the results presented here have been given in Flandoli & Romito
[19].
Layout of the paper. The paper is organised in two main parts. In the
first part (from Section 2 to Section 6) we explain the main results and
we give their proofs. In the second part, constituted by the appendixes,
we give proofs of some complementary facts that have been used in the
first part. The reason behind this unusual layout is that the many technical
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proofs contained in the appendixes could obfuscate the main ideas we wish
to explain.
The precise content of the paper is the following. In Section 2 we prove
the abstract selection principle for Markov processes. Section 3 introduces
the solutions to the martingale problem for the NSE. In Section 4 we apply
the abstract selection principle to the solutions of the martingale problem.
Some of the proofs that are needed in this section are postponed to Ap-
pendixes A and B. Finally, in Sections 5 and 6, we prove that any Markov
selection is regular, in the sense explained above, and some consequences
of this result.
Appendix A contains an existence result for those solutions defined in
Section 3. A slight modification of this existence proof is used also in Sec-
tion 4. Appendix B contains some technical results on the special super-
martingales defined in this paper. In Appendix C we prove some useful
facts on an auxiliary equation that we need to handle noise roughness and
an equation with truncated non-linearity. Both equations are obtained as
modification of the original NSE. Finally, Appendix D contains two dif-
ferent estimates of the Navier-Stokes non-linear term. We point out that,
according to our knowledge, the inequality of Lemma D.2 is new for some
values of the parameter.
Acknowledgements. The authors wish to thank the referee of the paper for
the several suggestion that dramatically helped in improving the paper and
for pointing out an error in an earlier version. The authors wish to thank
also B. Goldys for letting them know the interesting reference [25].
2. PRE-MARKOV FAMILIES OF PROBABILITY MEASURES
In this section we formalise the properties that a set-valued map must
have, in order to ensure the existence of a Markov selection. The content of
the following sections is an extension of the theory presented in Chapter 12
of Stroock & Varadhan [26], with some changes, in order to take into ac-
count the infinite dimensional setting of stochastic partial differential equa-
tions. In particular, trajectories can have different regularity properties in
different spaces. The main novelty is that we need to introduce the concept
of almost sure markovianity, in order to handle the problem that the energy
inequality does not hold for all times, which ultimately is related to the lack
of continuity of the trajectories in more regular spaces.
Most of the proofs of this section follow closely those of Stroock &
Varadhan [26], with obvious differences whenever the extensions stated
above apply.
2.1. Preliminaries. We start by giving a few definitions and notations. Let
V ⊂ H ⊂ V ′
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be a Gelfand triple of separable Hilbert spaces with continuous injections.
Set
Ω = C([0,∞);V ′),
denote by B the Borel σ-field of Ω and by Pr(Ω) the set of all probability
measures on (Ω,B). Define the canonical process ξ : Ω → V ′ as
ξt(ω) = ω(t).
2.1.1. Preliminaries on the state space. Define, for each t ≥ 0, the σ-field
Bt = σ[ξs : 0 ≤ s ≤ t]. Notice that one can identify this σ-field with the
Borel σ-field of Ωt = C([0, t];V ′), since the set Ωt can be seen as a Borel
subset of Ω. Similarly, one can define Ωt = C([t,∞);V ′) and Bt = σ[ξs :
s ≥ t]. Finally, define for each given t > 0, the map Φt : Ω → Ωt as
Φt(ω)(s) = ω(s− t) s ≥ t.
The next lemma shows that some sets, that we shall use in the sequel, are
indeed Borel sets. Such results are well-known in a general framework and
are stated here for the sake of completeness.
Lemma 2.1. The set L∞loc([0,∞);H )∩Ω is a Borel set in Ω. Moreover,
L∞loc([0,∞);H )∩Ω = C([0,∞);Hσ)∩Ω,
where Hσ denotes the space H endowed with the weak topology. Finally,
the set L2loc([0,∞);V )∩Ω is Borel in Ω as well.
Proof. We start by proving the equality. First, we easily have, by standard
arguments, that C([0,∞);Hσ)∩Ω is in L∞loc([0,∞);H )∩Ω. The other inclu-
sion follows from Lemma 1.4, §3 of Temam [27].
In order to prove measurability, notice that the map (t,ω) 7→ ‖ω(t)‖H ∈
[0,∞] (where the map takes the value +∞ whenever ω(t) 6∈ H ), with t ∈
[0,∞) and ω ∈ Ω, is lower semi-continuous, hence it is measurable. Let
D⊂ [0,+∞) be a countable dense set. Observe that, by semi-continuity, for
each T > 0 supt∈[0,T ] ‖ω(t)‖H = supt∈D∩[0,T ] ‖ω(t)‖H , and so
L∞loc([0,∞);H )∩Ω =
∞\
T=1
∞[
R=1
\
t∈D∩[0,T ]
{ω ∈ Ω | ‖ω(t)‖H ≤ R}
is measurable. Similarly, (t,ω)→ ‖ω(t)‖V is also lower semi-continuous,
so for each T > 0 the map ω → R T0 ‖ω(t)‖2V dt is lower semi-continuous as
well. Hence,
L2loc([0,∞);V )∩Ω =
∞\
T=1
∞[
R=1
{
ω ∈ Ω |
Z T
0
‖ω(t)‖V dt ≤ R
}
is measurable. 
A straightforward consequence of the above result is given in the follow-
ing lemma.
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Lemma 2.2. Let P ∈ Pr(Ω) be such that
P[C([0,∞);Hσ)∩Ω] = 1.
Then, for any given t ≥ 0, the mapping ω 7→ ω(t) has a P-modification on
Bt which is Bt -measurable with values in (H ,B(H )), where B(H ) is the
Borel σ-field of H .
2.1.2. Preliminaries on disintegration and reconstruction of probabilities.
Prior to the analysis of the Markov property in its different flavours, we
need some additional definitions and notations.
Given P ∈ Pr(Ω) and t > 0, we will denote by ω 7→ P|ω
Bt
: Ω → Pr(Ωt) a
regular conditional probability distribution of P on Bt . Since Ω is a Polish
space and every σ-field Bt is finitely generated, such a function exists and
is unique, up to P-null sets. In particular,
P|ωBt [ξt = ω(t)] = 1
for all ω ∈ Ω, and, if A ∈Bt and B ∈Bt ,
P(A∩B) =
Z
A
P|ωBt (B)P(dω).
As conditional probabilities correspond to disintegration with respect to a
σ-field, we define below the reconstruction, which is, in a way, a sort of
inverse procedure to disintegration.
Definition 2.3. Consider a probability P ∈ Pr(Ω), a time t > 0 and a Bt -
measurable map Q : Ω → Pr(Ωt) such that
Qω[ξt = ω(t)] = 1, for all ω ∈ Ω.
Then denote by P⊗t Q the unique probability measure on Ω such that
1. P⊗t Q and P agree on Bt ,
2. (Qω)ω∈Ω is a regular conditional probability distribution of P⊗t Q
on Bt .
Details on the measure whose existence is claimed above can be found in
Lemma 6.1.1 and Theorem 6.1.2 of Stroock & Varadhan [26].
2.2. The Markov property. Given a family (Px)x∈H of probability mea-
sures, the Markov property can be stated as
Px|ωBt = ΦtPω(t), for Px− a.e. ω ∈ Ω.
for each x ∈ H and for all t ≥ 0. In view of application of the results of this
section to the Navier-Stokes equation, this definition is too strong. We give
a slightly weaker definition, where conditions on time are relaxed and a few
exceptional time instants are allowed.
Definition 2.4 (almost sure Markov property). Let x 7→ Px be a measurable
map defined on H with values in Pr(Ω) such that Px[C([0,∞);Hσ)∩Ω] = 1
for all x ∈ H .
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The family (Px)x∈H has the almost sure Markov property if for each x ∈
H there is a set T ⊂ (0,∞) with null Lebesgue measure, such that
Px|ωBt = ΦtPω(t) for Px− a.e. ω ∈ Ω,
for all t 6∈ T .
Following Stroock & Varadhan [26], we introduce an analogous def-
inition for set-valued maps of probability measures. Such multi-valued
maps shall satisfy the a. s. Markov property in a suitable way. Denote by
Comp(Pr(Ω)) the family of all compact subsets of Pr(Ω).
Definition 2.5 (almost sure pre-Markov family). Let a measurable map C :
H → Comp(Pr(Ω)) be given such that P[C([0,∞);Hσ)∩Ω] = 1 for all x ∈
H and P ∈ C (x).
The family (C (x))x∈H is almost surely pre-Markov if for each x∈ H and
P ∈ C (x) there is a set T ⊂ (0,∞) with null Lebesgue measure, such that
for all t 6∈ T the following properties hold:
1. (disintegration) there exists N ∈ Bt with P(N) = 0 such that for all
ω 6∈ N
ω(t) ∈ H and P|ω
Bt
∈ ΦtC (ω(t));
2. (reconstruction) for each Bt -measurable map ω 7→Qω : Ω→ Pr(Ωt)
such that there is N ∈Bt with P(N) = 0 and for all ω 6∈ N,
ω(t) ∈ H and Qω ∈ ΦtC (ω(t));
then P⊗t Q ∈ C (x).
Remark 2.6. We aim to make clear the meaning of measurability for a
Comp(Pr(Ω))-valued map. The set Pr(Ω), with the weak convergence of
measures, is a Polish space, hence the set Comp(Pr(Ω)), endowed with the
Hausdorff metric, is a metric space. In this context, measurability of the
above map refers to Borel measurability with respect to the Hausdorff met-
ric.
Remark 2.7. If every C (x) is a singleton, the a. s. pre-Markov family is
indeed an a. s. Markov family of probability measures, as stated in Defi-
nition 2.4. Notice that, in the framework of NSE we shall examine in the
next sections, each C (x) represents the set of all solutions starting at x and
well-posedness of the martingale problem follows if at least for one x, the
set C (x) contains a single point (see Corollary 6.10).
In the general setting one can refer to Theorem 12.2.4 of Stroock &
Varadhan [26]. Moreover Stroock & Yor [25] provide several examples
of non-uniqueness and comments on Markov selections.
2.3. Existence of Markov selections. In this section we give the main ab-
stract result concerning the existence of Markov selections.
Theorem 2.8. Let (C (x))x∈H be an a. s. pre-Markov family with non-empty
convex values. Then there is a measurable map x 7→ Px on H with values in
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Pr(Ω) such that Px ∈ C (x) for all x ∈ H and (Px)x∈H has the a. s. Markov
property (as defined in Definition 2.4).
Remark 2.9. In view of a possible extension of the previous theorem to
Feller selections (that is, Markov selections with some kind of continuous
dependence with respect to the initial condition), we remark that so far, we
cannot expect any more regularity with respect to the initial condition from
a Markov selection, provided by the abstract principle, than measurability.
In general, continuity with respect to initial condition cannot be gained in
this abstract setting, as one can see from the following classical example,
x˙ = sgn(x)arctan
√
|x|.
Indeed, any selection from solutions to the above equation is not continuous
at t = 0. Hence, continuity needs a further analysis and we will see that the
noise plays a major role.
Prior to the proof of the theorem above (which is postponed to page 12),
we need to give some definitions and state some useful results.
In order to identify a unique representative in each class C (x), we define
below a method to reduce such classes, by means of maximisations. To this
aim, define for each f ∈Cb(V ′,R) and each λ> 0, the map Jλ, f : Pr(Ω)→R
as
Jλ, f (P) = EP
[Z ∞
0
e
−λt f (ξt)dt], P ∈ Pr(Ω),
and for each x ∈ H ,
R +λ f (x) = sup
P∈C (x)
Jλ, f (P)
and
Cλ, f (x) =
{
P ∈ C (x) |Jλ, f (P) = R +λ f (x)
}
.
Lemma 2.10. Let (C (x))x∈H be an a. s. pre-Markov family with non-empty
convex values and let λ > 0 and f ∈ Cb(V ′,R). Then R +λ f (x) is well-
defined and (Cλ, f (x))x∈H is again an a. s. pre-Markov family with non-
empty convex values.
Proof. Since each map Jλ, f is continuous and C (x) is compact, R +λ f (x) is
well-defined and Cλ, f (x) is non-empty.
We prove that (Cλ, f (x))x∈H is an a. s. pre-Markov family. First, each
set Cλ, f (x) is compact and x 7→ Cλ, f (x) is measurable, by virtue of Lemma
12.1.7 of Stroock & Varadhan [26]. Moreover, convexity follows since Jλ, f
is linear in P and
P[C([0,∞);Hσ)∩Ω] = 1,
for each P ∈ Cλ, f (x), since Cλ, f (x)⊂ C (x).
Prior to the proof of the properties of disintegration and reconstruction,
we notice that, if P ∈ Pr(Ω),
(2.1) EΦtP
Z
∞
t
e
−λs f (ξs)ds = e−λtJλ, f (P).
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Fix x ∈ H and P ∈ C (x), let T ⊂ (0,∞) be the null measure set corre-
sponding to P whose existence follows from the a. s. pre-Markovianity of
(C(x))x∈H , and fix t 6∈ T . We prove first the disintegration property. Con-
sider a regular conditional probability distribution P|·
Bt
of P on Bt and set
N =
{
ω |ω(t) 6∈ H or P|ωBt 6∈ ΦtC (ω(t))
}
,
N′ =
{
ω 6∈ N |P|ω
Bt
6∈ Cλ, f (ω(t))
}
.
By the disintegration property for (C (x))x∈H , we have that N ∈ Bt and
P(N) = 0. Moreover, by Lemma 12.1.9 of Stroock & Varadhan [26], N′ ∈
Bt . The property is true if P(N′) = 0. To this end, let x 7→ Rx ∈ Cλ, f (x) be
a measurable map (the existence of this map is ensured by a standard mea-
surable selection theorem, see e. g. Lemma 12.1.10 of Stroock & Varadhan
[26]) and notice that ω → ΦtRω(t) is again measurable. Define
Qω =

P|ω
Bt
ω 6∈ N∪N′,
ΦtRω(t) ω ∈ N′,
δ0 ω ∈ N,
where δ0 is the Dirac measure on the trajectory which is identically zero
and it is used as the fallback measure. By the reconstruction property for
the family (C (x))x∈H , it follows that P⊗t Q ∈ C (x) and so,
Jλ, f (P)≥ Jλ, f (P⊗t Q)
= EP
Z t
0
e
−λs f (ξs)ds+EP[EQω
Z
∞
t
e
−λs f (ξs)ds]
= Jλ, f (P)+EP
[
χN′EΦtRω(t)[
Z
∞
t
e
−λs f (ξs)ds]]
−EP[χN′EP|ωBt [Z ∞
t
e
−λs f (ξs)ds]]
= Jλ, f (P)+e−λtEP[χN′
(
R +λ f (ω(t))− Jλ, f (Φ−1t P|ωBt)
)
]
since Rω(t) ∈Cλ, f (ω(t)) and P|ωBt ∈ΦtC (ω(t)) for ω∈N′, using also (2.1).
Hence, EP[χN′
(
R +λ f (ω(t))−Jλ, f (Φ−1t P|ωBt))
)
]≤ 0. On the other hand, for
each ω ∈ N′, Φ−1t P|ωBt 6∈ Cλ, f (ω(t)), so that Jλ, f (Φ
−1
t P|ωBt) < R
+
λ f (ω(t))
and in conclusion P(N′) = 0.
We prove the reconstruction property. Let ω 7→ Qω be a Bt -measurable
from Ω to Pr(Ωt). Let N ∈ Bt be such that P(N) = 0 and for all ω 6∈
N, ω(t) ∈ H and Qω ∈ ΦtCλ, f (ω(t)). By the reconstruction property for
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(C (x))x∈H , it follows that P⊗t Q ∈ C (x). Moreover, by using (2.1),
Jλ, f (P⊗t Q) = EP
Z t
0
e
−λs f (ξs)ds+EP[EQω
Z
∞
t
e
−λs f (ξs)ds]
= EP
Z t
0
e
−λs f (ξs)ds+e−λtEP[Jλ, f (Φ−1t Qω)]
≥ EP
Z t
0
e
−λs f (ξs)ds+e−λtEP[Jλ, f (Φ−1t P|ωBt)]
= EP
Z t
0
e
−λs f (ξs)ds+EP[EP|ωBt
Z
∞
t
e
−λs f (ξs)ds]
= Jλ, f (P),
since P|ω
Bt
∈ ΦtC (ω(t)). In conclusion P⊗t Q ∈ Cλ, f (x). 
It is now possible to prove the main theorem of this section.
Proof of Theorem 2.8. Let (σn)n∈N be a dense set in [0,∞) and (φn)n∈N
be a dense set in Cb(V ′,R), and consider an enumeration (λn, fn)n≥1 of
(σm,φn)n,m∈N. For each x ∈ H define inductively
C
(0)(x) = C (x), C (n+1) = C
(n)
λn, fn(x), n ≥ 1,
where C (n)λn, fn(x) is obtained from C
(n)(x), as in Lemma 2.10, to be the set
of measures where the maximum value of Jλn, fn is achieved. Finally set
C (∞)(x) =
T
C (n)(x). By Lemma 2.10, each family (C (n)(x))x∈H is a. s.
pre-Markov, and it is easy to check that (C (∞)(x))x∈H is a. s. pre-Markov
as well. The proof is complete if we show that each set has exactly one
element.
Let P, Q ∈ C (∞)(x), then Jλn, fn(P) = Jλn, fn(Q) for all n ∈ N, that is, for
all m, n ∈ N,Z
∞
0
e
−tσmEP[φn(ξt)]dt =
Z
∞
0
e
−tσmEQ[φn(ξt)]dt,
so by the uniqueness of the Laplace transform and by the density assump-
tions, we can deduce that EP[g(ξt)] = EQ[g(ξt)], t ≥ 0, holds for each
bounded measurable function g : V ′→ R.
In order to prove that P = Q, we need to show that all finite marginals
coincide, i. e. that
(2.2) EP[g1(ξt1) . . .gn(ξtn)] = EQ[g1(ξt1) . . .gn(ξtn)]
for all bounded measurable g1, . . . ,gn and all 0 ≤ t1 < .. . < tn. Since we
are going to use the a. s. Markov property, we can prove (2.2) only for a
set of times which has full measure with respect to the Lebesgue measure.
Namely, if TP and TQ are the zero measure subsets of (0,+∞) correspond-
ing respectively to P and Q (as given by Definition 2.5), then (2.2) will
hold only for times not belonging to TP∪TQ. Since functions (t1, . . . , tn)→
E
P[g1(ξt1) . . .gn(ξtn)] are continuous, (2.2) extends to all times. So, it is
sufficient to prove (2.2) only for times in TP∪TQ.
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We proceed by induction. For n = 1, the claim is true by virtue of the
above considerations. Assume that the claim is true for a integer n. Let
g1, . . . ,gn+1 : V ′→R be bounded measurable functions and 0 ≤ t1 < .. . <
tn+1 be times in (TP∪TQ)c.
Let Ft1...tn be the σ-field generated by ξt1 , . . . ,ξtn , then
E
P[g1(ξt1) . . .gn+1(ξtn+1)] = EP
[
g1(ξt1) . . .gn(ξtn)EP[gn+1(ξtn+1)|Ft1...tn ]
]
.
So, it is sufficient to show that
E
P[gn+1(ξtn+1)|Ft1...tn] = EQ[gn+1(ξtn+1)|Ft1...tn] P−a. s.,
or, in different terms, that for every ϕ ∈Cb(V ′,R),
E
P|ω
Ft1...tn [ϕ(ξtn+1)] = EQ|
ω
Ft1...tn [ϕ(ξtn+1)], P−a.e. ω.
If we had Btn in place of Ft1...tn , the above equality would be just a conse-
quence of the disintegration property. We are going to use this fact. By the
disintegration property, there is NP ∈ Btn such that P(NP) = 0, ω(tn) ∈ H
and P|ω
Btn
∈ ΦtnC (∞)(ω(tn)) for all ω 6∈ NP. Moreover, there is AP ∈Ft1...tn
such that P(AP) = 0 and for all ω 6∈ AP,
(2.3) P|ωFt1,...tn =
Z
P|ω′Btn P|
ω
Ft1,...tn
(dω′).
Since P(NP) = 0, there is also a set BP ∈Ft1...tn such that P|ωFt1...tn (NP) = 0
for ω 6∈ BP.
Now, set N′P = AP∪BP ∈Ft1...tn , then by using (2.3) and by the convexity
of sets ΦtnC (∞)(ω(tn)), it follows that P|ωFt1...tn ∈ΦtnC
(∞)(ω(tn)) for ω 6∈N′P.
Similarly, one can find N′Q ∈ Ft1...tn such that Q(N′Q) = 0 and Q|ωFt1...tn ∈
ΦtnC (∞)(ω(tn)) for ω 6∈ N′Q.
By the induction hypothesis, P and Q agree on Ft1...tn , so that, if N˜ =
N′P∪N′Q, then P(N˜) = Q(N˜) = 0 and
E
P|ω
Ft1...tn [ϕ(ξtn+1)] = EQ|
ω
Ft1 ...tn [ϕ(ξtn+1)],
for all ω 6∈ N˜. 
Remark 2.11. It is worth noticing that all results of this section hold if the
definitions of almost sure Markov property and almost sure pre-Markov
family are replaced by analogous definitions, where each almost sure prop-
erty is indeed sure. More precisely, it is sufficient that in Definition 2.5 each
set T of exceptional times is empty. Call it a pre-Markov family. Then the
theorem below holds and its proof is entirely similar to that of Theorem 2.8.
Theorem 2.12. Let (C (x))x∈H be a pre-Markov family with non-empty
convex values. Then there is a measurable map x 7→ Px defined on H with
values in Pr(Ω) such that Px ∈ C (x) for all x ∈ H and (Px)x∈H has the
Markov property.
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Remark 2.13. In case of pre-Markov family (that is, without the almost
sure), one can even show, as in Stroock & Varadhan [26], that there are
strong Markov selections. For almost sure families, the strong Markov
property seems to be technically more complicated.
3. THE MARTINGALE PROBLEM FOR THE NAVIER-STOKES EQUATIONS
Let T = [0,1]3 be the three-dimensional torus and let D ∞ be the space
of infinitely differentiable divergence-free periodic vector fields on R3 with
zero mean. Let H be the closure of D ∞ in the norm of L2(T,R3), V the
closure of D ∞ in the norm of H1(T,R3), and let D(A) = {u ∈H |∆u ∈H }.
Let A : D(A)→H be the Stokes operator,
Au =−∆u, u ∈ D(A),
it is a positive linear self-adjoint operator on H and we can define the powers
Aα, α ∈R, with domain D(Aα). By proper identifications of dual spaces, in
particular we have
V ⊂ H ⊂V ′ ⊂ D(A)′.
The bi-linear operator B : V ×V →V ′ is defined as
B(u,v) = Pdiv(u ·∇)v,
where Pdiv is the projection onto divergence-free vector fields (for more de-
tails on the above definitions, a standard reference is Temam [28]).
Assumption 3.1 (Noise is trace class). The covariance Q : H → H of the
noise driving the equation (3.1) is a symmetric non-negative trace-class
operator on H.
Let (ei)i∈N be a complete orthonormal system of eigenvectors and denote
by (σ2i )i∈N the eigenvalues of Q . By the above assumption, the following
quantity is finite,
σ2 =
∞
∑
i=1
σ2i .
Further assumptions on Q will be given later in Section 5 (see Assumption
5.10) to ensure the validity of results contained in that section.
We consider the three-dimensional Navier-Stokes equations in its abstract
form,
(3.1) du+(νAu+B(u,u))dt = Q 12 dW
where W is a cylindrical Wiener process on H (see Da Prato & Zabczyk [7]
for more details).
In the rest of the paper we shall assume, for simplicity, that ν = 1, since
the size of viscosity plays no essential role in this paper.
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3.1. Almost sure super-martingales. Prior to the definition of solutions
to the martingale problem associated to the Navier-Stokes equations (3.1),
we need to introduce a slightly different variant of definition of super-
martingale.
Definition 3.2 (a. s. super-martingale). An adapted process (θt,Bt ,P)t≥0 is
an a. s. super-martingale if EP|θt|< ∞ for all t ≥ 0 and there is a Lebesgue
measurable set Tθ ⊂ (0,∞), with null Lebesgue measure, such that
E
P[θt1A]≤ EP[θs1A]
holds for every s 6∈ Tθ, every t ≥ s and every A ∈Bs.
The set Tθ will be called the set of exceptional times of θ.
We shall see in Appendix B that some of the results which are true for
super-martingales, hold for a special class of almost sure super-martingales.
3.2. The solutions to the martingale problem. In view of the results of
previous section, we consider the particular case where V = V , H = H and
V ′ = D(A)′. We set
ΩNS = C([0,∞);D(A)′).
This space will play the role of state space for the solutions to (3.1). As
in Section 2.1, we denote by BNS the σ-field of Borel sets of ΩNS, and, for
each t ≥ 0, by BNSt = σ(ω|[0,t] : ω ∈ ΩNS) and BtNS = σ(ω|[t,∞) : ω ∈ ΩNS)
the σ-fields of past and future, with respect to time t, events.
Next, we give the definition of solution to the martingale problem asso-
ciated to the Navier-Stokes equations (3.1) that will be considered in the
paper. As we shall see, the definition incorporates, in a peculiar new form,
the energy inequality. As in the deterministic case, the energy estimate can-
not be deduced directly from the equation, it can be proved only for those
solution suitably obtained by a regularisation procedure (see Appendix A
for an example of approximation).
Definition 3.3. Given µ0 ∈ Pr(H), a probability P on (ΩNS,BNS) is a solu-
tion starting at µ0 to the martingale problem associated to the Navier-Stokes
equations (3.1) if
[MP1] P[L∞loc([0,∞);H)∩L2loc([0,∞);V)] = 1;
[MP2] for each ϕ ∈ D ∞ the process Mϕt , defined P–a. s. on (ΩNS,BNS) as
Mϕt = 〈ξt −ξ0,ϕ〉+ν
Z t
0
〈ξs,Aϕ〉ds−
Z t
0
〈B(ξs,ϕ),ξs〉ds
is square integrable and (Mϕt ,BNSt ,P) is a continuous martingale with
quadratic variation
[Mϕ]t = t|Q
1
2 ϕ|2H ;
[MP3] the process E1t , defined P–a. s. on (ΩNS,BNS) as
E1t = |ξt |2H +2ν
Z t
0
|ξs|2V ds−|ξ0|2H − tσ2
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is P-integrable and (E1t ,BNSt ,P) is an a. s. super-martingale;
[MP4] for each n ≥ 2, the process Ent , defined P–a. s. on (ΩNS,BNS) as
Ent = |ξt|2nH +2nν
Z t
0
|ξs|2n−2H |ξs|2V ds−|ξ0|2nH −n(2n−1)σ2
Z t
0
|ξs|2n−2H ds
is P-integrable and (Ent ,BNSt ,P) is an a. s. super-martingale;
[MP5] µ0 is the marginal of P at time t = 0.
Remark 3.4. Given a solution P to the martingale problem associated to
the Navier-Stokes equation (3.1), define the set TP ⊂ (0,∞) of exceptional
times of P as the union of the sets of exceptional times of all a. s. super-
martingales E1t , E2t , . . . .
Remark 3.5. Due to property [MP2], [MP3], [MP4] of the above definition,
property [MP2] itself needs to be verified only on a countable subset of D ∞
which is dense in D ∞ with respect to the norm of D(A). Indeed, if ϕn → ϕ
in D(A), then Mϕnt (ω)→ Mϕt (ω) for all ω ∈ L∞loc([0,∞);H)∩L2loc([0,∞);V),
and EP|Mϕnt −Mϕt |2 → 0.
Remark 3.6. Notice that condition [MP3] is a restatement of the energy in-
equality for the Navier-Stokes equations obtained (formally) by the Itoˆ for-
mula, while condition [MP4] states the energy inequality for higher moments
of |ξ|2H . As usually in the literature concerning the Navier-Stokes equations
only the energy balance for the second moment is required, we remark that
the need of condition [MP4] will be apparent in the following pages (see for
example Lemma A.3, where it ensures uniform integrability).
The next theorem shows that, under natural assumptions on the initial
condition, there is at least one solution, according to Definition 3.3, to the
martingale problem associated to the Navier-Stokes equations (3.1).
The proof of this theorem in our framework will turn out to be just a by-
product of slightly more general results presented in the next section which
are needed for the proof of Theorem 4.1. Such results are postponed to
Appendix A.1 and suitably stated in order to be used for the proof of both
the next theorem and Theorem 4.1 below.
Theorem 3.7. Let µ0 ∈ Pr(H) be a probability measure such that
E
µ0 [|x|2mH ]< ∞, m ≥ 1.
Then, there exists a solution, starting at µ0, to the martingale problem as-
sociated to the Navier-Stokes equations (3.1), as defined in Definition 3.3.
Remark 3.8. We finally remark that the definition of solution to the mar-
tingale problem assumed in this paper is slightly different from those avail-
able in the literature (see for example Flandoli & Gatarek [17]). A weak
martingale solution starting at µ0 ∈ Pr(H) is a filtered probability space
(Σ,F ,(Ft)t≥0,P), a cylindrical Wiener process (Wt)t≥0 on H and a con-
tinuous D(A)′-valued adapted process u on (Σ,F ,P) such that u is in spaces
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L∞loc([0,∞);H) and L2loc([0,∞);V) P–a. s., u(0) has law µ0 and the equations
hold in distribution:
〈u(t)−u(0),ϕ〉+
Z t
0
〈u,Aϕ〉ds−
Z t
0
〈B(u,ϕ),u〉ds = 〈ϕ,Q 12Wt〉
P–a. s. for all test function ϕ. It can be proved (see Flandoli [14]) that a
probability measure P on ΩNS is the law of a weak martingale solution if
and only if properties [MP1], [MP2] and [MP5] hold.
4. MARKOV SELECTION FOR THE 3D NAVIER-STOKES EQUATIONS
The section is devoted to the proof of existence of a Markov selection
for the solutions to the stochastic Navier-Stokes equations. Define for each
x ∈ H the set CNS(x)⊂ Pr(ΩNS) as
(4.1)
{P ∈ Pr(ΩNS) |P is a solution starting at δx of the martingale problem} .
Theorem 4.1. Assume Assumption 3.1. Then there exists a family (Px)x∈H
of solutions to the martingale problem associated to the Navier-Stokes equa-
tions with the a. s. Markov property, as defined in Definition 2.4.
By Theorem 2.8, the proof of the above theorem amounts to showing that
the family defined above in (4.1) is a a. s. pre-Markov family (as defined in
2.5). The proof of this claim will be developed, for the sake of clarity, in
the following lemmas.
Lemma 4.2. For each x ∈ H, the set CNS(x) is non-empty, convex and for
all P ∈ CNS(x),
P[C([0,∞);Hσ)] = 1.
Proof. Given x ∈H, a solution to the martingale problem exists due to The-
orem 3.7, so that each set CNS(x) is non-empty. Moreover, by property [MP1]
and Lemma 2.1, it follows that C([0,∞);Hσ) is a P-full set.
Finally, it is easy to check that each CNS(x) is convex, since all properties
in Definition 3.3 involve integration with respect to elements of CNS(x). 
Lemma 4.3. For each x ∈ H, the set CNS(x) is compact and the map CNS :
H → Comp(Pr(ΩNS)) is Borel measurable.
Proof. Both properties stated in the lemma follow from the following claim:
for each sequence (xn)n∈N converging in H to x and for each
Pn ∈ CNS(xn), the sequence (Pn)n∈N has a limit point P in
CNS(x), with respect to weak convergence in Pr(ΩNS).
Indeed, for compactness, one takes xn = x, while measurability follows from
Lemma 12.1.8 of Stroock & Varadhan [26]. In order to prove the claim, let
xn → x in H and let Pn ∈ CNS(xn). We first show that (Pn)n∈N is tight on
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ΩNS∩L2loc([0,∞);H). By [MP3], [MP4] with n = 2 and Corollary B.4, we have
that for all T > 0,
E
Pn
[
sup
[0,T ]
|ξt |2H +
Z T
0
|ξs|2V ds
]
≤C(σ,T, |xn|H).
Next, let (Σ,F ,(Ft)t≥0,P) be a filtered probability space, (Wt)t≥0 a cylin-
drical Wiener process on H, u be a process on Σ whose law is Pn and such
that u is a weak martingale solution to (3.1) (see Remark 3.8). In particular,
u(t) = xn−
Z t
0
(Au(s)+B(u(s)))ds+Q
1
2Wt P−a. s.,
in D(A)′. Let Jt(u) be the integral term on the right-hand side of the above
formula. By Burkholder, Davis & Gundy inequality, for all α∈ (0, 12), p> 1
and T > 0,
E
P‖Q 12W‖W α,p(0,T ;H) ≤C(α, p,T,σ).
Moreover, for each γ ∈ (32 ,2) we have |B(u)|2D(A−γ) ≤ |u|2H|u|2V and so for
each T > 0,
‖J(u)‖2W 1,2(0,T ;D(A−γ)) ≤C(T)
Z T
0
(|Au(s)|2D(A−γ) + |B(u(s))|2D(A−γ))ds
≤C(T,γ)
Z T
0
|u(s)|2V (1+ |u(s)|2H)ds,
which is bounded in expectation by [MP3] and [MP4] (with n = 2). In con-
clusion, tightness of (Pn)n∈N follows from Lemma A.1 (there, we take
ξ1 = J(ξ)). Hence, there is a sub-sequence (P′n)n∈N converging weakly in
ΩNS∩L2loc([0,∞);H) to some P ∈ Pr(Ω).
To conclude the proof, we have to show that P ∈ CNS(x). First, we notice
that the marginals of P′n at time 0 converge weakly to the marginal at time
0 of P and, since such marginals converge to the Dirac measure in x, [MP5]
is true for P. Moreover, [MP1], [MP3] and [MP4] hold for P by Lemma A.3.
Finally, [MP2] can be proved in the same way as in Lemma A.2 for the
Galerkin approximations. 
Lemma 4.4. The disintegration property of Definition 2.5 holds for the fam-
ily (CNS(x))x∈H .
Proof. Let x ∈ H and P ∈ CNS(x). Let TP be the set of exceptional times of
P (see Remark 3.4) and fix t 6∈ TP. Let ω → P|ω
BNSt
be a regular conditional
probability distribution of P on BNSt (see Section 2.1.2), we aim to find a
P-null set N ∈BNSt such that ω(t)∈H and P|ωBNSt ∈ΦtCNS(x) for all ω 6∈N.
We shall have
N = N1∪N2∪N3∪N4∪N5,
where all sets N1, . . . , N5 will be specified along the proof and correspond
respectively to properties [MP1], . . . , [MP5] of Definition 3.3.
MARKOV SELECTIONS FOR THE NAVIER-STOKES EQUATIONS 19
Set
St = {ω ∈ ΩNS : ω|[0,t] ∈ L∞(0, t;H)∩L2(0, t;V)},(4.2)
St = {ω ∈ ΩNS : ω|[t,∞] ∈ L∞loc([t,∞),H)∩L2loc([t,∞),V)},
and notice that St ∈BNSt , St ∈BtNS and that St ∩St is a P-full set by property
[MP1]. Hence,
1 = P[St ∩St ] =
Z
St
P|ω
BNSt
[St ]P(dω)
and thus there is a P-null set N1 ∈BNSt such that P|ωBNSt [S
t ] = 1 for all ω 6∈N1.
Let (ϕn)n∈N be a family of test functions which is dense in D ∞ for the
D(A)-norm (see Remark 3.5). Fix n ∈ N, then, since [MP2] holds for P,
(Mϕnt ,BNSt ,P)t≥0 is a continuous P-square integrable martingale with qua-
dratic variation ζt = t|Q 12 ϕn|2H . By Proposition B.2 there is a P-null set
Nn2 ∈BNSt such that (Mϕns ,BNSs ,P|ωBNSt )s≥t is a continuous P|
ω
BNSt
-square in-
tegrable martingale with quadratic variation ζ for all ω 6∈Nn2 . Set N2 =
S
Nn2 .
We next prove [MP3] for the conditional distributions. First we notice that,
if we set
α1t = |ξt |2H +2
Z t
0
|ξs|2V ds and β1t = |ξ0|2H + tσ2,
α1t is left lower semi-continuous and β1t is non-decreasing, and so E1t =
α1t − β1t is also left lower semi-continuous. Hence, since [MP3] is true for
P, by virtue of Proposition B.5, there is a P-null set N3 ∈ BNSt such that
(E1t ,BNSt ,P|ωBNSt0 )t≥t0 is an a. s. super-martingale for all ω 6∈ N3.
As regarding [MP4], one can proceed in a similar way with the a. s. super-
martingales Ent , n ≥ 2. Set
αnt = |ξt|2nH +2n
Z t
0
|ξs|2n−2H |ξs|2V ds,
βnt = |ξ0|2nH +n(2n−1)σ2
Z t
0
|ξs|2n−2H ds,
again αnt is lower semi-continuous and βnt is increasing, so that Ent is lower
semi-continuous. In order to prove integrability of αn and βn, one has to
proceed iteratively, due to the integrals in both terms. Indeed, integrability
of α2t , β2t follows from integrability of α1t , β1t and implies integrability of α3t ,β3t , and so on. Again, by Proposition B.5, there are P-null sets Nn4 ∈ BNSt
such that (Ent ,BNSt ,P|ωBNSt0 )t≥t0 is an a. s. super-martingale for all ω 6∈ N
n
4 .
We take N4 =
S
Nn4 .
Finally, there is a P-null set N5 ∈BNSt such that P|ωBNSt [ξt = ω(t)] = 1 for
all ω 6∈ N5, and this implies [MP5] for the conditional distributions. 
Lemma 4.5. The reconstruction property of Definition 2.5 holds for the
family (CNS(x))x∈H .
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Proof. Let x ∈ H and P ∈ CNS(x). Let TP be the set of exceptional times of
P (see Remark 3.4) and fix t 6∈ TP. Let ω 7→ Qω be a BNSt measurable map
defined on ΩNS with values in Pr(ΩtNS) and let NQ ∈BNSt be a P-null set such
that ω(t) ∈ H and Qω ∈ ΦtCNS(ω(t)) for all ω 6∈ NQ. We aim to show that
the probability measure P⊗t Q, defined in Definition 2.3, is in CNS(x). First,
observe that (Qω)ω∈ΩNS is a regular conditional probability distribution of
P⊗t Q given BNSt .
We prove [MP1]. By using the notation defined in (4.2),
P⊗t Q[St ∩St ] =
Z
St
Qω[St ]P(dω) = P[St] = 1,
since Qω[St] = 1 holds true due to [MP1] for Qω ∈ ΦtCNS(ω(t)).
In order to prove [MP2], let ϕ∈D ∞, then (Mϕs ,BNSs ,Qω)s≥t is a Qω-square
integrable martingale for all ω 6∈ NQ. By Proposition B.2, (Mϕs ,BNSs ,P⊗t
Q)s≥t is a P⊗t Q-square integrable martingale. Since P and P⊗t Q agree on
BNSt and (M
ϕ
s ,B
NS
s ,P)0≤s≤t is a martingale, it follows that (M
ϕ
s ,B
NS
s ,P⊗t
Q)s≥0 is a martingale as well.
One can proceed similarly in order to prove properties [MP3] and [MP4], by
using Proposition B.5 and the lower semi-continuity of processes Ent , n≥ 1.
Finally, P and P⊗t Q agree on BNSt and so [MP5] is straightforward. 
5. REGULARITY OF MARKOV SELECTIONS IN THE INITIAL CONDITION
In this section we prove that, under sufficiently strong non-degeneracy
conditions on the noise (see Assumption 5.10), the martingale solutions
that are members of the same Markov selection depend continuously on the
initial conditions. The topology on the initial conditions is that of D(Aθ),
for a suitable θ depending on the regularity of the noise. The space D(Aθ)
will be also denoted by W in the sequel. The topology on the solution at
time t is that of total variation of the law; in this sense, it is a continuous
dependence in law, somewhat in the spirit of uniqueness in law.
5.1. The intuitive idea. Let (Px)x∈H be an a. s. Markov process and denote
by Px,t the law on H of ξt under Px (in different words, the marginal of Px at
time t). For every t ≥ 0 and almost every s ≥ 0 we have
E
Px,t+s [ϕ] =
Z
H
E
Py,s [ϕ]Px,t(dy),
for every ϕ ∈ Bb(H). With more compact notations, we may write
E
Px,t+s[ϕ] = EPx,t
[
E
P·,s [ϕ]
]
.
To understand the following idea, fix ϕ ∈ Bb(H), s > 0 and a small t. The
function EP·,s [ϕ] is a-priori only measurable, independently of any imposed
additional regularity of ϕ. This is a consequence of our (a-priori) lack of
knowledge about continuous dependence of solutions on initial conditions.
In the deterministic set-up, for small t and regular x the function x 7→
Px,t = δu(t;x) would be continuous in the topology of weak convergence of
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measures. This does imply nothing on EPx,t
[
E
P·,s[ϕ]
]
since EP·,s[ϕ] is only
measurable.
On the contrary, one may hope that under proper assumptions on the
noise, again for small t and regular x, the function x 7→ Px,t would be con-
tinuous in the topology of total variation. In such a case x 7→ EPx,t[EP·,s [ϕ]]
would be continuous. This is the simple idea behind the main result of this
section.
However, there is a difficulty. We cannot show that for sufficiently small
t the function x 7→ Px,t is continuous over the whole space D(Aθ). Even
worse, we cannot show that, given x0 ∈ D(Aθ), there is a sufficiently small
t (depending on x0) such that x 7→ Px,t is continuous at x0 in D(Aθ). We can
only prove such a statement up to a given small error. Namely, given the
error ε> 0 and x0 ∈D(Aθ), there is a sufficiently small t, depending on both
ε and x0, such that the jump of x 7→ Px,t around x0 in D(Aθ) is smaller than
the error ε. But via Lemma 5.6 below, this is sufficient. The idea behind
this is to use an approximation by a regularised problem, which has itself
strong Feller solutions. This same technique is usually applied to handle
locally Lipschitz non-linearities in stochastic equations.
5.2. An abstract result on the strong Feller property. The intuitive ideas
of the previous subsection will reappear in the proof of Theorem 5.4 below.
It indirectly formalises the previous intuition by saying that if a Markov
process coincides on a positive random time with a strong Feller process,
then it is strong Feller itself. We could think of this as a sort of antithesis of
a coupling result, that can be called starting-by-coupling.
In this section we switch back to the abstract setting of Section 2, to
strengthen the idea that the following results holds true in a more general
framework than the Navier-Stokes equations.
Let (Px)x∈H be an a. s. Markov process on (Ω,B), as in Definition 2.4,
and let (P t)t≥0 be the associated transition semi-group on Bb(H ), defined
as
(5.1) (P tϕ)(x) = EPx[ϕ(ξt)], x ∈ H , ϕ ∈ Bb(H ).
The operators P t : Bb(H )→ Bb(H ) have the properties
1. P0 = IBb(H ),
2. ‖P t‖L (Bb(H ),Bb(H )) = 1,
and they don’t constitute a proper semi-group, since,
(5.2) P t+s = P t P s for every t ≥ 0 and almost every s ≥ 0.
Remark 5.1. We wish to clarify the above formula. The set of bad times s
where the semi-group property does not hold depends on the point where the
semi-group is evaluated. More precisely, given x ∈ H , there is T ⊂ (0,∞)
of null Lebesgue measure such that P t+sϕ(x) = P t(P sϕ)(x) for all t ≥ 0, all
s 6∈ T and all ϕ ∈Cb(H ).
Finally, let W ⊂ H be a Banach space with dense continuous injection.
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Definition 5.2 (W –strong Feller semi-group). A given semi-group ( ˜P t)t≥0
on Bb(H ) is W –strong Feller if for every t > 0 and ψ ∈ Bb(H ),
˜P tψ ∈Cb(W ).
Definition 5.3 (a. s. W –Markov process). A family ( ˜Px)x∈H of probability
measures on (Ω,B) is an a. s.W –Markov process if
1. ˜Px[C([0,∞);W )] = 1 for every x ∈W ,
2. the mapping
x 7→ ( ˜P tϕ)(x) := E ˜Px[ϕ(ξt)]
is Borel measurable onW for every t ≥ 0 and ϕ ∈ Bb(H ),
3. for every t ≥ 0 and almost every s ≥ 0,
˜P t+sϕ = ˜P t ˜P sϕ,
for every ϕ ∈ Bb(H ).
The next theorem contains the main result of this section. It translates in
a proper way the intuitive starting-by-coupling idea explained above.
Theorem 5.4. Let (Px)x∈H , be an a. s. Markov process on (Ω,B) and, for
each R > 0, let (P(R)x )x∈W be an a. s.W –Markov process on (Ω,B).
Assume that for every ρ > 0 there are Rρ > 0 and a random time τρ on
(Ω,B), such that for all x ∈W , with |x|W ≤ ρ,
1. limε→0 P(Rρ)x+h[τρ ≥ ε] = 1, uniformly in h ∈W , with |h|W ≤ 1,
2. for every t ≥ 0, ϕ ∈ Bb(H ),
E
P(Rρ)x [ϕ(ξt)1{τρ≥t}] = EPx[ϕ(ξt)1{τρ≥t}].
If (P (R)t )t≥0 is W –strong Feller for every R > 0, then (P t)t≥0 is W –strong
Feller.
5.2.1. Proof of Theorem 5.4. We divide the proof in several lemmas and
some definitions, since some of them may have independent interest.
Definition 5.5 (approximately W –strong Feller). Let (P t)t≥0 be a family
of linear bounded operators on Bb(H ) and let ε > 0, x0 ∈W and t0 > 0.
The family (P t)t≥0 is W –strong Feller at (t0,x0) up to the error ε if for
every η > 0 there is δ = δ(x0, t0,ε,η)> 0 such that
|(P t0ψ)(x0 +h)− (P t0ψ)(x0)| ≤ ε+η
for every ψ ∈ Bb(H ), with |ψ|∞ ≤ 1, and for every h ∈W , with |h|W < δ.
If we can choose ε = 0 in the previous condition, we simply say that
(Pt)t≥0 isW –strong Feller at (t0,x0) (without error).
An important detail of the previous definition is the uniformity in ψ ∈
Bb(H ), |ψ|∞ ≤ 1. This is the key tool to transfer the continuity property
from small to arbitrary times. It is essentially here that we implement the
intuitive idea of subsection 5.1.
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Lemma 5.6. Let (P t)t≥0 be a family of linear bounded operators on Bb(H )
such that ‖P t‖L (Bb(H )) ≤ 1 for every t ≥ 0 and such that (5.2) holds true.
Given T > 0, assume that for every ε> 0 and x0 ∈W there is t0 ∈ (0,T)
such that (P t)t≥0 isW –strong Feller at (t0,x0) up to the error ε.
Then (P t)t≥0 isW –strong Feller at (T,x0) for all x0 ∈W .
Proof. Given x0 ∈W , T > 0 and ε > 0, we have to find δ = δ(x0,T,ε)> 0
such that
|(PT ψ)(x0 +h)− (PT ψ)(x0)| ≤ ε
for every ψ ∈ Bb(H ), with |ψ|∞ ≤ 1, and for every h ∈W , with |h|W < δ.
Corresponding to such given x0 and ε, by assumption we can choose
t0 ∈ (0,T) such that (P t)t≥0 is W –strong Feller at (t0,x0) up to the error
ε
2 . In particular, with the choice η =
ε
2 , there is δ∗ = δ(x0, t0, ε2 , ε2)> 0 such
that
|(P t0ψ)(x0 +h)− (P t0ψ)(x0)| ≤ ε
for every ψ ∈ Bb(H ), with |ψ|∞ ≤ 1, and for every h ∈W , with |h|W < δ∗.
Fix h ∈W with |h|W < δ∗ and let ∆ be the set of points s ≥ 0 such that
P t+s = P t P s for every t ≥ 0 when evaluated in x0 and x0 +h. For s ∈ ∆ and
ϕ ∈ Bb(H ), with |ϕ|∞ ≤ 1, we have
|(P t0+sϕ)(x0 +h)− (P t0+sϕ)(x0)|= |(P t0P sϕ)(x0 +h)− (P t0P sϕ)(x0)| ≤ ε.
Let ∆T−t0 be the set of all s ∈ ∆ such that T − t0− s ∈ ∆. Since T − t0 > 0
and ∆c has null Lebesgue measure, we see that ∆T−t0 is non empty (in fact it
is a subset of [0,T − t0] of full Lebesgue measure). Therefore, for s ∈ ∆T−t0
and ψ ∈ Bb(H ), with |ψ|∞ ≤ 1, we have
|(PT ψ)(x0 +h)− (PT ψ)(x0)|=
= |(P t0+sPT−t0−sψ)(x0 +h)− (P t0+sPT−t0−sψ)(x0)| ≤ ε.
Therefore, δ∗ is a good choice and the proof is complete. 
Remark 5.7. In fact, we have proved that, given any x0 ∈W and t > 0, for
every ε > 0 there is δ = δ(x0, t,ε)> 0 such that
|(P tψ)(x0 +h)− (P tψ)(x0)| ≤ ε
for every ψ ∈ Bb(H ), with |ψ|∞ ≤ 1, and for every h ∈W , with |h|W < δ.
This is a stronger property, which is uniform in ψ ∈ Bb(H ).
Our aim is then to prove that given ε> 0 and x0 ∈W , there are arbitrarily
small times t0 such that (P t)t≥0 isW –strong Feller at (t0,x0) up to the error
ε. This aim is accomplished if we can prove the hypotheses of the following
lemma. Now, consider the a. s. semigroups (P t)t≥0 and (P(R)t )t≥0 as in the
statement of Theorem 5.4.
Lemma 5.8. Given x0 ∈W , assume that for every ε > 0 there are (t0,R0),
with the possibility to choose t0 arbitrarily small, and δε > 0 such that:
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1. for every ϕ ∈ Bb(H ), with |ϕ|∞ ≤ 1, and for every h ∈ W , with
|h|W < δε,
|(P (R0)t0 ϕ)(x0 +h)− (P t0ϕ)(x0 +h)| ≤ ε;
2. (P (R0)t )t≥0 is W –strong Feller at (t0,x0) (without error).
Then (P t)t≥0 is W –strong Feller at (t,x0) for all t > 0.
The proof is obvious, from triangle inequality and Lemma 5.6. We can
now proceed to the proof of Theorem 5.4.
Lemma 5.9. Under the assumptions of Theorem 5.4, for every ρ> 0, x∈W
with |x|W ≤ ρ, t ≥ 0 and ϕ ∈ Bb(H ),
|(P (Rρ)t ϕ)(x)− (P tϕ)(x)| ≤ 2|ϕ|∞ P(Rρ)x [τρ < t],
where Rρ and τρ are given by the assumptions.
Proof. We have
(P
(Rρ)
t ϕ)(x)− (P tϕ)(x) = EP
(Rρ)
x [ϕ(ξt)1{τρ<t}]−EPx[ϕ(ξt)1{τρ<t}]
hence
|(P (Rρ)t ϕ)(x)− (P tϕ)(x)| ≤ |ϕ|∞(P(Rρ)x [τρ < t]+Px[τρ < t]).
Now, again from the assumptions,
Px[τρ < t] = 1−Px[τρ ≥ t] = 1−P(Rρ)x [τρ ≥ t] = P(Rρ)x [τρ < t]
and this proves the lemma. 
Proof of Theorem 5.4. We only need to prove condition (1) of Lemma 5.8,
since (2) is clearly verified. Given x∈W , we set ρ = 1+ |x|W and consider
τρ and Rρ from the statement of the theorem. Fix ε > 0, then there is tε > 0
such that P(Rρ)x+h[τρ < tε]<
ε
4 for all h∈W with |h|W ≤ 1. Since |x+h|W ≤ ρ,
Lemma 5.9 immediately implies (1) of Lemma 5.8. 
5.3. The strong Feller property for the Navier-Stokes equations. In this
section we apply the abstract result of previous section to the Markov se-
lections of equations (3.1). We shall prove that the strong Feller property
holds for Markov selections under the assumption on the noise given below.
Indeed, as we shall see in Proposition 5.13, Assumption 5.10 below ensures
that the solutions to a regularised version of the Navier-Stokes equations
have the strong Feller property. In view of possible extensions to weaker
assumptions on the noise (e. g., noise less regular, more degenerate, etc.),
we remark that all it is needed here to apply the abstract results of the previ-
ous section are exactly the conclusions of Proposition 5.13, and Assumption
5.10 below is only a way to ensure this.
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5.3.1. Further assumptions. In order to introduce the assumptions that we
need, we recall that Q denotes the covariance of the driving noise that we
have introduced at the beginning of Section 3.
Assumption 5.10 (Noise is non-degenerate and regular). There are an iso-
morphism Q0 of H and a number α0 > 16 such that
Q
1
2 = A−
3
4−α0Q
1
2
0 .
We first remark that the assumption above implies Assumption 3.1. In-
deed, since the embedding of H 32 +2ε(T) into L2(T) is Hilbert-Schmidt in
dimension three for every ε > 0, and A− 34−ε is a bounded operator from H
to H 32 +2ε(T), the operator A− 34−ε is Hilbert-Schmidt in H, for every ε > 0.
Moreover, A− 34−εQ0
1
2W (t) is a Brownian motion in H, for every ε> 0 and
every isomorphism Q0 of H, where W (t) is a cylindrical Wiener process
on H (see Da Prato & Zabczyk [7]). In conclusion, A− 34−α0Q0 12W (t) is a
Brownian motion in D(Aα) for every α0 > α ≥ 0.
The restriction α0 > 16 is needed essentially for technical reasons in the
proof of Theorem 5.12 (see Section C.2).
5.3.2. The main continuity result. Let us introduce the function θ : (0,∞)→
(0,∞) defined as
(5.3) θ(α) =
{
1
2 +
α
2 if 0 < α ≤ 12
1
4 +α if α >
1
2 .
Given α0, we set
W = D(Aθ(α0)) and |x|W := |Aθ(α0)x|.
The general result of the previous section is applied to the Navier-Stokes
equations using the above spaces. It is the content of the following theorem.
Theorem 5.11. Assume that the covariance Q satisfies Assumption 5.10.
Let (Px)x∈H be any a. s. Markov process associated to the stochastic Navier-
Stokes equations (3.1) and let (P t)t≥0 be the operators on Bb(H) defined as
in (5.1). Then (P t)t≥0 is W –strong Feller.
In view of Theorem 5.4, we follow the approach of Flandoli & Maslowski
[16] to construct P(R)x . We introduce an equation which differs from the
original one by a cut-off only, so that with large probability they have the
same trajectories on a small deterministic time interval. We consider the
equation
(5.4) du+ [Au+B(u,u)χR(|u|2W )]dt = Q 12 dW,
where R ≥ 1 and χR : [0,∞) → [0,1] is a non-increasing smooth function
equal to 1 over [0,R+1], to 0 over [R+2,∞), and with derivative bounded
by 1.
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Theorem 5.12 (Weak-strong uniqueness). For every x ∈W , equation (5.4)
has a unique martingale solution P(R)x , with
P(R)x [C([0,∞);W )] = 1.
Let τR : ΩNS → [0,∞] be defined as
(5.5) τR(ω) = inf{ t ≥ 0 : |ω(t)|2W ≥ R},
and τR(ω) = ∞ if this set is empty. If x ∈W and |x|2W < R, then
(5.6) lim
ε→0
P(R)x+h[τR ≥ ε] = 1, uniformly in h ∈W , |h|W < 1.
Moreover, on [0,τR], the probability measure P(R)x coincides with any mar-
tingale solution Px of the original stochastic Navier-Stokes equations (3.1),
namely
(5.7) EP(R)x [ϕ(ξt)1{τR≥t}] = EPx[ϕ(ξt)1{τR≥t}],
for every t ≥ 0 and ϕ ∈ Bb(H).
The proof of this theorem is given in Appendix C.2, where we shall give
a slightly stronger form of (5.7). In order to apply Theorem 5.4 we only
need the following result.
Proposition 5.13. For every R > 0, the transition semi-group (P (R)t )t≥0 as-
sociated to equation (5.4) isW –strong Feller.
Compared to Flandoli & Maslowski [16], Da Prato & Debussche [6], Da
Prato & Zabczyk [8] and other references, the proof of this proposition is
classical, but since this equations does not fall in any of the cases considered
in the above references, we provide the main lines of proof in Appendix C.2.
The proof of Theorem 5.11 is therefore complete.
6. SOME CONSEQUENCES OF STRONG FELLER REGULARITY
In this section we show that the regularity results of the previous section
provide some additional results on Markov selections for the Navier-Stokes
equations.
We shall prove that the strong Feller property allows to improve the point-
wise regularity of the solutions. As a consequence, the set of exceptional
times (see Remark 3.4) of the martingale solutions starting from a regular
initial condition is empty and the energy inequalities of Definition 3.3 hold
for all times. Moreover, for such regular initial conditions, the Markov
property holds for every time. Finally, we shall prove a condition for global
well-posedness.
Throughout this section, we shall work under Assumptions 5.10 on the
covariance of the noise (which, via Theorem 5.11, ensures that any Markov
solution has theW –strong Feller property).
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6.1. A support theorem. In this part of the section we show a support the-
orem for Markov solutions. Actually, the result below is not a consequence
of the strong Feller property, but we will use it in the rest of the section.
As it concerns the proof, we follow closely Flandoli [15]; we also use some
results on the approximate problem from Appendix C.3.
We preliminarily introduce a notation. We say that a Borel probability
measure µ on H is fully supported on W if µ(U) > 0 for every open set
U ⊂W .
Proposition 6.1. Let (Px)x∈H be an a. s. Markov selection and assume As-
sumption 5.10 on the covariance. For every x ∈ W and every T > 0, the
image measure of Px at time T is fully supported on W (as defined above).
Proof. Fix x ∈W and T > 0. We need to show that for every y ∈W and
ε> 0, Px[|ξT −y|W < ε]> 0. Let y∈W such that Ay∈W and |y−y|W < ε2 .
Choose R > 0 such that 3|x|2
W
< R and 3|y|2
W
< R. Then by Theorem 5.12,
Px[|ξT − y|< ε]≥ Px[|ξT − y|W < ε2 ]≥ Px[|ξT − y|W <
ε
2
, τR > T ]
= P(R)x [|ξT − y|W < ε2 , τR > T ]
By Lemma C.4, there is a control w ∈W s,p([0,T ];D(Aα1)), with s, p and
α1 chosen as in Lemma C.5, such that the solution u to the control problem
(C.14) corresponding to w satisfies
u(0) = x, u(T) = y and |u(t)|2W ≤
2
3R.
By Lemma C.5, there exists δ> 0 such that for all w ∈W s,p([0,T ];D(Aα1))
with |w−w|W s,p(0,T ;D(Aα1)) < δ, we have
|u(T,w)− y|W <
ε
2
and sup
t∈[0,T ]
|u(t,w)|2W < R,
where each u(·,w) is the solution to the controlled problem (C.14) corre-
sponding to w and starting at x. Hence
P(R)x [|ξT − y|W < ε2 , τR > T ]≥ P
(R)
x [|ηT −w|W s,p(0,T ;D(Aα1)) < δ]> 0
where ηt = ξt − x + R t0(Aξs +χR(|ξs|2W )B(ξs,ξs))ds and the probability on
η above is positive since by Assumption 5.10 η is a Brownian motion in
D(Aα1), with full support on W s,p(0,T ;D(Aα1)). 
Remark 6.2. We remark that if a probability µ is fully supported on W , it
means that its support containsW . As we shall see in Theorem 6.3 below,
the support of the marginal of Px at every positive time is indeed W .
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6.2. Improved regularity. This part of the section is devoted to the proof
of the following theorem and some additional useful results. For techni-
cal reasons (see Lemma C.1) we shall restrict to the case α0 > 12 , so that
θ(α0)> 34 .
Theorem 6.3. Assume Assumption 5.10 with α0 > 12 and let (Px)x∈H be a
Markov solution. For every x ∈W and every t > 0,
Px[there is ε> 0 such that ξ ∈C([t− ε, t + ε];W )] = 1.
We point out that in the above formula the radius ε of the neighbourhood
is random and depends on ω ∈ ΩNS. In particular, this theorem does not
really improve our knowledge on the global regularity of trajectories. Any-
way, it turns out to be useful for Theorem 6.7 and the following result (an
immediate consequence of the improved regularity).
Corollary 6.4. Under the assumptions of the previous theorem, for every
x ∈ W the set of exceptional times (see Remark 3.4) of Px is empty and
for each n ≥ 1, the process (Ent )t≥0 (given in Definition 3.3) is a super-
martingale under Px.
Proof. The above theorem implies that, for a fixed s, Ensk → Ens Px–a. s., if
sk ↑ s. As in the proof of Lemma A.3, each (Ensk)k∈N is uniformly integrable
and these facts easily imply the conclusion. 
A standard technique to analyse regularity is to consider stationary so-
lutions and then disintegrate them. The stationary solutions have uniform
average bounds in regular topologies coming from stationarity and energy
inequality; sometimes they imply some additional a. s. regularity of paths
at given time t (see Flandoli & Romito [18] for an example); then by dis-
integration the same regularity is transferred to solutions with deterministic
initial conditions u0, for a. e. u0 with respect to the time-zero marginal of
the stationary solution. If irreducibility holds, the set of such u0 is dense
and the strong Feller property allows to extend the result to every u0.
The implementation of this program in our case is difficult due to a
number of issues. The first one is that, given an a. s. Markov process
(Px)x∈H , one needs to construct a stationary solution associated to the pro-
cess (namely, whose disintegration at every time produces elements of the
family (Px)x∈H). Without stationarity, the program above does not start.
We describe here a modification of this first step. We construct a solution
which is almost stationary and is associated to the given (Px)x∈H by con-
struction. It seems that it is not easy to prove that a suitable limit of these
almost stationary solutions is a true stationary solution, but we conjecture
that it should be true. Anyway, for the sequel of the program, the solutions
that we construct are sufficient. In particular, they provide an example of
non-stationary solution with uniform average bounds in regular topologies,
which is, as far as we know, a not entirely trivial fact.
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Given an a. s. Markov process (Px)x∈H , we say that a solution P of the
martingale problem with initial condition a given probability measure ν is
associated to (Px)x∈H if
P =
Z
H
Px ν(dx).
Define, for s < t, the event
ΩWNS (s, t) = {ξ ∈C([s, t];W )}
and, for every t ≥ 0,
ΩWNS (t) = {there is ε > 0 such that ξ ∈C([t− ε, t + ε];W )}
=
[
ε>0
ΩWNS (t− ε, t + ε).
Lemma 6.5. Under the assumptions of Theorem 6.3, for every a. s. Markov
process (Px)x∈H there is a measure ν˜, fully supported on W (as defined in
Section 6.1) such that the solution ˜P with initial condition ν˜ associated to
(Px)x∈H has the property
˜P[ΩWNS (t)] = 1, for all t > 0.
Proof. Let ν˜ = R 10 P ∗s δ0 ds. Following Chow and Khasminskii [3], we have
(6.1) Eν˜[ | · |2V ] =
Z 1
0
E
P0|ξs|2V ds ≤ 12 TrQ
(see the definition of solution of the martingale problem). By Proposition
6.1, ν˜ is fully supported on W . Let ˜P be the solution to the martingale
problem with initial distribution ν˜ associated to (Px)x∈H . The basic fact is
the following bound. For every t > 0,
E
˜P[|ξt |2V ] =
Z
H
E
Px[|ξt |2V ] ν˜(dx) =
Z
H
E
P ∗t δx [| · |2V ] ν˜(dx)
=
Z 1
0
E
P ∗t+sδ0[| · |2V ]ds =
Z 1
0
E
P0[|ξs+t |2V ]ds
=
Z 1+t
t
E
P0[|ξr|2V ]dr ≤ 1+ t2 TrQ .
Fix t > 0 and ε > 0 such that t − ε > 0, then by disintegrating ˜P at time
t−2ε, for every R > 0 sufficiently large,
˜P[ΩWNS (t− ε, t + ε)] =
Z
H
Py[ΩWNS (ε,3ε)] ˜Pt−2ε(dy)
≥
Z
{|y|2V≤R}
Py[ΩWNS (ε,3ε)] ˜Pt−2ε(dy)
≥
(
inf
|y|2V≤R
Py[ΩWNS (ε,3ε)]
)
˜P[|ξt−2ε|2V ≤ R]
≥
(
inf
|y|2V≤R
Py[ΩWNS (ε,3ε)]
)
(1− 1+ t
2R
TrQ )
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where ˜Pt−2ε is the marginal of ˜P at time t−2ε.
So, we only need to prove that, for every R large enough,
lim
ε→0
inf
|y|2V≤R
Py[ΩWNS (ε,3ε)] = 1.
This property follows easily from Lemma C.1 of Appendix C.1, since the
Lemma gives an estimate of the time where the solutions are regular de-
pending only on R and on the size of the noise. 
We can now prove Theorem 6.3.
Proof of Theorem 6.3. Let ˜P be the solution associated to (Px)x∈H provided
by the previous lemma. We know, by the same lemma, that ˜P[ΩWNS (t)] = 1,
hence by disintegration it follows that Px[ΩWNS (t)] = 1 for ν˜–a. e. x, where
ν˜ is the marginal of ˜P at time 0. We use the strong Feller property to show
that the conclusion is true for all x. Indeed, if xn → x in W , then
Pxn[ΩWNS (t)] =
Z
Pω(s)[ΩWNS (t− s)]Pxn(dω)−→
−→
Z
Pω(s)[ΩWNS (t− s)]Px(dω) = Px[ΩWNS (t)],
and the conclusion follows. 
6.3. The Markov property for all times. The regularity result of the pre-
vious section allows to prove that the Markov property holds for all times.
We assume again, as in the previous section, that α0 > 12 . First we need the
following lemma.
Lemma 6.6. Assume the hypotheses of Theorem 6.3 and let (Px)x∈H be an
a. s. Markov process. Given ϕ ∈Cb(H) and rn, r ≥ 0, with rn → r, define
ψn(x) = EPx[ϕ(ξrn)] and ψ(x) = EPx[ϕ(ξr)]
Then (ψn)n∈N converges to ψ in Cb(W ).
Proof. Given x ∈W , we know, by Theorem 6.3 above, that ξrn → ξr, Px–a.
s. in W , and so ψn(x) → ψ(x). Since (ψn)n∈N are uniformly bounded, we
only need to prove that the sequence (ψn)n∈N is equi-continuous. Ascoli-
Arzela` theorem next concludes the proof. But, equi-continuity is a direct
consequence of strong Feller property (Theorem 5.11). 
Theorem 6.7. Under Assumption5.10, with α0 > 12 , if (Px)x∈H is an a. s.
Markov process, then (Px)x∈W is a Markov process.
More precisely, for every x ∈W , every ϕ ∈Cb(H) and every 0 ≤ s≤ t,
(6.2) EPx[ϕ(ξt)|BNSs ] = EPξs [ϕ(ξt−s)], Px-a. s.
Proof. Let (Px)x∈H be an a. s. Markov process in H, we know that it isW –
strong Feller. Given x∈W , let T ⊂ (0,∞) be such that for every ϕ∈Cb(H),
every s 6∈ T and t > s, equality (6.2) holds.
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Fix s∈ (0,∞) and ϕ∈Cb(H), we show that the above equality (6.2) holds
for s. Let sn ↓ s, with sn < t and sn 6∈ T , and define, as in the previous lemma,
ψn(x) = EPx[ϕ(ξt−sn)] and ψ(x) = EPx[ϕ(ξt−s)].
Since ψn converges uniformly to ψ and ξsn → ξs, Px–a. s. inW (by Theorem
6.3), we have that ψn(ξsn)→ ψ(ξs), Px–a. s.
Notice that sn 6∈ T , for all n ∈ N, and so, by (6.2) for sn,
E
Px[ϕ(ξt)1A] = EPx[ψn(ξsn)1A]−→ EPx[ψ(ξs)1A] = EPx
[
E
Pξs [ϕ(ξt−s)]1A],
for all A∈BNSs . In conclusion, ψ(ξs) is the conditional expectation of ϕ(ξt),
given BNSs , or, in different terms, (6.2) holds for s. 
6.4. A condition for well-posedness. In this last part of the section we
show that the W –strong Feller property implies global well-posedness in
W (that is, for all initial conditions and all times) if there exists a single
initial condition for which the problem is well-posed up to a deterministic
time. We give two versions of this result, the first for path-wise uniqueness,
the second for uniqueness in law.
Theorem 6.8. Under Assumption 5.10 on the covariance, assume that there
are x0 ∈W , t0 > 0 and a solution ˜Px0 to the martingale problem starting at
x0, such that
P̂x0[C([0, t0];W )] = 1.
Then, for every Markov selection (Px)x∈H ,
Px[C([0,∞);W )] = 1
for every x∈W . In particular, path-wise uniqueness holds for every x∈W .
Proof. We recall that, by Proposition 6.1, the marginal of P at each time is
fully supported on W , for every martingale solution P.
Let (Px)x∈H a Markov selection. Then Px0 and P̂x0 coincide on [0, t0]. In
particular,
Px0[C([0, t0];W )] = 1.
Take any ε ∈ (0, t0). By disintegration,
Px[C([0, t0− ε];W )] = 1
for Px0,ε–a. e. x, hence on a dense set D⊂W , where Px0,ε is the marginal at
time ε of Px0 .
We show that C([0, t0);W ) is a full set for Px, for every x ∈W . Indeed,
for all x ∈ D, we know that Px[C([1n, t0− ε];W )] = 1, for every n ∈ N. By
the strong Feller property, the same property is true on the whole W . In
conclusion, C((0, t0);W ) is a full set for Px, for all x ∈W . Finally, since
there is a strictly positive random time τx such that all trajectories starting
from x are continuous with values inW (see Theorem 5.12), we can deduce
that Px[C([0, t0);W )] = 1.
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We can conclude the proof. Given x ∈ W , by the Markov property we
know that for every s > 0,
Px[C([s,s+ t0);W )] = 1,
hence Px[C([0,2t0);W )] = 1, and, by repeating this argument, we obtain
Px[C([0,∞);W )] = 1.
Since from any x there is at least one regular solution (see Lemma C.1),
we have path-wise uniqueness. 
We conclude this section by giving a condition for uniqueness in law.
Again, it holds only for regular conditions.
Proposition 6.9. Under Assumption 5.10, consider two Markov selections
(P(1)x )x∈H and (P(2)x )x∈H . If there are x0 ∈W and t0 > 0 such that P(1)x0 = P(2)x0
on [0, t0], then P(1)1 = P(2)x for all x ∈W .
Proof. For every ε ∈ (0, t0), the disintegrations of P(1)x0 and P(2)x0 at time ε are
the same, up to time t0. Since they are solutions over [0, t0− ε] with initial
conditions chosen at random by the common law µε at time ε of both P(1)x0
and P(2)x0 , we can deduce that P
(1)
y and P(2)y coincide over [0, t0− ε] for µε–a.
e. y. As in the proof of previous theorem, there is a dense set of initial
conditions y in W such that the two measure (P(i)x )i=1,2 coincide on the
interval [0, t0− ε].
By the strong Feller property, the values of the laws on the closure of
such dense set, hence onW , are determined by the values on the dense set.
Hence P(1)x = P(2)x for every x ∈W on the interval [0, t0− ε].
By the Markov property, the values over a finite deterministic time can
be replicated up to every time. Thus the two selections coincide. 
Using the properties of regular conditional probability distributions the
following result follows easily from the above proposition.
Corollary 6.10. Under Assumption 5.10, let (P(1)x )x∈H and (P(2)x )x∈H be two
Markov selections. If there is an initial distribution onW such that the two
solutions corresponding to the given selections coincide, then P(1)x = P(2)x for
all x ∈W .
We remark that, as in Stroock & Varadhan [26, Theorem 12.2.4], unique-
ness of the martingale problem follows from uniqueness of the Markov se-
lection (see also Remark 2.7), so the previous result implies immediately
the following criterion for uniqueness in law.
Theorem 6.11. Under Assumption 5.10 on the covariance, assume that
there are x0 ∈ H and t0 > 0 such that there is only one solution to the
martingale problem with initial condition x0 on the interval [0, t0]. Then
for every x ∈W there is only one solution to the martingale problem with
initial condition x.
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APPENDIX A. EXISTENCE FOR THE MARTINGALE PROBLEM
This section has a twofold purpose. On one hand, we prove Theorem 3.7
on existence for solutions to the martingale problem. On the other hand, the
same line of demonstration works, almost flawlessly, for Lemma 4.3 and,
in this way, we lighten its proof.
A.1. Proof of Theorem 3.7. We assume the hypotheses of Theorem 3.7,
that is, we are given a probability measure µ0 ∈ Pr(H) with all finite mo-
ments. We aim to show that there exists a solution, starting at µ0, to the mar-
tingale problem associated to the Navier-Stokes equations (3.1), as defined
in Definition 3.3. The proof of this result will be developed in independent
general steps, suitable to be applied in Lemma 4.3. In the sequel we shall
prove, for the sake of conciseness, only those properties of the definition of
solution to the martingale problem that present some novelty with respect
to the known literature. For all other results, we refer to Flandoli & Gatarek
[17].
Consider the Galerkin approximations of Navier-Stokes equations (3.1),
(A.1) dunt +[Anunt +Bn(unt )]dt =
n
∑
i=1
σiei dβi(t),
where An and Bn are the projection of operators A and B onto the linear
space Hn = span[e1, . . . ,en] and (βi)i∈N are independent one-dimensional
Brownian motions. Similarly, the process solution to (A.1) has initial dis-
tribution given by the projection onto Hn of µ0. Let PGn be the law of un
on ΩNS. Standard arguments (see for example the proof of Theorem 3.1
of Flandoli & Gatarek [17]) show that (A.1) has a unique strong solution,
for each n ∈ N, and that the sequence (PGn )n∈N satisfies all assumptions of
Lemma A.1 below, once we take ξn1(t) =−
R t
0(Anξs +Bn(ξs))ds.
Lemma A.1. Given a sequence (Pn)n∈N of probability measures on ΩNS,
assume that there are α ∈ (0, 12), p > 1α and γ ∈ (32 ,2) such that for all
T > 0,
1. EPn[‖ξ‖L∞(0,T ;H) +‖ξ‖L2(0,T ;V )]≤C(T),
2. EPn[‖ξn1‖W 1,2(0,T ;D(A−γ))]≤C(T),
3. EPn[‖ξ−ξn1‖W α,p(0,T ;H)]≤C(T),
where C(T) is independent of n and ξn1 is a suitable adapted process.
Then (Pn)n∈N is tight in ΩNS∩L2loc([0,∞);H).
Notice that, although it is not proved in Flandoli & Gatarek [17], it is
easy to see that each PGn fulfils the properties corresponding to [MP1], . . . ,
[MP5] associated with equation (A.1)1.
We set
(A.2) U = ΩNS∩L2loc([0,∞);H),
1We do not write down such corresponding properties for the sake of brevity. Truly,
only [MP2] really needs to be patched, and its formulation can be found in Lemma A.2.
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by Lemma A.1 above, (PGn )n∈N is tight in U , hence there is a sub-sequence
(PGkn)n∈N converging weakly to some probability measure P
G
∞
on U . It is
now sufficient to show that PG
∞
is a solution to the martingale problem as-
sociated to the Navier-Stokes equations (say, Definition 3.3). First, [MP5] is
obvious, given the choice of the initial condition for equation A.1. Next, PG
∞
satisfies [MP2] by the lemma below.
Lemma A.2. The measure PG
∞
defined above satisfies property [MP2] of Def-
inition 3.3.
Proof. Let ϕ ∈ D ∞ and set
ζ(t) = t|Q 12 ϕ|2H and ζn(t) = t|Q
1
2
n ϕ|2H ,
where Qn is the projection of Q onto Hn. We know that, under PGkn ,
Mϕ,knt = 〈ξt −ξ0,ϕ〉+
Z t
0
〈ξs,Anϕ〉ds−
Z t
0
〈Bn(ξs,ϕ),ξs〉ds
is a continuous martingale, with quadratic variation ζkn . By the Le´vy mar-
tingale characterisation, (Mϕ,knt )t≥0 is a Brownian motion. Now, let 0≤ s<
t and A ∈BNSs , we know that
E
PGkn [1A(M
ϕ,kn
t −Mϕ,kns )] = 0,
E
PGkn [1A
(
(|Mϕ,knt |2−ζn(t))− (|Mϕ,kns |2−ζn(s))
)
] = 0,
sup
n∈N
E
PGkn [|Mϕ,knt |2+ε]< ∞, for all t,
since ζn(t) ↑ ζ(t). Since Mϕ,knt → Mϕt for all ω ∈ ΩNS (see for example the
proof of Theorem 3.1 in Flandoli & Gatarek [17]) and PGkn ⇀ PG∞ weakly in
U , we have that
E
PG
∞ [1A(M
ϕ
t −Mϕs )] = 0,
E
PG
∞ [1A
(
(|Mϕt |2−ζn(t))− (|Mϕs |2−ζn(s))
)
] = 0,
or, in different words, [MP2] holds for PG
∞
. 
Finally, the proof of Theorem 3.7 is complete once we prove that PG
∞
fulfils properties [MP1], [MP3] and [MP4]. This is ensured by the following
lemma.
Lemma A.3. Let Pn, P ∈ Pr(ΩNS) such that
1. Pn ⇀ P in U ,
2. properties [MP1], [MP3] and [MP4] hold for Pn, for all n,
3. for each m ≥ 1 there is a constant cm (independent of n) such that
E
µn |x|2mH ≤ cm, m ≥ 1,
where µn is the marginal at time 0 of Pn.
Then properties [MP1], [MP3] and [MP4] hold for P.
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Proof. First, we notice that by [MP3] and [MP4] for Pn, for all m ≥ 1 and all
t ≥ 0,
(A.3)
E
Pn|ξt|2mH ≤C(m, t,σ2,c1, . . . ,cm) and EPn
Z t
0
|ξs|2V ds ≤C(t,σ2,c1).
For each T > 0 and λ > 0 set
AT,λ = { sup
t∈[0,T ]
(|ξt |2H +2Z t
0
|ξs|2V ds
)
> λ},
this set is open in ΩNS by semi-continuity of the above norms in the topology
of ΩNS, so that using Corollary B.4 on E1t , we have,
λP[AT,λ]≤ liminf
n→∞ λPn[AT,λ]≤C(T,σ
2
,c1),
and so [MP1] holds for P.
We next prove [MP3]. Since Pn ⇀ P in U , by Skorokhod’s theorem we
know that there are a probability space (Σ,G ,P) and random variables Xn,
X on Σ with values in U such that Xn → X in U P–a. s., and Xn, X have
laws Pn, P respectively.
First, E1t is P-integrable since, by (A.3), for every t > 0,
E
P|ξt|2H = EP|X(t)|2H ≤ liminf
n→∞ E
P|Xn(t)|2H ≤C(t,σ2,c1)
and similarly
E
P[
Z t
0
|ξs|2V ds] = EP[
Z t
0
|X(s)|2V ]≤ liminf
n→∞ E
P[
Z t
0
|Xn(s)|2V ]≤C(t,σ2,c1).
Then, in order to prove the a. s. super-martingale property, we just need to
show the following claim.
Given t > 0, there is a set Tt ⊂ (0, t) of null Lebesgue measure such
that for all s 6∈ Tt and all positive bounded continuous functions φ on
C([0,s];D(A)′),
(A.4) EP[φE1t ]≤ EP[φE1s ].
Indeed, if the above claim is true, we can first deduce from it that EP[E1t −
E1s |BNSs ] ≤ 0 for all such s. Then, if we set T =
S
t∈D Tt , where D ⊂ [0,∞)
is a countable dense set, it is easy to see that E1 is an a. s. super-martingale
having T as its set of exceptional times. In fact, if t > s> 0 and s 6∈ T , there
is a sequence tn ↑ t in D with tn ≥ s. Since s 6∈ Ttn , (A.4) holds for tn and so
by Fatou’s lemma (we use actually the version of Fatou’s lemma given at
(B.3)) inequality (A.4) holds for t as well.
We prove now the above claim. Fix t > 0 and a positive bounded contin-
uous function φ on C([0,s];D(A)′). Since Xn → X P–a. s. in ΩNS, by lower
semi-continuity of the time integral of the V -norm, we know that for all
s ∈ [0, t],
φ(X)
Z t
s
|X(r)|2V dr ≤ liminf
n→∞ φ(Xn)
Z t
s
|Xn(r)|2V dr, P− a. s.
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and so, by Fatou’s lemma,
(A.5) EP[φ(X)
Z t
s
|X(r)|2V dr]≤ liminf
n→∞ E
P[φ(Xn)
Z t
s
|Xn(r)|2V dr].
Next, since Xn → X P–a. s. in L2(0, t;H), and since (Xn)n∈N is uniformly
integrable in L2(ΩNS,L2(0, t;H)) (thanks to (A.3)), it follows thatZ t
0
E
P|Xn(r)−X(r)|2H dr = EP
Z t
0
|Xn(r)−X(r)|2H dr −→ 0.
Hence there are a sub-sequence (X ′n)n∈N and a set Tt ⊂ [0, t] (both indepen-
dent of φ), with null Lebesgue measure, such that for all s 6∈ Tt ,
(A.6) EP|X ′n(s)−X(s)|2H −→ 0, as n → ∞.
Since X ′n → X P–a. s. in ΩNS, by proceeding as for (A.5), we get
(A.7) EP[φ(X)|X(t)|2H]≤ liminf
n→∞ E
P[φ(X ′n)|X ′n(t)|2H].
Now, let s 6∈ Tt , then
E
P[φ(X ′n)|X ′n(s)|2H]−EP[φ(X)|X(s)|2H] =
= EP[φ(X ′n)(|X ′n(s)|2H −|X(s)|2H)]+EP[(φ(X ′n)−φ(X))|X(s)|2H],
the first term on the right-hand side converges to zero by (A.6), since φ is
bounded, while the second term converges to zero by Lebesgue theorem,
since φ is continuous and X ′n → X P–a. s. in ΩNS. In conclusion
(A.8) EP[φ(X ′n)|X ′n(s)|2H]−→ EP[φ(X)|X(s)|2H], n → ∞,
and (A.5), (A.7) and (A.8) together ensure (A.4). We finally remark that Tt
can be chosen in such a way that 0 6∈ Tt , since E10 = 0.
The proof of [MP4] is entirely similar to the proof of [MP3] given above,
we only need to prove that for all s ≤ t,
E
P[
Z t
s
|Xn−X |2m−2H ds]−→ 0, n → ∞,
so that we can conclude that
E
P[φ(Xn)
Z t
s
|Xn(r)|2m−2H dr]−→ EP[φ(X)
Z t
s
|X(r)|2m−2H dr],
the former is a consequence of the convergence in L2(ΩNS,L2(0, t;H)) and
the bounds (A.3). 
APPENDIX B. SOME RESULTS ON DISINTEGRATION AND
RECONSTRUCTION
In this section we give a few technical results concerning a. s. super-
martingales, mostly used in the proofs of Theorem 4.1. We start by showing
that a stopped a. s. super-martingale is again an a. s. super-martingale.
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Proposition B.1. Given an a. s. super-martingale (θt,Bt ,P)t≥0, if τ is a
stopping time with respect to (Bt)t≥0, then the stopped process θτt = θt∧τ
is again an a. s. super-martingale with respect to the same filtration and
having the same exceptional set Tθ of θ.
Proof. The result is classical for super-martingales (see for example Propo-
sition 1.3 in Revuz & Yor [23]. In order to prove the same for a. s. super-
martingales, we simply observe that if (tn)n∈N is an increasing sequence of
times in T cθ , then (θtn)n∈N is a super-martingale. So for example, to prove
the a. s. super-martingale property for the stopped process, fix s 6∈ Tθ and
t > s, pick an increasing sequence containing both s and t and use the above
remark to deduce that for all A ∈Bs,
E[θτt 1A]≤ E[θτs1A].
One can prove similarly that θτt is Bt-measurable and that E[|θτt |]< ∞. 
The next proposition shows that the martingale property is conserved un-
der disintegration and reconstruction. We give the proof for completeness
to clarify the details related to a. s. super-martingales, even though the state-
ment is similar to Theorem 1.2.10 of Stroock & Varadhan [26].
Proposition B.2. Given P ∈ Pr(Ω), two continuous adapted processes θ,
ζ : [0,∞)×Ω →R and t0 ≥ 0, the following conditions are equivalent:
(i) (θt,Bt ,P)t≥t0 is a P-square integrable martingale with quadratic
variation (ζt)t≥t0;
(ii) there is a P-null set N ∈ Bt0 such that for all ω 6∈ N, the process
(θt,Bt ,P|ωBt)t≥t0 is a P|ωBt -square integrable martingale with qua-
dratic variation (ζt)t≥t0 and EP[EP|
·
Bt [ζt ]]< ∞.
Proof. Assume (i). First, we prove that if t0 ≤ t1 < t2, then there is a P-null
set Nt1t2 ∈Bt0 such that for all ω 6∈ Nt1t2 ,
(B.1) EP|
ω
Bt0 [θt2|Bt1] = θt1, P|ωBt0 −a. s.
Indeed, let A ∈Bt1 , then for each B ∈Bt0 we have that A∩B ∈Bt1 and
E
P[1BE
P|·
Bt0 [θt21A]] = EP[θt21A∩B] = EP[θt11A∩B] = EP[1BE
P|·
Bt0 [θt11A]]
so that EP|
ω
Bt0 [θt21A] = E
P|ω
Bt0 [θt11A] out of a P-null set in Bt0 . Since Bt0 is
countably generated, the P-null set can be chosen independently of A.
Next, let D be a dense set in [t0,∞), then by the previous argument we
can find a P-null set N ∈Bt0 such that (B.1) is true for ω 6∈N and t1, t2 ∈D.
By Lemma 1.2.9 of Stroock & Varadhan [26], (B.1) is true for all t ≥ t0.
One can proceed similarly to prove that θt is P|ωBt -square integrable with
quadratic variation (ζt)t≥t0 , since θ2t is a sub-martingale and θ2t − ζt is a
martingale. Finally, EP[EP|
·
Bt [ζt ]] = EP[ζt ].
38 F. FLANDOLI AND M. ROMITO
Vice versa, assume (ii). Since ω 7→ P|ω
Bt0
[ζt] is P-integrable, θt is P-
square integrable and it is easy to see that, by disintegration on Bt0 , θ· is a
martingale with quadratic variation ζ·. 
Proposition B.3 (Doob’s maximal inequality). Let θ : [0,∞)×Ω→R be an
adapted left lower semi-continuous process and assume that (θt ,Bt ,P)t≥0
is an a. s. super-martingale. Let Tθ be the set of exceptional times of θ and
let [a,b]⊂ [0,∞), with a, b 6∈ Tθ. Then for each λ > 0,
(B.2) λP[ sup
t∈[a,b]
θt ≥ λ]≤ EP[θa]+EP[θ−b ].
Moreover, under the assumption of uniform integrability of (θ−t )t∈[a,b],
Proof. We prove the first inequality, under the assumption that b 6∈ Tθ. It is
easy to see that the inequality holds if we replace supt∈[a,b] θt with supt∈D θt ,
where D is a countable set of non-exceptional times containing both a and b
(see for example Theorem 9.4.1 of Chung [4]). If the countable set is dense
in [a,b], by the left lower semi-continuity of θ it follows that supt∈[a,b] θt =
supt∈D θt and the inequality is proved.
If b ∈ Tθ, one can use a sequence bn ↑ b, with bn 6∈ Tθ. The left-hand
side of (B.2) converges, as n → ∞ by monotone convergence. Since θ is
left lower semi-continuous, it follows that θ− is left upper semi-continuous
so that, by virtue of uniform integrability, an extended Fatou’s lemma (see
for example Theorem 7.5.2 of Ash [1]) gives that limsupn→∞ EP[θ−bn] ≤
E
P[θ−b ]. 
We state an easy consequence of the above inequality, since we use the
maximal inequality in this form.
Corollary B.4. Under the assumptions of the previous proposition, assume
also that θt = αt −βt , where α and β are positive and β is non-decreasing.
Then for each a 6∈ Tθ and b ∈ [0,∞), with a < b,
λP[ sup
t∈[a,b]
αt ≥ λ]≤ 2(EPθa +EPθ−b +EPβb), λ > 0.
Proof. Notice that
P[supαt ≥ λ]≤ P[supθt +βb ≥ λ]
= P[supθt +βb ≥ λ,βb ≤ λ2 ]+P[supθt +βb ≥ λ,βb ≥
λ
2
]
≤ P[supθt ≥ λ2 ]+P[βb ≥
λ
2
]
≤ 2λ(E
P[θa]+EP[θ−b ])+
2
λE
P[βb].
Finally, b can be also in Tθ since uniform integrability is given by the esti-
mate θ−t ≤ βb, for each t ≤ b. 
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We aim to show that the a. s. super-martingale property is conserved un-
der disintegration and reconstruction. Prior to this, it is necessary to state
a fairly simple extension to Fatou’s lemma, which fits our needs. Assume
that the process θ of the above proposition is given as θt = αt −βt , where
α, β : [0,∞)×Ω → [0,∞) and β is non-decreasing. If tn ↑ t, then
(B.3) EP[θt]≤ liminf
n→∞ E
P[θtn].
Indeed, by monotone convergence, EP[βtn] → EP[supβtn] ≤ EP[βt]. Using
the left lower semi-continuity of θ, one gets
liminf
n→∞ αtn = liminfn→∞ θtn + supn∈N
βtn ≥ θt + sup
n∈N
βtn,
so that by Fatou’s lemma,
E
P[θt ]≤ EP[liminf
n→∞ αtn]−E
P[sup
n∈N
βtn]
≤ liminf
n→∞ E
P[αtn]− lim
n→∞E
P[βtn]
= liminf
n→∞ E
P[θtn].
Proposition B.5. Let α, β : [0,∞)×Ω→R+ be two adapted processes such
that β is non-decreasing and
θ = α−β
is left lower semi-continuous. Given P ∈ Pr(Ω) and t0 ≥ 0, the following
conditions are equivalent.
(i) (θt,Bt ,P)t≥t0 is an a. s. super-martingale and for all t ≥ t0,
E
P[αt +βt ]< ∞,
(ii) there is a P-null set N ∈ Bt0 such that for all ω 6∈ N the process
(θt,Bt ,P|ωBt0)t≥t0 is an a. s. super-martingale and for all t ≥ t0,
E
P|ω
Bt0 [αt +βt ]< ∞ and EP[EP|
·
Bt0 [αt +βt ]]< ∞.
Proof. We preliminarily show that for each s and t, with t0 ≤ s ≤ t, there is
a P-null set Ns,t ∈Bt0 such that for all ω 6∈ Ns,t ,
(B.4) EP|
ω
Bt0 [θs−θt |Bs] = EP[θs−θt |Bs], P|ωBt0 − a. s.
For simplicity, we denote by Zω the r.v. on the left-hand side, and by Z the
r.v. on the right-hand side. Both Z and Zω are Bs-measurable. For each
A ∈Bs and B ∈Bt0 , we have
E
P[1A∩B(θs−θt)] = EP[1A∩BZ] = EP[1BEP|
ω
Bt0 [1AZ]]
and, at the same time,
E
P[1A∩B(θs−θt)] = EP[1BEP|
ω
Bt0 [1A(θs−θt)]] = EP[1BEP|
ω
Bt0 [1AZω]],
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hence there is a P-null set Ns,t,A ∈Bt0 such that for all ω 6∈ Ns,t,A,
E
P|ω
Bt0 [1AZ] = E
P|ω
Bt0 [1AZω]
Since Bs is countably generated, we can find a single P-null set Ns,t ∈Bt0
such that the above equality holds for all ω 6∈ Ns,t and all A in a countable
set of generators. In conclusion, Zω = Z, P|ωBt0 –a. s., for all ω 6∈Ns,t and the
claim (B.4) is proved.
Assume (i). Since EP[EP|
ω
Bt0 [βt ]] = EP[βt] < ∞, for each t > t0 there is
a P-null set N1,t ∈ Bt0 such that E
P|ω
Bt0 [βt] < ∞ for all ω 6∈ N1,t . Choose
a sequence tn ↑ ∞ and let N1 = Sn∈N N1,t . Since β is non-decreasing, we
have that EP|
ω
Bt0 [βt] < ∞ for all ω 6∈ N1. In particular, for all ω 6∈ N1, β ∈
L1loc([t0,∞);L1(Ω,P|ωBt0)).
Now, consider again a sequence tn ↑ ∞, and notice that for each n ∈ N,
E
P[
Z tn
t0
E
P|ω
Bt0 [αs]ds] =
Z tn
t0
E
P[αs]≤
Z tn
t0
E
P[θs+βs]≤ (tn−t0)EP[θt0 +βt ].
From this it follows, as above, that there is a P-null set N2 ∈ Bt0 such that
α ∈ L1loc([t0,∞);L1(Ω,P|ωBt0)) for ω 6∈ N2. In particular, E
P|ω
Bt0 [αt] < ∞ for
a. e. t ≥ t0, for each ω 6∈ N2. At this stage of the proof the null set of times
does depend on ω, but what we know is enough for the next computations.
Fix t > t0, then for every Borel set T ⊂ [t0, t], A ∈ Bt0 and B ∈ Bt , we
have
E
P
[Z t
t0
1T1A∩BEP[θs−θt |Bs]ds
]
≥ 0.
By using the generalised Fatou’s lemma (B.3) and Fubini theorem, it fol-
lows that
E
P
[
1AE
P|ω
Bt0
[Z t
t0
1T1BE
P|ω
Bt0 [θs−θt |Bs]ds
]]≥ 0.
so that there is a P-null set Nt,T,B ∈Bt0 such that for all ω 6∈ Nt,T,B,Z t
t0
1T E
P|ω
Bt0
[
1BE
P|ω
Bt0 [θs−θt |Bs]
]
ds ≥ 0.
Since both the σ-algebra of Borel sets of [t0, t] and Bt are countably gen-
erated, there is a single P-null set Nt ∈ Bt0 such that the above inequality
holds for all T and B running over a set of generators of their respective
σ-algebras. Fix ω 6∈ Nt , then there is a set Tt(ω)⊂ [t0, t) with null Lebesgue
measure such that for all s 6∈ Tt(ω),
E
P|ω
Bt0 [θs−θt |Bs]≥ 0 P|ωBt0 − a. s.
Let D ⊂ (t0,∞) be a countable dense set and let N3 = St∈D Nt . Fix ω 6∈ N3
and set Tθ(ω) =
S
t∈D Tt(ω). We show that Tθ(ω) is the set of exceptional
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times of (θt,Bt ,P|ωBt0 )t≥t0 . Let t > s > t0, with s 6∈ Tθ(ω), and take a se-
quence tn ↑ t of points of D. By the simple extension to Fatou’s lemma (B.3)
given above, it follows that for each A ∈Bs,
E
P|ω
Bt0 [1Aθt ]≤ liminf
n→∞ E
P|ω
Bt0 [1Aθtn]≤ E
P|ω
Bt0 [1Aθs]
and so EP|
ω
Bt0 [θt |Bs]≤ θs. Finally, we show that we can choose N3 in such
a way that t0 6∈ Tθ(ω). Indeed, one can proceed as above with s = t0 and
without integrating with respect to time, getting an additional P-null set out
of which everything is fine.
We finally set N = N1 ∪N2 ∪N3 ∈ Bt0 and such P-null set is the one
needed for the validity of (ii). In order to conclude the proof of (ii), we only
need to show that EP|
ω
Bt0 [αt ] < ∞ holds for all t ≥ t0 and all ω 6∈ N. Fix
ω 6∈ N, then for every t 6∈ Tθ such that EP|
ω
Bt0 [αt ] < ∞ (by the choice of N2
above, this is true for a. e. t), we have
E
P|ω
Bt0 [αt ] = E
P|ω
Bt0 [θt]+E
P|ω
Bt0 [βt]≤ EP|
ω
Bt0 [θt0]+E
P|ω
Bt0 [βt],
and so the semi-continuity argument concludes the proof.
Assume next that statement (ii) holds. We show first that for all T > t0,
α, β ∈ L1(t0,T ;L1(Ω,P)). Indeed, EPβt ≤ EPβT for all t ∈ [t0,T ], and for
all t 6∈ Tθ,
E
P[αt] = E
P[θt +βt ]≤ EP[EP|
·
Bt0 [θt ]]+EP[βT ]
≤ EP[EP|
·
Bt0 [θt0]]+EP[βT ] = EP[θt0]+EP[βT ].
For a fixed a time t > t0 we show that there is a set Tθ,t ⊂ [t0, t] with zero
Lebesgue measure, such that EP[θs−θt |Bs]≥ 0, P–a. s., for all s 6∈ Tθ,t . For
each A ∈ Bt , ω 6∈ N and s 6∈ Tθ(ω), where Tθ(ω) is the set of exceptional
times of (θt,Bt ,P|ωBt0), we know that
E
P|ω
Bt0 [1AE
P|ω
Bt0 [θs−θt |Bs]]≥ 0,
so that for all Borel set T ⊂ [t0, t] we have that
E
P[
Z t
t0
1T E
P|ω
Bt0 [1AE
P|ω
Bt0 [θs−θt |Bs]]ds]≥ 0
All such integrals are finite thanks to the integrability properties of α and β.
By using (B.3) and Fubini theorem, we get thatZ t
t0
1T E
P[1AE
P[θs−θt |Bs]]ds≥ 0.
Hence there is a set Tθ,t,A ⊂ [t0, t) of null Lebesgue measure such that for
s 6∈ Tθ,t,A, EP[1AEP[θs − θt |Bs]] ≥ 0. Since Bt is countably generated, it
is possible to find, as before, a set Tθ,t of null Lebesgue measure such that
E
P[θs−θt |Bs]≥ 0 holds P–a. s. for all s 6∈ Tθ,t .
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Now, as in the first part of this proof, we can show that the set Tθ,t can be
found to be independent of t, by using a countable dense set of times and
lower semi-continuity. Similarly, t0 6∈ Tθ. 
APPENDIX C. ANALYSIS OF SOME EQUATIONS RELATED TO
NAVIER-STOKES
This section is divided into three parts. In the first part we prove a reg-
ularity result for the auxiliary equation C.1 below, that we use in Section 6
to show the regularity improvement. In the second part we prove a couple
of results stated in Section 5 on equation (5.4). Finally, in the third part
we show some controllability properties for the same equation (5.4) used in
Section 6.
In this section we will be quite sloppy in the management of constants
in the various inequalities. The value of constants will change from line to
line, but we use the same symbol. We shall only state the quantities they
depend upon.
C.1. Regularity boost for an auxiliary equation. Given z ∈C([0,T ];H),
with z(0) = 0, and u0 ∈ H, consider the equation
(C.1)
{
dv
dt +Av+B(v+ z,v+ z) = 0,
v(0) = u0.
We say that v ∈ L∞(0,T ;H)∩C([0,T ];D(A)′) is a solution to the above
problem if
〈v(t),ϕ〉H +
Z t
0
〈v(s),Aϕ〉H ds−
Z t
0
〈B(v+ z,ϕ),v+ z〉H ds = 〈u0,ϕ〉H
for every ϕ ∈ D(A) with bounded gradient. Notice that all terms are well
defined under the given regularities. The following result shows that nice
bounds of the solution to the above equation in V allow to improve its reg-
ularity up to the one allowed by the data.
Lemma C.1. Let u0 ∈ V and z ∈ C([0,T ];D(Aγ)) be given, with γ > 34 .
Then there exists T∗ > 0, depending only on |u0|V and on the norm of z in
C([0,T ];D(Aγ)), such that the equation (C.1) has a solution
(C.2) v∗ ∈C([0,T∗];V )∩L2(0,T∗;D(A)).
Such a solution is unique in the class L∞(0,T ;H)∩C([0,T ];D(A)′). More-
over,
(C.3) v∗ ∈C((0,T∗];D(Aγ)).
Proof. We do not give all the rigorous details (they require a careful use of
Galerkin approximations for the existence part and finite dimensional pro-
jection for the uniqueness) but only the formal estimates behind the results.
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Step 1. The basic computation for existence is an a-priori estimate in V ,
d
dt |v|
2
V +2|Av|2H =−2〈Av,B(v+ z,v+ z)〉H
≤ 2|A 34 +εv|H |A 14−εB(v+ z,v+ z)|H
≤CB|A 34 +εv|H |A 34− ε2 (v+ z)|2H
≤ |Av|2H +C(B,ε)(|v|V + |A
3
4 z|H)pε,
(for a suitable exponent pε > 0) where we have used Lemma D.2 with α =
1
2 − ε and interpolation inequalities, and ε > 0 is small enough. The proof
of the existence statement then easily follows.
Step 2. As to uniqueness, if v1 ∈ L∞(0,T∗;H)∩C([0,T∗];D(A)′) is an-
other solution to (C.1) and w = v∗− v1, then, using the embedding |v|L3 ≤
|A 14 v|H ,
1
2
d
dt |w|
2
H + |w|2V =−〈w,B(w,v∗+ z)+B(v1 + z,w)〉H = 〈v∗+ z,B(w,w)〉H
≤ |w|V |w|L3(T)|v∗+ z|L6(T) ≤ |w|
3
2
V |w|
1
2
H |v∗+ z|V
≤ |w|2V + |v∗+ z|4V |w|2H ,
hence by Gronwall’s lemma, w ≡ 0.
Step 3. In this step, we prove (C.3) under the assumption γ = n2 , where
n ≥ 2 is an integer. We shall use the following claim:
if for t0 ∈ (0,T∗) and for m ∈ N, with 2 ≤ m ≤ n we have
v∗(t0) ∈ D(A m2 ), then
v∗ ∈C([t0,T∗];D(A
m
2 ))∩L2([t0,T∗];D(A
m+1
2 )).
Since v∗ ∈ L2(0,T∗;D(A)), it follows that V∗(t) ∈ D(A) for a. e. t ∈ (0,T∗].
The above claim yields
v∗ ∈C((0,T∗];D(A))∩L2((0,T∗];D(A 32 )),
and so v∗(t) ∈ D(A 32 ) for a. e. t ∈ (0,T∗]. It is then sufficient to iterate this
argument a finite number of times, to deduce (C.3) for these values of γ.
Let us prove the framed claim above. Again we just show the basic esti-
mate, which follows easily from inequality (D.1):
d
dt |A
m
2 v∗|2H +2|A
m+1
2 v∗|2H =−〈Amv∗,B(v∗+ z,v∗+ z)〉H
≤ |A m+12 v∗|2H +Cm(1+ |v∗|V + |A
m
2 z|H)pm,
the proof of the claim is then easy and omitted.
Step 4. The transition from γ = n2 to any γ >
3
4 follows from a variation
of the framed claim given above. Assume that for given κ ≥ 12 , β ∈ [0, 12),
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with κ+β > 34 , and t0 ∈ (0,T∗] we have
v∗ ∈C([t0,T∗];D(Aκ))∩L2([t0,T∗];D(Aκ+
1
2 ))
and z ∈C([0,T∗];D(Aκ+β)), then
v∗ ∈C([t0,T∗];D(Aκ+β))∩L2([t0,T∗];D(Aκ+β+
1
2 )).
This claim follows from the estimate
〈Aκ+βv,Aκ+βB(v+ z,v+ z)〉H ≤ 12 |A
κ+β+ 12 v|2H + ˜C|A
m
2 +βz|4H+
+ ˜C
(
|Aκ+ 12 v|2H |Aκv|
4β
1−2β
H + |Aκ+βz|2H
)
|Aκ+βv|2H ,
whose proof follows. First, by using Lemma D.2 with α = κ+ 14 and inter-
polation inequalities, we get
〈Aκ+βv,Aκ+βB(v,v)〉H = 〈Aκ+2βv,AκB(v,v)〉H ≤ ˜C|Aκ+2βv|H |Aκ+
1
2 v|2H
≤ ˜C|Aκ+2βv|H |Aκ+
1
2 v|1−2βH |Aκ+
1
2 v|1+2βH
≤ ˜C|Aκ+ 12 v|1−2βH |Aκv|2βH |Aκ+βv|1−2βH |Aκ+
1
2 +βv|1+2βH
≤ 1
8
|Aκ+ 12 +βv|2H + ˜C|Aκ+
1
2 v|2H |Aκv|
4β
1−2β
H |Aκ+βv|2H .
Similarly, by using Lemma D.2 with α = κ+β− 14 ,
〈Aκ+βv,Aκ+βB(v,z)〉H = 〈Aκ+β+ 12 v,Aκ+β− 12 B(v,z)〉H
≤ |Aκ+β+ 12 v|H |Aκ+β− 12 B(v,z)|H
≤CB|Aκ+β+
1
2 v|H |Aκ+βv|H |Aκ+βz|H
≤ 1
8
|Aκ+β+ 12 v|2H +CB|Aκ+βv|2H |Aκ+βz|2H
and in the same way,
〈Aκ+βv,Aκ+βB(z,z)〉H ≤ 18 |A
κ+β+ 12 v|2H +CB|Aκ+βz|4H.
All together, the above estimates yield the estimate of the non-linearity. 
C.2. A few results on the regularised problem. In this appendix we give
details of the proofs of Theorem 5.12 and Proposition 5.13. We denote by
u(R)x the solution to equations (5.4) (possibly dropping the x sub-script when
there is no ambiguity), and by P(R)x its law on ΩNS. Moreover, we write
u(R) = v(R) + z, where v is the solution to the auxiliary problem
(C.4) v˙(R) +Av(R) +B(v(R) + z,v(R) + z)χR(|v(R) + z|2W ) = 0,
where for all ω ∈ ΩNS, z(·,ω) solves the Stokes problem
(C.5) z(t)+
Z t
0
Az(s)ds = ω(t).
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Proof of Theorem 5.12. By Assumption 5.10 the trajectories of the noise
belong to
Ω∗NS =
\
β∈(0, 12 ), α∈[0,α0)
Cβ([0,∞);D(Aα)).
with probability one, hence analyticity of the semi-group generated by A
implies that, corresponding to each ω ∈ Ω∗NS, z ∈C([0,∞);D(A
1
2 +α0−ε)) for
every ε > 0 (see Flandoli [13]), and in particular z ∈ C([0,∞);W ), since
θ(α0)< α0 + 12 .
Given ω ∈ Ω∗NS, one can prove that equation (C.4) has a unique global
weak solution in the space C([0,∞);W ). The proof of this claim can be
carried on by means of standard arguments such as Galerkin approximations
(see for instance Flandoli & Gatarek [17]) and here is omitted for the sake
of brevity. Anyway, the crucial estimates (C.6), (C.7) and (C.8) are given
below.
Next, we prove (5.6). In order to do so, it is sufficient to show that
P(R)x [τR < ε]≤C(ε,R) with C(ε,R) ↓ 0 as ε ↓ 0, for all x∈W , with |x|2W ≤ R4 ,
and for ε small enough (depending only on R). Fix then ε> 0 small enough,
then, for t < τR(ω),
d
dt |v
(R)|2W +2|A
1
2 v(R)|2W ≤ |〈v(R),B(v(R) + z,v(R) + z)〉W |.
Consider first the case α0 > 12 . Let Θε,R = sup[0,ε] |z|W and assume that
Θ2ε,R ≤ R4 . Then, by Lemma D.2,
|〈v(R),B(v(R) + z,v(R) + z)〉W | ≤C|A
1
2 v(R)|W |v(R) + z|2W
≤ 2|A 12 v(R)|2W +C(|v(R)|2W +Θ2ε,R)2,(C.6)
and, if we set ϕ(t) = |v(R)(t)|2
W
+ Θ2ε,R, we get ϕ˙ ≤ Cϕ2. This implies, to-
gether with the bounds on x and Θε,R, that ϕ(t) ≤ R(2−CεR)−1 and in
conclusion
|u(R)(t)|2 ≤ 2(|v(R)(t)|2W + |z(t)|2W )≤ 2ϕ(t)≤
2R
2−CεR ≤ R+1
for ε ≤ 2CR(R+1) . In particular, since this holds for all t ≤ ε, it follows that
τR ≥ ε. Hence
P(R)x [τR < ε]≤ P(R)x [sup
[0,ε]
|z|2W >
R
4
],
and, since the last probability above is independent of x (it depends only
on the law of the Stokes problem) and converges to 0 as ε ↓ 0, the claim is
proved.
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In the special case α0 = 12 , we set Θε,R = sup[0,ε] |Aκz|W , where κ ∈
(0, 14) can be chosen arbitrarily small, and (C.6) is replaced by
|〈v(R),B(v(R) + z,v(R) + z)〉W |=
= |〈A 54−κv(R),A 14 +κB(v(R) + z,v(R) + z)〉H |
≤C|A 54−κv(R)|H |A
3
4 +κ(v(R) + z)|2H
≤C|v(R)|2κW |A
1
2 v(R)|1−2κ
W
(|v(R)|1−2κ
W
|A 12 v(R)|2κW +Θε,R
)2(C.7)
≤ |A 12 v(R)|2W +C
(|v(R)|4 1−κ1−2κ
W
+ |v(R)|
4κ
1+2κ
W
Θ
4
1+2κ
ε,R
)
≤ |A 12 v(R)|2W +C
(|v(R)|2W +Θ2(1−2κ)ε,R )2 1−κ1−2κ
≤ |A 12 v(R)|2W +C
(|v(R)|2W +Θ2ε,R +2κ)2 1−κ1−2κ
which follows from Lemma D.2, interpolation inequalities and Young’s in-
equality. We set ϕ(t) = |v(R)(t)|2
W
+Θ2ε,R +2κ, and the proof proceed as in
the previous case to get |u(R)(t)|2
W
≤R+1 for ε small enough and depending
only on R.
If finally α0 ∈ ( 16 , 12) , we set Θε,R = sup[0,ε] |Aθ(γ)z|, where γ = α02 + 14
(by this choice, in particular we have θ(α0)< θ(γ)< α0 + 12) and again by
Lemma D.2, interpolation and Young’s inequalities,
|〈v(R),B(v(R) + z,v(R) + z)〉W | ≤ |A
1
2 v(R)|W |A−
1
2 B(v(R) + z,v(R) + z)|W
≤C|A 12 v(R)|W |Aθ(γ)(v(R) + z)|2
≤C|A 12 v(R)|W
(|A 12 v(R)| 1−2α04
W
|v(R)|
3+2α0
4
W
+Θε,R
)2
≤ |A 12 v(R)|2W +C(|v(R)|
2 3+2α01+2α0
W
+Θ4ε,R)(C.8)
≤ |A 12 v(R)|2W +C
(|v(R)|2W +Θ4 1+2α03+2α0ε,R ) 3+2α01+2α0
≤ |A 12 v(R)|2W +C
(|v(R)|2W +Θ2ε,R + 13)1+a,
where a = 2(1 + 2α0)−1. If ϕ(t) = |v(R)(t)|2W + Θ2ε,R + 13 we get the same
conclusions as in the previous cases.
Finally, in order to prove (5.7), we show a stronger property, namely that
τR(u(R)x ) = τR(ξ) and that ξ coincides with u(R)x on [0,τR], Px-a. s.. Indeed,
set w = u(R)x − ξ and consider the process E˜t defined below in (C.10). By
Lemma C.3, E˜ is an a. s. super-martingale. Since by Lemma C.2 τR is a
stopping time, Proposition B.1 ensures that the stopped process (E˜τRt )t≥0 is
an a. s. super-martingale too, and in particular EPx[E˜τRt ]≤ EPx[E˜τR0 ] = 0.
Now, for every s≤ t∧τR we have |u(R)(s)|2W ≤ R and so χR(‖u(R)(s)|W ) =
1. Moreover, using the properties of Navier-Stokes non-linearity,
B(u(R),u(R))−B(ξ,ξ) = B(w,u(R))+B(ξ,w)
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and
〈w,B(u(R),u(R))−B(ξ,ξ)〉= 〈w,B(w,u(R))+B(ξ,w)〉= 〈w,B(w,u(R))〉
The last term in the equality above can be estimated using Lemma §I.2.1 of
Temam [28]. Indeed, if α < 1,
〈w,B(w,u(R))〉 ≤C|A 58− θ(α)2 w|2H |u|W
≤C(R)|A 58− θ(α)2 w|2H
≤C(R)|w|
5
2−2θ(α)
V |w|
2θ(α)− 12
H
≤ |w|2V +C(R,α)|w|2H,
by interpolation, since 58 − θ(α)2 < 12 for all α> 0. If α> 1, the same inequality
holds by simply replacing |A 58 − θ(α)2 w|2H with |w|2H . The special case α = 1
(corresponding to the Sobolev critical exponent) can be handled by simply
writing the same inequality for a slightly smaller α = 1− ε.
Next, consider t > 0, then we know that EPx[E˜τRt ] ≤ 0, and so, using the
previous inequality,
E
Px[|w(t∧τR)|2H]≤Cα,REPx
[Z t∧τR
0
|w(s)|2H ds
]
≤Cα,R
Z t
0
E
Px[|w(s∧τR)|2H ].
By Gronwall’s lemma we finally deduce that E[|w(t ∧ τR)|2H ] = 0, for all
t ≥ 0. We next prove that
(C.9) EPx[|w(τR(u(R)))|2H] = 0.
On {τR(u(R)) = +∞} the above formula is obvious, so we need to prove
that the above expectation is zero on {τR(u(R))< ∞}. If ω ∈ {τR(u(R))< ∞}
and t ↑ ∞, then t ∧ τR(u(R)(ω)) ↑ τR(u(R)(ω)) and so, by semi-continuity (we
recall that w is continuous in time with respect to the weak topology of H)
|w((τR(u(R)(ω)))|2H ≤ liminf
t↑∞
|w(t∧ τR(u(R)(ω)))|2H.
Fatou’s lemma then implies (C.9). Finally, from formula (C.9) and the
above considerations we deduce that τ(u(R)x ) = τR(ξ), Px-a. s. and that u(R)x =ξ, Px-a. s. on [0,τR]. 
The previous proof used the following two lemmas. The first shows that
the blow-up time for the regular solution is a stopping time with respect to
the natural filtration, the second prove an a. s. super-martingale property for
the difference between the weak and the strong solution.
Lemma C.2. Let Px be a martingale solutions to Navier-Stokes equations
(3.1). Under the assumptions of Theorem 5.12, consider the process u(R)x
and the random time τR defined in (5.5). Then τR(u(R)x ) is a stopping time
with respect to the filtration (BNSt )t≥0.
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Proof. Let τ′R be the time τR on Ω′NS = C([0,∞);W ). By Proposition 4.5
of Revuz & Yor [23], τ′R is a stopping time with respect to the canonical
filtration of Ω′NS. On the other hand, τ′R(u(R)x (ω)) = τR(u(R)x (ω)) for Px-a. e.
ω ∈ ΩNS, and therefore
{ω∈ΩNS : τR(u(R)x (ω))≤ t}= {ω∈ΩNS : u(R)x (ω)∈{ω′ ∈Ω′NS : τ′R(ω′)≤ t}}.
The set on right-hand side is finally BNSt -measurable since u(R)x is progres-
sively measurable. 
Lemma C.3. Let Px be a martingale solutions to Navier-Stokes equations
(3.1). Under the assumptions of Theorem 5.12, set w = u(R)x −ξ. and define
(C.10)
E˜t = |w(t)|2H +2
Z t
0
|w(s)|2V ds+2
Z t
0
〈χR(‖u(R)‖2W )B(u(R),u(R))−B(ξ,ξ),w〉.
Then the process (E˜t,BNSt ,Px)t≥0 is an a. s. super-martingale.
Proof. Since ξt already satisfies an energy inequality (property [MP3] of Def-
inition 3.3), if we write |w|2H = |u(R)|2H − 2〈u(R),ξ〉H + 2|ξ|2H , then we only
need to show energy equalities (in terms of super-martingales) for |u(R)|2H
and 〈u(R),ξ〉H +2|ξ|2H . We actually show that for every s 6∈ TPx (where TPx is
the set of exceptional times of Px) and every t > s,
〈u(R)(t),ξ(t)〉= 〈u(R)(s),ξ(s)〉−
Z t
s
〈Au(R) +χR(‖u(R)‖2W )B(u(R),u(R)),ξ〉dr+
−
Z t
s
〈Aξ+B(ξ,ξ),u(R)〉dr +
Z t
s
〈Q 12 dW (r),ξ〉+
+
Z t
s
〈Q 12 dW (r),u(R)〉+σ2t
and
|u(R)(t)|2H +2
Z t
s
|u(R)|2V dr = |u(R)(s)|2H +
Z t
s
〈u(R),Q 12 dW 〉+σ2(t− s).
hold Px-a. s. (in particular, all the quantities in the two formulae above are
well defined and finite).
The proof is in the spirit of the results of Serrin [24] on weak-strong
uniqueness: the process u(R) is regular enough (more precisely, sup |u(R)|W
has exponential moments) so that the estimates can be obtained with stan-
dard arguments. We prove the first of the two equalities above, the other’s
being entirely similar. Let pin be the projection on the first n Fourier modes
and let ξn(t) = pinξ(t) and u(R)n (t) = pinu(R)(t), then
u(R)n (t) = u
(R)
n (0)−
Z t
0
pin(Au(R) +χR(|u(R)|W )B(u(R),u(R)))ds+pinQ
1
2W (t),
ξn(t) = ξn(0)−
Z t
0
pin(Aξ+B(ξ,ξ))ds+pinQ 12W (t),
MARKOV SELECTIONS FOR THE NAVIER-STOKES EQUATIONS 49
so that, by standard arguments,
〈u(R)n (t),ξn(t)〉−〈u(R)n (0),ξn(0)〉=
=−
Z t
0
〈pin(Au+χR(|u(R)|W )B(u(R),u(R))),ξn〉−
Z t
0
〈u(R)n ,pin(Aξ+B(ξ,ξ))〉
+
Z t
0
〈pinQ
1
2 dW (s),ξn〉+
Z t
0
〈u(R)n ,pinQ
1
2 dW (s)〉+ t Tr(pinQ pin).
The terms on the left-hand side above converge to the corresponding term
since u(R) and ξ are continuous in time with values in H with respect to
respectively the strong and the weak topology. The limit in the Itoˆ integrals
and the correcting term are equally easy. As for the two Lebesgue integrals,
the scalar products converge by Lebesgue theorem, since for both weak
and strong solutions, a. s. in time, Au(R) +χR(|u(R)|W )B(u(R),u(R)) and Aξ +
B(ξ,ξ) are in V ′ and u(R), so that the integrands converge a. s. in time, and
since the following bounds
|〈pin(Au(R) +χR(|u(R)|W )B(u(R),u(R))),ξn〉H | ≤C|ξ|V (|u(R)|V + |u(R)|2L4)
≤C|ξ|V sup
[0,T ]
|u(R)|2V
and
|〈u(R)n ,pin(Aξ+B(ξ,ξ))〉H| ≤C|u(R)|V (|ξ|V + |ξ|2L4)
≤C(|ξ|V + |ξ|
1
2
H |ξ|
3
2
V ) sup
[0,T ]
|u(R)|V ,
hold by standard inequalities (the terms on the right-hand side of both equa-
tions are integrable P-a. s.). The proof is complete. 
Proof of Proposition 5.13. We aim to show that the transition semi-group
(P (R)t )t≥0 is W –strong Feller. As in the proof of the previous lemma, we
shall provide formal estimates, that can be made rigorous only at the level
of Galerkin approximations. Let (Σ,F ,(Ft)t≥0,P) be a filtered probability
space, (Wt)t≥0 the cylindrical Wiener process on H and, for every x ∈W ,
let u(R)x be the solution to equations (5.4). By the Bismut, Elworthy & Li
formula,
Dy(P (R)t ψ)(x) =
1
t
E
P[ψ(u(R)x (t))
Z t
0
〈Q − 12 Dyu(R)x (s),dW(s)〉]
and thus, for |ψ|∞ ≤ 1, by Burkholder, Davis & Gundy inequality,
|(P (R)t ψ)(x0 +h)− (P (R)t ψ)(x0)| ≤
≤ C
t
sup
η∈[0,1]
E
P[(
Z t
0
|Q−
1
2
0 A
3
4 +α0Dhu(R)x0+ηh(s)|
2
H ds)
1
2 ].
The proposition is proved once we can prove that the right-hand side of the
above inequality converges to 0 as |h|W → 0.
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Assume first that α0 6= 12 . Fix x ∈ W and write u = u(R)x . The term Du
solves the following equation
d
dt (A
1
4 +α0Du)+A(A
1
4 +α0Du) = χR(|u|2W )A
1
4 +α0(B(Du,u)+B(u,Du))
+2χ′R(|u|2W )〈u,Du〉W A
1
4 +α0B(u,u),
hence
d
dt |A
α0+
1
4 Du|2H +2|Aα0+
3
4 Du|2H =
= 2χR(|u|2W )〈Aα0+
1
4 Du,Aα0+
1
4 (B(Du,u)+B(u,Du))〉+(C.11)
+4χ′R(|u|2W )〈u,Du〉W 〈Aα0+
1
4 Du,Aα0+
1
4 B(u,u)〉.
We use Lemma D.2 to estimate the terms on the right-hand side.
2χR(|u|2W )〈Aα0+
1
4 Du,Aα0+
1
4 (B(Du,u)+B(u,Du))〉=
= 2χR(|u|2W )〈Aα0+
3
4 Du,Aα0−
1
4 (B(Du,u)+B(u,Du))〉
≤C(B)χR(|u|2W )|Aα0+
3
4 Du|H |Du|W |u|W
≤ 1
2
|Aα0+ 34 Du|2H +C(B,R)|Du|2W ,
and, similarly,
4χ′R(|u|2W )〈u,Du〉W 〈Aα0+
1
4 Du,Aα0+
1
4 B(u,u)〉 ≤
≤C(B)χ′R(|u|2W )|u|3W |Du|W |Aα0+
3
4 Du|H
≤ 1
4
|Aα0+ 34 Du|2H +C(B,R)|Du|2W .
We plug the above estimates into (C.11) and we use an interpolation argu-
ment to get
d
dt |A
α0+
1
4 Du|2H + |Aα0+
3
4 Du|2H ≤C(B,R,α0)|Aα0+
1
4 Du|2H ,
since, by definition, θ(α0) ∈ [α0 + 14 ,α0 + 34). From Gronwall’s inequality
we finally obtain
(C.12) EP
Z T
0
|Aα0+ 34 Du(s)|2H ds ≤C(B,R,α0,T)|Aα0+
1
4 h|2H
and the proof for α0 6= 12 is completed.
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The case α0 = 12 is slightly more complicated, since for this value of α0
Lemma D.2 is weaker. As in estimate (C.7), we introduce a small penalisa-
tion exponent κ and, by proceeding as in the case α0 6= 12 we get
2χR(|u|2W )〈A
3
4 Du,A
3
4 (B(Du,u)+B(u,Du))〉 ≤
≤C(B)χR|A
5
4−κDu| · |A 34 +κDu| · |A 34 +κu|
≤ 1
2
|A 54 Du|2 +C(B,κ)χR|A
3
4 +κu|2|A 34 Du|2
and
4χ′R(|u|2W )〈u,Du〉W 〈Aα0+
1
4 Du,Aα0+
1
4 B(u,u)〉 ≤
≤C(B,R)χR|A 34 Du| · |A 54−κDu| · |A 34−κu|2
≤ 1
2
|A 54 Du|2 +C(B,R,κ)|A 34 +κu| 41+2κ |A 34 Du|2.
Now, since by interpolation χR|A 34 +κu| ≤C(R)|A1−εu|e(κ,ε), where ε is suit-
ably chosen and e(κ,ε)<< 1 (when κ << 1 and ε << 1), we finally get
d
dt |A
3
4 Du|2H + |A
5
4 Du|2H ≤C(B,R,κ,ε)(1+ |A1−εu|e(κ,ε))|A
3
4 Du|2H,
and (C.12) follows for this case by Gronwall’s lemma, provided that
(C.13) EP
[
exp
(
C
Z T
0
|A1−εu|e ds
)]
is finite. If we split u = v + z as in the previous proof, the quantity (C.13)
above for z is finite by Fernique’s theorem (see also Proposition 2.16, Da
Prato & Zabczyk [7]). As it concerns the same quantity for v, we need a
few additional computations. Indeed, it is sufficient to find a small β >
0 such that EP[F(T )] is finite for the quantity F(t) = exp(β|A 34 v(t)|2 +
βR T0 |A 54 v|2H ds). Now,
˙F(t) = F(t)[−β|A 54 v|2 +2βχR〈A 54−κv,A 14 +κB(u,u)〉]
and, by using again Lemma D.2 and interpolation
χR〈A 54−κv,A 14 +κB(u,u)〉 ≤C(B)χR|A 54−κv| · |A 34 +κu|2
≤C(B,R,κ,ε)|A 54 v|(Θ 12 + |A1−εv 8κ1−4ε )
≤ 1
2
|A 54 v|2 +C(B,R,κ,ε)(1+Θ),
where Θ = sup[0,T ] |A1−εz|
16κ
1−4ε
. In conclusion we get ˙F ≤ βC(B,R,κ,ε)(1+
Θ)F(t) and the proof is complete. 
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C.3. Controllability results for the regularised problem. In this part we
show the auxiliary results used in the proof of Proposition 6.1. In the fol-
lowing lemmas we follow closely Lemma 2.1 and Lemma 3.1 respectively,
of Flandoli [15].
Lemma C.4 (Approximate controllability). Let R> 0, T > 0 and let x∈W
and y ∈W , with Ay ∈W , such that
|x|2W ≤
R
2
and |y|2W ≤
R
2
,
then there exist w ∈ Lip([0,T ];W ) and
u ∈C([0,T ];W )∩L2([0,T ];D(Aθ(α0)+ 12 )),
such that u solves the equation
(C.14) ∂tu+Au+χR(|u|2W )B(u,u) = ∂tw,
with u(0) = x and u(T) = y, and
(C.15) sup
t∈[0,T ]
|u(t)|2W ≤ R.
Proof. Consider first w = 0, then by an inequality similar to (C.6)–(C.8),
we get
d
dt |u|
2
W + |A
1
2 u|2W ≤C(B,α0)(R+2)e|u|2W ,
for some exponent e and some constant C(B,α0) depending on α0 and the
non-linearity, so that by Gronwall’s lemma,
|u(t)|2W +
Z t
0
|A 12 u|2W ds≤
R
2
e
tC(B,α0,R).
Hence, u ∈D(Aθ(α0)+ 12 ) almost everywhere and, by starting again the equa-
tion on one of this regular points (notice that the equation has unique solu-
tion), we can find a small T∗ ∈ (0, T2 ) such that
|u(t)|2W ≤ R, for all t ≤ T∗,
Au(T∗) ∈W .
Define u to be the solution above for t ∈ [0,T∗] and set for t ∈ [T∗,T ],
u(t) =
T − t
T −T∗u(T∗)+
t−T∗
T −T∗ y.
First, we obviously have (C.15). Next, if we set
η = ∂tu+Au+χR(|u|2W )B(u,u)
and w to be 0 for t ≤ T∗ and w(t) =
R t
T∗ ηs ds for t ∈ [T∗,T ], we also have
(C.14). We only have to prove that η ∈ L∞(0,T ;W ). The first two terms
of η are obvious, for the non-linear term we observe that by Lemma D.2 it
follows that
|B(u1,u2)|W ≤C|u1|D(Aθ(α0)+ 12 )|u2|D(Aθ(α0)+ 12 ),
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for any u1, u2 ∈ D(Aθ(α0)+ 12 ). 
Let s ∈ (0, 12) and p > 1 such that s− 1p > 0, under this assumption one
can see (see Flandoli [15]) that for every α1 < α0 the map
w 7→ z(·,w) : W s,p([0,T ];D(Aα1))−→C([0,T ];D(Aα1+s− 1p−ε))
is continuous, for all ε> 0, where z is the solution to the Stokes problem we
have introduced in the proof of Theorem 5.12. In particular, it is possible to
find, for any value of α0, values α1 ∈ (0,α0), s and p such that the above
map is continuous from W s,p(0,T ;D(Aα1)) with values in C([0,T ];D(Aθ)),
where θ corresponds to the space of regularity where z is evaluated in in-
equalities (C.6), (C.7) and (C.8), hence θ = θ(α0) for α0 > 12 , θ = θ(α0)+κ
for α0 = 12 and θ = θ(
α0
2 +
1
4) for α0 ∈ (16 , 12).
Lemma C.5 (Continuity along the controllers). Let s, p and α1 be chosen
as above, and let wn → w in W s,p([0,T ];D(Aα1)). Let u be the solution to
equation (C.14) corresponding to w and some initial condition x and let
τ = inf{t ≥ 0 : |u(t)|2W ≥ R}
(and τ = +∞ if the set is empty). Define similarly, for each n ∈N, un and τn
corresponding to wn and the same initial condition x.
If τ > T , then τn > T for n large enough and
un −→ u in C([0,T ];W ).
Proof. Set vn = un− zn for each n ∈ N, and v = u− z, where zn, z are the
solutions to the Stokes problem corresponding to wn, w respectively (see
the proof of Theorem 5.12). Since wn →w in W s,p(0,T ;D(Aα1)), this gives
a common lower bound for (τn)n∈N and τ. For every time smaller than this
lower bound, we can estimate,
d
dt |v− vn|
2
W +2|A
1
2 (vn− v)|2W = 2〈vn− v,B(u,u)−B(un,un)〉W
= 2〈vn− v,B(un,v− vn)+B(un,z− zn)+
+B(v− vn,u)+B(z− zn,u)〉W .
In order to estimate the term on the right-hand side above, we consider
three cases, depending on the value of α0. If α0 > 12 , we can estimate the
right-hand side of the above formula as in inequality (C.6). For instance,
〈vn− v,B(un,v− vn)〉W ≤C|A
1
2 (v− vn)|W |un|W |v− vn|W
≤ 18 |A
1
2 (v− vn)|2W +C|un|2W |v− vn|2W ,
and the other pieces can be handled similarly. So, by Gronwall’s lemma,
|vn(t)− v(t)|2W ≤ Θn exp(
Z t
0
(|un|2W + |u|2W )ds)
Z t
0
(|un|2W + |u|2W )ds
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where Θn = sup[0,T ] |z− zn|2W . Now, since τ > T , if S = supt∈[0,T ] |u(t)|2W ,
then S< R and we can find a δ> 0 (depending only on R and S) and n0 ∈N
such that Θn < δ and |vn− v|W < δ for all n ≥ n0, and so
|un(t)|W ≤ |vn(t)− v(t)|W +Θ
1
2
n + |u(t)|W ≤ 2
√
δ+
√
S ≤
√
R−δ.
We can conclude that un → u in C([0,T ];W ) and τn > T for all n ≥ n0.
For the other values of α0, we proceed similarly, using inequalities (C.7)
and (C.8). If α0 = 12 , then Θn = sup[0,T ] |A
3
4 +κ(z− zn)|2 and one gets
d
dt |vn(t)− v(t)|
2
W ≤C(1+ |A
3
4 +κun|2 + |A 34 +κun|2)(|v− vn|2W +Θn).
Finally, if α0 ∈ (16 , 12), then we set Θn = sup[0,T ] |Aθ(zn − z)|2, with θ =
θ(α02 +
1
4), and we get
d
dt |vn(t)−v(t)|
2
W ≤C(1+ |un|2W |A
1
2 un|aW + |u|2W |A
1
2 u|aW )(|v−vn|2W +Θn),
with a = 2−4α03+2α0 . 
APPENDIX D. ESTIMATES ON THE NON-LINEARITY
We show two continuity result on the Navier-Stokes non-linearity. The
first one derives from Lemma 4.1 of Temam [28]. The second is a proof of
continuity of the bi-linear term in spaces of powers of the Stokes operator.
Lemma D.1. Let m ≥ 2 be an integer and let v ∈ D(A m+12 ) and z ∈ D(A m2 ).
Then
(D.1) |〈Amv,B(v+ z,v+ z)〉H| ≤ 12 |A
m+1
2 v|2H +Cm(1+ |v|V + |A
m
2 z|H)pm,
where Cm, pm > 0 are positive constants depending only on m.
Proof. The result is a variant of Lemma 4.1 of Temam [28], to whom we
shall rely heavily. Consider first the term 〈Amv,B(w,v)〉H, with w equal to v
or z, it is given by terms of the form (integration by parts is used to produce
the second term)Z
T
wi(Dxiv j)(D
2αv j)dx =
Z
T
(Dαv j)(DαwiDxiv j)dx,
where α = (α1,α2,α3) is a multi-index with α1+α2+α3 = m and, as usual,
Dα = Dα1x1 D
α2
x2 D
α3
x3 . By expanding the derivatives of the product, we obtain
terms of the formZ
T
wi(DxiD
αv j)(Dαv j)dx and
Z
T
(δkwi)(δm−k+1v j)(δmv j)dx,
where δk denotes a generic differential operator of order k and k = 1, . . . ,m.
The terms on the left are equal to zero, due to the divergence-free constraint,
while the terms on the right can be estimated as in Lemma 4.1 of Temam
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[28] (Ho¨lder inequality, plus the Sobolev embeddings L3 ⊂H 12 (T) and L6 ⊂
H1(T), plus interpolation),Z
T
(δkwi)(δm−k+1v j)(δmv j)dx ≤ |v|
k
m
V |A
m+1
2 v|
2m−k
m
H |A
2k+1
4 w|H .
If w = v, interpolation yields the bound |v|1+ 12mV |A
m+1
2 v|2− 12mH and so (D.1) by
Young’s inequality. If w = z, the estimate above again leads to (D.1), since
2k+1
4 ≤ m2 , unless k = m. For k = m, we use the same estimates as above, in
a different order,Z
T
(δmz)(δv j)(δmv j)dx ≤ |A
m
2 z|H |δv j|L6|δmv j|L3 ≤ |A
m
2 z|H |Av|H|A
2m+1
4 v|H
≤ |v|1−
1
2m
V |A
m+1
2 |1+
1
2m
H |A
m
2 z|H .
Consider next the terms 〈Amv,B(w,z)〉H, with w equal to v or z. By integra-
tion by parts,
〈Amv,B(w,z)〉H =−〈z,B(w,Amv)〉=−∑
Z
T
z jwiD2αDxiv j
= ∑
Z
T
(δm+1v j)(δkwi)(δm−kz j),
where, as above, the sum is over multi-indexes α with |α| = m and k =
0, . . . ,m. In order to estimate the generic integral
R
(δm+1v)(δkw)(δm−kz),
we use Ho¨lder inequality with exponents 2, 3 and 6 respectively for k >
0, and exponents 2, +∞ and 2 for k = 0. In the case k = 0 we use the
embedding D(A)⊂C(T).
If w = v, we use interpolation inequalities and Young’s inequality, as
above, to obtain (D.1), while for w = z we only need Young’s, but for the
case k = m, where again we use the embedding D(A)⊂C(T),Z
(δm+1v)(δmw)(δkz)≤ |A m+12 v|H |A
m
2 z|H |Az|H ≤ |A
m+1
2 v|H |A
m
2 z|2H ,
and again Young’s inequality. 
Lemma D.2. For each α > 0, with α 6= 12 , the bi-linear operator B maps
D(Aθ(α))×D(Aθ(α)) continuously to D(Aα− 14 ), where θ(α) is the function
defined in (5.3).
If α = 12 , B maps D(A
3
4 )×D(A 34 ) continuously to D(A 14−ε), for every
ε > 0.
Proof. If α≤ 14 , the lemma follows by Sobolev embeddings, as in the proof
of Lemma 2.1 of Temam [28, Part I]. Assume that α > 14 and fix u, v ∈
D(Aθ(α)). If (uk)k∈Z3 and (vk)k∈Z3 are the Fourier coefficients of u and v,
the norm of B(u,v) in D(Aα− 14 ) in terms of Fourier coefficients is given by
‖B(u,v)‖2
α− 14
= ∑
k∈Z3∗
|k|4α−1
∣∣∣ ∑
l+m=k
(ul ·m)(vm− vm ·k|k|2 k)
∣∣∣2.
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We split the inner sum in three terms, corresponding to the following three
subsets,
Ek = {(l,m) ∈ Z3∗×Z3∗ : l+m = k, |l| ≥ |k|2 , |m| ≥ |k|2 }
Fk = {m ∈ Z3∗ : |m|< 12 |k|}
Gk = {l ∈ Z3∗ : |l|< 12 |k|},
and we shall estimate the three terms separately. For simplicity, we write
Uk = |k|2θ(α)|uk| and Vk = |k|2θ(α)|vk|, for all k ∈ Z3, in such a way that
∑k |Uk|2 = ‖u‖2θ(α).
We start by the term in Ek. By using Ho¨lder’s inequality and Cauchy
Schwartz,
∑
Ek
|m| · |ul| · |vm| ≤Cα ∑
Ek
(
1
|m|4θ−1 +
1
|l|4θ−1 )|Ul| · |Vm|
≤Cα‖u‖θ
(
∑
Ek
1
|m|8θ−2 |Vm|
2
) 1
2
+Cα‖v‖θ
(
∑
Ek
1
|l|8θ−2 |Ul|
2
) 1
2
,
and, since the two terms are similar, we handle just the first one. By sum-
ming in k, and exchanging the sums,
∑
k∈Z3∗
|k|4α−1 ∑
|m|≥ |k|2
1
|m|8θ−2 |Vm|
2 ≤C0 ∑
m∈Z3∗
1
|m|8θ−4α−4 |Vm|
2 ≤C0‖v‖θ,
since there are at most C0|m|3 points k of Z3∗ such that |k| ≤ 2|m| (where
C0 is a universal constant) and, for any value of α, 8θ(α)−4α−4≥ 0.
Next, we estimate the term in Fk. We have
∑
k∈Z3∗
|k|4α−1∣∣ ∑
m∈Fk
|m| · |vm| · |uk−m|
∣∣2 =
= ∑
k∈Z3∗
∑
m1,m2∈Fk
|k|4α−1
(|m1| · |m2|)2θ−1 |Vm1| · |Vm2| · |uk−m1| · |uk−m2|
and, by exchanging the sums,
= ∑
m1,m2∈Z3∗
|Vm1| · |Vm2|
(|m1| · |m2|)2θ−1 ∑|k|>2|m1|∨|m2| |k|
4α−1|uk−m1| · |uk−m2|
≤
[
∑
m∈Z3∗
|Vm|
|m|2θ−1
( ∑
|k|>2|m|
|k|4α−1|uk−m|2
) 1
2
]2
≤ ‖v‖2θ ∑
m∈Z3∗
1
|m|4θ−2 ∑|k|>2|m| |k|
4α−1|uk−m|2
= ‖v‖2θ ∑
l∈Z3∗
|Ul|2
|l|4θ ∑|l+m|>2|m|
|l+m|4α−1
|m|4θ−2 .
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It is elementary to see that 1|l|4θ ∑|m|<|l|
|l+m|4α−1
|m|4θ−2 is bounded by a constant
depending only on α.
Prior to the estimate of the term in Gk, we notice that for the terms in Ek
and Fk we only used the fact that α> 14 . The term in Gk is the most delicate,
since it is the only estimate where we need to make special assumptions for
the case α = 12 . We have
∑
k∈Z3∗
|k|4α−1∣∣ ∑
l∈Gk
|k− l| · |vk−l| · |ul|
∣∣2
= ∑
k∈Z3∗
∑
l1,l2∈Gk
|k|4α−1
(|k− l1| · |k− l2|)2θ−1 |Vk−l1| · |Vk−l2| · |ul1| · |ul2|
and, by exchanging the sums,
= ∑
l1,l2∈Z3∗
|ul1| · |ul2| ∑
|k|>2|l1|∨|l2|
|k|4α−1
(|k− l1| · |k− l2|)2θ−1 |Vk−l1| · |Vk−l2|
≤ ∑
l1,l2∈Z3∗
|ul1|·|ul2|
∣∣∣ ∑
|k|>2|l1|
|k|4α−1|Vk−l1|2
|k− l1|4θ−2
∣∣∣ 12 ∣∣∣ ∑
|k|>2|l2|
|k|4α−1|Vk−l2|2
|k− l2|4θ−2
∣∣∣ 12
=
[
∑
l∈Z3∗
|Ul|
|l|2θ
( ∑
|k|>2|l|
|k|4α−1
|k− l|4θ−2 |Vk−l|
2) 12]2
≤ ‖u‖2θ ∑
l∈Z3∗
1
|l|4θ ∑|k|>2|l|
|k|4α−1
|k− l|4θ−2 |Vk−l|
2
≤ ‖u‖2θ ∑
l∈Z3∗
1
|l|4θ ∑|l+m|>2|l|
|l+m|4α−1
|m|4θ−2 |Vm|
2
by exchanging the sums again and, since the set of all l such that |l+m| >
2|l| is contained in the set of all |l| such that |l| ≤ |m|, we have
≤Cα‖u‖2θ ∑
m∈Z3∗
|Vm|2
|m|4θ−4α−1 ∑|l|<|m|
1
|l|4θ .
It is elementary to verify that |m|−(4θ−4α−1) ∑1≤|l|<|m| |l|−4θ is bounded by
a constant depending only on α if α > 14 and α 6= 12 . The same is true in the
special case α = 12 if we evaluate the norm of B(u,v) in D(A
1
4−ε). 
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