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We study the quantum mechanical consistency of noncommutative gauge theories by perturba-
tively analyzing the Wilsonian quantum effective action in the matrix formulation. In the process
of integrating out UV states, we find new divergences having dual UV-IR interpretations and no
analogues in ordinary quantum field theories. The appearance of these new UV-IR divergences has
profound consequences for the renormalizability of the theory. In particular, renormalizability fails
in any nonsupersymmetric noncommutative gauge theory. In fact, we argue that renormalizability
generally fails in any noncommutative theory that allows quantum corrections beyond one-loop.
Thus, it seems that noncommutative quantum theories are extremely sensitive to the UV, and only
the softest UV behavior can be tolerated.
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I. INTRODUCTION
By now, it has been a few years since it was realized
that noncommutative gauge theories emerge from string
theory through various decoupling limits [1, 2]. Nonethe-
less, the understanding of the dynamics of noncommuta-
tive gauge theories remains in a relatively primitive state
compared to ordinary gauge theories. The main diffi-
culty is that noncommutative quantum field theories are
highly nonlocal. In fact, one can think of the nonlocal-
ity as arising from elementary dipole degrees of freedom
whose transverse length is proportional to their center of
mass momentum [2]. The novel behavior of these dipole
quanta gives rise to UV-IR mixing: UV dipoles grow long
in spatial extent and mediate instantaneous long distance
interactions that dominate in the IR.
Not surprisingly, UV-IR mixing leads to difficulties in
the naive application of conventional field theory tech-
niques to noncommutative theories. In particular, the
non-decoupling of UV and IR states leads to ambigui-
ties in the distinction between short and long distance
physics. Consequently, there has been some confusion
regarding such things as the renormalization of UV di-
vergences [3, 4, 5, 6], the treatment of IR divergences
[3, 7, 8], and Wilsonian integration [9, 10, 11]. What is
more, the noncommutative gauge invariance is not pre-
served separately in each diagram of the standard pertur-
bative expansion; rather, gauge invariance is achieved by
an infinite resummation of diagrams [12, 13, 14]. Finally,
there is a sort of naturalness problem with the conven-
tional approach in that the intrinsic dipole structure of
the elementary field quanta is not completely clear, al-
though some suggestive results have been obtained [12].
On the other hand, in the matrix formulation of non-
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commutative gauge theory, the noncommutative gauge
invariance is manifest [15], as is the dipole character of
the elementary quanta [16]. In fact, as shown in [16], the
matrix approach allows for a clear separation between the
quantum effects of UV and IR dipoles. In particular, it
was shown that one could make sense of Wilsonian inte-
gration despite UV-IR mixing. For example, the interac-
tions that result from integrating out the UV states were
explicitly calculated at both the one and two loop order.
The resulting interactions were found to dominate the
long distance behavior, which shed some light on UV-IR
mixing in noncommutative gauge theory, as well as the
nonanalytic dependence of the quantum theory on the
noncommutativity parameter, θ. For a different point of
view on how the matrix formulation naturally leads to a
bi-local representation, see [17].
However, while some progress has been made, there
are still many unanswered questions. For one thing, the
analysis of [16] was limited to perturbation theory, which
generically breaks down due to strong quantum correc-
tions. Although it was conjectured in [16] that the per-
turbative analysis of the Wilsonian quantum effective ac-
tion is valid for supersymmetric theories whose UV be-
havior is softer, this remains to be proven. Furthermore,
it is not even clear if noncommutative quantum theories
are renormalizable, although there have been arguments
for the affirmative [6].
In this work, we continue to develop noncommutative
gauge theory in the matrix formulation. In section II,
after reviewing the basic ingredients of the dipole inter-
pretation and the matrix formulation of noncommutative
gauge theory, we determine the general form of the gauge
invariant perturbative corrections to the quantum effec-
tive action that result from integrating out UV states.
Based on this structure, we then show that the leading
long distance interactions cancel at each order in per-
turbation theory for supersymmetric theories. In sec-
tion III, we first discuss renormalizability in the context
of nonsupersymmetric noncommutative theories and ar-
2gue that, beyond one loop order, UV-IR mixing generally
introduces divergences that spoil the consistency of the
theory. We are led to conjecture that only supersym-
metric noncommutative theories that do not get renor-
malized beyond one loop can be consistent quantum me-
chanically. We end with some discussion of our results
and some concluding remarks. The appendices contain
a review of the important results of [16] and some other
technical details.
II. GAUGE INVARIANT STRUCTURE OF
PERTURBATION THEORY
Ultimately, we would like to further develop our in-
tuition for how UV-IR mixing affects the quantum me-
chanical consistency of noncommutative gauge theories.
To this end, it will prove convenient to separate the de-
grees of freedom into an UV region, defined by momenta
much greater than any other scale in the problem, and
an IR region defined by all of the rest of momenta. The
strategy will be to first integrate out the UV modes in
the Wilsonian sense, and then to study the effective ac-
tion in the IR regime. In this section, we will discuss
the general structure of perturbative corrections to the
effective action resulting from integrating out UV states.
As discussed in [14, 18], the structure of perturbative
corrections is strongly constrained by noncommutative
gauge invariance, which is a much larger symmetry group
than ordinary gauge symmetries. In fact, gauge invariant
quantities receive contributions from an infinite number
of diagrams in terms of the conventional perturbative ex-
pansion. For this reason, it is most convenient to work in
the matrix formulation of noncommutative gauge theory,
which is manifestly gauge invariant. The technical ma-
chinery useful for performing perturbative calculations
in the matrix approach was developed in [16], although
the main technical results from the matrix formulation,
which will be used extensively in what is to follow, are
briefly reviewed in Appendix A.
We will begin by recalling the interpretation of the
matrix degrees of freedom in terms of dipoles, since this
viewpoint is robust and will clearly generalize to all or-
ders of perturbation theory. The dipole interpretation
follows naturally from the representation of the matrix
degrees of freedom in terms of the noncommutative gauge
group. As discussed in [19], the degrees of freedom of
noncommutative gauge theory are represented as infinite
dimensional Hermitian matrices
X i(t) = xˆi ⊗ 1N×N + θ
ijAj(xˆ, t), (1)
where xˆi are time-independent Hermitian matrices satis-
fying the algebra of the noncommuting 2p-plane
[xˆi, xˆj ] = iθij1 . (2)
The essential point is that X i lives in the adjoint rep-
resentation of the group noncommutative U(N) which,
as indicated by the tensor product structure of Eq. (1),
can be thought of as the product of ordinary groups
U(∞)⊗U(N). The representations of the ordinary U(N)
group will play the role of Chan-Paton factors joined to
the ends of the dipoles, and their treatment will come
naturally in our framework. The crucial observation is
that the adjoint representation of U(∞), furnished by
functions of xˆi, should be thought of in ‘t Hooft double
line notation. In this language, the Feynman diagrams
that appear in the matrix formulation have a simple and
intuitive interpretation in terms of dipole degrees of free-
dom: the double lines literally represent the spatial tra-
jectory that is traced out by the endpoints of the dipole
quanta as they propagate around the loops [16].
In order to demonstrate and reinforce this dipole pic-
ture, we shall review the results of explicit calculations
and their interpretations [16]. For example, consider the
one loop diagram
.
A simple matrix calculation gives an interaction term in
the effective Lagrangian proportional to
(NB −NF )
∫
d2px1d
2px2ρ(x1, t)ρ(x2, t)
×
∫
dω
2pi
log G˜(ω, θ−1x12), (3)
where NB and NF are the numbers of bosonic and
fermionic polarization states, respectively, and the rest
of the notation is reviewed in Appendix A. Note that
although we have discussed only gauge field degrees of
freedom explicitly, fermions and other matter fields will
generally contribute quantities of the same form as the
pure gauge field calculation, but they will differ in the
constant of proportionality as in Eq. (3) above.
The log G˜(ω, θ−1x12) factor that appears in the in-
tegrand of Eq. (3) is familiar from field theory if we
identify the momentum of the virtual quantum with
pi = θ
−1
ij (x
j
1 − x
j
2). In fact, this is precisely the rela-
tion between the center of mass momentum and the end
points of the dipoles that is expected [2]! The most ob-
vious consequence of this relation is that UV dipoles are
long in spatial extent. Therefore, if we are to associate
the double lines of the matrix diagrams with the ends
of the dipoles, we should think of the one loop diagram
above “stretched out” into a long thin cylinder as de-
picted in FIG. 1.
The quantity ρ(x, t) which appears in Eq. (3) is a gauge
invariant functional of the low momentum background
field that is well localized in space around x, given the
fact that we are only integrating out high momentum
states, as discussed in [16]. Evidently, we are to associate
a trace, which produces the gauge invariant functional ρ,
to each boundary of the cylinder. In fact, this leads to the
connection between Eq. (3) and the field theory diagrams
3x y
FIG. 1: High momentum virtual dipoles grow long in the
transverse direction and mediate instantaneous interactions
between distant background fluctuations at x1 and x2.
that appear in the conventional perturbative expansion.
If we expand ρ(x) = trN (1 ) + ∆(x), then as discussed
in [16], we identify the constant term as the contribution
from field theory diagrams with no background field in-
sertions on the corresponding boundary, while the term
with nontrivial position dependence descends from dia-
grams that include background gauge field insertions on
the corresponding boundary. This interpretation is sup-
ported by the fact that ∆(x) = 0 for field configurations
gauge equivalent to Ai(x) = 0. Using this reasoning, we
can conclude that the vacuum diagram, which involves
no insertions on either boundary, is proportional to
(NB −NF )N
2V
∫
dωd2pp
2pi(2pi)2p
log G˜(ω, p). (4)
Of course, this is just the expected result from field the-
ory.
The contribution from diagrams with planar back-
ground field insertions vanishes because
∫
d2px∆(x, t) =
0; however, the nonplanar diagrams yield a nontrivial
interaction term proportional to
(NB −NF )
∫
d2px1d
2px2∆(x1, t)∆(x2, t)
×
∫
dω
2pi
log G˜(ω, θ−1x12). (5)
Apparently, Eq. (5) describes the instantaneous interac-
tion between distant background fluctuations at x1 and
x2, as illustrated in FIG. 1. In fact, this interaction
term demonstrates the novel feature of noncommutative
quantum field theories: UV dipoles grow long in spatial
extent and mediate instantaneous long distance interac-
tions, which is how we can think about UV-IR mixing.
However, it should be noted that, in the case of Eq. (5),
the interactions grow strong at long distances because∫
dω
2pi
log G˜(ω, θ−1x12) ∼ |x1 − x2|+ const. (6)
As discussed in [15], the strong interaction expressed in
Eq. (6) is due to the leading IR poles in external mo-
menta that result from the UV region of loop integrals
involving nonplanar background insertions. The appear-
ance of nonanalytic behavior in external momenta has
also been discussed from the field theory perspective in
[20]. In the particular case of Eq. (6), we will require that
NB = NF so that this term vanishes and perturbation
theory remains valid. However, the appearance of strong
IR corrections from the quantum effects of virtual UV
states and their treatment in general will be a central
theme of this work.
Furthermore, as discussed in [16], it is important to
realize that the one loop matrix calculation (3) gives only
the leading term in a derivative expansion involving the
background field. The next to leading order one loop
diagram involves two extra insertions of the background
field strength
.
The contribution from this diagram was shown to be of
the form∫
d2px1d
2px2 [c1ρFF (x1, t)ρ(x2, t) + c2ρF (x1, t) (7)
× ρF (x2, t)]
∫
dω
2pi
G˜(ω, θ−1x12)G˜(ω, θ
−1x21),
where c1 and c2 are constants depending on the dimen-
sionality and the matter content of the theory, as pre-
viously discussed. Notice that a nontrivial contribution
from planar field theory diagrams is contained in the first
term above.
We will discuss Eq. (7) in much more detail in the
next section, but for now, we shall just remark on its
basic features. Evidently, the field strength operators
that were inserted into the matrix diagram above appear
as operators attached to the end of Wilson lines. This
structure seems to reinforce the correspondence between
the boundaries of the matrix diagram and traces which
lead to gauge invariant Wilson lines. In general, higher
order terms in the derivative expansion involve higher
dimensional operator insertions into the loop diagram,
and hence, the Wilson lines. However, the double trace
structure and the corresponding interpretation in terms
of long distance two-body interactions remains the same.
Moreover, it is interesting that the appearance of the
propagator G˜ in Eq. (7) is again consistent with our field
theory intuition.
Higher loop diagrams, on the other hand, will involve
more traces, and will therefore lead to multi-body inter-
actions. For example the leading two-loop contribution
to the effective Lagrangian comes from
+
.
Note that we have not included the nonplanar matrix di-
agrams because their contribution to the Wilsonian inte-
gration is exponentially suppressed due to Moyal phase
factors [16]. As indicated by the double line diagrams
above, the leading two-loop diagrams give triple trace
contributions. The first diagram gives an interaction
term in the effective Lagrangian proportional to [16]∫
d2px1d
2px2d
2px3ρ(x1, t)ρ(x2, t)ρ(x3, t)
∫
dω1
2pi
dω2
2pi
4x1 x2
x3
(a) An illustration of the contribution from the first order
treatment of quartic interaction terms given by (8).
x1 x2
x3
(b) An illustration of the contribution from the second order
treatment of cubic interaction terms given by (9).
FIG. 2: Long distance three-body interactions corresponding
to high momentum dipoles propagating in two-loop diagrams.
×G˜(ω1, θ
−1x13)G˜(ω2, θ
−1x23) (8)
and, as calculated in Appendix B, the second gives a term
proportional to∫
d2px1d
2px2d
2px3ρ(x1, t)ρ(x2, t)ρ(x3, t)
∫
dω1
2pi
dω2
2pi
×(ω1ω2 − x12 · x23)G˜(ω1, θ
−1x12)
×G˜(ω2, θ
−1x23)G˜(ω1 + ω2, θ
−1x31). (9)
Indeed, as expected based on our intuition, Eqs. (8) and
(9) describe long distance interactions that arise from
high momentum dipoles growing large in spatial extent
and “stretching out” the matrix diagrams, as depicted
in FIG. 2. Furthermore, these expressions bear a close
resemblance to what is expected from ordinary field the-
ory, and in fact, the general structure of perturbative
corrections is starting to emerge.
To each boundary of the double line diagram we should
associate a point in space and a trace which yields a
gauge invariant Wilson line. The position dependence
of the interaction strength between the Wilson lines fol-
lows from an integral over frequencies with the integrand
being given by a particular function of both the dipole
frequencies and momenta as defined by the separation
between the space points associated to the boundaries of
the double line diagram. In fact, the particular function
of dipole frequencies and momenta corresponds precisely
to the structure of momentum space field theory propa-
gators that appear in the analogous process in ordinary
field theory.
The subleading terms in the derivative expansion will
have a similar trace structure but Wilson lines modi-
fied to include higher derivative operator insertions as
in Eq. (7). Naturally, the subleading terms will include
a different function of dipole frequencies and momenta
that reflects the extra propagators that are required by
the operator insertions. Note that for dipole degrees of
freedom, powers of momentum are equivalent to powers
of separation, as discussed in [16] and in Appendix A.
Therefore, the inclusion of more powers of momentum
in the denominator leads to faster falloff with distance,
which is expected from subleading terms in a derivative
expansion. However, quantum corrections coming from
higher loop orders are generally strong, as we will discuss
in the next section.
Of more importance to our immediate goal, is the de-
termination of the form of the leading long distance in-
teractions at each order in perturbation theory. It is clear
from the general structure discussed above that at L-loop
order the leading long distance interactions will involve
L + 1 Wilson lines with no operator insertions, such as
Eq. (3) in the case L = 1 and both Eq. (8) and Eq. (9)
in the case L = 2. The crucial observation is that since
the vacuum diagrams are contained in interactions of this
form, as shown explicitly by Eq. (4) in the one-loop case,
these terms must vanish entirely if the vacuum diagrams
vanish. Thus, in supersymmetric noncommutative theo-
ries, the leading long distance interactions must cancel at
each order in perturbation theory.
This statement is a generalization to all loop orders of
the cancellation that we have discussed in the case of the
leading one-loop interactions given by Eq. (3). It reflects
the fact that supersymmetric theories are softer in the
UV, and hence, the IR behavior that is generated by UV-
IR mixing is not as strong. In fact, the cancellation of the
leading IR interactions occurs even in minimally super-
symmetric theories. The relation between the amount of
supersymmetry and the cancellation of other terms has
been discussed in [8, 9, 20, 21] from the field theory per-
spective, and we will touch on this important point as
well in the next section.
In summary, we have determined the gauge invariant
form of perturbative corrections to the Wilsonian quan-
tum effective action for noncommutative gauge theories.
It followed immediately from the structure of perturba-
tion theory that the leading long distance interactions
cancel order by order in the supersymmetric theories.
Since nonsupersymmetric theories do not enjoy these
cancellations, they are strongly coupled at long distances.
In fact, what we are beginning to discover is that non-
commutative quantum theories are highly sensitive to the
UV, which we will further explore in the next section.
III. RENORMALIZABILITY
In the previous section, we determined the gauge in-
5the effective action that result from integrating out UV
states. In this section we will take a closer look at these
perturbative corrections and their divergence properties.
In addition to the expected types of UV divergences, we
will find new divergences that have dual UV and IR in-
terpretations and for which there are no analogues in
ordinary quantum field theories. In fact, we will argue
that these new UV-IR divergences, if they are allowed,
will spoil the renormalizability of the theory. In the end,
we will find that only supersymmetric theories with the
softest UV behavior can be consistent quantum mechan-
ically.
Because it will set the ground work for the discussion of
the more interesting supersymmetric case, we will start
this section by discussing divergences in the context of
nonsupersymmetric noncommutative gauge theories. We
will begin with the familiar procedure of gauge coupling
renormalization. In fact, in this case, it will turn out
that renormalizability is threatened already at the two
loop level. To see how this happens, we first recall from
[16] the form of the one-loop quantum correction to the
gauge coupling. The only candidate for this type of term
is Eq. (7) because it comes from a one-loop graph with
two insertions of the field strength operator. To isolate
the UV divergence in the planar diagrams, we must use
the splitting scheme ρ(x) = trN (1 ) + ∆(x) and focus on
the first term, as previously discussed. The integral then
factorizes into
c1
∫
d2px1ρFF (x1, t)N
∫
dω
2pi
d2px12G˜(ω, θ
−1x12)
2
= c1Tr
(
[Bi, Bj ]
2
)
N
∫
dωd2pp
2pi(2pi)2p
G˜(ω, p)
2
. (10)
This quantity is easily recognized as contributing to the
renormalization of the operator Tr[Bi, Bj ]2, as expected.
Therefore, the one-loop quantum correction to the gauge
coupling is proportional to the dimensionless quantity
g2N
∫
dωd2pp
2pi(2pi)2p
G˜(ω, p)
2
, (11)
where we have restored the gauge coupling g2 explicitly.
If we are to consistently absorb the one-loop correction
(11) into a new quantum corrected gauge coupling, we
must find the same quantity at higher loops correcting
each factor of g2 that appears. Otherwise, renormaliz-
ability will be threatened, because we will be forced to
introduce new couplings into the effective Lagrangian in
order to cancel all of the resulting divergences. However,
in our conventions, the dependence on the gauge coupling
is particularly simple – powers of g2 count the number
of loops. Thus, powers of the gauge coupling only ap-
pear multiplying the loop corrections; the Wilson lines,
which encode the background gauge field insertions into
the loops, are independent of the coupling. Therefore, to
test renormalizability of the gauge coupling at the two
loop order, we should look for a term of the form∫
d2px1d
2px2ρ(x1, t)ρ(x2, t)|x1 − x2|
×
∫
dωd2pp
2pi(2pi)2p
G˜(ω, p)
2
, (12)
because it corresponds to the one-loop correction to g2
given by Eq. (11) multiplying the leading one-loop inter-
action (3).
In order to find this sort of term, we consider the lead-
ing two-loop interactions. As discussed in Appendix B,
these contributions can be combined into the form of
Eq. (8). It is now straight forward to isolate the diver-
gent quantum corrections to the two-body interactions.
The constant term in either ρ(x1) or ρ(x2) gives∫
d2px1d
2px3ρ(x1, t)ρ(x3, t)
∫
dω1
2pi
G˜(ω1, θ
−1x13)
×
∫
dω2d
2pp2
2pi(2pi)2p
G˜(ω2, p2). (13)
Apparently, Eq. (13) involves the leading one-loop UV
divergent contribution to the mass term of the field the-
ory propagator G˜ appearing in Eq. (3). In fact, this type
of correction is familiar from ordinary quantum field the-
ories. However, it will turn out that in the supersym-
metric theories of ultimate interest to us, corrections of
this form will not appear. In any case, Eq. (13) is not
the term we are looking for, so we move on.
The only other candidate for the appearance of
Eq. (12) in the leading order two-loop diagrams is the
interaction that comes from the constant term of ρ(x3)∫
d2px1d
2px2ρ(x1, t)ρ(x2, t)
∫
dω1
2pi
(14)
×
∫
dω2d
2pp3
2pi(2pi)2p
G˜(ω21, p3 − θ
−1x12)G˜(ω2, p3).
Needless to say, Eq. (14) is not the term we need ei-
ther; thus, the renormalizability of the gauge coupling
is threatened already at the two-loop order. However, a
closer look at Eq. (14) reveals an entirely new problem
facing the renormalizability of noncommutative theories
that we will now discuss.
Evidently, Eq. (14) represents a two-loop quantum cor-
rection to the leading one-loop two-body interaction (3).
The growth in |x1 − x2| of the interaction strength of
Eq. (14) is given by∫
dω1
2pi
dω2d
2pp3
2pi(2pi)2p
G˜(ω21, p3 − θ
−1x12)G˜(ω2, p3). (15)
Clearly, Eq. (15) is UV divergent for p ≥ 1, so we must
introduce an UV cutoff M . The integral can now be
calculated in a straight forward fashion and the leading
dependence on separation goes as |x1− x2|2p−2 log(|x1 −
x2|2/M2). However, since there is no two-body interac-
tion that grows as |x1 − x2|2p−2 at one loop, this log-
arithmic divergence cannot be absorbed into the gauge
coupling. Therefore, a new coupling for a two-body in-
teraction of the form∫
d2px1d
2px2ρ(x1)ρ(x2)|x1 − x2|
2p−2 (16)
6must be introduced into the effective Lagrangian so that
the divergence in Eq. (14) can get cancelled.
Although one can arrange for the cancellation of diver-
gent corrections to any interaction strength by continuing
to introduce new interactions with divergent couplings,
as above, it is not hard to see that this procedure is a se-
rious threat to the renormalizability of the theory. To see
this, we need only note that, at higher orders, there will
be quantum corrections to the interaction strengths that
come in the form of powers of the dimensionless quantity
g2
|x− x′|3−2p
log(|x − x′|2/M2). (17)
Therefore, to cancel all of the divergences that appear
in the various powers of (17), we would have to intro-
duce an infinite number of new interactions. The reason
is that there are an infinite number of distinct functions
of |x − x′| that can appear, each requiring a different
interaction term with its own coupling in order to can-
cel the required divergences in the effective Lagrangian.
Thus, it seems that divergent corrections to the inter-
action strength between Wilson lines, a new feature of
noncommutative theories having no analogue in ordinary
quantum field theories, will generally spoil the renormal-
izability of the theory.
A crucial assumption in the argument above is that
if divergent quantum corrections to interaction strengths
occur at the two-loop order, they will appear at all higher
orders as well. In fact, this is easy to see graphically
by recalling the relation between matrix diagrams and
field theory diagrams. Using the correspondence that
we discussed earlier in section II, we find that Eq. (14)
descends from the leading order terms in the external
momenta expansion of field theory diagrams of the form
and
.
Evidently, the dangerous divergences are not due to
planar subdiagrams, which have the standard UV inter-
pretation, but are due to purely nonplanar field theory
diagrams. We will develop more understanding for what
this means in the moment, but for now let us note that
higher order graphs of this type exist at each loop order
in perturbation theory. For example, FIG. 3 depicts some
three-loop field theory diagrams that give rise to diver-
gent quantum corrections to three-body and two-body
interactions. Thus, dangerous corrections to interaction
strengths that first appear at some given order in pertur-
bation theory will receive quantum corrections from all
higher loop orders, generating corrections in the form of
powers of (17).
However, by the arguments above, the divergences ap-
pearing in powers of Eq. (17) will inevitably spoil renor-
malizability. Therefore, any renormalizable noncommu-
tative theory cannot allow the leading order terms in
the derivative expansion, which as we have seen, contain
(a) Some three-loop field theory diagrams containing dangerous
quantum corrections to the two-loop three-body interactions.
(b) Some three-loop field theory diagrams containing
dangerous quantum corrections to the one-loop two-body
interactions.
FIG. 3: Examples of three-loop nonplanar field theory dia-
grams that contribute dangerous quantum corrections to the
strength of lower order interactions.
these dangerous corrections. We are forced to conclude
that only supersymmetric noncommutative theories can
be renormalizable since, in this case, the leading order
interactions always vanish.
Before discussing the supersymmetric theories, let us
take some time to understand the nature of the dangerous
divergences by recasting them into the form of momen-
tum integrals. For example, consider the transformation
of Eq. (14) to momentum space∫
d2pk
(2pi)2p
ρ˜(k, t)ρ˜(−k, t)
dω1d
2pq
2pi(2pi)2p
dω2d
2pp
2pi(2pi)2p
×eik·θ·qG˜(ω21, p− q)G˜(ω2, p). (18)
We can first perform the integrals over ω2 and p by in-
troducing a Schwinger parameter and an UV cutoff M ,
as in [3]. Then the integral over ω1 and q is regular, and
we are left with a quantity proportional to∫
d2pk
(2pi)2p
ρ˜(k, t)ρ˜(−k, t)
(k2 + 1/M2)2p−1
=
∫
d2px1d
2px2ρ(x1, t)ρ(x2, t)
×
∫
d2pk
(2pi)2p
eik·(x1−x2)
(k2 + 1/M2)2p−1
. (19)
Now theM →∞ limit results in an IR divergence instead
of an UV divergence, and 1/M plays the role of an IR
cutoff! The transform back into position space just gives
the same correction to the interaction strength that we
have already determined directly from Eq. (15).
Apparently, these types of divergences have a dual UV-
IR interpretation. The origin of this duality can be traced
7to the Moyal phase factor exp(ik ·θ ·q) in Eq. (18), which
represents the nonplanarity of the background insertions
and gives rise to UV-IR mixing. In particular, the UV
loop integrals over virtual states, labelled by momenta
p and q, produce nonanalytic dependence on the back-
ground momentum k that becomes important in the IR.
Thus, on one hand, the divergence comes from integrat-
ing over UV states, but on the other hand, the divergence
cast be recast into the form of an IR singular Fourier
transform.
Actually, as discussed in [16], this type of UV-IR mix-
ing has a simple interpretation in terms of dipole degrees
of freedom: the separation between the endpoints of the
dipoles is the dual variable to the external momenta k;
therefore, the IR singular Fourier transform gives rise
to corrections to interaction strengths which grow strong
with large separation; but, since powers of separation are
equivalent to powers of dipole momentum, these strong
corrections can also be thought of as arising from UV di-
vergences in the theory. Thus, the dipole intuition that
emerges from the matrix formulation seems to shed new
light on the proposal of [5, 21] concerning the dual inter-
pretation of divergences due to nonplanar diagrams.
In fact, at this point, let us take an aside to remark
on the virtues of the matrix formulation of noncommu-
tative gauge theory. First of all, the matrix degrees of
freedom naturally encode the elementary dipole struc-
ture of the field quanta, and hence, the essence of UV-IR
mixing. This is a very convenient aspect of the matrix
approach, which leads to great conceptual clarity in the
physics of noncommutative quantum theories, as we have
seen. Perhaps, the most important advantage of the ma-
trix description, however, is the manifest nature of the
noncommutative gauge invariance. This crucial property
allows us to distinguish between various long distance
interactions, which in turn, forms the basis for our inter-
pretation of the UV-IR divergences that appear in the
theory.
Back to the issue of divergences in supersymmetric
noncommutative theories, we now consider interactions
that are of next to leading order in the derivative expan-
sion. As we have discussed, these are the lowest order
terms that do not generally vanish in the case of super-
symmetric theories. However, we will find that UV-IR
divergences do generally occur in the next to leading or-
der interactions, and therefore, supersymmetric theories
generally suffer from UV-IR divergences, as well. For
example, as derived in Appendix C, the next to leading
order two-loop interactions include dangerous terms such
as Eq. (C3), which contain a quantum correction to the
interaction strength of Eq. (7) that goes as∫
dω1dω2d
2px3G˜(ω1, θ
−1x12)
2G˜(ω2, θ
−1x23)
×G˜(ω1 + ω2, θ
−1x13). (20)
Following an analysis parallel to the one above for
Eq. (15), it is straight forward to show that UV-IR di-
vergences appear in Eq. (20) for p ≥ 3/2 (Note that by
p equal to a half-integer we really mean that, in addition
to p − 1/2 noncommutative two-planes, there is an ad-
ditional commutative spatial direction. The proper way
to include this case in our analysis is to let p remain
the integer valued number of noncommutative two-planes
and replace dω with d2ω to represent the two commuting
spacetime directions. All of the conclusions that we have
drawn up to this point are true also in the case when the
space dimensionality is odd).
Furthermore, the graphical argument that we em-
ployed earlier in the case of the leading order interactions,
can be easily generalized to include the next to leading
order terms in the derivative expansion. We need only
consider adding higher derivative operator insertions in
the matrix framework or, in the field theory picture as in
FIG. 3, taking the next to leading order terms in the ex-
pansion in external momenta. In any case, we are forced
to conclude that if dangerous UV-IR terms appear at two
loops, then there will be more dangerous quantum correc-
tions that emerge from all higher loop orders. Therefore,
if Eq. (C3) appears in 3 + 1 dimensions or higher, UV-
IR divergences will proliferate and renormalizability will
fail.
In order to determine what corrections are allowed by
supersymmetric theories, let us take some time to discuss
the proportionality constants that we have so far ignored.
This will be fruitful because we will find that the non-
renormalization theorems enjoyed by ordinary supersym-
metric theories have a natural extension to noncommuta-
tive theories. We can then use these nonrenormalization
theorems to show that 3+1 dimensional noncommutative
theories with a sufficiently high degree of supersymmetry
do not allow UV-IR divergences, and therefore, renormal-
izability does not face any obvious obstruction in these
special theories.
We begin by considering the content of the matrix di-
agrams from a field theory point of view. First of all, the
double line matrix diagrams themselves only contain in-
formation pertaining to the contraction of gauge indices,
which encodes the planarity and nonplanarity of both
the external operator insertions and the internal propa-
gators. Thus, the double line diagrams contain purely
topological information, not specific to any particular
gauge theory – ordinary or noncommutative. In terms of
the framework that we have discussed up to this point,
this topological information only fixes the ratio of coeffi-
cients between terms with a similar propagator structure
but different Wilson line structure. For example, c1/c2 is
fixed by topological considerations, as are both b6/b7 and
b6/b8. Furthermore, the coefficients coming from nonpla-
nar matrix diagrams, which we have not discussed here,
are fixed relative to the coefficients of the corresponding
planar diagrams (Note that factors of N are contained in
the traces of the Wilson lines, not the coefficients that we
are referring to). However, topological quantities, such
as the ratio between coefficients, are independent of any
characteristic specific to the theory in question such as
the field content, the allowed couplings between fields,
8and whether the theory is noncommutative or not.
Although the ratios of certain coefficients are topologi-
cal quantities, independent of the theory in question, the
coefficients coming from planar and nonplanar matrix di-
agrams involving a similar propagator structure all share
a common normalization factor that depends on the num-
ber and type of modes that propagate around the loops.
Thus, the overall normalization factor does depend on
characteristics specific to a particular theory, such as the
field content, the allowed couplings between fields, and
the coupling constants. However, the noncommutativ-
ity of the theory enters only through the Moyal phase
factors inside the momentum integrals of nonplanar field
theory diagrams; noncommutativity does not affect the
coefficient outside the integral. It follows that a given
coefficient in a particular noncommutative gauge theory
is identical to the same coefficient in the corresponding
ordinary gauge theory. After all, with the exception of
Moyal phase factors in the the noncommutative theo-
ries, the contraction of fields is the same in both cases.
Therefore, the nonrenormalization theorems of ordinary
supersymmetric theories generalize immediately to non-
commutative supersymmetric theories.
As an application of this useful result, let us return
to the problem of dangerous UV-IR divergent terms in
the next to leading order two-loop contribution to the
quantum effective action, which are given by Eq. (C3).
According to our reasoning above, b6, b7, and b8 are all
proportional to the two-loop contribution to the beta
function. Therefore, we can guarantee their vanishing
by imposing N = 2 supersymmetry in 3 + 1 dimensions.
In this case, the dangerous two-loop interactions cancel,
as do all higher loop corrections. Moreover, the two-loop
terms given by Eq. (C1) cancel because no mass terms
are allowed to appear perturbatively, given any amount of
supersymmetry. Thus, renormalizability for 3+1 dimen-
sional noncommutative gauge theories requires at least
N = 2 supersymmetry, in which case the next to lead-
ing order interactions are restricted to the one-loop result
given by Eq. (7), along with the two-loop terms contain-
ing the one-loop correction to the gauge coupling (C2).
In the case of N = 4 supersymmetry, none of the next to
leading order interactions are allowed what so ever.
Moreover, it is also worth mentioning that N ≥ 2 su-
persymmetry also implies that most, if not all, of the
next to leading order nonplanar matrix diagrams cancel
as well. The reason is that, as we have discussed, the
coefficients of these contributions differ from their planar
counterparts only by a combinatoric factor. Thus, the
only next to leading order nonplanar remnant is
which is proportional to the one-loop beta function. Of
course, all of the leading order nonplanar diagrams can-
cel, given any amount of supersymmetry. The advantage
of eliminating the leading and next to leading order non-
planar matrix diagrams, is that they are divergent when
the Wilsonian cutoff is removed. In fact, these diver-
gences resulting from the IR region of integration in non-
planar loop integrals, have posed a major challenge to
our understanding of the quantum effects of IR states in
noncommutative theories. Therefore, it is fortunate that
renormalizability of UV quantum fluctuations turns out
to also constrain most of these IR divergences to vanish
as well. Although a thorough treatment of the quantum
effects of IR states is beyond the scope of this work, it
seems that our results here are already a help in this
direction.
While we have shown that N ≥ 2 supersymmetry
is sufficient to prevent UV-IR divergences from appear-
ing in diagrams containing two insertions of the field
strength, we should still worry about dangerous terms
appearing from diagrams involving other operator inser-
tions. For example, all orders of wave function renormal-
ization for matter hypermultiplets is generally allowed by
N = 2 theories, although N = 4 theories do not allow
any renormalization at all. Therefore, N = 2 gauge the-
ories generally involve new UV divergences at each loop
order, which will inevitably lead to the proliferation of
dangerous UV-IR divergences via UV-IR mixing. After
all, the divergent integral∫
dω2d
2pp3
2pi(2pi)2p
G˜(ω2, p3)G˜(ω2 + ω1, p3 + θ
−1x12), (21)
that appears embedded in both Eqs. (15) and (20) will
certainly appear at two loops and beyond in diagrams
containing the insertion of any marginal operator, unless
new divergences beyond one loop are not allowed. Thus,
divergent quantum corrections beyond one loop are in-
herently dangerous in noncommutative theories.
We are led to conjecture that the only renormaliz-
able, and hence, quantum mechanically consistent non-
commutative gauge theories are supersymmetric and do
not require renormalization beyond the one loop order.
It is striking how strong this statement is. Apparently,
noncommutative quantum theories are extremely sensi-
tive to the UV, and only the softest UV behavior can be
tolerated. In particular, the allowed 2 + 1 dimensional
theories include any supersymmetric gauge theory, and
the allowed 3+1 dimensional theories include bothN = 2
and N = 4 noncommutative super Yang-Mills (NCSYM)
theories plus some N = 2 gauge theories that include
matter hypermultiplets in special representations.
It is interesting that N = 1 supersymmetry, or even
N = 2 in most cases, does not appear to be enough to
render 3+1 dimensional noncommutative gauge theories
renormalizable. Moreover, it is tempting to extend our
conjecture to noncommutative theories other than gauge
theories. After all, the intuition that we have gained
appears to be quite generic and most likely applies to
any noncommutative theory. For example, it seems un-
likely that noncommutative scalar theory is consistent
9theories are not. It even seems reasonable that renormal-
izability could fail in N = 1 and N = 2 supersymmetric
noncommutative theories that do not include gauge de-
grees of freedom, in light of the fact that any extra hyper-
multiplets of matter that are added to N = 2 NCSYM
theory must form special representations which do not
allow wave function renormalization, so as not to spoil
the theory.
Nonetheless, arguments have been put forward for the
renormalizability of many noncommutative theories that
are excluded by our conjecture [6]. Although, these works
have involved different approaches which have encoded
UV-IR mixing in one way or another, none have em-
ployed a manifestly dipole construction such as the ma-
trix formulation. Since the dipole behavior of the elemen-
tary quanta is the fundamental origin of UV-IR mixing
in noncommutative theories, it seems that the physical
interpretation that naturally emerges from the matrix
approach is the most reliable. We believe that this is
a tremendous advantage when discussing renormalizabil-
ity, because traditionally, the proper treatment of diver-
gences has resulted from a sound physical interpretation
for their meaning. Of course, the physical content of
noncommutative theories is independent of the language
used to discuss them; we are simply suggesting that the
physics is more clear in the matrix representation. In any
case, the difference between our work and [6] is the inter-
pretation and treatment of the dual UV-IR divergences
that occur in noncommutative quantum theories.
Before closing this section, let us make a few comments
concerning the scope of our results from the perspective
of string theory. Our analysis has been limited to non-
commutative gauge theories, and given these dipole de-
grees of freedom, we have shown that both a sufficiently
high degree of supersymmetry and low spacetime dimen-
sionality is necessary to ensure the quantum mechanical
consistency of the theory. However, this result does not
imply that other degrees of freedom cannot be added to
the theory to give a consistent UV completion. For ex-
ample, [22] shows that there is an UV completion of some
higher dimensional NCSYM theories in the form of non-
commutative open string theories, in which the closed
string sector has decoupled but there are still stringy
modes from the open string sector that remain. Yet
another distinct possibility is that, in the case of the-
ories with a lesser degree of supersymmetry, there could
be some closed string modes that survive the decoupling
limit and render the theory consistent [23]. The point
is that any noncommutative theory that emerges from a
decoupling limit of string theory will be consistent; our
results only imply that the decoupled theory can con-
ceivably be a noncommutative gauge theory in only very
special cases. String theory aside, however, the renor-
malizability of noncommutative quantum field theories
is interesting in its own right.
IV. DISCUSSION AND OUTLOOK
In this work, we have continued to develop noncom-
mutative gauge theory in the matrix formulation. Af-
ter reviewing the dipole interpretation of the matrix ap-
proach, we determined the general gauge invariant form
of perturbative corrections to the quantum effective ac-
tion that result from integrating out UV states. We then
studied the divergence structure of these quantum correc-
tions, which revealed new divergences, having dual UV
and IR interpretations, that are unique to noncommuta-
tive theories. These UV-IR divergences, which appear at
two loops and beyond, were found to represent dangerous
quantum corrections that generally spoil the renormaliz-
ability of the theory. Thus, we were led to conjecture
that only supersymmetric noncommutative theories that
do not receive quantum corrections beyond one-loop are
renormalizable, and hence, quantum mechanically con-
sistent.
Furthermore, beyond specific results concerning renor-
malizability, it is interesting that the consequences of
UV-IR mixing in noncommutative quantum theories so
profoundly affect the long distance behavior: in 3 + 1
dimensions or higher, UV quantum corrections gener-
ally introduce new long distance interactions that grow
stronger and stronger, even if the gauge coupling is small.
In the end, the lesson that we learn is that noncommuta-
tive quantum theories exhibit an extreme sensitivity to
the UV, such that only the softest UV behavior can be
tolerated.
However, there still remain a number of open questions
concerning noncommutative quantum field theories. Per-
haps, the most glaring omission in our understanding is
the nature of quantum effects due to IR states in the
theory. This important problem represents an interesting
avenue to pursue in future studies. In particular, it would
be very satisfying if both the UV and IR dynamics could
be encoded together in a unified framework. Surely, this
would shed some more light on the fascinating structure
of noncommutative theories.
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APPENDIX A: REVIEW OF THE MATRIX
FORMULATION
For an introduction to the formulation of field theories
on noncommutative spaces, see [3, 24], and for a com-
plete review of the matrix formulation of noncommuta-
tive gauge theory, see [16, 19]. Here we will review only
the main results that we will need for the calculations
that appear in this work. Furthermore, we will focus
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only on the treatment of the gauge degrees of freedom,
the generalization to matter fields, including fermions,
being obvious.
The basic idea of the matrix formulation is that the
degrees of freedom are contained in infinite dimensional
time dependent hermitian matrices A0 and X
i. In order
to separate the quantum effects from UV and IR states,
it will prove convenient to work in the background field
gauge. In this approach, we expand the fields A0 = B0+
A and X i = Bi + Y i where the background fields, B0
and Bi, are interpreted as the low momentum degrees of
freedom, while the fluctuating fields, A and Y i, contain
the high momentum degrees of freedom. To make the
connection with noncommutative gauge theory, we think
of B0 = A0(xˆ) and B
i = xˆi ⊗ 1N×N + θijAj(xˆ) where
xˆi are infinite dimensional time-independent Hermitian
matrices satisfying the algebra of the noncommuting 2p
plane
[xˆi, xˆj ] = iθij1 . (A1)
After a suitable choice of gauge fixing, which includes
setting B0 = 0, the Lagrangian takes the form L = L0 +
L2 + L3 + L4 where
L0 = Tr
(
1
2
B˙i2 +
1
4
[Bi, Bj ][Bi, Bj ]
)
;
L2 = Tr
(
1
2
Y˙ j2 +
1
2
[Bi, Y j ]2 −
1
2
A˙2 −
1
2
[Bi, A]2 + ˙¯cc˙
+ [Bi, c¯][Bi, c] + [Bi, Bj ][Y i, Y j ]− 2iB˙i[A, Y i]
)
;
L3 = Tr
(
[Bi, A][A, Y i] + [Bi, Y j ][Y i, Y j ] + [Bi, c¯][Y i, c]
− iY˙ i[A, Y i]− i ˙¯c[A, c]
)
;
L4 = Tr
(
1
4
[Y i, Y j ][Y i, Y j ]−
1
2
[A, Y i]2
)
. (A2)
Notice that we have neglected the linear term in the fluc-
tuating fields, which generically, is not consistent because
we expect that UV quantum corrections will contribute
to the dynamics of the background field through tadpoles
and other effects resulting from the linear interactions.
In the language of perturbation theory, this amounts to
corrections that are both higher order in the gauge cou-
pling and higher order in derivatives of the background
field. Therefore, in order to consistently ignore the lin-
ear term, we must require both that the coupling is suffi-
ciently weak so that the loop corrections are suppressed
and that the states we integrate out are of sufficiently
high momenta relative to the scale set by the background
so that the higher derivatives are suppressed, as well. We
will find that both of these conditions are met in our
approach, so for simplicity sake, we have neglected the
linear interactions.
Moving along, from L2, we see that up to commuta-
tors and time derivatives of the background fields, all
of the fluctuating fields, Φ = (Y i, A, c¯, c), have similar
quadratic terms of the form
Tr
(
1
2
Φ˙2 +
1
2
[Bi,Φ]2
)
(A3)
=
1
2
ΦT
(
−1 ⊗ 11
d2
dt2
+ (Bi ⊗ 11− 1 ⊗Bi)2
)
.
For both consistency with the neglect of the linear terms
in the fluctuating fields, as discussed above, and conve-
nience in the definition of the propagator for the fluc-
tuating fields, we will treat the commutator and time
derivative terms perturbatively while absorbing the re-
maining background field dependence into the definition
of the propagator. As discussed in [16], this choice corre-
sponds to a derivative expansion of the background field,
which makes sense because we will only integrate out high
momentum states.
To lowest order in the derivative expansion, the prop-
agator for the high momentum modes is
〈Φ(t)Φ(t′)T 〉 =
∫
θΛ
d2px
∫
Λ
dω
2pi
∫
d2pk
(2pi)2p
e−iω(t−t
′)
×eik·(x−x
′)G˜(ω, θ−1(x − x′))
×e−ik·B ⊗ eik·B, (A4)
where G˜(ω, p) = (ω2−piG
ijpj)
−1 is the momentum space
field theory propagator for a massless bosonic state and
Gij is the inverse spatial metric, which we will discuss at
the end of this section. Were we dealing with fermions
instead of bosons, we would simply replace G˜(ω, p) above
with the appropriate propagator for fermi fields.
As discussed in [16], Eq. (A4) manifestly describes
dipole degrees of freedom whose transverse length is pro-
portional to their center of mass momentum. In particu-
lar, the identification is that x and x′ are the endpoints
of the dipole in space, and the center of mass momen-
tum is given by p = θ−1(x − x′). It is also important to
understand that there is a lower cutoff on the integrals
over ω and x, which reflects the fact that the Wilsonian
integration is only performed over states of high energy
and momentum compared to the background.
In practicality, when we perform calculations, we fre-
quently encounter traces of the form [15, 16]
Tr
(
Oeik·B
)
(A5)
=
∫
d2pxeik·xtrN
(
P∗e
i
∫
1
0
dσk·θ·A(x+σk·θ) ∗ O(x)
)
.
where O is some operator in the adjoint representation of
the gauge group. We immediately recognize this object
as an open Wilson line with O(x) attached at the end.
In fact, this structure was essentially guaranteed by the
noncommutative gauge invariance [14, 18]. Furthermore,
we will also frequently encounter the Fourier transform
of the open Wilson lines above, which we shall denote
ρO(x) =
∫
d2pk
(2pi)2p
eik·xTr
(
Oe−ik·B
)
. (A6)
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Finally, we should mention that we are using a conven-
tion of units in which (2pi)2pdet(θ) = 1 . This conven-
tion could potentially lead to some unfamiliar notions
of dimension. What is more, the situation is further
complicated by the fact that the inverse spatial metric
is Gij = θikθkj . Nonetheless, the quantities that will
appear in our calculations will all have simple physical
interpretations. The rule to follow is that the magnitude
squared of distance |x1 − x2|2 has dimensions of energy
squared. The reason is that
|x12|
2 = (θ−1 · x12)iG
ij(θ−1 · x12)j = piG
ijpj , (A7)
where we have used the relation between the center of
mass momentum and the position of the end points of
the dipole quanta pi = θ
−1
ij (x
j
1 − x
j
2). Likewise, by the
same argument, the magnitude squared of momenta has
dimensions of length squared.
APPENDIX B: LEADING TWO-LOOP
CALCULATION
The leading two-loop contribution to the effective ac-
tion comes from treating the interaction terms in L4 to
first order in perturbation theory and the interaction
terms in L3 to second order. In [16], the contribution
from both the L4 terms as well as the time derivative
terms in L3 was computed. In this section, we will com-
put the contribution to the effective action from the re-
maining terms in L3, which can be represented schemat-
ically as
〈
∫
dt1Tr ([B,Φ][Φ,Φ](t1))
×
∫
dt2Tr ([B,Φ][Φ,Φ](t2))〉, (B1)
where B is the low momentum background field and Φ
represents the high momentum fluctuating fields to be in-
tegrated out. The angled brackets denote the vacuum ex-
pectation value, which in our background field language,
is the product of the expectation value of the low momen-
tum “background fields” and the expectation value of the
high momentum “fluctuating fields”. Since we are work-
ing in the Wilsonian scheme, we evaluate only the latter
quantity and think of the residual expression involving
an expectation value of background fields as originating
from an effective Lagrangian of background fields only.
Furthermore, in the evaluation of Eq. (B1), we neglect
the tadpole contractions, although generally, there will
be tadpole contributions from the linear interaction term
in the Lagrangian as well as both the cubic and quartic
interaction terms. However, the linear terms are sup-
pressed by higher derivatives of the background as we
have already discussed in Appendix A, and in the super-
symmetric theories that are ultimately of interest to us,
the tadpoles from interaction terms cancel as well. After
a straight forward but somewhat tedious calculation, up
to subleading time derivative and commutator terms we
have
∫
dt1dt2d
2px1d
2px2d
2px3
∫
dω1d
2pk1
2pi(2pi)2p
dω2d
2pk2
2pi(2pi)2p
dω3d
2pk3
2pi(2pi)2p
e−iω1(t1−t2)+ik1·x1e−iω2(t1−t2)+ik2·x2e−iω3(t1−t2)+ik3·x3
×G˜(ω1, θ
−1x1)G˜(ω2, θ
−1x2)G˜(ω3, θ
−1x3)
∂
∂k2
·
∂
∂k3
[
Tr
(
eik1·B(t1)eik2·B(t1)
)
Tr
(
e−ik1·B(t1)eik3·B(t1)
)
× Tr
(
e−ik2·B(t1)e−ik3·B(t1)
)
− Tr
(
eik1·B(t1)e−ik3·B(t1)e−ik2·B(t1)e−ik1·B(t1)eik3·B(t1)eik2·B(t1)
)]
. (B2)
Since we only integrate out states with high energy and
momentum, time derivatives and commutators involving
the background field are suppressed. Therefore, to lowest
order, we obtain
∫
dtd2px1d
2px2d
2px3
∫
dω1d
2pk1
2pi(2pi)2p
dω2d
2pk2
2pi(2pi)2p
d2pk3
(2pi)2p
×eik1·x1eik2·x2eik3·x3x2 · x3
×G˜(ω1, θ
−1x1)G˜(ω2, θ
−1x2)G˜(ω1 + ω2, θ
−1x3)
×Tr
(
ei(k1+k2)·B(t)
)
Tr
(
e−i(k1−k3)·B(t)
)
×Tr
(
e−i(k2+k3)·B(t)
)
, (B3)
after performing the integral over ω3 and t2 and inte-
grating by parts in the k integrals. Note that we have
dropped the single trace term, since as discussed in [16],
it corresponds to a nonplanar matrix diagram, which is
suppressed in the domain of Wilsonian integration. Fi-
nally, upon Fourier transforming back to position space,
we are left with∫
dtd2px1d
2px2d
2px3
∫
dω1
2pi
dω2
2pi
x23 · x31
×G˜(ω1, θ
−1x12)G˜(ω2, θ
−1x23)G˜(ω1 + ω2, θ
−1x31)
×ρ(x1, t)ρ(x2, t)ρ(x3, t). (B4)
We can now combine the above expression with the
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result that was calculated in [16] to obtain the leading
two-loop contribution from the second order treatment
of all of the cubic interactions in L3. We get a result
proportional to∫
dtd2px1d
2px2d
2px3
∫
dω1
2pi
dω2
2pi
(ω1ω2 − x12 · x23)
×G˜(ω1, θ
−1x12)G˜(ω2, θ
−1x23)G˜(ω1 + ω2, θ
−1x31)
×ρ(x1, t)ρ(x2, t)ρ(x3, t). (B5)
Note that we have used the SO(1, 2p) symmetry that is
present in the vacuum diagrams in order to determine
that the integrand of the combined expression can only
depend on the invariant product ω1ω2 − x12 · x23. With
this factor present in the integrand, as in the commu-
tative theories, the two-loop cubic interactions given by
Eq. (B5) can be reduced to the form of Eq. (8).
APPENDIX C: NEXT TO LEADING ORDER
TWO LOOP CALCULATION
As in the next to leading order one-loop calculation, to
get the precise result we must retain higher order com-
mutators and time derivatives that were dropped in the
derivation of the matrix propagator (A4) as well as the
field strength terms in L2 that were also excluded from
the the propagator [16]. However, after developing some
intuition in section II for the structure of terms that can
appear, a lengthly calculation is not necessary. We sim-
ply need to keep track of all the distinct possibilities in
which the field strength insertions can appear in the dia-
grams. For example, in the case of the quartic diagram,
both insertions can go into one loop or each loop can get
a single insertion
or
.
Of course, each insertion requires an extra field theory
propagator to appear in the corresponding loop, and for
each loop, there are two boundaries in which the insertion
can go. Therefore, the first diagram corresponding to
both insertions going into the same loop contributes two
terms∫
d2px1d
2px2d
2px3
∫
dω1dω2 (C1)
×G˜(ω1, θ
−1x13)
3G˜(ω2, θ
−1x23)
× [b1ρFF (x1)ρ(x2)ρ(x3) + b2ρF (x1)ρ(x2)ρF (x3)] ,
while the second diagram corresponding to one insertion
going into each loop contributes three terms
∫
d2px1d
2px2d
2px3
∫
dω1dω2 (C2)
×G˜(ω1, θ
−1x13)
2G˜(ω2, θ
−1x23)
2
× [b3ρF (x1)ρ(x2)F ρ(x3) + b4ρ(x1)ρ(x2)ρFF (x3)
+ b5ρF (x1)ρ(x2)ρF (x3)] .
There are many more possibilities in the case of the cu-
bic graph. For simplicity, we will enumerate them in four
propagator form, which is obtained after the cancellation
of one propagator by the momenta in the numerator of
the integrand (see Eq. (B5)). It is not difficult to see that
there are three combinations of field theory propagators
that emerge: the first is similar to Eq. (C1), the second
is similar to Eq. (C2), and the third is given by
∫
d2px1d
2px2d
2px3
∫
dω1dω2 (C3)
×G˜(ω1, θ
−1x12)
2G˜(ω2, θ
−1x23)G˜(ω1 + ω2, θ
−1x13)
× [b6ρFF (x1)ρ(x2)ρ(x3) + b7ρF (x1)ρF (x2)ρ(x3)
+ b8ρF (x1)ρ(x2)ρF (x3)] .
Let us now discuss the meaning of these expressions
in the context of supersymmetric theories. First of all,
consider the terms of the form Eq. (C1). The planar
subdiagram corresponding to the constant term of ρ(x2),
contributes one-loop divergent mass corrections to the
propagators appearing in Eq. (7). As discussed in section
III, in supersymmetric theories, contributions of this type
will always cancel.
Another obvious group is the combination given by
Eq. (C2). By isolating the constant term of ρ(x2), we
recover the UV divergent one-loop correction to the gauge
coupling that multiplies Eq. (7). Of course, these types
of corrections are required by renormalizability and pose
no threat to the consistency of the theory. Moreover, the
constant term of ρ(x3) gives rise to a benign quantum
correction to the ρF ρF interaction in Eq. (7).
Finally, we arrive at the dangerous group of terms
given by Eq. (C3). Although, the constant term of ρ(x2)
gives a harmless quantum correction to the interaction
strength of Eq. (7), the constant term of ρ(x3) leads to
the same type of dangerous UV-IR divergent correction
that was discussed at length in section III. Therefore,
renormalizability demands that these contributions van-
ish.
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