Abstract. Louvain Method (LM), one of mainstream community detection approach based on modularity optimization, is widely used by virtue of its nearly linear time complexity and high quality community detection but has some deficiencies with respect to the theory and efficiency. We firstly present a method to calculate the Q-gain after node leaving their community and improve the theoretical research in this field, considering there is no method to calculate the gain in the existing research. Secondly, in view of the high storage space demands of LM and the sparse nature of complex networks, we propose an isolated node separation strategy, which only remains the connected nodes in each iteration. The experimental results based on the synthetic and real networks illustrate the effectiveness and efficiency provided by our approach.
Introduction
How to analyze and predict the complex relationship networks extracted from massive data is an essential part of research on many contemporary disciplines spanning from social [1, 2] , biological [3, 4] , computer science [5] [6] [7] to energy [8] , as well as economics [9] . It is possible to identify groups of nodes that are densely connected among themselves, but sparsely connected to the rest of the network. Research on complex network community discovery method is very important to analyze the topology and hierarchical structure of complex network, understand the formation process of community, predict the dynamic change of complex network and reveal the regular characteristics of complex network [10] .
The community-detection problem is challenging for the reason partly due to the fact that there is no universally standard quantitative definition. To deal with the situation, modularity Q [11, 12] , one of the most widely used definition, is proposed. Researchers come up with the modular optimization algorithms used heuristic strategy to mine the network structure, which are mainly based on the greedy strategy algorithm [13, 14] , hierarchical clustering [15, 16] , and the integration of multiple strategies [17] [18] [19] (greedy strategy, local optimization, hierarchical clustering, etc.). Among these approaches, the method proposed by Blondel et al [17] , also called Louvain Method (LM), has become widely used by virtue of its relative computational efficiency and the high quality of the community detection results.
LM is a multiscale method, obtained the optimal result during each iteration. Each time, modularity is first optimized using a greedy local algorithm, then a 'supernetwork' is formed whose nodes represent the communities discovered and the greedy algorithm is repeated on this supernetwork. The process iterates until there is no further improvements in modularity.
Although LM is efficient, widely used and gives informative results, it has, indeed, deficiencies and the room for improvement. Here we supplement the theoretic basis of modularity Q and decrease the memory space of LM in a principled and flexible manner.
First, LM needs to calculate the gain of modularity Q frequently after the nodes merging or leaving the original community. However, only proposed the first approach of gain calculation in the existing study on the modularity Q, it is inevitable to adopt the first on all accounts while calculating the second type of gain. In effect, we give a calculation method of Q gain after nodes leaving the original community, and perfect the theoretical research in the field.
Second, The LM algorithm has high quality community discovery results, partly because of that it provides the hierarchical community structure by intermediate results. The intermediate results of the storage in the process force the LM algorithm to demand larger storage space, about 20 times than of other similar algorithms [17] . In this paper, an improved strategy with removing isolated nodes is introduced in the LM algorithm. Experiments show that, compared with the original algorithm, the improved algorithm not only reduces the demand of storage space, but also its running time has been further reduced.
Modularity Q and Gain Calculation Method

Modularity Q
The modularity Q has two equivalent definitions [14] , which are based on the definition of the adjacency matrix and of the network community connection matrix. Here we only give the latter. 
In the community connection matrix of the network, the larger the value of Q is, the higher the sum of the elements on the diagonal line account for the sum of all the elements in the matrix. The modularity Q gives a clear definition of the community structure, and its value range is [-0.5, 1].
Gain-Q calculation Method
Considering a network divided among n communities, we define its community connection matrix as A . Merging the th n 1 − community and the nth community, adding the nth row (column) elements to the nth row (column) in A we get B , then the merged Q gain is calculated as shown in Eq. 2. 
Where v a denotes for the degree of node v. 
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Experimental Comparison and Analysis
In this section, we quantify the performance of LM+ by comparing it to the original algorithm in various social and information networks. We evaluate the performance of the methods by assessing the accuracy of the detected community when compare to the gold-standard, ground-truth communities. We also measure the running time to evaluate the scalability as the network size are different. Furthermore, we introduce the space compression ratio(SCR) to measure the contribution of algorithms in space storage, which is defined as below: SCR = (LM storage node -LM + storage node)/ LM storage node For our comparison, we consider four data sets ranged from artificially generated random network to real-world examples which come from three different domains: information network among e-mail [20] , cooperation network[21]contained paper citation relationship, and commercial bank customer network as shown in Table 1 . Fig. 1 and Fig. 2 show the process of the LM + algorithm and the LM algorithm running on the bank customer transaction network. Due to the complex network is a sparse network, and with the operation of the algorithm, the more obvious the structure of the community in the iteration is, the less the number of edges is, when calculating the storage space, we only count the number of nodes in the network but no edges. When counting the number of nodes that need to be stored in each iteration, the number of nodes that count the final result of this iteration is counted, regardless of the number of nodes in the intermediate scan process.
We demonstrate the input and output size of network during each iteration on the Figure 3 and Figure 4 . In the iteration, the LM + algorithm brings separation of the isolated nodes in the input network forward, and only allows the connected nodes actually participate in the iterative process, which makes the size of the input network in the subsequent iteration significantly reduced, and can reduce the demand for time and space resources. For example, in the fourth iteration, the number of nodes in the LM + algorithm is 798, and 38776 nodes in the LM algorithm. The 38776 nodes mainly contain isolated nodes, which are not removed in the previous rounds .
In light of the situation mentioned above, the LM + algorithm stores the isolated nodes and the connected nodes separately when the result of the intermediate iteration process is stored, so that the isolated nodes generated by each iteration are stored only once, which avoids the repeated storage of such nodes and greatly reduces the storage space demands. Figure 4 show the comparison of the two algorithms on different networks with run time and modularity. It is obvious that the LM + algorithm has the advantage on dealing with real networks. First, as with the LM algorithm, the LM + algorithm has different community detection and different run times corresponding to different node input sequences, as is shown in Figure 3 . Thus, the operation of each network is an average result of the 100 times different node input order. Second, apart from ethe original node community subordination (staying the original community, or leaving the community and entering the neighborhood community), we add a new community subordination situation -the node leaves the original community and becomes a community alone. Although the measure is modest in the improvement of the modularity and the situation is less frequent, it does promotes the community subordination of some nodes. Community evolution studies with time attributes need to be frequently identify communities on a network with a smaller time span. At this point, improved the original algorithm strategy, the LM + algorithm will have a high value.
Conclusions
In this paper, we first deduce the calculation method of the Q gain after the node leaving the network, and supplement the theoretical research on modularity Q in complex networks. Then, compared with LM algorithm, the improved LM algorithm reduces the run time of the algorithm and the demand for the storage space by introducing the improved strategy of eliminating the isolated nodes, and promotes the accuracy of community detection by importing the new node movement, which let it leave the original community as a community alone. In further work, we will focus on the effect of the node input order on the LM + algorithm to improve its sensitivity of the node input sequence.
