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Abstract—We consider the problem of stabilizing an undis-
turbed, scalar, linear system over a “timing” channel, namely
a channel where information is communicated through the
timestamps of the transmitted symbols. Each symbol transmitted
from a sensor to a controller in a closed-loop system is received
subject to some to random delay. The sensor can encode messages
in the waiting times between successive transmissions and the
controller must decode them from the inter-reception times of
successive symbols. This set-up is analogous to a telephone
system where a transmitter signals a phone call to a receiver
through a “ring” and, after the random delay required to
establish the connection; the receiver is aware of the “ring” being
received. Since there is no data payload exchange between the
sensor and the controller, this set-up provides an abstraction for
performing event-triggering control with zero-payload rate. We
show the following requirement for stabilization: for the state
of the system to converge to zero in probability, the timing
capacity of the channel should be at least as large as the
entropy rate of the system. Conversely, in the case the symbol
delays are exponentially distributed, we show a tight sufficient
condition using a coding strategy that refines the estimate of
the decoded message every time a new symbol is received.
Our results generalize previous zero-payload event-triggering
control strategies, revealing a fundamental limit in using timing
information for stabilization, independent of any transmission
strategy.
Index Terms—Timing channel, control with communication
constraints, event-triggered control.
I. INTRODUCTION
A networked control system with a feedback loop over a
communication channel provides a first-order approximation
of a cyber-physical system (CPS), where the interplay between
the communication and control aspects of the system leads to
new and unexpected analysis and design challenges [3], [4].
In this setting, data-rate theorems quantify the impact of the
communication channel on the ability to stabilize the system.
Roughly speaking, these theorems state that stabilization re-
quires a communication rate in the feedback loop at least as
large as the intrinsic entropy rate of the system, expressed by
the sum of the logarithms of its unstable eigenvalues [5]–[12].
We consider a specific communication channel in the loop
— a timing channel. Here, information is communicated
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through the timestamps of the symbols transmitted over the
channel; the time is carrying the message. This formulation is
motivated by recent works in event-triggering control, showing
that the timing of the triggering events carries information that
can be used for stabilization [13]–[22]. By encoding informa-
tion in timing, stabilization can be achieved by transmitting
additional data at a rate arbitrarily close to zero. However, in
these works, the timing information was not explicitly quanti-
fied, and the analysis was limited to specific event-triggering
strategies. In this paper, our goal is to determine the value of
a timestamp from an information-theoretic perspective, when
this timestamp is used for control. We are further motivated by
the results on the impact of multiplicative noise in control [23],
[24], since timing uncertainty can lead to multiplicative noise
in systems and thus can serve as an information bottleneck.
To illustrate the proof of concept that timing carries in-
formation useful for control, we consider the simple case
of stabilization of a scalar, undisturbed, continuous-time, un-
stable, linear system over a timing channel and rely on the
information-theoretic notion of timing capacity of the channel,
namely the amount of information that can be encoded using
time stamps [25]–[39]. In this setting, the sensor can commu-
nicate with the controller by choosing the timestamps at which
symbols from a unitary alphabet are transmitted. The controller
receives each transmitted symbol after a random delay is added
to the timestamp. We show the following data-rate theorem.
For the state to converge to zero in probability, the timing
capacity of the channel should be at least as large as the
entropy rate of the system. Conversely, in the case the random
delays are exponentially distributed, we show that when the
strict inequality is satisfied, we can drive the state to zero in
probability by using a decoder that refines its estimate of the
transmitted message every time a new symbol is received [40].
We also derive analogous necessary and sufficient conditions
for the problem of estimating the state of the system with an
error that tends to zero in probability.
The books [5], [6], [50] and the surveys [7], [8] provide
detailed discussions of data-rate theorems and related results
that heavily inspire this work. A portion of the literature
studied stabilization over “bit-pipe channels,” where a rate-
limited, possibly time-varying and erasure-prone communica-
tion channel is present in the feedback loop [41], [46]–[48],
[51]. For more general noisy channels, Tatikonda and Mitter
[42] and Matveev and Savkin [43] showed that the state of
undisturbed linear systems can be forced to converge to zero
almost surely (a.s.) if and only if the Shannon capacity of
the channel is larger than the entropy rate of the system.
In the presence of disturbances, in order to keep the state
bounded a.s., a more stringent condition is required, namely
the zero-error capacity of the channel must be larger than
the entropy rate of the system [44]. Nair derived a similar
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2TABLE I: Capacity notions used to derive data-rate theorems in the literature under different notions of stability, channel types,
and system disturbances.
Work Disturbance Channel Stability condition Capacity
[41] NO Bit-pipe |X(t)| → 0 a.s. Shannon
[42], [43] NO DMC |X(t)| → 0 a.s. Shannon
[44] bounded DMC P(supt |X(t)| <∞) = 1 Zero-Error
[6, Ch. 8] bounded DMC P(supt |X(t)| < K) > 1−  Shannon
[45] bounded DMC supt E(|X(t)|m) <∞ Anytime
[46] unbounded Bit-Pipe supt E(|X(t)|2) <∞ Shannon
[47]–[49] unbounded Var. Bit-pipe supt E(|X(t)|m) <∞ Anytime
This paper NO Timing |X(t)| P→ 0 Timing
information-theoretic result in a non-stochastic setting [52].
Sahai and Mitter [45] considered moment-stabilization over
noisy channels and in the presence of system disturbances of
bounded support, and provided a data-rate theorem in terms
of the anytime capacity of the channel. They showed that
to keep the mth moment of the state bounded, the anytime
capacity of order m should be larger than the entropy rate of
the system. The anytime capacity has been further investigated
in [49], [53]–[55]. Matveev and Savkin [6, Chapter 8] have
also introduced a weaker notion of stability in probability,
requiring the state to be bounded with probability (1− ) by
a constant that diverges as  → 0, and showed that in this
case it is possible to stabilize linear systems with bounded
disturbances over noisy channels provided that the Shannon
capacity of the channel is larger than the entropy rate of the
system. The various results, along with our contribution, are
summarized in Table I. The main point that can be drawn
from all of these results is that the relevant capacity notion for
stabilization over a communication channel critically depends
on the notion of stability and on the system’s model.
From the system’s perspective, our set-up is closest to the
one in [41]–[43], as there are no disturbances and the objective
is to drive the state to zero. Our convergence in probability
provides a stronger necessary condition for stabilization, but
a weaker sufficient condition than the one in these works.
We also point out that our notion of stability is considerably
stronger than the notion of probabilistic stability proposed
in [6, Chapter 8]. Some additional works considered nonlinear
plants without disturbances [56]–[58], and switched linear
systems [59], [60] where communication between the sensor
and the controller occurs over a bit-pipe communication chan-
nel. The recent work in [61] studies estimation of nonlinear
systems over noisy communication channels and the work
in [62] investigates the trade-offs between the communication
channel rate and the cost of the linear quadratic regulator for
linear plants.
Parallel work in control theory has investigated the possibil-
ity of stabilizing linear systems using timing information. One
primary focus of the emerging paradigm of event-triggered
control [63]–[75] has been on minimizing the number of
transmissions while simultaneously ensuring the control ob-
jective [16], [76], [77]. Rather than performing periodic com-
munication between the system and the controller, in event-
triggered control communication occurs only as needed, in
an opportunistic manner. In this setting, the timing of the
triggering events can carry useful information about the state
of the system, that can be used for stabilization [13]–[22].
In this context, it has been shown that the amount of timing
information is sensitive to the delay in the communication
channel. While for small delay stabilization can be achieved
using only timing information and transmitting data payload
(i.e. physical data) at a rate arbitrarily close to zero, for
large values of the delay this is not the case, and the data
payload rate must be increased [15], [21]. In this paper, we
extend these results from an information-theoretic perspective,
as we explicitly quantify the value of the timing information,
independent of any transmission strategy. To quantify the
amount of timing information alone, we restrict to transmitting
symbols from a unitary alphabet, i.e. at zero data payload rate.
Research directions left open for future investigation include
the study of “mixed” strategies, using both timing information
and physical data transmitted over a larger alphabet, as well
as generalizations to vector systems and the study of systems
with disturbances. In the latter case, it is likely that the usage
of stronger notions of capacity, or weaker notions of stability,
will be necessary.
The rest of the paper is organized as follows. Section II
introduces the system and channels models. The main re-
sults are presented in Section III. Section IV considers the
estimation problem, and Section V considers the stabilization
problem. Section VI provides a comparison with related work,
and Section VII presents a numerical example. Conclusions are
drawn in Section VIII.
A. Notation
Let Xn = (X1, · · · , Xn) denote a vector of random
variables and let xn = (x1, · · · , xn) denote its realization. If
X1, · · · , Xn are independent and identically distributed (i.i.d)
random variables, then we refer to a generic Xi ∈ Xn by
X and skip the subscript i. We use log and ln to denote the
logarithms base 2 and base e respectively. We use H(X) to
denote the Shannon entropy of a discrete random variable X
and h(X) to denote the differential entropy of a continuous
random variable X . Further, we use I(X;Y ) to indicate the
mutual information between random variables X and Y . We
write Xn
P−→ X if Xn converges in probability to X . Similarly,
3Fig. 1: Model of a networked control system where the feedback loop is
closed over a timing channel.
we write Xn
a.s.−−→ X if Xn converges almost surely to X . For
any set X and any n ∈ N we let
pin :X
N →X n (1)
be the truncation operator, namely the projection of a sequence
in X N into its first n symbols.
II. SYSTEM AND CHANNEL MODEL
We consider the networked control system depicted in
Fig. 1. The system dynamics are described by a scalar,
continuous-time, noiseless, linear time-invariant (LTI) system
X˙(t) = aX(t) + bU(t), (2)
where X(t) ∈ R and U(t) ∈ R are the system state and the
control input respectively. The constants a, b ∈ R are such
that a > 0 and b 6= 0. The initial state X(0) is random and
is drawn from a distribution of bounded differential entropy
and bounded support, namely h(X(0)) <∞ and |X(0)| <
L, where L is known to both the sensor and the controller.
Conditioned on the realization of X(0), the system evolution
is deterministic. Both controller and sensor have knowledge
of the system dynamics in (2). We assume the sensor can
measure the state of the system with infinite precision, and
the controller can apply the control input to the system with
infinite precision and with zero delay.
The sensor is connected to the controller through a timing
channel (the telephone signaling channel defined in [25]). The
operation of this channel is analogous to that of a telephone
system where a transmitter signals a phone call to the receiver
through a “ring” and, after a random time required to establish
the connection, is aware of the “ring” being received. Com-
munication between transmitter and receiver can then occur
without any vocal exchange, but by encoding messages in the
“waiting times” between consecutive calls.
A. The channel
We model the channel as carrying symbols ♠ from a unitary
alphabet, and each transmission is received after a random
delay. Every time a symbol is received, the sender is notified
of the reception by an instantaneous acknowledgment. The
channel is initialized with a ♠ received at time t = 0. After
receiving the acknowledgment for the ith ♠, the sender waits
for Wi+1 seconds and then transmits the next ♠. Transmitted
symbols are subject to i.i.d. random delays {Si}. Letting Di
be the inter-reception time between two consecutive symbols,
we have
Di = Wi + Si. (3)
It follows that the reception time of the nth symbol is
Tn =
n∑
i=1
Di. (4)
Fig. 2 provides an example of the timing channel in action.
B. Source-channel encoder
The sensor in Fig. 1 can act as a source and channel
encoder. Based on the knowledge of the initial condition
X(0), system dynamics (2), and L, it can select the waiting
times {Wi} between the reception and the transmission of
consecutive symbols. As in [25], [28] we assume that the
causal acknowledgments received by the sensor every time a ♠
is delivered to the controller are not used to choose the waiting
times, but only to avoid queuing, ensuring that every symbol
is sent after the previous one has been received. This is a usual
practice in TCP-based networks, where packet deliveries are
acknowledged via a feedback link [78]–[82]. For networked
control systems, this causal acknowledgment can be obtained
without assuming an additional communication channel in the
feedback loop. The controller can signal the acknowledgment
to the sensor by applying a control input to the system that
excites a specific frequency of the state each time a symbol
has been received. This strategy is known in the literature as
“acknowledgment through the control input” [6], [18], [42],
[45].
C. Anytime decoder
At any time t ≥ 0, the controller in Fig. 1 can use the inter-
reception times of all the symbols received up to time t, along
with the knowledge of L and of the system dynamics (2) to
compute the control input U(t) and apply it to the system. The
control input can be refined over time, as the estimate of the
source can be decoded with increasing accuracy when more
and more symbols are received. The objective is to design
an encoding and decoding strategy to stabilize the system by
driving the state to zero in probability, i.e. we want |X(t)| P−→
0 as t→∞.
Although the computational complexity of different
encoding-decoding schemes is a key practical issue, in this pa-
per we are concerned with the existence of schemes satisfying
our objective, rather than with their practical implementation.
D. Capacity of the channel
In the channel coding process, we assume the use of random
codebooks, namely the waiting times {Wi} used to encode any
given message are generated at random in an i.i.d. fashion,
and are also independent of the random delays {Si}. This
assumption is made for analytical convenience, and it does
not change the capacity of the timing channel. The following
definitions are derived from [25], incorporating our random
coding assumption.
4Fig. 2: The timing channel. Subscripts s and r are used to denote sent and received symbols, respectively.
Definition 1: A (n,M, T, δ)-i.i.d.-timing code for the tele-
phone signaling channel consists of a codebook of M code-
words {(wi,m, i = 1, . . . , n), m = 1 . . .M}, where the
symbols in each codeword are picked i.i.d. from a common
distribution as well as a decoder, which upon observation of
(D1, . . . , Dn) selects the correct transmitted codeword with
probability at least 1− δ. Moreover, the codebook is such that
the expected random arrival time of the nth symbol is at most
T , namely
E (Tn) ≤ T. (5)
Definition 2: The rate of an (n,M, T, δ)-i.i.d.-timing code
is
R = (logM)/T. (6)
Definition 3: The timing capacity C of the telephone sig-
naling channel is the supremum of the achievable rates, namely
the largest R such that for every γ > 0 there exists a sequence
of (n,Mn, Tn, δTn)-i.i.d.-timing codes that satisfy
logMn
Tn
> R− γ, (7)
and δTn → 0 as n→∞.
The following result [25, Theorem 8] applies to our random
coding set-up, since the capacity in [25] is achieved by random
codes.
Theorem 1 (Anantharam and Verdú): The timing capacity
of the telephone signaling channel is given by
C = sup
χ>0
sup
W≥0
E(W )≤χ
I(W ;W + S)
E(S) + χ
, (8)
and if S is exponentially distributed then
C =
1
eE(S)
[nats/sec]. (9)
III. MAIN RESULTS
A. Necessary condition
To derive a necessary condition for the stabilization of the
feedback loop system depicted in Fig. 1, we first consider the
problem of estimating the state in open-loop over the timing
channel. We show that for the estimation error to tend to zero
in probability, the timing capacity must be greater than the
entropy rate of the system. This result holds for any source
and channel coding strategy adopted by the sensor, and for any
strategy adopted by the controller to generate the control input.
Our proof employs a rate-distortion argument to compute a
lower bound on the minimum number of bits required to
represent the state up to any given accuracy, and this leads to
a corresponding lower bound on the required timing capacity
of the channel. We then show that the same bound holds for
stabilization, since in order to have |X(t)| P−→ 0 as t → ∞
in closed-loop, the estimation error in open-loop must tend to
zero in probability.
B. Sufficient condition
To derive a sufficient condition for stabilization, we first
consider the problem of estimating the state in open-loop over
the timing channel. We provide an explicit source-channel
coding scheme which guarantees that if the timing capacity is
larger than the entropy rate of the system, then the estimation
error tends to zero in probability. We then show that this
condition is also sufficient to construct a control scheme such
that |X(t)| P−→ 0 as t→∞. The main idea behind our strategy
is based on the realization that in the absence of disturbances
all that is needed to drive the state to zero is communicate
the initial condition X(0) to the controller with accuracy that
increases exponentially over time. Once this is achieved, the
controller can estimate the state X(t) with increasing accuracy
over time, and continuously apply an input that drives the
state to zero. This idea has been exploited before in the
literature [41], [42], and the problem is related to the anytime
reliable transmission of a real-valued variable over a digital
channel [40]. Here, we cast this problem in the framework of
the timing channel. A main difficulty in our case is to ensure
that we can drive the system’s state to zero in probability
despite the unbounded random delays occurring in the timing
channel.
In the source coding process, we quantize the interval
[−L,L] uniformly using a tree-structured quantizer [83]. We
then map the obtained source code into a channel code suitable
for transmission over the timing channel, using the capacity-
achieving random codebook of [25]. Given X(0), the encoder
picks a codeword from an arbitrarily large codebook and starts
transmitting the real numbers of the codeword one by one,
where each real number corresponds to a holding time, and
proceeds in this way forever. Every time a sufficiently large
number of symbols are received, we use a maximum likelihood
decoder to successively refine the controller’s estimate of
X(0). Namely, the controller re-estimates X(0) based on
the new inter-reception times and all previous inter-reception
times, and uses it to compute the new state estimate of
X(t) and control input U(t). We show that when the sensor
quantizes X(0) at sufficiently high resolution, and when the
timing capacity is larger than the entropy rate of the system,
the controller can construct a sufficiently accurate estimate of
X(t) and compute U(t) such that |X(t)| P−→ 0.
5IV. THE ESTIMATION PROBLEM
We start considering the estimation problem depicted in
Fig. 3. By letting b = 0 in (2) we obtain the open-loop equation
X˙e(t) = aXe(t). (10)
Our first objective is to obtain an estimate of the state Xˆe(tn),
given the reception of n symbols over the telephone signaling
channel, such that |Xe(tn)− Xˆe(tn)| P→ 0 as n→∞, at any
sequence of estimation times tn such that
1 < lim
n→∞
tn
E(Tn) ≤ Γ. (11)
In practice, the condition (11) ensures that as n → ∞
the estimation error is evaluated after n symbols have been
received, see Fig. 4. As before, we assume that the encoder has
causal knowledge of the reception times via acknowledgments
through the system as depicted in Fig. 3.
A. Necessary condition
The next theorem provides a necessary rate for the state
estimation error to tend to zero in probability.
Theorem 2: Consider the estimation problem depicted in
Fig. 3 with system dynamics (10). Consider transmit-
ting n symbols over the telephone signaling channel (3),
and a sequence of estimation times satisfying (11). If
|Xe(tn)− Xˆe(tn)| P→ 0, then
I(W ;W + S) ≥ a Γ E(W + S) [nats], (12)
and consequently
C ≥ Γa [nats/sec]. (13)
The proof of Theorem 2 is given in Appendix A.
Remark 1: The entropy-rate of our system is a
nats/time [56], [84]–[87]. This represents the amount of
uncertainty per unit time generated by the system in open
loop. Letting Γ → 1, (12) recovers a typical scenario in
data-rate theorems: to drive the error to zero the mutual
information between an encoding symbol W and its received
noisy version W + S should be larger than the average
“information growth” of the state during the inter-reception
interval D, which is given by
E(aD) = a E(W + S). (14)
On the other hand, for any fixed Γ > 1 our result shows
that we must pay a penalty of a factor of Γ in the case there
is a time lag between the reception time Tn of the last symbol
and the estimation time tn, see Fig. 4. Finally, the case Γ→
∞ requires transmission of a codeword carrying an infinite
amount of information over a channel of infinite capacity, thus
revealing the initial state of the system with infinite precision.
This case is equivalent to transmitting a single real number
over a channel without error, or a single symbol from a unitary
alphabet with zero delay. •
B. Sufficient condition
The next theorem provides a sufficient condition for con-
vergence of the state estimation error to zero in probability
along any sequence of estimation times tn satisfying (11), in
the case of exponentially distributed delays.
Theorem 3: Consider the estimation problem depicted in
Fig. 3 with system dynamics (10). Consider transmitting n
symbols over the telephone signaling channel (3). Assume
{Si} are drawn i.i.d. from exponential distribution with mean
E(S). If the capacity of the timing channel is at least
C > aΓ [nats/sec], (15)
then for any sequence of times {tn} that satisfies (11), we can
compute an estimate Xˆe(tn) such that as n→∞, we have
|Xe(tn)− Xˆe(tn)| P→ 0. (16)
The proof of Theorem 3 is given in Appendix A. The result
is strengthened in the next section (see Corollary 1), showing
that C > a is also sufficient to drive the state estimation error
to zero in probability for all t→∞.
V. THE STABILIZATION PROBLEM
A. Necessary condition
We now turn to consider the stabilization problem. Our first
lemma states that if in closed-loop we are able to drive the
state to zero in probability, then in open-loop we are also able
to estimate the state with vanishing error in probability.
Lemma 1: Consider stabilization of the closed-loop sys-
tem (2) and estimation of the open-loop system (10) over
the timing channel (3). If there exists a controller such that
|X(t)| P→ 0 as t → ∞, in closed-loop, then there exists an
estimator such that |Xe(t)− Xˆe(t)| P→ 0 as t→∞, in open-
loop.
Proof: From (2), we have in closed loop
X(t) = eatX(0) + ζ(t), (17)
ζ(t) = eat
∫ t
0
e−a%bU(%)d%. (18)
It follows that if
lim
t→∞P (|X(t)| ≤ ) = 1, (19)
then we also have
lim
t→∞P
(∣∣eatX(0) + ζ(t)∣∣ ≤ ) = 1. (20)
On the other hand, from (10) we have in open loop
Xe(t) = e
atX(0), (21)
and we can choose Xˆe(t) = −ζ(t) so that
|Xe(t)− Xˆe(t)| = |eatX(0) + ζ(t)| P→ 0, (22)
where the last step follows from (20).
The next theorem provides a necessary rate for the stabi-
lization problem.
Theorem 4: Consider the stabilization of the closed-loop
system (2). If |X(t)| P→ 0 as t→∞, then
I(W ;W + S) ≥ a E(W + S) [nats], (23)
6Fig. 3: The estimation problem.
Fig. 4: Codeword transmission and state estimation for different estimation
time sequences {tn}.
and consequently
C ≥ a [nats/sec]. (24)
Proof: By Lemma 1 we have that if |X(t)| P→ 0, then
|Xe(t)− Xˆe(t)| P→ 0 for all t → ∞, and in particular along
a sequence {tn} satisfying (11). The result now follows from
Theorem 2 letting Γ→ 1.
B. Sufficient condition
Our next lemma strengthens our estimation results, stating
that it is enough for the state estimation error to converge
to zero in probability as n → ∞ along any sequence of
estimation times {tn} satisfying (11), to ensure it converges
to zero for all t→∞.
Lemma 2: Consider estimation of the system (10) over the
timing channel (3). If there exists Γ0 > 1 such that along
the sequence of estimation times tn = Γ0E(Tn) we have
|Xe(tn)− Xˆe(tn)| P→ 0 as n → ∞, then for all t → ∞ we
also have |Xe(t)− Xˆe(t)| P→ 0.
Proof: We have that for tn = Γ0E(Tn) and for all ′ > 0,
and φ > 0, there exist nφ such that for all n ≥ nφ
P
(
|Xe(tn)− Xˆe(tn)| > ′
)
≤ φ. (25)
Let tnφ = Γ0E(Tnφ) be the time at which we estimate the state
for the nφth time. We want to show that for all t ∈ [tnφ , tnφ+1]
and  > 0, we also have
P
(
|Xe(t)− Xˆe(t)| > 
)
≤ φ. (26)
Consider the random time Tnφ at which ♠ is received for the
nφth time. We have
tnφ+1 − tnφ = Γ0 E(Tnφ+1)− Γ0 E(Tnφ)
= (nφ + 1)Γ0 E(D)− nφΓ0 E(D)
= Γ0 E(D). (27)
For all t ∈ [tnφ , tnφ+1], from the open-loop equation (10) we
have
Xe(t) = e
a(t−tnφ )Xe(tnφ). (28)
We then let
Xˆe(t) = e
a(t−tnφ )Xˆe(tnφ). (29)
Combining (28) and (29) and using (27), we obtain that for
all t ∈ [tnφ , tnφ+1]
|Xe(t)− Xˆe(t)| ≤ eaΓ0 E(D)|Xe(tnφ)− Xˆe(tnφ)|. (30)
From which it follows that
P
(
|Xe(t)− Xˆe(t)| > ′eaΓ0 E(D)
)
≤ P
(
|Xe(tnφ)− Xˆe(tnφ)| > ′
)
. (31)
Since (25) holds for all n ≥ nφ, we also have
P
(
|Xe(tnφ)− Xˆe(tnφ)| ≥ ′
)
≤ φ. (32)
We can now let ′ < e−aΓ0 E(D) and the result follows.
Lemma 2 yields the following corollary, which is an imme-
diate extension of Theorem 3.
Corollary 1: Consider the estimation problem depicted in
Fig. 3 with system dynamics (10). Consider transmitting n
symbols over the telephone signaling channel (3). Assume
{Si} are drawn i.i.d. from exponential distribution with mean
E(S). If the capacity of the timing channel is at least C > aΓ,
then we have |Xe(t)− Xˆe(t)| P→ 0 as t→∞.
Proof: The result follows by noticing that if C > a
then there exists a Γ0 > 1 such that C > aΓ0, and
hence by Theorem 3 along the sequence of estimation times
tn = Γ0E(Tn) we have |Xe(tn)− Xˆe(tn)| P→ 0 as n → ∞.
Then, by Lemma 2 we also have |Xe(t)− Xˆe(t)| P→ 0 as
t→∞.
The next key lemma states that if we are able to estimate
the state with vanishing error in probability, then we are also
able to drive the state to zero in probability.
Lemma 3: Consider stabilization of the closed-loop sys-
tem (2) and estimation of the open-loop system (10) over
the timing channel (3). If there exists an estimator such that
|Xe(t)− Xˆe(t)| P→ 0 as t → ∞, in open-loop, then there
7exists a controller such that |X(t)| P→ 0 as t→∞, in closed-
loop.
Proof: We start by showing that if there exists an open-
loop estimator such that |Xe(t)− Xˆe(t)| P→ 0 as t → ∞,
then there also exists a closed-loop estimator such that
|X(t)− Xˆ(t)| P→ 0 as t → ∞. We construct the closed-loop
estimator based on the open-loop estimator as follows. The
sensor in closed-loop runs a copy of the open-loop system by
constructing the virtual open-loop dynamic
Xe(t) = X(0)e
at. (33)
Using the open-loop estimator, for all t > 0 the con-
troller acquires the open-loop estimate Xˆe(t) such that
|Xe(t)− Xˆe(t)| P→ 0. It then uses this estimate to construct
the closed-loop estimate
Xˆ(t) = Xˆe(t) + e
at
∫ t
0
e−a%bU(%)d%. (34)
Since from (2) the true state in closed loop is
X(t) = X(0)eat + eat
∫ t
0
e−a%bU(%)d%, (35)
it follows by combining (33), (34) and (35) that
|X(t)− Xˆ(t)| = |Xe(t)− Xˆe(t)| P→ 0. (36)
What remains to be proven is that if |X(t)− Xˆ(t)| P→ 0,
then there exists a controller such that |X(t)| P→ 0.
Let b > 0 and choose k so large that a − bk < 0. Let
U(t) = −kXˆ(t). From (2), we have
X˙(t) = (a− bk)X(t) + bk[X(t)− Xˆ(t)]. (37)
By solving (37) and using the triangle inequality, we get
|X(t)| ≤|e(a−bk)tX(0)|+∣∣∣∣∫ t
0
e(t−%)(a−bk)bk(X(%)− Xˆ(%))d%
∣∣∣∣ . (38)
Since |X(0)| < L and a− bk < 0, the first term in (38) tends
to zero as t→∞. Namely, for any  > 0 there exists a number
N such that for all t ≥ N, we have
|e(a−bk)tX(0)| ≤ . (39)
Since by (36) we have that |X(t)− Xˆ(t)| P→ 0, we also have
that for any , δ > 0 there exist a number N ′ such that for all
t ≥ N ′, we have
P
(
|X(t)− Xˆ(t)| ≤ 
)
≥ 1− δ. (40)
It now follows from (38) that for all t ≥ max{N, N ′} the
following inequality holds with probability at least (1− δ)
|X(t)| ≤ + bket(a−bk)
∫ N ′
0
e−%(a−bk)|X(%)− Xˆ(%)|d%
+ bket(a−bk)
∫ t
N ′
e−%(a−bk)d%. (41)
Since both sensor and controller are aware that |X(0)| < L, by
(33) we have that for all t ≥ 0 the open-loop estimate acquired
by the controller satisfies Xˆe(t) ∈ [−Leat, Leat]. By (36)
the closed-loop estimation error is the same as the open-loop
estimation error, and we then have that for all % ∈ [0, N ′]
|X(%)− Xˆ(%)| = |Xe(%)− Xˆe(%)| ≤ 2LeaN ′ . (42)
Substituting (42) into (41), we obtain that with probability at
least (1− δ)
|X(t)| ≤+ 2Lbke[t(a−bk)+aN ′] e
−N ′(a−bk) − 1
−(a− bk)
+ bket(a−bk)
e−t(a−bk) − e−N ′(a−bk)
−(a− bk) . (43)
By first letting  be sufficiently close to zero, and then letting
t be sufficiently large, we can make the right-hand side of (43)
arbitrarily small, and the result follows.
The next theorem combines the results above, providing a
sufficient condition for convergence of the state to zero in
probability in the case of exponentially distributed delays.
Theorem 5: Consider the stabilization of the system (2).
Assume {Si} are drawn i.i.d. from an exponential distribution
with mean E(S). If the capacity of the timing channel is at
least
C > a [nats/sec], (44)
then |X(t)| P→ 0 as t→∞.
Proof: The result follows by combining Corollary 1 and
Lemma 3.
VI. COMPARISON WITH PREVIOUS WORK
A. Comparison with stabilization over an erasure channel
In [42] the problem of stabilization of the discrete-time
version of the system in (2) over an erasure channel has been
considered. In this discrete model, at each time step of the
system’s evolution the sensor transmits I bits to the controller
and these bits are successfully delivered with probability 1−µ,
or they are dropped with probability µ, in an independent
fashion. It is shown that a necessary condition for X(k) a.s−−→ 0
is that the capacity of this I-bit erasure channel is
(1− µ)I ≥ log a [bits/sec]. (45)
Since almost sure convergence implies convergence in prob-
ability, by Theorem 4 we have that the following necessary
condition holds in our setting for X(t) a.s.−−→ 0:
I(W ;W + S)
E(W + S)
≥ a [nats/sec]. (46)
We now compare (45) and (46). The rate of expansion of
the state space of the continuous system in open loop is a
nats per unit time, while for the discrete system is log a bits
per unit time. Accordingly, (45) and (46) are parallel to each
other: in the case of (46) the controller must receive at least
aE(W + S) nats representing the initial state during a time
interval of average length E(W + S). In the case of (45) the
controller must receive at least log a/(1−µ) bits representing
the initial state over a time interval whose average length
corresponds to the average number of trials before the first
8successful reception
(1− µ)
∞∑
k=0
(k + 1)µk =
1
1− µ. (47)
B. Comparison with event triggering strategies
The works [13]–[22] use event-triggering strategies that
exploit timing information for stabilization over a digital
communication channel. These strategies encode information
over time in a specific state-dependent fashion and use a
combination of timing information and data payload to convey
information used for stabilization. Our framework, by consid-
ering the transmission of symbols from a unitary alphabet, uses
only timing information for stabilization. In Theorem 4 we
provide a fundamental limit on the rate at which information
can be encoded in time, independent of any transmission
strategy. Theorem 5 then shows that this limit can be achieved,
in the case of exponentially distributed delays.
The work [14] shows that using event triggering it is
possible to achieve stabilization with any positive transmission
rate over a zero-delay digital communication channel. Indeed,
for channels without delay achieving stabilization at zero rate
is easy. One could for example transmit a single symbol at a
time equal to any bijective mapping of x(0) into a point of the
non-negative reals. For example, we could transmit ♠ at time
t = tan−1(x(0)) for t ∈ [0, pi]. The reception of the symbol
would reveal the initial state exactly, and the system could be
stabilized.
The work in [15] shows that when the delay is positive, but
sufficiently small, a triggering policy can still achieve stabi-
lization with any positive transmission rate. However, as the
delay increases past a critical threshold, the timing information
becomes so much out-of-date that the transmission rate must
begin to increase. In our case, since the capacity of our timing
channel depends on the distribution of the delay, we may
also expect that a large value of the capacity, corresponding
to a small average delay, would allow for stabilization to
occur using only timing information. Indeed, when delays are
distributed exponentially, from (9) and Theorems 4 and 5 it
follows that as longs as the expected value of delay is
E(S) <
1
ea
, (48)
it is possible to stabilize the system by using only timing
information. On the other hand, the system is not stabilizable
using only timing information if the expected value of the
delay becomes larger than (ea)−1.
VII. NUMERICAL EXAMPLE
We now present a numerical simulation of stabilization
over the telephone signaling channel. While our analysis is
for continuous-time systems, the simulation is performed in
discrete time, considering the system
X[m] = aX[m] + U [m], for m ∈ N, (49)
where a > 1 so that the system is unstable.
In this case, assuming i.i.d. geometrically distributed delays
{Si}, the sufficient condition for stabilization becomes
C > log a [nats/sec], (50)
where C is the timing capacity of the discrete telephone
signaling channel [26]. The timing capacity is achieved in
this case using i.i.d. waiting times {Wi} that are distributed
according to a mixture of a geometric and a delta distribution.
This results in {Di} also being i.i.d. geometric [26], [28].
Assuming that a decoding operation occurs at time m
using all km symbols received up to this time, and following
the source-channel coding scheme described in the proof of
Theorem 3, the controller decodes an estimate Xˆm[0] of the
initial state and estimates the current state as
Xˆ[m] = amXˆm[0] +
m−1∑
j=0
am−1−jU [j]. (51)
The estimate Xˆm[0] corresponds to the binary representation
of X(0) using dkmE(D)Ce bits, provided that there is no
decoding error in the tranmsission. Accordingly, in our sim-
ulation, we let η > 0 and Pe = e−ηkm , and we assume
that at every decoding time, with probability (1 − Pe) we
construct a correct quantized estimate of the initial state Xˆm[0]
using dkmE(D)Ce bits. Alternatively, with probability Pe we
construct an incorrect quantized estimate. In the case of a
correct estimate, we apply the asymptotically optimal control
input U [m] = −KXˆ[m], where K > 0 is the control gain
and Xˆ[m] is obtained from (51). In the case of an incorrect
estimate, the state estimate used to construct the control input
can be arbitrary. We consider three cases: (i) we do not apply
any control input and let the system evolve in open loop, (ii)
we apply the control input using the previous estimate, (iii)
we apply the opposite of the asymptotically optimal control
input: U [m] = KXˆ[m]. In all cases, the control input remains
fixed to its most recent value during the time required for a
new estimate to be performed.
Fig. 5 pictorially illustrates the evolution of our simulation
in an error-free case in which the binary representation of X[0]
is refined by E(D)C = 3 bits at each symbol reception.
Numerical results are depicted in Fig. 6, showing conver-
gence of the state to zero in all cases, provided that the timing
capacity is above the entropy rate of the system. In contrast,
when the timing capacity is below the entropy rate, the state
diverges. The plots also show the absolute value of the control
input used for stabilization in the various cases.
Fig. 7 illustrates the percentage of times at which the
controller successfully stabilized the plant versus the capacity
of the channel in a run of 500 Monte Carlo simulations. The
phase transition behavior at the critical value C = log a is
clearly evident.
VIII. CONCLUSIONS
In the framework of control of dynamical systems over
communication channels, it has recently been observed that
event-triggering policies encoding information over time in
a state-dependent fashion can exploit timing information for
stabilization in addition to the information traditionally carried
by data packets [13]–[22]. In a more general framework, this
paper studied from an information-theoretic perspective the
fundamental limitation of using only timing information for
stabilization, independent of any transmission strategy. We
showed that for stabilization of an undisturbed scalar linear
9Fig. 5: Evolution of the channel used in the simulation in an error-free case. Each time ♠ is received, a new codeword is decoded using all the symbols
received up to that time. The decoded codeword represents the initial state X[0] with a precision that increases by E(D)C bits at each symbol reception. In
the figure, for illustration purposes we have assumed E(D)C = 3 bits.
system over a channel with a unitary alphabet, the timing
capacity [25] should be at least as large as the entropy rate of
the system. In addition, in the case of exponentially distributed
delays, we provided a tight sufficient condition using a coding
strategy that refines the estimate of the decoded message as
more and more symbols are received. Important open problems
for future research include the effect of system disturbances,
understanding the combination of timing information and
packets with data payload, and extensions to vector systems.
Our derivation ensures that when the timing capacity is
larger than the entropy rate, the estimation error does not grow
unbounded, in probability, even in the presence of the random
delays occurring in the timing channel. This is made possible
by communicating a real-valued variable (the initial state) at an
increasingly higher resolution and with vanishing probability
of error. This strategy has been previously studied in [40] in the
context of estimation over the binary erasure channel, rather
than over the timing channel. It is also related to communica-
tion at increasing resolution over channels with feedback via
posterior matching [88], [89]. The classic Horstein [90] and
Schalkwijk-Kailath [91] schemes are special cases of posterior
matching for the binary symmetric channel and the additive
Gaussian channel respectively. The main idea in our setting
is to employ a tree-structured quantizer in conjunction to a
capacity-achieving timing channel codebook that grows expo-
nentially with the tree depth, and re-compute the estimate of
the real-valued variable as more and more channel symbols are
received. The estimate is re-computed for a number of received
symbols that depends on the channel rate and on the average
delay. In contrast to posterior matching, we are not concerned
with the complexity of the encoding-decoding strategy, but
only with its existence. We also do not assume a specific
distribution for the real value we need to communicate, and
we do not use the feedback signal to perform encoding, but
only to avoid queuing [25], [28]. We point out that our control
strategy does not work in the presence of disturbances: in this
case, one needs to track a state that depends not only on the
initial condition, but also on the evolution of the disturbance.
This requires to update the entire history of the system’s states
at each symbol reception [45], leading to a different, i.e. non-
classical, coding model. Alternatively, remaining in a classical
setting one could aim for less, and attempt to obtain results
using weaker probabilistic notions of stability, such as the one
in [6, Chapter 8].
Finally, by showing that in the case of no disturbances and
exponentially distributed delay it is possible to achieve stabi-
lization at zero data-rate only for sufficiently small average
delay E(S) < (ea)−1, we confirmed from an information-
theoretic perspective the observation made in [15] regarding
the existence of a critical delay value for stabilization at zero
data-rate.
APPENDIX A
PROOFS OF THE ESTIMATION RESULTS
A. Proof of Theorem 2
We start by introducing a few definitions and proving some
useful lemmas.
Definition 4: For any  > 0 and φ > 0, we define the rate-
distortion function of the source X˙e = aXe(t) at times {tn}
as
Rtn(φ) = inf
P(Xˆe(tn)|Xe(tn))
{
I
(
Xe(tn); Xˆe(tn)
)
: (52)
P
(
|Xe(tn)− Xˆe(tn)| > 
)
≤ φ
}
.
The proof of the following lemma adapts an argument
of [42] to our continuous-time setting.
Lemma 4: We have
Rtn(φ) ≥ (1− φ) [atn + h(X(0))] (53)
− ln 2− ln 2
2
[nats].
Proof: Let
ξ =
{
0 if |Xe(tn)− Xˆe(tn)| ≤ 
1 if |Xe(tn)− Xˆe(tn)| > . (54)
Using the chain rule, we have
I(Xe(tn); Xˆe(tn))
= I(Xe(tn); ξ, Xˆe(tn))− I(Xe(tn); ξ|Xˆe(tn)) (55)
= I(Xe(tn); ξ, Xˆe(tn))−H(ξ|Xˆe(tn))
+H(ξ|Xe(tn), Xˆe(tn)).
Given X(tn) and Xˆ(tn), there is no uncertainty in ξ, hence
we deduce
I(Xe(tn); Xˆe(tn))
= I(Xe(tn); ξ, Xˆe(tn))−H(ξ|Xˆe(tn))
= h(Xe(tn))− h(Xe(tn)|ξ, Xˆe(tn))−H(ξ|Xˆe(tn))
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Case I: decoding error → open loop
C = 1.2 log a C = 1.2 log a C = 0.9 log a
Case II: decoding error → previous estimate
C = 1.2 log a C = 1.2 log a C = 0.9 log a
Case III: decoding error → opposite of the optimal control
C = 1.2 log a C = 1.2 log a C = 0.9 log a
Fig. 6: Here we show the evolution of a single run of a system with different capacities for the timing channel. The first and second columns represent
the absolute value of the state and control input, respectively, when the timing capacity is larger than the entropy rate of the system (C > log a). The third
column represents the absolute value of the state when the timing capacity is smaller than the entropy rate of the system (C < log a). In the first row, in the
presence of a decoding error, we do not apply any control input and let the system evolve in open-loop; in the second row, we apply the control using the
previous estimate; the third row, we apply the opposite of the optimal control. The simulation parameters were chosen as follows: a = 1.2, E(D) = 2, and
Pe = e−ηkm , where η = 0.09. For the optimal control gain we have chosen K = 0.4, which is optimal with respect to the (time-averaged) linear quadratic
regulator (LQR) control cost (1/200)E[
∑199
m=0(0.01X
2
k + 0.5U
2
k ) + 0.01X
2
200].
= h(Xe(tn))− h(Xe(tn)|ξ = 0, Xˆe(tn))P(ξ = 0) (56)
− h(Xe(tn)|ξ = 1, Xˆe(tn))P(ξ = 1)−H(ξ|Xˆe(tn)).
Since H(ξ|Xˆe(tn)) ≤ H(ξ) ≤ ln 2/2 [nats], P(ξ = 0) ≤ 1,
and P(ξ = 1) ≤ φ, it then follows that
I(Xe(tn); Xˆe(tn)) ≥
h (Xe(tn))− h
(
Xe(tn)− Xˆe(tn)|ξ = 0, Xˆe(tn)
)
− h
(
Xe(tn)|ξ = 1, Xˆe(tn)
)
φ− ln 2
2
. (57)
Since conditioning reduces the entropy, we have
I(Xe(tn); Xˆe(tn)) ≥ h(Xe(tn)) (58)
− h(Xe(tn)− Xˆe(tn)|ξ = 0)− h(Xe(tn))φ− ln 2
2
= (1− φ)h(Xe(tn))− h(Xe(tn)− Xˆe(tn)|ξ = 0)− ln 2
2
.
By (54) and since the uniform distribution maximizes the
differential entropy among all distributions with bounded
support, we have
I(Xe(tn); Xˆe(tn)) ≥ (1− φ)h(Xe(tn))− ln 2− ln 2
2
.
(59)
Since Xe(tn) = X(0) eatn , we have
h(Xe(tn)) = ln e
atn + h(X(0)) = atn + h(X(0)). (60)
Combining (59), and (60) we obtain
I(Xe(tn); Xˆe(tn)) ≥ (1− φ) (atn + h(X(0)))− ln 2− ln 2
2
.
(61)
Finally, noting that this inequality is independent of
P(Xˆe(tn)|Xe(tn)) the result follows.
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Fig. 7: Here we show the fraction of times stabilization was achieved versus
the capacity of the channel across a run of 500 simulations for each value
of the capacity. Successful stabilization is defined in these simulations as
|X[250]| ≤ 0.05. In the case of a decoding error, no control input is applied
and we let the system evolve in open loop. The simulation parameters were
chosen as follows: a = 1.2, E(D) = 2, and Pe = e−ηkm , where η =
0.09. For the control gain, we have chosen K = 0.4, which is optimal with
respect to the (time-averaged) linear quadratic regulator (LQR) control cost
(1/200)E[
∑199
m=0(0.01X
2
k + 0.5U
2
k ) + 0.01X
2
200].
Remark 2: By letting φ =  in (53), we have
Rtn() ≥ (1− )atn + ′, (62)
where
′ = (1− )h (X(0))− ln 2− ln 2
2
. (63)
For sufficiently small  we have that ′ ≥ 0, and hence
Rtn()
tn
≥ (1− )a. (64)
It follows that for sufficiently small  the rate-distortion per
unit time of the source must be at least as large as the entropy
rate of the system. Since the rate-distortion represents the
number of bits required to represent the state of the process up
to a given fidelity, this provides an operational characterization
of the entropy rate of the system. •
The proof of the following lemma follows a converse
argument of [25] with some modifications due to our different
setting.
Lemma 5: Under the same assumptions as in Theorem 2, if
by time tn, κn symbol is received by the controller, we have
I
(
Xe(tn); Xˆe(tn)
)
≤ κnI(W ;W + S). (65)
Proof: We denote the transmitted message by V ∈
{1, . . . ,M} and the decoded message by U ∈ {1, . . . ,M}.
Then
Xe(tn)→ V → (D1, . . . , Dκn)→ U → Xˆe(tn), (66)
is a Markov chain. Therefore, using the data-processing in-
equality [92], we have
I
(
Xe(tn); Xˆe(tn)
)
≤ I(V ;U) ≤ I(V ;D1, . . . , Dκn). (67)
By the chain rule for the mutual information, we have
I(V ;D1, . . . , Dκn) =
κn∑
i=1
I(V ;Di|Di−1). (68)
Since Wi is uniquely determined by the encoder from V , using
the chain rule we deduce
κn∑
i=1
I(V ;Di|Di−1) =
κn∑
i=1
I(V,Wi;Di|Di−1). (69)
In addition, again using the chain rule, we have
κn∑
i=1
I(V,Wi;Di|Di−1) =
κn∑
i=1
I(Wi;Di|Di−1) (70)
+
κn∑
i=1
I(V ;Di|Di−1,Wi).
Di is conditionally independent of V when given Wi. Thus:
κn∑
i=1
I(V ;Di|Di−1,Wi) = 0. (71)
Combining (69), (70), and (71) it follows that
κn∑
i=1
I(V ;Di|Di−1) =
κn∑
i=1
I(Wi;Di|Di−1). (72)
Since the sequences {Si} and {Wi} are i.i.d. and independent
of each other, it follows that the sequence {Di} is also i.i.d.,
and we have
κn∑
i=1
I(Wi;Di|Di−1) = κnI(W ;D). (73)
By combining (67), (68), (72) and (73) the result follows.
We are now ready to finish the proof of Theorem 2.
Proof: If E(W + S) = 0, (12) is straightforward. Thus,
for the rest of the proof, we assume E(W + S) > 0.
Recall that Γ > 1. Thus, we can choose ` > 1 such
that for κn = n + `, we have ΓE(Tn) ≤ E(Tκn). Since
limn→∞ tnE(Tn) ≤ Γ, it follows that for sufficiently large n
we have
P(Tκn+1 ≤ tn) ≤ P[Tκn+1 ≤ ΓE(Tn)]
≤ P[Tκn+1 ≤ E(Tκn)]
≤ P[Tκn+1 ≤ E(Tκn+1)]. (74)
Since the waiting times {Wi} and the random delays {Si}
are i.i.d. sequences and independent of each other, it follows
by the strong law of large numbers that (74) tends to zero as
n → ∞. Thus, as n → ∞ with high probability at most κn
symbols are received by the controller, and using Lemma (5),
it follows that
(n+ `)I(W ;W + S) ≥ I
(
Xe(tn); Xˆe(tn)
)
. (75)
By the assumption of the theorem, for any  > 0 we have
lim
n→∞P
(
|Xe(tn)− Xˆe(tn)| ≤ 
)
= 1. (76)
Hence, for any  > 0 and any φ > 0 there exist nφ such that
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for n ≥ nφ
P
(
|Xe(tn)− Xˆe(tn)| > 
)
≤ φ. (77)
Using (77), (52), and Lemma 4 it follows that for n ≥ nφ
Rtn(φ) ≥ (1− φ) [atn + h(X(0))]− ln 2−
ln 2
2
. (78)
By (52), we have
I(Xe(tn); Xˆe(tn)) ≥ Rtn(φ), (79)
and combining (78), and (79) we obtain that for n ≥ nφ
I
(
Xe(tn); Xˆe(tn)
)
n
≥ (80)
(1− φ)atn
n
+
(1− φ)h(X(0))− ln 2− ln 22
n
.
We now let φ → 0, so that n → ∞. Since
limn→∞(n+ `)/n = 1, using (75) we have
I(W ;W + S) ≥ a lim
n→∞
tn
n
. (81)
Since, E(Tn) = nE(Dn) from (11) it follows that
E(D) ≤ lim
n→∞
tn
n
≤ ΓE(D). (82)
Since |Xe(tn)− Xˆe(tn)| P→ 0 for all the measurement times
tn satisfying (82), we let limn→∞ tn/n = ΓE(D) in (81)
and (12) follows. Finally, using (8) and noticing
sup
W≥0
E(W )≤χ
I(W ;W + S)
E(S) + χ
≥ sup
W≥0
E(W )=χ
I(W ;W + S)
E(S) + χ
, (83)
we deduce that if (12) holds then (13) holds as well.
B. Proof of Theorem 3
Proof: If E(S) = 0 the timing capacity is infinite, and the
result is trivial. Hence, for the rest of the proof, we assume
that
E(S +W ) ≥ E(S) > 0, (84)
which by (4) implies that E(Tn) → ∞ as n → ∞. As a
consequence, by (11) we also have that tn →∞ as n→∞.
The objective is to design an encoding and decoding strat-
egy, such that for all , δ > 0 and sufficiently large n, we
have
P(|Xe(tn)− Xˆe(tn)| > ) < δ. (85)
We start by bounding the probability of the event that the nth
symbol does not arrive by the estimation deadline tn. Since
limn→∞ tn/E(Tn) > 1, it follows that there exists ν > 0 such
that for large enough n we have
tn > (1 + ν)E(Tn). (86)
Hence, for large enough n, we have that the probability of
missing the deadline is
P(Tn > tn) ≤ P[Tn > (1 + ν)E(Tn)]. (87)
Since the waiting times {Wi} and the random delays {Si}
are i.i.d. sequences and independent of each other, it follows
by the strong law of large numbers that (87) tends to zero as
n→∞. We now have
P(|Xe(tn)− Xˆe(tn)| > ) =
P(|Xe(tn)− Xˆe(tn)| >  | tn ≥ Tn)P(tn ≥ Tn)
+ P(|Xe(tn)− Xˆe(tn)| >  | tn < Tn)P(tn < Tn)
≤ P(|Xe(tn)− Xˆe(tn)| >  | tn ≥ Tn) + P(tn < Tn), (88)
where the second term in the sum (88), tends to zero as
n→∞. It follows that to ensure (85) it suffices to design an
encoding and decoding scheme, such that for all , δ > 0 and
sufficiently large n, we have that the conditional probability
P(|Xe(tn)− Xˆe(tn)| >  | tn ≥ Tn) < δ. (89)
From the open-loop equation (10), we have
Xe(tn) = e
atnX(0), (90)
from which it follows that the decoder can construct the
estimate
Xˆe(tn) = e
atnXˆtn(0), (91)
where Xˆtn(0) is an estimate of X(0) constructed at time tn
using all the symbols received by this time.
By (90) and (91), we now have that (89) is equivalent to
P(|X(0)− Xˆtn(0)| > e−atn | tn ≥ Tn) < δ, (92)
namely it suffices to design an encoding and decoding scheme
to communicate the initial condition with exponentially in-
creasing reliability in probability. Our coding procedure that
achieves this objective is described next.
Source coding: We let the source coding map
Q : [−L,L]→ {0, 1}N (93)
be an infinite tree-structured quantizer [83]. This map con-
structs the infinite binary sequence Q (X(0)) = {Q1, Q2, . . .}
as follows. Q1 = 0 if X(0) falls into the left-half of the
interval [−L,L], otherwise Q1 = 1. The sub-interval where
X(0) falls is then divided into half and we let Q2 = 0 if
X(0) falls into the left-half of this sub-interval, otherwise
Q2 = 1. The process then continues in the natural way, and
Qi is determined accordingly for all i ≥ 3.
Using the definition of truncation operator (1), for any n′ ≥
1 we can define
Qn′ = pin′ ◦ Q. (94)
It follows that Qn′ (X(0)) is a binary sequence of length
n′ that identifies an interval of length L/2n
′−1 that contains
X(0). We also let
Q−1n′ : {0, 1}n
′ → [−L,L] (95)
be the right-inverse map of Qn′ , which assigns the middle
point of the last interval identified by the sequence that
contains X(0). It follows that for any n′ ≥ 1, this procedure
achieves a quantization error
|X(0)−Q−1n′ ◦ Qn′(X(0))| ≤
L
2n′
. (96)
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•
Channel coding: In order to communicate the quantized
initial condition over the timing channel, the truncated binary
sequence Qn′(X(0)) needs to be mapped into a channel
codeword of length n.
We consider a channel codebook of n columns and Mn
rows. The codeword symbols {wi,m, i = 1, · · · , n; m =
1 · · ·Mn} are drawn i.i.d. from a distribution which is mix-
ture of a delta function and an exponential and such that
P(Wi = 0) = e−1, and P(Wi > w | Wi > 0) = exp{ −weE(S)}.
By Theorem 3 of [25], if the delays {Si} are exponentially
distributed, using a maximum likelihood decoder this construc-
tion achieves the timing capacity. Namely, letting
Tn = E(Tn) = nE(D), (97)
using this codebook we can achieve any rate
R = lim
n→∞
logMn
Tn
< C (98)
over the timing channel.
Next, we describe the mapping between the source coding
and the channel coding constructions. •
Source-channel mapping: We first consider the direct map-
ping. For all i ≥ 1, we let n′ = diRE(D)e and consider the
2n
′
possible outcomes of the source coding map Qn′(X(0)).
We associate them, in a one-to-one fashion, to the rows of a
codebook Ψn′ of size 2n
′ × dn′/RE(D)e. This mapping is
defined as
En′ :{0, 1}n′ → Ψn′ . (99)
By letting i → ∞, the codebook becomes a double-infinite
matrix Ψ∞, and the map becomes
E : {0, 1}N → Ψ∞. (100)
Thus, as i→∞, X(0) is encoded as
X(0)
Q−→ {0, 1}N E−→ Ψ∞. (101)
We now consider the inverse mapping. Since the elements of
Ψn′ are drawn independently from a continuous distribution,
with probability one, no two rows of the codebook are equal to
each other, so for any i ≥ 1 and number of received symbols
n = di/RE(D)e we define
E−1n′ : Ψn′ → {0, 1}n
′
, (102)
where n′ = dnRE(D)e. This map associates to every row in
the codebook a corresponding node in the quantization tree at
level n′.
Figures 8 and 9 show the constructions described above
for the cases RE(D) = 2 and RE(D) = 0.5, respec-
tively. In Fig. 8, the nodes in the quantization tree at level
n′ = diRE(D)e = 2, 4, 6, . . . , are mapped into the rows
of a table of Mn = 22, 24, 26, . . . rows and n = 1, 2, 3 . . .
columns. Conversely, the rows in each table are mapped into
the corresponding nodes in the tree. In Fig. 9, the nodes in the
quantization tree at level n′ = diRE(D)e = 1, 2, 3, . . . , are
mapped into the rows of a table of Mn = 2, 22, 23, . . . rows
and n = 2, 4, 6, . . . columns. Conversely, the rows in each
table are mapped into the corresponding nodes in the tree.
Next, we describe how the encoding and decoding opera-
tions are performed using these maps and how transmission
occurs over the channel. •
One-time encoding: The encoding of the initial state X(0)
occurs at the sensor in one-shot and then the corresponding
symbols are transmitted over the channel, one by one. Given
X(0), the source encoder computes Q(X(0)) according to
the source coding map (93) and the channel encoder picks
the corresponding codeword E(Q(X(0))) from the doubly-
infinite codebook according to the map (100). This codeword
is an infinite sequence of real numbers, which also corre-
sponds to a leaf at infinite depth in the quantization tree.
Then, the encoder starts transmitting the real numbers of the
codeword one by one, where each real number corresponds to
a holding time, and proceeds in this way forever. According
to the source-channel mapping described above, transmitting
n = dn′/RE(D)e symbols using this scheme corresponds
to transmitting, for all i ≥ 1, n′ = diRE(D)e source bits,
encoded into a codeword En′(Qn′(X(0))), picked from a
truncated codebook of 2n
′
rows and n columns. •
Anytime Decoding: The decoding of the initial state X(0)
occurs at the controller in an anytime fashion, refining the
estimate of X(0) as more and more symbols are received.
For all i ≥ 1 the decoder updates its guess for the value of
X(0) any time the number of symbols received equals n =
di/RE(D)e. Assuming a decoding operation occurs after n
symbols have been received, the decoder picks the maximum
likelihood codeword from a truncated codebook of size Mn×n
and by inverse mapping, it finds the corresponding node in
the tree. It follows that at the nth random reception time Tn,
the decoder utilizes the inter-reception times of all n symbols
received up to this time to construct the estimate XˆTn(0).
First, a maximum likelihood decoder Dn is employed to map
the inter-reception times (D1, . . . , Dn) to an element of Ψn′ .
This element is then mapped to a binary sequence of length
n′ using E−1n′ . Finally, Q−1n′ is used to construct XˆTn(0). It
follows that at the nth reception time where decoding occurs,
we have
(D1, . . . , Dn)
Dn−−→ Ψn′
E−1
n′−−→ {0, 1}n′ Q
−1
n′−−−→ [−L,L], (103)
and we let
XˆTn(0) = Q−1n′
(E−1n′ (Dn(D1, . . . , Dn))) . (104)
Thus, as n→∞ the final decoding process becomes
(D1, Dn, . . . )
D−→ Ψ∞ E
−1
−−→ {0, 1}N Q
−1
−−−→ [−L,L]. (105)
•
To conclude the proof, we now show that if C > Γa, then it
is possible to perform the above encoding and decoding oper-
ations with an arbitrarily small probability of error while using
a codebook so large that it can accommodate a quantization
error at most L/2n
′
< e−atn .
Since the channel coding scheme achieves the timing ca-
pacity, we have that for any R < C, as n→∞ the maximum
likelihood decoder selects the correct transmitted codeword
with arbitrarily high probability. It follows that for any δ > 0
and n sufficiently large, we have with probability at least
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Fig. 8: Tree-structured quantizer and the corresponding codebook for RE(D) = 2. In this case, every received channel symbol
refines the source coding representation by two bits. Here the black nodes in the quantization tree at level n′ = diRE(D)e =
2, 4, 6, . . . , are mapped into the rows of the codebook
Fig. 9: Tree-structured quantizer and the corresponding codebook for RE(D) = 1/2. In this case, every two received channel
symbols refine the source coding representation by one bit.
(1− δ) that
Qn′(X(0)) = E−1n′ (Dn(D1, . . . , Dn)) , (106)
and then by (96) we have
|X(0)− XˆTn(0)| ≤
L
2n′
. (107)
We now consider a sequence of estimation times {tn} sat-
isfying (11) and let the estimate at time tn ≥ Tn in (92)
be Xˆtn(0) = XˆTn(0). By (107) we have that the sufficient
condition for estimation reduces to
L
2n′
≤ e−atn , (108)
which means having the size of the codebook Mn be such that
L
Mn
≤ e−atn , (109)
or equivalently
logMn − logL+ log 
tn
≥ a. (110)
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Using (97), we have
logMn − logL+ log 
tn
=
logMn − logL+ log 
Tn
· Tn
tn
=
logMn − logL+ log 
Tn
· E(Tn)
tn
. (111)
Taking the limit for n→∞, we have
lim
n→∞
logMn − logL+ log 
Tn
· E(Tn)
tn
≥ R · 1
Γ
. (112)
It follows that as n → ∞ the sufficient condition (110) can
be expressed in terms of the rate as
R ≥ Γa. (113)
It follows that the rate must satisfy
C > R ≥ Γa (114)
and since C > Γa, the proof is complete.
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