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Fig. 6. the deconvolved X-ray spectrum at step 2.
Fig. 7. illustrations of how dierent likelihoods (the circles
representing for log mono probabilities and triangles for en-
tropies) changes with iterative steps. Maximum-entropy meth-
ods are usually designed to nd the maximum of the sum of
the two likelihoods which we plotted as the line curve. But in
this example the maximum is reached at step 1 which has a
very poor signicance level, say, 3%.
to do maximum-entropy deconvolutions, a priori knowl-
edge of the Richardson-Lucy estimate at step 2 has to be
updated. The follow-up deconvolution results are similar
to but slightly more stable than those derived from the
simple Richardson-Lucy method. Of course, such a con-
tinuation is needed only if it can signicantly improve the
signicance level (not in this example).
4. Discussions and Summary
We have proposed a bootstrap method to calculate the
probability signicance levels of deconvolution models in
the Richardson-Lucy algorithm. This is a global mea-
sure for the method that converges locally. The bootstrap
usually takes a considerable computer CPU time but is
still tolerable by present powerful workstations. With this
method, one can calculate at each Richardson-Lucy iter-
ative step how good the model is, and judge when the
iterations can be stopped.
Though more iterations give better tting in the sense
that the signicance levels are improved, such a progress
is usually very slow after rst tens or even few steps, while
it may loose too much entropy or smoothness. In princi-
ple, the convergent model of the ' 100% signicance level
can be derived by an innite number of iterations. But in
practice, this is neither possible nor useful because such a
model would have taken noise completely as real signals.
A reasonable model can be chosen at the signicance level
20% to 80%.
We have also discussed how to incorporate the entropy
in the deconvolution. In some cases, if one maximizes the
sum of the entropy described by Eq. 10 and the model
likelihood (Eq. 9), the solution does not guarantee an ac-
ceptable signicance level (the data are tted too poorly).
Therefore, it is recommended that a priori knowledge of
the entropy derived from a few Richardson-Lucy iterations
should be updated accordingly, if this is necessary in im-
proving the signicance level quickly.
The above convolutions are illustrated in our two 1-D
spectral examples. Detailed applications to 2-D data will
be published elsewhere.
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Fig. 3. illustrations of how the entropies are changed with the
probabilities. These are so called trade-o curves, see the text
for more.
We note that the range of the modeled signals depends
on the initial condition. For instance, if u
0
1
= 5; u
0
2
= 57 are
used, the range u
1
= 24:9  19:7 and u
2
= 37:1  42:3 de-
rived above can never be recovered. The important point
here is that models coming from this irregular initial con-
dition have entropies less than those corresponding to
the smooth initial condition. One should always use the
smooth condition. It is not a mathematical reason, but
simply scientists' belief, that physical processes in the Na-
ture should be as smooth as possible, or have entropies as
large as possible.
3.2. ROSAT 1-D spectra
We apply the above bootstrap method to ROSAT X-ray
spectra. The ROSAT telescope receives soft X-rays be-
tween 0.07 Kev and 3 Kev with an eective area depend-
ing on photon energy, and records them as photon events
in 256 PSPC detector channels from 0.08 Kev to 2.5 Kev.
The detector response matrix (the PSF) is well calibrated
for 728 incident energies and 249 output channels. But to
be not too oversampling, we usually rebin the 728 input
energies into 249. For a source of counts less than 500,
one needs to rebin them further in order to get acceptable
estimates quickly.
The X-ray spectrum comes from the radio-jet AGN
galaxy G0905-098 (m
v
= 15:5), found to be X-ray bright
by EINSTEIN and re-observed by ROSAT. It is situated
at the boundary of the Abell cluster A794 which itself has
bright intracluster X-ray emission. Because of the partic-
ular radio conguration and the particular site, it was an
ideal example to study the physical interaction between
the intracluster medium and the radio jet. The raw X-ray
spectral histogram is shown in Fig. 4.
We start from a smooth initial estimate normalized to
have the same total counts 2178 as observed. Fig. 5 shows
how the signicance level increases. The biggest improve-
ment of the model happens at step 2 where the probability
is rapidly increased from 3% to 25%. After step 2, the t-
ting of [~c
i
] to the data [c
i
] is improved very slowly although
in the signal space [
~
d
j
] becomes more and more irregular.
Fig. 4. the raw counts of the G0905-098 ROSAT spectrum are
plotted as the histogram. The curve is the objective-feasibility
ltering from the Lucy deconvolution at step 2.
Fig. 5. similar to Fig. 2, but here for the ROSAT 1-D spec-
trum. Note that the improvement of the tting after step 2 is
very slow.
Apparently, the best guess for the model should be at step
2 because the model is much smoother while still at the
signicant level 25%. The light curve in Fig. 4 shows the
object-feasibility ltering [~c
i
] and the histogram in Fig 6
the corresponding deconvolution model spectrum [
~
d
j
]. It
can be explained simply by a power law AGN spectrum
plus the galactic absorption (seen as the turn-over at 0.25
Kev). We note that some details do appear after about 40
step with the signicance level about 30%, but since this
level is not very dierent from that at step 2, the details
are not very reliable and should be checked independently.
In Fig. 7, the circles are for the likelihoods and the
triangles for the entropies of Eq. 10 (both normalized to
be 0 at step 1, so the initial values at step 0 are outside
the gure). The curve gives the sum. It is important to
note that the maximum of the curve is reached at step
1 that corresponds to the signicant level (3%) | too
low to be acceptable. Thus, the solution that maximizes
both the likelihoods and the entropy fails to t to the
data ! We used the entropy-based iterative algorithm in
Meinel (1986) and have conrmed this result. In order
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alently, the a priori knowledge is just that the signal is
as smooth as possible. The entropy that characterizes
smoothness or variance of the unknown signals can be used
as an implemental quantity in the deconvolution. If more
steps improve the goodness-of-t very slowly, but loose too
much entropies, one probably should stop the iteration at
a lower signicance level.
We should point out that iterative algorithms that
maximize both the mono probability p (Eq. 6) and the
entropy (Eq. 10) do exist (Frieden 1972; Hunt 1977 and
Meinel 1986), but the solutions do not guarantee an ac-
ceptable signicance level in the observation space. For in-
stance, for the ROSAT spectrum of G0905-098 below, this
maximum solution is derived after the rst iterative step
in the Richardson-Lucy algorithm, but the model has only
the signicance level 3%. Therefore, maximum-entropy al-
gorithms should not be preferred to the knowledge-free
Richardson-Lucy method if the a priori knowledge is too
far from the fact (as the smooth a priori knowledge, Eq.
10, sometimes does). A good way may be to start from the
Richardson-Lucy algorithm and after a reasonable signi-
cance level is achieved, one updates the a priori knowledge
and uses a maximum-entropy method. Our studies for 1-
D ROSAT spectra show however only a slight dierence
between this and the simplest Richardson-Lucy method.
2.5. CPU time consumption
The CPU time for the bootstrap is dominated by sim-
ulating random samples which is linearly dependent on
999  C  logN . On our IBM-RISCS workstation (128M
RAM, multiusers), it takes a few minutes to get one sig-
nicance level at one iterative step for C = 1000 and
N = 256. For 1-D spectra, this is not a problem because
the convergence is usually obtained at the rst few steps.
In 2-D images, a good model may require few tens of iter-
ations and then the calculations are performed at selected
steps. Anyway, this is well within present computation
power.
3. Applications
3.1. A simple model
This is a very simple, but still a non-trivial, example :
c
1
= 0:75u
1
+ 0:25u
2
+Poisson noise (c
1
); (11)
c
2
= 0:25u
1
+ 0:75u
2
+Poisson noise (c
2
); (12)
here the point spread function is p
1;1
= 0:75; p
1;2
=
0:25; p
2;1
= 0:25; p
2;2
= 0:75. The real signal is assumed to
be (u
1
; u
2
) = (20; 40), so 25 counts and 35 counts are pre-
dicted in channel 1 and 2 respectively. But due to Poisson
statistics, we observed c
1
= 24; c
2
= 38.
The Richardson-Lucy deconvolution starts from u
0
1
=
u
0
2
= 31. Fig. 1 illustrates from bottom-up the changes of
~u
1
(circles + line), ~c
1
(triangles + line), ~c
2
(triangles) and
Fig. 1. the deconvolved results in the simple model. The lined
circles are for ~u
1
, the lined triangles for ~c
1
, the circles for ~u
2
and the triangles for ~c
2
.
~u
2
(circles). The signal estimate converges to (~u
1
1
; ~u
1
2
) =
(17; 45), the solution of the linear equations :
c
1
= 0:75~u
1
1
+ 0:25~u
1
2
; (13)
c
2
= 0:25~u
1
1
+ 0:75~u
1
2
: (14)
After about 15 steps, the estimate (17.4,44.6) is already
close to the mathematical convergence. At step 40, it is
~u
1
= 17:001 and ~u
2
= 44:999. The real signal (20,40)
cannot be restored because of the noise.
Fig. 2. simulated signicance levels via iterative steps. Note
that the probability should be a monotonous increasing func-
tion in principle; the actual uctuations (e.g. at step 15) are
due to sampling errors.
We have used the bootstrap simulations to obtain
prob in Eq. 9. Fig. 2 shows how the signicance level
prob increases with r and Fig. 3 how the entropy E de-
crease with prob (the so called trade-o curve, see Press
etal. 1992). There are still small sampling errors due to
the nite bootstrap in the gures but these are easily
checked out. If adopting prob = 0:6, we can stop at step
4 when ~u
1
= 21:6; ~u
2
= 40:4. This model is even closer
to the real signal (20,40) than the convergent solution
(17,45). The signal range corresponding to the signi-
cance levels prob = 0:3 ! 0:8 are u
1
= 24:9 ' 19:7 and
u
2
= 37:1 ' 42:3.
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observed in pixel 2 and so on arising from the theoretical
distribution [~c
i
]  ~c
1
; ~c
2
; :::; ~c
N
will follow the multinormal
probability function :
p([d
i
]) =
C!
C
C
N
Y
i
~c
d
i
i
d
i
; (6)
X
d
i
= C: (7)
The mono probability for the real observation [c
i
] can be
calculated by replacing [d
i
] with [c
i
] above. The likelihood
M of [d
i
] can be further dened as
M([d
i
]; [~c
i
]) = ln p([d
i
]): (8)
Intuitively, an imaginary observation [d
i
] is said to
t to the model [~c
i
] better than [c
i
] if it has the likeli-
hood M ([d
i
]) > M([c
i
]); vise versa, if M ([d
i
]) < M ([c
i
]),
it happens more unlikely. So, how frequently better (or
worse) imaginary observations appear from a given model
[~c
i
] measures the goodness-of-t. But such a calculation is
impossible to derive by hand because of the complicated
forms of Eqs. 6-8.
2.3. Test for Goodness-of-t
We propose the following bootstrap method to access the
probability signicance level. At each step r, we simulate
999 random realizations of [~c
i
] and derive their associ-
ated likelihoods according to the multinormal point pro-
cess and Eqs. 6-8. Since the total counts are xed in the
Richardson-Lucy algorithm, we use the multinormal pro-
cess instead of the Poisson process. If this constraint is
relaxed, the Richardson-Lucy routine may become uncon-
trolled because the direction of the Poisson error is un-
known. In practice, the total number of counts is always
large so the dierence between the two processes is negli-
gible.
A random sample is created in the following ways :
1) generate a random number r between 0 and 1; 2) by
comparing it to the cumulative distribution function of
[~c
i
], we add one count to grid j where
P
j 1
1
~c
i
< r 
P
j
1
~c
i
; and 3) repeat the above procedure C times. As one
could expected, there are several numerical routines that
can compute step 2 at the speed logN per count.
Plus the observedM([c
i
]), there are totally 1000 likeli-
hoods. The idea here is to sort them in an ascending order,
M(1);M (2); :::;M (K); :::;M(1000), with order K denot-
ing the real data. The null hypothesis is that [c
i
] comes
identically from a random realization of the model [~c
i
]
against the alternative that this is incorrect. If K = 1, the
real data appear most unlikely, so the hypothesis should
be rejected at the 99.9% condence level. In general, the
chance or the probability signicance level for getting the
real data out of the model is
prob = K=1000: (9)
Because the Richardson-Lucy algorithm improves the like-
lihood step by step, K will increase from 0 to 1000. One
sees that models of both small K (' 1) and high K
(' 1000) should be rejected : a small prob means a poor
tting while a large prob (corresponding to 
2
' 0) means
the tting is too good because one has collected all noise
as signal. All the simulation models and the real ROSAT
X-ray spectral data we have investigated show a behavior
as in Fig. 5, say, after number of iterations the probabil-
ity reaches a certain value and stays almost at it even if
many more iterations are carried out. This level depends
on the point spread function as well as the structure of
the underlying signals. Whether it can be used for deter-
mination will depend on one's a priori entropy knowledge
which we discuss in section 2.4. But at least, a reasonable
model should reach a minimal value for this level. From
our experience, we suggest prob = 20% for this minimal
value.
Even with K = 1000, bootstrap sampling errors may
be still visible. If they become too serious, one should try
even more random samples. In principle, the exact signif-
icant level will be approached at K ! 1. However, for
practical use, the number of K = 1000 is already enough.
We should stress that the test given above is a global
measure of the goodness-of-t. As soon as a global signif-
icance level, g, is derived, every part of the model will t
to the data locally at a level larger than or equal to g, a
consequnce of Eq. 6. This condition is important since the
Richardson-Lucy and related iterative methods converge
locally.
2.4. Entropy
While the Richardson-Lucy algorithm nds model esti-
mates of signicance levels from zero to 100%, the opposite
is not true | not all models in the range can be scanned
by the algorithm. Because of noise, imperfect p
ij
and
oversampling, one observed data set does not constrain a
unique deconvolution model at a given signicant level.
Iterative algorithms, e.g. the Richardson-Lucy method,
give a practical way to search for a particular, smaller
set of all possibilities. However, the models scanned by
the proposed algorithms are always relatively smoother or
of higher entropy in the signal space and thus are more
physically reasonable than the rest. In the Richardson-
Lucy method, such an important property is guaranteed
by starting from the smooth maximum-entropy initial con-
dition.
Adding more iterations in the Richardson-Lucy algo-
rithm improves the signicance but degenerates the en-
tropy of the models dened as :
E =  
M
X
j
(~u
j
ln ~u
j
+ ln ~u
j
); (10)
in the absence of any other a priori knowledge (Narayan &
Nityananda 1986; Skilling 1989; Press etal. 1992). Equiv-
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gent solution(s) quantitatively and measure how it, as well
as entropy or smoothness, changes in the iteration. Thus
one can easily decide how to incorporate entropy informa-
tion into the deconvolution. In section 2, we rst discuss
general aspects of both regularization methods and the
Richardson-Lucy method. Then we propose a bootstrap
procedure to calculate signicance levels and discuss some
properties that were not addressed clearly before in the
algorithm. We study a simple articial model and a real
ROSAT 1-D spectrum in section 3 for application illustra-
tions. Application to 2-D HST or ROSAT images will be
published elsewhere. We summarize the results in section
4.
2. Regularizations and Iterative Iterations
Let the observed counts be c
i
(i = 1; :::; N ), the underlying
signal u
j
(j = 1; :::;M) and the noise n
i
. We have
c
i
=
M
X
j=1
p
ij
u
j
+ n
i
; i = 1; :::; N (1)
here p
ij
is a point spread function (PSF). The observation
can either be a 1-D spectrum or a 2-D image. Oversam-
pling cases, say M  N , are allowed because sometimes
the PSF can be measured in ner grids.
There are two types of noise (Lucy 1992). Type I noise
is not associated with the true signal but comes from back-
grounds such as the read-out noise of a detector or the
sky background. This kind of noise appears like a smooth
background and can be removed somehow before other
data processing (e.g., several tools for this perpose have
been implemented in astronomical softwares IRAF and
MIDAS). In contrast, type II noise is associated with the
signal recording process. A typical example is the pixel-to-
pixel noise due to photon Poisson statistics in CCD detec-
tors. Throughout this paper we assume that type I noise
has been corrected in the data, only the Poisson noise will
be considered.
2.1. Regularization Method
If there is a model estimate, ~u
i
, an object-feasibility lter-
ing ~c
i
is derived through the equation
~c
i
=
X
j
~u
j
p
ij
; (2)
and 
2
measures the goodness-of-t :

2
=
X
i
(c
i
  ~c
i
)
2
~c
i
: (3)
Apparently, the smaller 
2
is, the better the model agrees
with the data. The best model can be solved by minimiz-
ing 
2
. However, this model and models that are very close
to it are usually very irregular even among the nearest pix-
els, which a real physical model should not be. Regulariza-
tion methods thus minimize the sum of the 
2
and another
quantity representing a priori belief such as smoothness
(
P
j
~u
2
j
) or negentropy (
P
j
~u
j
ln ~u
j
).
It should be pointed out that the 
2
tting is based
on the assumption that the counts [c
i
] in all pixels are
large enough to follow approximately Gaussian distribu-
tions. In astronomy, it is rather common that counts in
some pixels can be zero or just few. If this is the case, the
regularization has to use more accurate statistics (e.g. the
Poisson statistics). Such a change brings a great diculty
to the regularizations. In contrast, iterative deconvolution
methods do not have this shortcoming since calculations
of the Poisson likelihood are after the model estimations.
2.2. The Richardson-Lucy Method
The Lucy deconvolution gets an estimate ~u
(r)
j
of u
j
at
iterative step r(= 1; 2; :::) according to
~u
(r+1)
j
= ~u
(r)
j
X
i
c
i
~c
i
p
ij
; (4)
~c
i
=
X
j
~u
(r)
j
p
ij
: (5)
here
P
i
~c
i
=
P
i
c
i
= C (i.e. conservation of total
counts); the initial estimate ~u
(0)
j
is usually a constant.
The Richardson-Lucy method improves the tting of the
estimates step by step and in principle, after an innite
number of iterations, one should derive a convergent sig-
nal model [u
1
j
] that is the mathematical solution of Eq.
1 without noise. In practice, the approach to model [u
1
j
]
is usually very slow, and just because of the noise in [c
i
],
it is not so useful. We need to give a statistical descrip-
tion of the goodness-of-t. Up to now, there is not yet a
quantitative measure for the probability signicance levels
of the estimates nor of the statistical acceptability of the
solutions. When to stop the iterations is usually judged
by one's experience or by eye impression in 2-D cases.
In his original paper, Lucy (1974) proposed to use
the 
2
test. This is useful when photon counts are high
enough, but may be less sensitive to systematic deviations
in the tting. Recently, Lucy (1994) proposed to use the
Kolmogorov-Smirnov (KS) test that measures a least up-
per bound on the tting errors. Since the calculations of
the 
2
and KS probabilities are very fast, it is interesting
to check at which condition they will become reasonable
approximations of the actual signicance level that we will
derive as follows.
Let us consider the signicance levels here. Again, if all
c
i
 10, we can use the 
2
dened above. But this simpli-
cation is not always suitable. In a general case, when type
I noise does not exist, a particular conguration (or an
imaginary observation) [d
i
] with d
1
observed in pixel 1, d
2
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Abstract. We propose a simulation-based bootstrap
method to access global signicance levels of deconvolu-
tion models in the Richardson-Lucy and other iterative
restoration algorithms that converge locally. These signif-
icance levels allow one to check at each iterative step how
good the model is and when iterations can be stopped.
Adding more iterations in the deconvolution improves the
tting but is very slow at later time; while too much en-
tropy or smoothness will be lost in the models. A good de-
convolution model should rstly have a signicance level
as high as possible ( 20%), and secondly, be as smooth
as possible. We have used two examples to illustrate how
such models can be derived in practice.
We point out that maximizing the sum of the likeli-
hood of tting and a priori entropy does not guarantee
an acceptable signicance level for the resulting model. If
one's a priori knowledge is too poor, the model may not
be able to t the data at a reasonable signicance level. In-
stead, a maximum-entropy-like iterative restoration algo-
rithm can be performed later by acquiring a priori knowl-
edge from the Richardson-Lucy restoration. However, this
is necessary only when it does increase the levels signi-
cantly.
Key words: Methods : data analysis { Methods : statis-
tical { Techniques : image processing
1. Introduction
Image restoration, spectral deconvolution and related in-
verse problems are found in many astronomical data pro-
cessings such as Hubble Space-Telescope observations, X-
ray data from the Einstein Observatory and ROSAT, and
many radio observations etc.. A large number of decon-
volution methods proposed so far are based on the idea
called regularization which searches for best tted mod-
els subject to constraints like maximum entropy, atness
Send oprint requests to: G. Borner
or smoothness. A remarkable exception to the regulariza-
tions is the Richardson-Lucy iterative method, proposed
in optics by Richardson (1972) and independently in as-
tronomy by Lucy (1974). This method starts usually from
an initial model of constant density distribution that ap-
parently has maximum entropy as well as being perfectly
smooth, then it modies the estimates step by step by
collecting information from the observational data until a
reasonable tting is reached. Roughly speaking, it uses a
procedure just opposite to regularization.
Besides its nice mathematical properties, the main mo-
tivation for the Richardson-Lucy algorithm in recent years
is due to its power in restoring HST images and its poten-
tial use in further satellite-based digital data. As an im-
portant application, the Richardson-Lucy method gives a
so-called Object-Feasibility ltering that removes pixel-to-
pixel Poisson noise but does not degrade the original de-
tector resolution. This property is very useful in smooth-
ing optical CCD images and X-ray images. A comprehen-
sive study of the Richardson-Lucy algorithm and other
related iterative deconvolution algorithms was given by
Meinel (1986). Despite many practical successes, these
methods have yet left a number of questions to be an-
swered, among which the most important one may be to
determine at which step the iteration should stop when the
signal estimate can be said to be good or convergent. Since
the likelihood of model tting is improved after each step
while an innite number of iterations is neither possible
nor useful (see below), this question must be studied care-
fully especially when a priori knowledge about the signal
is not available or when the signal-to-noise ratio is poor.
The present paper will focus on these questions. First,
we will propose a simulation-based bootstrap method to
calculate the probability signicance levels of estimated
signal models in the Richardson-Lucy algorithm, which,
though easily being an extension of discussions in Lucy
(1974) and Meinel (1986), can be achieved in practice
only with a large number of computer simulations. The
goodness-of-t test given in this article is a global measure
of the algorithm that converges locally. Second, when the
signicant levels are available, we can dene the conver-
