There were two techniques in the literature for learning multivariate polynomials and decision trees. These are learning decision trees under the uniform distribution via the Fourier Spectrum Kushilevitz, Mansour 93 and Jackson 94] and learning decision trees and multivariate polynomials under any distribution via Lattice Theory Bshouty 94, Schapire and Sellie 93]. These two approaches are used for proving the learnability of many other interesting classes such as CDNF (poly size DNF and CNF) under any distribution and DNF and AC 0 under the uniform distribution. In this paper we develop a new approach. Learning decision trees and multivariate polynomials via multivariate interpolation. This is an algebraic approach that is a modi cation of the approaches used in Roth, Benedek 89 and Bshouty 95] and is based on the divide and conquer technique for learning Bshouty 95]. This new approach yelds simple learning algorithms for multivariate polynomials and decision trees over elds under any constant bounded product distribution. The output hypothesis is a (single) multivariate polynomial that is an -approximation of the target under any constant bounded product distribution. Previous approaches do not achieve this property.
Introduction
Two techniques were used in the literature for PAC-learning decision tree with membership queries. Kushilevitz and Mansour gave in KM93] a technique for learning decision trees under the uniform distribution via the Fourier Spectrum. Jackson in J94] extended the result to learning DNF under the uniform distribution. The output hypothesis is a majority of parities. Bshouty gave in Bs94] a technique for learning decision trees under any distribution via the Monotone Theory. Schapire and Sellie gave in SS93] a Lattice based algorithm for learning multivariate polynomials over the binary eld under any distribution. In the former the output hypothesis for the decision tree is depth 3 formulas. Jackson J95] generalizes his DNF learning algorithm from uniform distribution to any xed constant bounded product distribution. This is a distribution where there is a constant 0 < c < 1=2 that is independent of the number of variables n such that for any variable x i the probability that x i = 1 is bounded between c and 1 ? c.
Both techniques, the Fourier Spectrum and the Lattice based algorithms give also learnability of many other classes such as learning decision trees over parities (nodes contains parities) under constant bounded product distributions and learning CDNF (poly size DNF that has poly size CNF) under any distribution.
In this paper we use a new approach to learning decision trees and multivariate polynomials via multivariate interpolation. This new approach leads to simple learning algorithms for decision trees over constant bounded product distributions that output hypotheses that is a multivariate polynomial (parity of terms). The algorithm we develop gives a single hypothesis that approximate the target against any constant bounded product distribution. In fact the hypothesis is a good hypothesis under any distribution that supports small terms. This is a distribution D that satis es Pr D T = 1] = 1=!(poly(n)) for any term T of size !(log n) where n is the number of variables.
The new approach also solves learnability of many other problems, some of which cannot be solved using the previous known approaches. These problems include 1. PAC-learning with membership queries of multivariate polynomials over the binary eld with nonmonotone terms under any distribution that support small terms.
In particular disjoint DNF (the conjunction of every two terms is 0), j-disjoint DNF (the conjunction of any j terms is 0) for constant j, decision trees and any polynomial number of Xor of them are PAC-learnable with membership queries under any distribution that supports small terms. The output hypotheses of the learning algorithm is a multivariate polynomial.
It is known that multivariate polynomials (with monotone terms) are PAC-learnable with membership queries under any distribution SS93]. Our contribution is to show the same when the terms are not nesasary monotone. It is also known that any DNF is PAC-learnable with membership queries under constant bounded product distribution J94]. In J94] the output hypothesis is a majority of parities. Our contribution for j-disjoint DNF is to use an output hypothesis that is a parity of terms and to show that the output hypothesis is an approximation of the target against any constant bounded distribution. Also, the learnability of a Xor of these classes cannot be achieved using previous known approaches.
We also have an extension of (1.) to any eld. We show 2. PAC-learning with membership queries of decision trees with leaves from some eld F and any polynomial sum of them under any distribution that support small terms.
We also study the learnability of multivariate polynomials from membership queries only. We show 
This is a linear system of equations and can be solved as follows. is not zero will be proven in the next section.
3 Simple Algorithm for the Boolean Domain
Let MUL(n; t) be the set of all multivariate polynomials over the binary eld over n variables with t terms where each term is of size O(log n). This class includes decision trees of depth O(log n) and j-disjoint O(log n)-DNF.
We rst show how to zero-test elements in MUL(n; t). Let f 2 MUL(n; t). Choose a term T = x i1 x ik of maximal size in f. Randomly and uniformly choose values from f0; 1g for the variables not in T. The projection will not be zero because the term T will stay alive in the projection. Since the projection is a nonzero function with k = O(log n) variables there is at least one assignment for x i1 ; : : :; x ik that gives value 1 for the function. This show that for a random and uniform assignment a, f(a) = 1 with probability at least 1=2 k = 1=poly(n). So to zero test a function in f 2 MUL(n; t) randomly and uniformly choose polynomial number of assignments a i . If f(a i ) is zero for all the assignments then with probability close to 1 we have f 0. We now show how to reduce zero-test to learning. Let f 0 = f. Since we can zero-test we can nd the minimal i 1 such that f 0 j x1 0;:::;:::;xi 1 0 0. This implies that f x1 0;:::;:::;xi 1 ?1 0 = x i1 f 1 (x i1+1 ; : : :; x n ) for some multivariate polynomial f 1 2 MUL F (n; k; t; d). Now do the same for f 1 = f x1 0;:::;:::;xi 1 ?1 0;xi 1 1 : At some stage we get f 0 = x i1 x i2 x ik f k . If f k 1 then x i1 x ik is a term in f. Now de nê f = f + x i1 x ik . This removes this term from f. Then do the same forf to get a new term. This way we collect all the terms of f. Now let MUL be the set of all boolean multivariate polynomials with polynomial number of nonmonotone terms. This class includes the class of decision trees and jdisjoint DNF.
Let f 2 MUL. To PAC-learn f we randomly choose an assignment a and de ne f 0 = f(x + a). This make sure that (large) terms in f of size k will have in average k=2 positive literals. We now take a zero-restriction. That is we substitute x i 0 in f 0 with probability 1=2. This make sure that with high probability the projection f 00 is in MUL(n; poly(n)). We then use the previous algorithm to learn f 00 . The terms of f 00 are terms in f 0 . We continue to take zero-restrictions and collect small terms of f 0 until we get a good approximation of f 0 . A complete analysis of this algorithm is given in section 6.
From Zero-testing to Learning for any Field
In this section we show how to use the results from the previous section to learn multivariate polynomials.
Let MUL F (n; k; t; d) be the set of all multivariate polynomial over the eld F over n variables with t terms where each term is of size k and the maximal degree of each variable is at most d. We would like to answer the following 3 questions. Let f 2 MUL F (n; k; t; d). 4. Is there a polynomial time algorithm that uses membership queries to f and identi es f.
When we say polynomial time we usually mean polynomial time in n; k; t and d but all the results of this section are also true for any time complexity T except that to solve 4 we get a blow up of poly(n; t) in the complexity.
We show that 1,2 and 4 are equivalent and 1 ) 3. Obviously 2 ) 1, 4 ) 1 and 4 ) 2. We will show 1 ) 2, 1 ) 3, and 1 + 2 + 3 ) 4.
To prove 1 ) 2 notice that f 2 MUL F (n; k; t; d) is independent of x i if and only if g = fj xi 1 ?fj xi 0 0. Since g is the coe cient of x i in f we have g 2 MUL F (n; k; t; d).
Therefore we can zero-test g in polynomial time.
To prove 1 ) 3, let^ 1 ; : : :;^ s be a zero-test for functions in MUL F (n; k; t; d), that is, run the algorithm that zero-test for the input 0 and take all the membership queries in the algorithm^ 1 ; : : :;^ s . We now have f 2 MUL F (n; k; t; d) is This shows that the multivariate polynomial P r i=1 c i x ii is 0 for all^ 1 ; : : :;^ s . Since P r i=1 c i x ii 2 MUL F (n; k; t; d) we get a contradiction. Now we show that 1 + 2 + 3 ) 4. This will use results from the previous section. The algorithm rst checks whether f depends on x 1 , and if yes it generates a tree with a root labeled with x 1 that has d children. The ith child is the tree for i (f). If the function is independent of x 1 it builds a tree with one child for the root. The child is 0 (f). We then recursively build the tree for the children. The previous section shows how to simulate membership queries at each level in polynomial time. This algorithm obviously works. It correctness follows immediately from the previous section and (1)-(3).
The complexity of the algorithm is the size of the tree times the membership query simulation. Since the size of the tree at each level is bounded by the number terms in f and since the depth of the tree is bounded by n the algorithm have complexity the same as zero testing with a blow up of poly(n; t) queries and time. In the full paper we will
give a more precise analysis of the complexity. Now that we have reduced the problem to zero testing we will investigate in the next section the complexity of zero testing of MUL F (n; k; t; d).
5 Zero-test of M U L F (n; k; t; d)
In this section we will study the zero testing of MUL F (n; k; ?; d) when the number of terms is unknown and might be exponentially large. The time complexity for the zero testing should be polynomial in n and d (we have k < n so it is also polynomial in k).
We will show the following The proofs are given in the appendix.
6 PAC-learning multivariate polynomials with membership queries
In this section we give an algorithm that PAC-learns with membership queries any multivariate polynomial with nonmonotone terms under distributions that support small terms. We will rst consider the boolean multivariate polynomials and later in this section show how to generalize it to any eld. For the analysis of the correctness of the algorithm we rst need to formalize the notion of distributions that support small terms. The following is one way to de ne this notion.
De nition 1. Let D c;t; be the set of distributions that satisfy the following: For every D 2 D c;t; and any DNF h with t terms of size greater than c log(t= ) we have A very rough analysis is given here to show that polynomial time algorithm exists. In the full paper a more careful analysis will be done to get the best possible constants.
Let f = T 1 + + T t be a multivariate polynomial. Suppose jT 1 j jT 2 j jT t j.
Our algorithm starts by choosing a random assignment a and de nes f 0 (x) = f(x + a). All terms that are of size s (in f 0 ) will contain on average s=2 positive literals. Therefore by Cherno bound with high probability all the terms of size more than 64c log(t= ) will contain at least 16c log(t= ) positive literals. Also all terms of size 4c log(t= ) with high probability will contain at least c log(t= ) positive literals. Now we split the function f 0 into 3 functions f 1 , f 2 and f 3 . The function f 1 = T 1 + + T t1 will contain all terms that are of size at most 4c log(t= ). The function f 2 = T t1+1 + + T t2 will contain all terms of size between 4c log(t= ) and 64c log(t= ) and the function f 3 = T t2+1 + + T t will contain all terms of size more than 64c log(t= ). Now change f 1 to a multivariate polynomial with monotone terms. Since the size of each term in f 1 is at most 4c log(t= ) the number of monotone terms in f 1 will be at most t(t= ) 4c . Now do the same for f 2 to get a multivariate polynomial with at most t(t= ) 64c terms.
Our algorithm will nd all the terms in f 1 , some of the terms in f 2 and none of the terms in f 3 . Therefore we will need the following claim. Let f 2 =T t1+1Tt1+1 + +T t2Tt2 where T i =T tiTti ,T ti is the part of the term that contains positive literals andT ti is the part that contains the negative literals. When we change the terms of f 2 to monotone terms every monotone term in f 2 will contain one of the termsT i , t 1 + 1 t t 2 . Therefore we can write f 2 =T t1+1 f 2;1 + +T t2 f 2;t2?t1 where f 2;i are multivariate polynomial with monotone terms. Since h is a multivariate polynomial that contains some of the terms in f 2 we have f 2 +h =T t1+1 h 2;1 + +T t2 h 2;t2?t1 . Since jT i j c log(t= ) for t 1 + 1 i t 2 and jT i j c log(t= ) for i t 2 + 1, by the de nition of distribution that support small terms we have
The algorithm will proceed as follows. We randomly and uniformly choose a zero restriction p of f 0 . That is, we substitute x i 0 with probability 1=2 for each x i . This will on average leave n=2 variables alive in f 0 . Since terms in f 3 have at least 16c log(t= ) positive literals with high probability we will have f 3 (p) = 0. In f 1 + f 2 some of the terms will vanish and some will stay alive. Since the projection f 0 (p) is in MUL F (n; 64c log(t= ); tt 64c ; 1) we can use the algorithm from the previous section to learn the terms from membership queries only in time (t= ) cO(1) . After we learn g 1 = f 0 (p) we de ne the function f 00 = f 0 + g 1 . This function have fewer terms in f 1 . Now we do the same for f 00 . That is, we take another zero restriction and collect terms g 2 that stay alive after the projection. We do that until f 0 + g 1 + g 2 + + g r is -close to 0.
Notice that if M i is a term in f 1 then a zero restriction will keep M i alive with probability 1=(t= ) projections to catch them with high probability. Notice also that since each term in f 3 has 16c log t positive literals each projection will make f 3 = 0 with probability at least 1 ? t=(t= ) 16c and therefore the probability that f 3 = 0 in all the projections is at least 1 ? 1=(t= ) 5c . Therefore we can make the probability of success for collecting all the terms of f 1 to be greater than 1=4. This completes the description and the correctness of the algorithm.
The above analysis algorithm can also be used to learn functions of the form f = 1 T 1 + + t T t where i 2 F, T i are boolean terms and + is the addition of a eld F.
This gives the learnability of decision trees with leaves that contain elements from the eld F. poly(n; d) : Therefore the expected running time to detect that f is not 0 is poly(n; d).
It remain to prove conditions (1) and (2). To prove (1) let f 2 MUL F (n; k; ?; d) with maximal number of roots. Let m be a term in f with a maximal number of variables. Suppose, without loss of generality, m = x i1 1 x ik k . For any substitution a k+1 ; : : :; a n of the variables x k+1 ; : : :; x n the term m will stay alive in the projection g = fj xi ai;i=k+1;:::;n because it is maximal in f. Since g has at most (k; k; d) roots the result (1) follows. Proof of Theorem 2 Lower Bound In the lower bound we want to show that for any poly(d; n) assignments there is a nonzero polynomial f in MUL F (n; k; ?; d) for k = jFj d (log n + log d) that is zero on all the assignments. This will show that any algorithm than run in poly(d; n) will not be able to distinguish between f and 0. 
