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Abstract
Motivated by the conformal anomaly, a new generalization of the Exact RG to curved space is
proposed. At fixed-points, in the flat space limit, the equation reduces to the recently discovered
conformal fixed-point equation which, unlike the traditional Exact RG equation, enforces full con-
formal invariance rather than just scale invariance. Vacuum terms require regularization beyond
that present in the canonical formulation of the Exact RG, which can be accomplished by adding
certain free fields, each at a non-critical fixed-point. This, together with the fact that the ERG’s
cutoff regularization respects global but not local Weyl invariance, is the origin of the conformal
anomaly within the approach. Taking the Legendre transform, the sole effect of the regulator fields
is to remove a divergent vacuum term and they do not otherwise appear in the effective average
action. Consistency is demonstrated by recovering the conformal anomaly for the Gaussian theory
in d = 2, both from the Wilsonian effective action and the effective average action.
In memory of David Bailin
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I. INTRODUCTION
Conformal Field Theory (CFT) and Wilsonian renormalization are central to the modern
understanding of quantum field theory. However, the mathematical understanding of CFTs
has reached a considerably higher level of maturity, particularly in d = 2. Indeed, by
comparison, the mathematical formulation of Wilson’s ideas—the Exact Renormalization
Group (ERG)—remains something of a niche area. This is striking when one considers that
Wilson’s picture of theory space filled with RG trajectories and enriched by fixed-points is
part of the conceptual fabric of quantum field theory.
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One of the problems from which the ERG suffers is a paucity of exact results (which is
perhaps an unfortunate irony); a second, which is not entirely unrelated, is that it is not
always immediately obvious how the ERG relates to more standard approaches. Neverthe-
less, it was not long after the discovery of the ERG [1] that Scha¨fer recognized its intimate
relationship with CFT [2]. It is curious that, until recently, this has not been much explored.
An attempt has been made to partially rectify this deficiency in the sequence of papers [3–
6] (see also [7, 8]). Two main results have come out of this. First is that, for CFTs, there
is a precise sense in which the ERG furnishes a representation of the conformal algebra.
Secondly, the trace of the energy-momentum tensor, T , plays a fundamental role in the
structure of the ERG. In particular, T is none other than the exactly marginal, redundant
operator which has long been known to exist at every critical fixed-point [9, 10].
The structure of T within the ERG has some notable features. Given a scalar field, ϕ, of
scaling dimension δϕ and a fixed-point Wilsonian effective action, S,
Te−S = δϕ
δ
δϕ
·K ×
(
K−1 · ϕ+ ̺ · δ
δϕ
)
e−S, (1.1)
where K is an ultraviolet (UV) cutoff function and an expression for ̺ will be given later.
The dot notation signifies an integral so that, for example,
(
K−1 · ϕ)(x) = ∫ ddyK−1(x, y)ϕ(y), (K ·K−1)(x, y) = δ(d)(x− y) (1.2)
whereas the multiplication symbol is used, where appropriate, to emphasise the lack of a
dot. The first thing to observe about the expression for T is that it contains a divergent
contribution arising from the first functional derivative striking the adjacent instance of ϕ.1
In principle, the divergence may be cancelled by a term arising from the two functional
derivatives acting in concert to reduce a two-point contribution to S to a vacuum term;
indeed, an example of this will be presented later. However, to be rigorous we should
exploit the factorization of T apparent in (1.1) to define
T (x, y)e−S = δϕ
(
δ
δϕ
·K
)
(x)
(
K−1 · ϕ+ ̺ · δ
δϕ
)
(y) e−S, (1.3)
with
T (x) = lim
y→x
T (x, y), (1.4)
1 Since vacuum terms have been largely ignored in the past, this issue has been previously glossed over.
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should the limit exist.
The second thing to observe is that T is a total functional derivative and therefore its
expectation value always vanishes. In flat space, where the expression for T was derived, this
is unsurprising. However, it begs the question as to what happens on a curved manifold since
in this case it is known that the conformal anomaly leads to a non-vanishing expectation
value for T .
To answer this question suggests that some sort of generalization of the ERG to curved
space is required. In curved space, the conformal anomaly arises from the breaking of local
Weyl invariance by quantum effects. Locally Weyl-invariant actions are, on restricting to flat
space, conformally invariant. However, the fixed-point ERG equation encodes only dilatation
invariance. As such, the ERG equation is not the natural starting point for deducing an
equation on curved space which encodes local Weyl invariance.
As recognized by Scha¨fer, the ERG equation has a partner which encodes invariance
under special conformal transformations. In [4, 5] it was noticed that the ERG equation
and its partner can be combined into a single ‘conformal fixed-point equation’. The latter is
the natural candidate to generalize to curved space. This will be accomplished whereupon,
suggestively, the conformal fixed-point equation simplifies.
The strategy to be employed for constructing a curved space version of the ERG is
motivated as follows. Let us begin by considering the statement of conformal invariance in
flat space. Classically, an action S[ϕ] satisfies
D(δϕ)ϕ · δ
δϕ
e−S = 0, K(δϕ)µϕ · δ
δϕ
e−S = 0, (1.5)
where we recognize the appearance of the conventional differential operators
D(δϕ) = x · ∂ + δϕ, K(δϕ)µ = 2xµ
(
x · ∂ + δϕ
)− x2∂µ. (1.6)
In quantum field theory, conformal invariance of the correlation functions is similarly real-
ized. Specifically, coupling the fundamental field to a source, J , the correlation functions
may be encapsulated in the Schwinger functional, W [J ] which, for conformal field theories,
satisfies
D(d−δϕ)J · δ
δJ
eW [J ] = 0, K(d−δϕ)µJ · δ
δJ
eW [J ] = 0. (1.7)
However, for the action, the story is more subtle in quantum field theory due to the need
to regularize. To proceed, it helps to recognize the functional differential operators in (1.5),
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together with the operators corresponding to translations and rotations, as furnishing a rep-
resentation of the conformal algebra—as discussed in great detail in [3]. The ERG approach
can be thought of in the following way: supplement the two generators in (1.5) by additional
terms such that:
1. The additional terms are quasi-local, meaning that they admit a derivative expansion;
a corollary of this is that in the limit that the cutoff is removed, the generators reduce
to their original form.
2. The resulting generators still satisfy the conformal algebra.
3. The equation for S is a non-linear eigenvalue equation with each quasi-local solution
self-consistently determining a value of δϕ.
The upshot of this is that conformal invariance may be realized in a non-linear manner
by actions which incorporate a cutoff function. It is worth dwelling on this. Na¨ıvely, we
would expect that the presence of a cutoff function to break conformal invariance. This
would not necessarily be a disaster since we would nevertheless expect conformal invariance
to be recovered as a property of correlation functions computed from such actions. How-
ever, the situation is better than this: the ERG furnishes representations of the conformal
generators—concrete forms of which will be given in section IIA. As such, we may usefully
speak of a symmetry being directly realized as a property of the Wilsonian effective action,
by which we understand the following. Given a classical functional representation of a sym-
metry generator, this symmetry is realized as a property of the classical action if the action
is annihilated by the generator. If this generator may be deformed in a quasi-local way such
that the deformed generator annihilates the Wilsonian effective action, then we will say that
the symmetry is realized directly as a property of the Wilsonian effective action.
Motivated by the way in which conformal invariance is realized as a property of the
Wilsonian effective action, the scheme we propose for constructing a curved space version
of the ERG is to supplement the classical statement of Weyl invariance by additional quasi-
local terms. Given a function ω(x), Weyl transformations correspond to gµν → gµνe2ω. For
a classical action, emphasised by ‘cl’, local Weyl invariance implies that
Scl[e−2ωϕ, e2ωgαβ] = S
cl[ϕ, gαβ]. (1.8)
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Infinitesimally, ∫
ddxω(x)
(
δϕ ϕ
δ
δϕ
− 2gµν δ
δgµν
)
e−S
cl[ϕ,gαβ] = 0. (1.9)
Note that the overall sign has been flipped for convenience, to match with the conventional
choice for the flat space ERG equation. Our hope is to generalize this latter equation to one
of the form ∫
ddxω(x)
(
δϕ ϕ
δ
δϕ
− 2gµν δ
δgµν
+ · · ·
)
e−S[ϕ,gαβ] = 0,
where the ellipsis are chosen such that, upon restricting to flat space, appropriate choices of
ω yield either the ERG equation or its special conformal partner.
As we will come to understand in detail, the presence of a cutoff function prevents us
from achieving this for arbitrary ω. It turns out that there will be terms on the right-hand
side that cannot be cancelled by quasi-local modifications to the left-hand side and so we
must live with them. As such, we will have to be content with a weaker equation that takes
the form ∫
ddxω(x)
(
δϕ ϕ
δ
δϕ
− 2gµν δ
δgµν
+ · · ·
)
e−S[ϕ,gαβ] = O
(F(gαβ, ω)), (1.10)
where the meaning of the right-hand side is as follows. Given a constant scalar, a, and
a constant flat-space vector bµ, F(gαβ, ω) is in the class of functions which satisfies the
following constraints:
F(gαβ, a) = 0, (1.11a)
F(δαβ, bµxµ) = 0. (1.11b)
While the exact form of F(gαβ, ω) may, in principle, differ between fixed-points, the above
conditions guarantee two things. First, global Weyl invariance is realized directly as a
property of the Wilsonian effective action on any manifold. Secondly, on flat space, the
right-hand side of (1.10) vanishes for both dilatation and special conformal transformations.
In summary, the way in which the ERG encodes local Weyl invariance on curved space
is less faithful than the way in which it encodes conformal invariance on flat space. While
global Weyl invariance is realized directly as a property of the Wilsonian effective action,
local invariance may only be recovered as a property of the correlation functions. However,
in the flat space limit, full conformal invariance is recovered as a direct property of the
Wilsonian effective action.
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Weyl invariance in the context of the ERG has been discussed previously, most notably
in [11], which builds upon [12] (see also [13] for an interesting recent application). However,
the approach taken is rather different from that advocated here. In [11], the formulation
of the ERG is simply the Legendre transform of Polchinski’s equation [14]. As such, one
starts with dimensionful variables and the effective scale, Λ, explicitly appears in the effective
action, regardless of whether or not it corresponds to a fixed-point.2 The paper subsequently
explores introducing a dilaton, which is used not only to render any dimensionful couplings
dimensionless but also to render the effective scale—promoted to a function of spacetime—
dimensionless. By contrast, in this paper an equation is proposed for which there is no
running scale and no dilaton and for which the flat space limit enforces full conformal
invariance. It is hoped that this provides a more natural arena for the discussion of Weyl
invariance within the ERG. Indeed, the origin of the conformal anomaly is particularly
transparent, as we now discuss.
Suppose that we couple T to the action via an infinitesimal source, τ . Since T has
scaling dimension d, the source is dimensionless. Taking ω to be constant for this part of
the analysis, (1.10) simply becomes∫
ddx
(
δϕ ϕ
δ
δϕ
− 2gµν δ
δgµν
+ · · ·
)
e−S[ϕ,gαβ]+τ ·T = 0. (1.12)
(Were τ to be dimensionful, there would be an additional δτ τ δ/δτ term.) Now, given a
solution for S, this equation is solved by the curved space generalization of the flat space
T (x) defined via (1.3) and (1.4). As we will discuss later in more detail, this simply amounts
to putting factors of
√
g is the right places and trading
− ∂2 → ∆W = −∇2 + d− 2
4(d− 1)R, (1.13)
where R is the Ricci scalar. The motivation for this is that, classically, the Weyl-invariant
Gaussian theory has action
Scl[ϕ] =
∫
ddx
√
g ϕ∆Wϕ (1.14)
where, as usual, g ≡ det gµν .
The key point regarding T is that the total functional derivative structure remains, leaving
the origin of the anomaly an apparent mystery. However, we are at liberty to add to T a
2 In the literature on the effective average action, k is frequently used instead of Λ.
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vacuum contribution A(x), the integral of which is in the kernel of ∫ddx gµνδ/δgµν :
T (x)→ T (x) +A(x), with
∫
ddy gµν(y)
δ
δgµν(y)
∫
ddx
√
g τ(x)A(x) = 0. (1.15)
Such a term has the right characteristics to represent the anomaly though, a priori, there
is no reason why it should precisely correspond to the standard anomaly. For example, it
could differ from the anomaly by an arbitrary multiplicative factor.
Our strategy, which we now outline, is to choose to fix A to be equal to a certain univer-
sal term which arises elsewhere in our ERG-inspired analysis. Amongst the contributions
generated by the ellipsis in (1.10) is a vacuum term, VAC(x). In an approach using the
Wilsonian effective action, this vacuum term must be regularized by including certain non-
critical fields—which chimes with the presence of an anomaly. With this done, it may be
cancelled by a vacuum contribution to S, V , chosen such that∫
ddx
√
g
(
VAC(x)− 2gµν 1√
g
δV
δgµν
)
= 0. (1.16)
Expanding the second term on the left-hand side in curvature invariants, there may be
contributions of the same form as A and, indeed, we shall identify A as precisely these
terms should they exist.
Why is this the correct identification? In a standard approach, the conformal anomaly is
defined as 〈
T
〉
= −2gµν 1√
g
δW [g]
δgµν
, (1.17)
with an assumption that any terms that can be removed via renormalization are so removed.
In a Polchinski-like ERG approach, where the effective cutoff, Λ, explicitly appears, the
partition function is, up to a (potentially divergent) regularization-dependent piece, the
Λ → 0 limit of the Wilsonian effective action. Consequently, we expect the conformal
anomaly to be directly related to
−2gµν 1√
g
δV
δgµν
.
However, recalling (1.15), only very particular terms contained within this expression are
of the right form to contribute to A. Thus, although we have some freedom as to what we
choose for A, once we make the decision to relate it to V , it is uniquely determined. Thus
the structure of our approach leads to a natural prescription for the anomaly, without any
need to take the artificial step of transferring to dimensionful variables and taking the limit
Λ→ 0.
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The remainder of this paper is organized as follows. Section II starts by reviewing various
essential elements of the ERG. For the purposes of illustration, the familiar example of the
Gaussian fixed-point is explored; however, in contrast to earlier works, the vacuum terms
contributing to T are carefully treated and it is shown that contributions to T (x, y) that
potentially diverge in the y → x limit in fact cancel. Following this is a brief exploration of
the various free non-critical theories which, while generally of little interest, play a star role
in curved space.
Section III demonstrates how, starting from the canonical ERG and its special confor-
mal partner, a natural generalization to curved space may be constructed. As alluded to,
divergence of a vacuum term necessitates the introduction of regulator fields which we may
take to be free non-critical theories. As an immediate application of the new equation, the
Gaussian anomaly is recovered in section IV. Following this, in section V a Legendre trans-
form is taken, which leads to some appealing simplifications. On the one hand, the resulting
equation, (5.4), for the effective average action is structurally simpler than its Wilsonian
effective action counterpart. On the other, the regulator fields disappear from the final form
of this equation. It is anticipated that this equation, or the equivalent (5.9), will be the
starting point for future developments. The latter generalizes in a particularly natural way
to theories which do not reside at a fixed-point, as shown in (5.10).
II. EXACT RG
A. Defining Equations
Throughout this section we work in d-dimensional Euclidean space; the generalization
to Riemannian manifolds comes later. Let us begin by elucidating the structure of the
UV cutoff, K. When explicitly indicating the coordinate dependence, we shall write it as
K(x, y) = K(y, x). For the purposes of this paper, it is particularly convenient to define the
cutoff function via a Laplace transform:
K(x, y) =
∫ ∞
0
du Kˆ(u)e−u(−∂
2)δ(d)(x− y). (2.1)
There is considerable freedom over the form of the kernel, Kˆ(u), though it must preserve
several key properties:
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1. K(x, y) must be quasi-local, i.e. have a Taylor expansion in ∂2;
2. For large u, the integrand must decay at least exponentially fast (which follows from
the momentum-space analysis of [15, 16]);
3. The normalization is such that
∫∞
0
du Kˆ(u) = 1 .
A perfectly reasonable choice of kernel is Kˆ(u) = δ(u− 1), corresponding to an exponential
cutoff function, though we are by no means restricted to this.
In order to construct the ERG equation and its special conformal partner, we define
several quantities, G, Gµ and G derived from K:
(
d+ x · ∂x + y · ∂y
)
K(x, y) = ∂2xG(x, y), (2.2a)
Gµ(x, y) = (x+ y)µG(x, y), (2.2b)
G = G0 ·K (2.2c)
where, using 1l(x, y) = δ(d)(x− y),
− ∂2G0 = 1l. (2.3)
It is worthwhile to consider some of these expressions in momentum space. To do so, we
overload notation so that the same symbol is used for a function and its Fourier transform.
This is with the understanding that if there is a single argument—usually p—it is interpreted
as a momentum whereas if there are two arguments—usually x, y—they are interpreted as
positions. Thus the momentum space cut-off function is simply K(p2), and decays rapidly
for large p2. Equation (2.2a) becomes
dK(p2)
dp2
=
1
2
G(p2) (2.4)
whereas, for d > 2, we see from (2.3) that G0 = 1/p2. Note that the above normalization
condition translates to
K(p2 = 0) = 1. (2.5)
In flat space, neglecting vacuum terms, the dilatation and special conformal generators
in the ERG representation are given by [3]:
D = D(δϕ)ϕ · δ
δϕ
+ ϕ · G−1 ·G · δ
δϕ
+
1
2
δ
δϕ
·G · δ
δϕ
, (2.6a)
Kµ = K(δϕ)µϕ · δ
δϕ
+ ϕ · G−1 ·Gµ · δ
δϕ
+
1
2
δ
δϕ
·Gµ · δ
δϕ
− η ∂αϕ ·K−1 ·G · δ
δϕ
, (2.6b)
10
with the symbol η related to the scaling dimension, δϕ, according to
δϕ =
d− 2 + η
2
. (2.7)
A conformal field theory satisfies
De−S ∼ 0, Kµe−S = 0, (2.8)
where ∼ indicates neglected vacuum terms. Note that translation invariance prohibits any
such terms in the second constraint. Using (2.6a) it is straightforward to convert the first
constraint into a non-linear equation for S; doing so yields the canonical ERG equation
of [17]. Interestingly, this equation contains two a priori unknown quantities: S and δϕ.
However, imposing that solutions for S are quasi-local—i.e. exhibit a derivative expansion—
means that both the action and scaling dimension are self-consistently determined: the ERG
equation behaves like a non-linear eigenvalue equation [18].
To conclude this section, we provide an expression for ̺ (which appears in the trace of the
energy-momentum tensor (1.1)). In momentum space, and for η < 2, it is given by [3, 16, 19]
̺(p2) = p2(η/2−1)K(p2)
∫ p2
0
dq2q−2η/2
d
dq2
[
1
K(q2)
]
. (2.9)
In appendix A an alternative justification will be given for this equation. In the meantime,
we record the following useful property:
2p2
d̺(p2)
dp2
= (η − 2)̺(p2) +G(p2)K−1(p2)(p2̺(p2)− 1). (2.10)
B. Example
Having introduced the basic formalism, we now illustrate some of the themes discussed
above. To this end, let us examine the Gaussian fixed-point, for which δϕ = (d− 2)/2. The
Wilsonian effective action exists as a curve in theory space, parametrized by −∞ < b < 1:
SGaussb [ϕ] ∼
1
2
ϕ · G−1b · ϕ (2.11)
where, for now, we have dropped vacuum terms and
G−1b = G−1 ·
(
1l− bK)−1. (2.12)
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This solution can be checked using (2.6a) and (2.8), though it will anyway be derived in the
subsequent analysis on curved space. A useful piece of intuition is provided by observing
that, for small p2, G−1b (p2) ∼ p2/(1 − b): in essence, the parameter b carries the freedom
to rescale the field. Indeed, by coupling a source, it is straightforward to show that the
two-point correlation function is given by (1− b)|x− y|−(d−2) [16].
Ordinarily, the non-critical fixed-point occurring at b = 1 is of little interest. However,
in this paper, it will play an important role. Note that, on account of the normalization
condition (2.5), the action starts not at O
(
∂2
)
but has a mass-like contribution for b = 1.
Furthermore, the two-point correlation function vanishes: there are no long-range correla-
tions hence the moniker ‘non-critical’. Indeed, were we to transfer to dimensionful units, the
mass would be seen to be infinite. As will be seen later, we shall utilize certain non-critical
fields to regularize a divergent vacuum term.
We now construct Tb using (1.3). Since the anomalous dimension, η, is zero, (2.9) reduces
to
̺ = G0 − G = G0 · (1l−K), (2.13)
whereupon we find that, as alluded to earlier, the potentially divergent vacuum terms cancel:
Tb(x, y) =
(d− 2)(1− b)
2
[(
ϕ·(1l−bK)−1)(x)((1l−bK)−1·∂2ϕ)(y)+(K ·(1l−bK)−1)(x, y)].
(2.14)
The short-distance limit can therefore be safely taken with the vacuum term readily evalu-
ated in momentum space:
(
K · (1l− bK)−1)(x, x) = ∫ ddp
(2π)d
K(p2)
1− bK(p2) . (2.15)
This is finite, courtesy of the UV cutoff function. Notice that, for the non-critical fixed-point
at b = 1, T vanishes. Furthermore, for the canonically normalized Gaussian fixed-point with
b = 0, we have
T0(x) ∼ d− 2
2
∂2ϕ× ϕ, (2.16)
as expected.
It may be readily checked that
∫
ddxTb(x) is tangent to the Gaussian fixed-point action,
providing a concrete example of the earlier claim that the trace of the energy-momentum
12
tensor may be identified with the exactly marginal, redundant perturbation which generates
motion along a line of physically equivalent fixed-points.
We conclude this section by discussing the vacuum term, using its structure to anticipate
the additional regularization that will supplement the ERG upon its generalization to curved
space. Formally, acting on exp−SGaussb (with the action given by (2.11)) the generator (2.6a)
generates a momentum space vacuum term
(2π)dδ(d)(0)
1
2
∫
ddp
(2π)d
(−G−1b (p2)G(p2)). (2.17)
In curved space, the delta-function will be replaced by the volume of the space and so,
for now, we will focus just on the integral. Our strategy for regularizing this will be to
add one bosonic field together with an anticommuting scalar and its conjugate. The latter
correspond to classic Pauli-Villars fields while the former is included to ensure that the
number of commuting/anti-commuting degrees of freedom are the same. The action for all
of these additional fields will be chosen to be the non-critical Gaussian theory—i.e. with
b = 1. The effect on the integrand of the vacuum term is to replace it with
− 1
2
(G−1b (p2)− G−11 (p2))G(p2) = 1− b2 G(p
2)p2
(1− bK(p2))(1−K(p2)) = −p
2 d
dp2
ln
1−K(p2)
1− bK(p2) .
(2.18)
Notwithstanding the divergent pre-factor, the momentum integral is now convergent. In the
UV, regularization is provided by G(p2), which decays at least exponentially fast, with the
denominator being UV safe. On the other hand, in the infrared (IR),
lim
p2→0
1− b
2
G(p2)p2
(1− bK(p2))(1−K(p2)) = −1 + O
(
p2
)
, (2.19)
on account of (2.5). As will be seen later, the universality of the leading coefficient—it is
independent both of b and the cutoff function—is essential for the recovery of the conformal
anomaly.
As a concrete example of the convergence of the momentum integral, let us work in d = 2
and take K(p2) = e−p
2
. Integrating by parts and noting that the surface terms vanish, the
integral can be expressed in terms of dilogarithms:
∫ ∞
0
dp2p2
d
dp2
ln
1− e−p2
1− be−p2 = Li2(1)− Li2(b). (2.20)
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C. The Non-Critical Fixed-Points
As emphasised already, non-critical fixed-points will have an important role to play. We
have already seen the non-critical theory arising from the b→ 1 limit of the Gaussian fixed-
point; now we examine the complete family of free, non-critical theories. To this end, we
look for two-point solutions to the ERG equation of the form:
S[ϕ] ∼ 1
2
ϕ · f · ϕ, (2.21)
for some quasi-local f . Recall that the ERG equation follows from allowing (2.6a) to act on
exp−S. Working in momentum space yields(
2p2
d
dp2
+ η − 2 + 2G(p2)G−1(p2)
)
f(p2)− f 2(p2)G(p2) = 0. (2.22)
This may be linearized by rewriting in terms of 1/f . It is then straightforward to check,
with the help of (2.9) and (2.10), that
f(p2) =
G−1(p2)
p2̺(p2) + (1− b)K(p2)p2η/2 , (2.23)
with appropriate restrictions on η and/or b to ensure quasi-locality. As a simple check note
that for η = 0 we have, recalling (2.13), p2̺(p2) = 1 − K(p2) and the solution reduces
to the Gaussian one (2.11). In addition to the Gaussian fixed-point, there is a family of
critical fixed-points with η = −2,−4, . . ., though these are non-unitary in Minkowski space.
However, our real interest is in the family of non-critical fixed-points with b = 1. These take
the form
f = K−1 · σ, (2.24)
where
σ ≡ ̺−1. (2.25)
Notice that, by Taylor expanding in p2, σ behaves like a mass term in the IR, confirming
the non-critical nature of these fixed-points, which exist for all η < 2.
III. WEYL INVARIANCE
In this section, a generalization of the canonical ERG equation to curved space is pro-
posed. The basic idea is presented in section IIIA. Section IIIB is devoted to understanding
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how the cutoff function behaves under local Weyl transformations. Section IIIC proposes a
curved space equation which reduces to the conformal fixed-point equation on flat space and
fully regularizes the vacuum contributions. In section IIID it is shown, up to vacuum terms,
that the new equation supports the expected Gaussian solution, while explicitly showing why
local Weyl invariance cannot be realized directly as a property of the Wilsonian effective
action. The treatment of the vacuum terms themselves is promoted to section IV.
To facilitate working in curved space, it will pay to tweak our notation. First, given a
field, ψ(x), define
δˆ
δψ(x)
≡ 1√
g
δ
δψ(x)
(3.1)
and, in a similar vein,
1l(x, y) =
1√
g
δ(d)(x− y). (3.2)
Next, we redefine the dot notation introduced in (1.2) such that, for example,
(
K−1 · ϕ)(x) = ∫ ddy√g K−1(x, y)ϕ(y), ϕ · ϕ = ∫ ddx√g ϕ(x)ϕ(x). (3.3)
Finally, we shall adopt the convention that rather than simply replacing ∂2 → ∇2, we instead
make the replacement (1.13). It is not necessary to do this, but doing so simplifies various
equations and calculations if we do so.
A. Initial Considerations
The basic strategy for generalizing the ERG to curved space has been outlined in the
introduction; now we fill in the gaps. The starting point is the classical statement of Weyl
invariance, (1.9). Our first task is to understand how the statement of conformal invariance
given by (1.5) is recovered in the flat space limit, for which we follow [20].
Given a vector field, vµ(x), we may construct the Lie derivative, Lv. Demanding invari-
ance under infinitesimal diffeomorphisms yields∫
ddx
((∇µvν +∇νvµ) δ
δgµν
+ Lvϕ δ
δϕ
)
e−S
cl[ϕ,gαβ] = 0. (3.4)
Conformal Killing vectors satisfy
∇µvν +∇νvµ = 2ωgµν . (3.5)
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In the flat space limit this has solutions corresponding to scale and special conformal trans-
formations:
vscaleµ = κxµ, v
special
µ = bµx
2 − 2xµb · x, (3.6)
for infinitesimal parameters, κ and bµ, which are independent of x. In both cases (3.5)
implies that ∂µv
µ = dω and so
ωscale = κ, ωspecial = −2b · x. (3.7)
Working in the flat space limit, substitute (3.5) into (3.4) and employ (1.9) to give∫
ddx
(
ωδϕ ϕ
δ
δϕ
+ Lvϕ δ
δϕ
)
e−S
cl[ϕ,gαβ] = 0, (3.8a)∫
ddxωgµν
δ
δgµν
e−V [gαβ] = 0, (3.8b)
where V comprises those contributions to the action which are independent of ϕ.
Recalling that, on scalars, the Lie derivative reduces to the directional derivative, v ·∂, it
is straightforward to check that, on flat space, (3.8a) does indeed encode classical conformal
invariance. For example, consideration of scale transformations gives
κ
∫
ddx
(
δϕ ϕ
δ
δϕ
+ x · ∂ϕ δ
δϕ
)
e−S
cl[ϕ] = 0 ⇒ D(δϕ)ϕ · δ
δϕ
e−S
cl[ϕ] = 0. (3.9)
The strategy for generalizing the ERG equation to curved space should now be clear: we
seek a generalization of (1.9) that reduces to (2.8) on flat space, with D and K given by the
full expressions (2.6a) and (2.6b), rather than just their classical restrictions.
B. The Cutoff Function
Before proceeding any further, a thorough understanding of the cutoff function and, in
particular, its response to local Weyl transformations is desirable. As a warm up, it is worth
explicitly demonstrating the Weyl invariance of the classical Gaussian action (1.14). Under
an infinitesimal Weyl transformation,
gµν → gµν(1+2ω), gµν → gµν(1−2ω), √g →√g(1+dω), R→ (1−2ω)R−2(d−1)∇2ω,
(3.10)
from which it follows that
∆W → ∆W + δω∆W +O
(
ω2
)
= (1− 2ω)∆W − d− 2
2
(
2∂µω g
µν∂ν +∇2ω
)
. (3.11)
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From this we may deduce that
δω∆W =
d− 2
2
∆Wω − d+ 2
2
ω∆W (3.12a)
= −2ω∆W + d− 2
2
[
∆W, ω
]
. (3.12b)
The inhomogenous term from (3.11) may be seen to cancel in (1.14), upon rewriting
ϕ∂νϕ =
1
2
∂νϕ
2 and integrating by parts. Equivalently, since ϕ · (∆Wϕ) = (∆Wϕ) · ϕ, the
contribution from the commutator term in (3.12b) is zero. Given that the field transforms
as
ϕ→ ϕ(1− δϕ ω) (3.13)
invariance of Scl[ϕ] follows if ϕ has scaling dimension (d− 2)/2.
Moving on to the cutoff function, we overload notation such that, for example,
K(x, y) = K(∆W)1l(x− y). (3.14)
As in (2.1) we utilize a Laplace transform
K(∆W) =
∫ ∞
0
du Kˆ(u)e−u∆W , (3.15)
the point of which is that the exponential has a simple response to infinitesimal Weyl trans-
formations:
δωe
−u∆W = −u
∫ 1
0
da e−au∆W
(
δω∆W
)
e−(1−a)u∆W , (3.16)
with δω∆W given (3.12b). Equation (3.16) may be checked by expanding the exponentials
and employing ∫ 1
0
da an(1− a)m = n!m!
(1 +m+ n)!
. (3.17)
A piece of intuition which may be useful follows from taking ω to be unity in (3.16). On
the one hand,
δωK(∆W)
∣∣∣
ω=1
= −2
∫ ∞
0
du Kˆ(u)u
d
du
e−u∆W = 2
∫ ∞
0
du e−u∆W
d
du
uKˆ(u). (3.18)
On the other hand, for some parameter, z,
z
d
dz
K(z) =
∫ ∞
0
du Kˆ(u)u
d
du
e−uz = −
∫ ∞
0
du e−uz
d
du
uKˆ(u). (3.19)
In flat space we may take z = p2 and so, roughly speaking, can map between curved space
and flat space with the mnemonic δω ↔ −p · ∂p.
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C. An ERG for Curved Space
In the introduction, we admitted that the goal of a generalization of the ERG to curved
space which directly encodes invariance under local Weyl transformations is not attainable;
rather, we must make do with the weaker (1.10). For this section we simply accept this to
be the case, though we will explicitly see why in the next section. Furthermore, we also
anticipate that a straightforward generalization of the flat space ERG equation (and its
conformal partner) will generate divergent vacuum terms. With all these points in mind, let
us introduce
DWeyl(x, y) =
(
1
4
δˆ
δϕ
· (G⊗ 1l + 1l⊗G) · δˆ
δϕ
)
(x, y) +
(
δϕ ϕ× δˆ
δϕ
− 2gµν × δˆ
δgµν
+
1
2
ϕ · G−1 · (G× 1l + 1l×G) · δˆ
δϕ
+
η
4
1√
g
−→
∂ α
√
g
[
∂αϕ ·K−1 · (G× 1l + 1l×G) · δˆ
δϕ
])
(x),
(3.20)
where for A(x), B(x), we understand (A ⊗ B)(x, y) = A(x)B(y). Point-splitting has been
implemented only in the term with the capacity to generate divergences. In the final term,
we understand the
−→
∂ α to act on all terms to its right with an unintegrated coordinate,
meaning that it acts on
√
g, G and 1l. Were we to multiply by ω and integrate over all
space, the final term can be recast in the form∫
ddx
√
g ∂αω(x)∂
αϕ(x) · · ·
Let us now define
DWeyl(x) = lim
y→x
DWeyl(x, y), (3.21)
deferring the discussion of the subtleties of this limit. Ignoring vacuum terms for the moment,
we propose the following curved space ERG equation:∫
ddx
√
g ω(x)DWeyl(x)e−S[ϕ,gµν ] ∼ O(F(gαβ, ω)), (3.22)
where we recall (1.11a) and (1.11b). These properties ensure that
∫
ddx
√
g ω(x)DWeyl(x) has
the correct flat space limit. This can be seen by recalling (3.7) and considering first scale
transformations. In the flat space limit, it is clear that (3.20) reduces to (2.6a). Similarly,
for special conformal transformations the flat space limit yields (2.6b). Note that (3.20) has
a similar general structure to the (flat space) conformal fixed-point equation of [4], though
the new equation is simpler.
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The problem with the vacuum terms may be illustrated by supposing that the flat space
Gaussian solution directly generalizes to curved space (this will be justified, in the next
section). Recalling (2.11), we therefore expect to find that
eS
Gauss
b DWeyl(x, y)e−SGaussb = −1
2
(
G · G−1b
)
(x, y). (3.23)
The reason for point-splitting is now apparent: the limit y → x does not exist. Intuitively,
this can be seen by returning to flat space and recalling the discussion of vacuum terms in
section IIB.
Point splitting at least allows us to regularize the divergence. But we now need to cancel
the potentially divergent term before taking the short-distance limit, and herein lies the
problem. The natural way to cancel this vacuum term is via a vacuum contribution to
the action which, when hit by −2gµν δˆ/δgµν , generates the necessary term. The difficulty is
particularly transparent for the Gaussian solution with b = 0, for which the desired vacuum
term is, formally, ∫
ddx
√
g lnK.
However, this itself is divergent! Again, intuition for this can be found in flat space. Recalling
that the cutoff function decays at least exponentially, this would correspond, in the best case,
to something which goes like
∫
ddp
(2pi)d
p2. Therefore, while point splitting is a necessary step,
it is not sufficient to provide us with a good curved space generalization of the ERG.
The solution to the problem of the vacuum terms is, as anticipated earlier, to introduce
a set of regulator fields comprising a bosonic field plus an anti-commuting scalar and its
conjugate. In preparation for this, let us rewrite (3.20) as follows:
DWeyl(x, y) =
(
Cϕ − 2gµν × δˆ
δgµν
)
(x) +Qϕ,ϕ(x, y), (3.24)
with
Cϕ ≡ δϕ ϕ× δˆ
δϕ
+
1
2
ϕ · G−1 · (G× 1l + 1l×G) · δˆ
δϕ
+
η
4
1√
g
−→
∂ α
√
g
(
∂αϕ ·K−1 · (G× 1l + 1l×G) · δˆ
δϕ
)
(3.25a)
Qϕ,ψ ≡ 1
4
δˆ
δϕ
· (G⊗ 1l + 1l⊗G) · δˆ
δψ
(3.25b)
Denoting the regularizing scalar field by φ and the Pauli-Villars field by χ, we take
DWeyl(x, y) =
(
−2gµν× δˆ
δgµν
+Cϕ+Cφ+Cχ+Cχ
)
(x)+
(
Qϕ,ϕ+Qφ,φ−2Qχ,χ
)
(x, y) (3.26)
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and seek solutions such that
∫
ddx
√
g ω(x) lim
y→x
DWeyl(x, y)e−S[ϕ,φ,χ,χ] = O
(F(gαβ, ω)). (3.27)
We have constructed this equation with the premise that ϕ is physical, with all other fields
present to provide regularization. Indeed, let us emphasise that the only necessary regular-
ization is for the vacuum term and, consequently, the various regulator fields are decoupled
both from each other and from the physical field. Furthermore, given a critical fixed-point,
it will always be sufficient to take these regulator fields to be at the free, non-critical fixed-
point with the corresponding value of η (recall section IIC). This will be demonstrated in
section V. On the one hand, the presence of these regulator fields allows us to directly encode
global Weyl invariance in an ERG equation. On the other hand, the combination of our
inability to directly encode local Weyl invariance, together with the necessity to introduce
regulator fields which essentially have infinite mass, is what ultimately gives rise to the
conformal anomaly.
Before moving on to a specific example, let us discuss some general features of the vacuum
contribution to an action solving (3.27). First, there are terms in the kernel of gµν × δˆ/δgµν ;
for example, in d = 2, the only such contribution is proportional to
∫
ddx
√
gR. These terms
are unconstrained by our approach and will henceforth be ignored. More interestingly, there
are terms which cancel field-independent contributions generated by the terms in (3.27)
involving a pair of functional derivatives. These are such that
V = a
∫
ddx
√
g + . . . , (3.28)
where the ellipsis represents higher-order curvature invariants. Focussing on scale transfor-
mations in the flat space limit, consider the vacuum term produced by
−2
∫
ddx gµν
δV
δgµν
.
Formally, this becomes −dVol, where the volume of the space is typically infinite. In [19],
this term is retained which, referring to (2.6a) and (2.8), amounts to taking
D → D − dV ∂
∂V
, with De−S = 0. (3.29)
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D. The Gaussian Theory
Before discussing vacuum terms, it is desirable to gain confidence that (3.20), (3.21)
and (3.22) define something useful. As such, we wish to show that the flat space Gaussian
solution appropriately generalizes, at least up to a vacuum piece. Neglecting vacuum terms,
we take
SGaussb [gµν , ϕ] ∼
1
2
ϕ · G−1b · ϕ. (3.30)
Intuitively, we anticipate that the curved space form of G−1b follows from making the replace-
ment (1.13) in the flat space version. However, there is no need to assume this.
Now consider the effect of an infinitesimal Weyl transformation, which may be deduced
from (3.10), (3.13) and (3.16). For brevity, we introduce
φb ≡ G−1b · ϕ (3.31)
in terms of which we have:
δω
1
2
ϕ · G−1b · ϕ = δω
1
2
∫
ddx
√
g ϕ(x)
(G−1b · ϕ)(x)
=
(
d− 2d− 2
2
)
1
2
∫
ddx
√
g ω(x)ϕ(x)φb(x)− 1
2
∫
ddx
√
g φb(x)
(
δωGb(∆W)
)
φb(x)
=
∫
ddx
√
g ω(x)ϕ(x)φb(x)
+
1
2
∫
ddx
√
g
∫ ∞
0
du u Gˆb(u)
∫ 1
0
da φb(x) e
−au∆W
(
δω∆W
)
e−(1−a)u∆W φb(x).
(3.32)
Recalling (3.12b), the inhomogeneous contribution to δω∆W cancels out in a manner sim-
ilar to the classical case, on account of symmetry under a→ 1− a. As for the homogeneous
term observe that, for some f(x),
∫ 1
0
da f(x)e−au
←−
∆W∆We
−(1−a)u∆Wf(x) = − d
du
∫ 1
0
da f(x)e−au
←−
∆We−(1−a)u∆Wf(x). (3.33)
This may be seen by noticing that for some function h(a, 1 − a) which we suppose to be
symmetric under a→ 1− a∫ 1
0
da a h(a, 1−a) =
∫ 1
0
da (1−a)h(a, 1−a) ⇒ 2
∫ 1
0
da a h(a, 1−a) =
∫ 1
0
da h(a, 1−a).
(3.34)
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Utilizing (3.33) in (3.32), we integrate by parts over u to yield:
δω
1
2
ϕ · G−1b · ϕ =
∫
ddx
√
g ω(x)ϕ(x)φb(x)
−
∫
ddx
√
g
∫ ∞
0
du
(
u
d
du
+ 1
)
Gˆb(u)
∫ 1
0
da φb(x) e
−au∆Wω(x)e−(1−a)u∆W φb(x). (3.35)
Judiciously integrating by parts over x, we may combine terms as follows:
δω
1
2
ϕ · G−1b · ϕ = −
∫
ddx
√
g
∫ ∞
0
du
∫ 1
0
da
φb(x)
{[
e−au∆Wω(x)e−(1−a)u∆W
(
u
d
du
+ 1
)
− ω(x)e−u∆W
]
Gˆb(u)
}
φb(x). (3.36)
To check that we are on the right track, consider the flat space relationship
1
2
G(p2) =
(
p2
d
dp2
+ 1
)
G(p2), (3.37)
from which it follows that
1
2
Gˆ(u) = −udGˆ(u)
du
. (3.38)
Therefore, if we were to take ω(x) to be a constant and, for the purposes of illustration
b = 0, then the right-hand side simply reduces to 1
2
ϕ · G−1 · G · G−1 · ϕ, which is what we
would expect in flat space.
One lesson we learn from this is that the kernel Gˆb(u) generates a non-locality. While
this non-locality is ameliorated for the ud/du term, it persists for the remaining terms. To
recast the latter, begin by observing that
2e−au∆Wωe−(1−a)u∆W
=
[
e−au∆W , ω
]
e−(1−a)u∆W + e−au∆W
[
ω, e−(1−a)u∆W
]
+ ωe−u∆W + e−u∆Wω. (3.39)
The symmetry of (3.36) means that the final two terms will be cancelled by the −ω piece.
This leads us to consider
∫ 1
0
da
([
e−au∆W , ω
]
e−(1−a)u∆W + e−au∆W
[
ω, e−(1−a)u∆W
])
=
∫ 1
0
da
[[
e−au∆W , ω
]
, e−(1−a)u∆W
]
(3.40)
where, focussing on the second term on the left-hand side, we have reversed the commutator
at the expense of a minus sign, shifted a → 1 − a, and then combined with the first term.
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The first commutator on the right-hand side may be processed as follows:[
e−au∆W , ω
]
= −au
∫ 1
0
dc e−cau∆W
[
∆W, ω
]
e−(1−c)au∆W . (3.41)
Note that, within the commutator, ∆W may be replaced simply by ∆ = −∇2, which is
henceforth done. From this it follows that∫ 1
0
da
[[
e−au∆W , ω
]
, e−(1−a)u∆W
]
= −u
∫ 1
0
da0
∫ 1
0
da1 a0
[
e−a1a0u∆W
[
∆, ω
]
e−(1−a1)a0u∆W , e−(1−a0)u∆W
]
(3.42)
Processing the outer commutator along the lines of (3.41) gives∫ 1
0
da
[[
e−au∆W , ω
]
, e−(1−a)u∆W
]
= −u2
∫ 1
0
da0
∫ 1
0
da1
∫ 1
0
da2 a0(1− a0)e−a2(1−a0)u∆We−a1a0u∆W
[
∆W,
[
∆, ω
]]
e−(1−a1)a0u∆We−(1−a2)(1−a0)u∆W . (3.43)
This may be simplified by defining
y(a0, a1, a2) ≡ a2(1− a0) + a1a0 (3.44)
which yields the final result∫ 1
0
da
[[
e−au∆W , ω
]
, e−(1−a)u∆W
]
= −u2
∫ 1
0
da0
∫ 1
0
da1
∫ 1
0
da2 a0(1− a0)e−yu∆W
[
∆W,
[
∆, ω
]]
e−(1−y)u∆W . (3.45)
Various properties of this equation may be revealed from the following properties of y:
y(1− a0, a1, a2) = y(a0, a2, a1) (3.46a)
y(a0, 1− a1, 1− a2) = 1− y(a0, a1, a2) (3.46b)
from which two things follows. First, the integrand of the right-hand side of (3.45) is
invariant under a0 → 1− a0. Secondly, the full integral is equivalent if we trade y → 1− y.
The next step is to substitute (3.45) back into (3.36) and to focus on the term which is
potentially non-local:
− 1
2
∫
ddx
√
g
∫ ∞
0
du u2Gˆb(u)
∫ 1
0
da0
∫ 1
0
da1
∫ 1
0
da2 a0(1− a0)
φb(x)e
−yu∆W
[
∆W,
[
∆, ω
]]
e−(1−y)u∆Wφb(x).
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Immediately, this may be seen to satisfy the two conditions (1.11a) and (1.11b) and so
this term is in the class F(gαβ, ω). Actually, symmetry under y ↔ 1 − y ensures that the
[∆W, (∆ω)] term vanishes and so it may be possible to make F(gαβ, ω) less restrictive but
we do not investigate this further.
To complete the demonstration that (3.20) does support the expected Gaussian solution—
note that the analysis following (3.36) implies∫
ddx
√
g ω(x)
(
δϕϕ(x)
δˆ
δϕ(x)
− 2gµν(x) δˆ
δgµν(x)
)
e−
1
2
ϕ·G−1
b
·ϕ
∼ −e− 12ϕ·G−1b ·ϕ
∫
ddx
√
g φb(x)
∫ ∞
0
du u
dGˆb(u)
du
e−u∆Wω(x)φb(x) + O
(F(gαβ, ω)). (3.47)
Moving to the next term on the right-hand side of (3.20) leads us to consider(
1
2
ϕ · G−1 · (G · ω + ω ·G) · δˆ
δϕ
)
e−
1
2
ϕ·G−1
b
·ϕ
= −e− 12ϕ·G−1b ·ϕ1
2
∫
ddx
√
g φ0(x)
(
G(∆W)ω(x) + ω(x)G(∆W)
)
φb(x), (3.48)
whereas the first term in (3.20) yields, in the short-distance limit and up to a vacuum term
1
4
δˆ
δϕ
· (G · ω + ω ·G) · δˆ
δϕ
e−
1
2
ϕ·G−1
b
·ϕ ∼ e− 12ϕ·G−1b ·ϕ1
2
∫
ddx
√
g φb(x)G(∆W)ω(x)φb(x). (3.49)
Notice that the symmetry of the left-hand side has be used on the right-hand side to combine
terms. Bearing in mind that, for the Gaussian fixed-point, η = 0 and so the final term
in (3.20) can be ignored,3 let us now combine terms.
To start with we will take ω to be a constant, in which case (3.22) implies, together
with (3.47), (3.48) and (3.49) that∫ ∞
0
du
(
G−1b u
dGˆb(u)
du
+
(G−1 − 1
2
G−1b
)
Gˆ(u)
)
e−u∆W = 0. (3.50)
If we choose the ERG kernel, G, according to (3.38) then this equation is solved by (2.12),
precisely as expected. This may be fleshed out as follows. First observe that
G−1 − 1
2
G−1b = 12G−1b ·
(
1l− 2bK), (3.51)
which leads us to consider∫ ∞
0
du
(
u
dGˆb(u)
du
+
(
1l− 2bK(∆W)
)
Gˆ(u)
)
e−u∆W .
3 This can be derived within the ERG framework, but since it is most simply done using the effective
average action we shall defer doing so until section V.
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This can be seen to vanish upon using the flat space relationship(
p2
d
dp2
+1
)
Gb(p2) = 12
(
1− bK(p2))G(p2)− 1
2
bK(p2)G(p2) = 1
2
(
1− 2bK(p2))G(p2), (3.52)
together with −u d/du↔ p2d/dp2 + 1.
Finally we deal with the case where ω is not constant. Suppose in (3.48) that we commute
the second instance of ω through G. Then, up to the resulting commutator term and the
remainder in (3.47), the contributions to (3.47), (3.48) and (3.49) cancel as they did for
constant ω. The commutator term may be processed similarly to (3.16). Exploiting (3.31)
and (2.12) leads us to consider∫
ddx
√
g φb(x)
(
1l− bK(∆W)
)[
G(∆W), ω(x)
]
φb(x)
=
∫
ddx
√
g
∫ ∞
0
du
∫ 1
0
da φb(x)
(
1l− bK(∆W)
)
e−au∆W
[
∆W, ω(x)
]
e−(1−a)u∆Wφb(x). (3.53)
Symmetry under a→ 1− a causes the 1l term to vanish. Within the surviving term we may
write
2K(∆W)
[
∆W, ω(x)
]
= K(∆W)
[
∆W, ω(x)
]
+
[
∆W, ω(x)
]
K(∆W) +
[
K(∆W),
[
∆W, ω(x)
]]
.
(3.54)
The symmetry of the enclosing integral causes the first two terms to cancel. The double
commutator can be processed in now-familiar fashion:
[
K(∆W),
[
∆W, ω(x)
]]
=
∫ ∞
0
dv Kˆ(v)
∫ 1
0
da1 e
−a1v∆W
[
∆W,
[
∆W, ω(x)
]]
e−(1−a1)v∆W . (3.55)
For this term, the symmetry of the enclosing integral reduces the double commutator to
something of the same order as the existing remainder in (3.47). This completes the demon-
stration that, up to vacuum terms, (3.20) and (3.21) are solved by the natural curved space
generalization of the Gaussian fixed-point.
IV. THE GAUSSIAN ANOMALY
In this section we present the full Gaussian solution to (3.27) and show how, in d = 2,
the conformal anomaly may be recovered. Given the flat space Gaussian solution (2.11) and
the replacement (1.13), the curved space solution is, up to vacuum terms:
SGaussb [ϕ, φ, χ, χ] ∼
1
2
ϕ · G−1b · ϕ+
1
2
ϕ · G−11 · ϕ+ χ · G−11 · χ, (4.1)
25
where we emphasise that the regulator fields have been chosen to be at their non-critical
fixed-points. Now consider the vacuum contribution generated by the various double func-
tional derivative terms:
− 1
4
δˆ
δϕ
·(G⊗1l+1l⊗G) · δˆSGaussb
δϕ
+ · · · = 1− b
2
(
G−10 ·
(
1l−bK)−1 ·(1l−K)−1 ·G)(x, y), (4.2)
where the ellipsis represents the regulator contributions. From here, we have two tasks:
finding the full solution for the action—i.e. including the vacuum term—and extracting the
anomaly. Indeed, these tasks are intimately related to one another. The vacuum contribution
to the action must be such that
ω·
(
2gµν× δˆ
δgµν
)
V [ϕ, gαβ] =
b− 1
2
∫
ddx
√
g ω(x)
(
G−10 ·
(
1l−bK)−1·(1l−K)−1·G)(x, x). (4.3)
Notice that this holds without the need to drop terms O
(F(gαβ, ω)). This may be seen as
follows. First write
V [ϕ, gαβ] = Tr
∫ ∞
0
du F (u)e−u∆W1l. (4.4)
Now take the variation with respect to to the metric. Exploiting (3.16) and (3.12b), it is
apparent that the inhomogenous term vanishes and so
δωV [ϕ, gαβ] = 2Tr
[
ω
∫ ∞
0
du
d(uF (u))
du
e−u∆W1l
]
. (4.5)
To make progress we must understand the limit y → x in (4.2). First rewrite the right-
hand side as the Laplace transform of a kernel, F :
b− 1
2
G−10 ·
(
1l− bK)−1 · (1l−K)−1 ·G = ∫ ∞
0
du F (u)e−u∆W1l. (4.6)
Before moving on, let us observe a crucial property: expanding in powers of ∆W, the leading
coefficient is universal—i.e. independent of the details of the cutoff function and the value
of b—just as we saw in (2.19) when still in flat space:
b− 1
2
G−10 ·
(
1l− bK)−1 · (1l−K)−1 ·G = 1l + O(∆W). (4.7)
Together with (4.6), this implies that
∫ ∞
0
dsF (s) = 1. (4.8)
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Let us now show how the anomaly is recovered in d = 2, before returning to more general
considerations. In this case, recalling that ∆W = −∇2, and using the heat-kernel expansion
yields
b− 1
2
(
G−10 ·
(
1l− bK)−1 · (1l−K)−1 ·G)(x, x) = 1
4π
∫ ∞
0
du F (u)
1
u
(
1 +
u
6
R + . . .
)
, (4.9)
where the ellipsis denotes terms higher order in the curvature. As mentioned in the intro-
duction, it is contrived within our framework to suddenly lurch to a dimensionful form in
order to take the limit Λ → 0. Instead, the natural prescription is to define the conformal
anomaly as the terms in the curvature expansion which, when integrated over the manifold,
lie in the kernel of gµν × δˆ/δgµν . According to this, we find:
A = R
24π
, (4.10)
in agreement with the standard result.
For completeness, let us check that the first term on the right-hand side of (4.9) is
convergent. To simplify the analysis, let us work in flat space; recalling (2.18) we may write:∫ ∞
0
du F (u)e−up
2
= p2
d
dp2
[
ln
(
1−K(p2))− ln(1− bK(p2))]. (4.11)
Let us now integrate over p2, from q2 to ∞:∫ ∞
0
du
F (u)
u
e−uq
2
=
∫ ∞
q2
dp2p2
d
dp2
ln
1−K(p2)
1− bK(p2) . (4.12)
The integral on the right-hand side has already been encountered below (2.18) and is known
be to UV finite so the limit q2 → 0 may be safely taken. Therefore,∣∣∣∣
∫ ∞
0
du
F (u)
u
∣∣∣∣ <∞. (4.13)
Finally, let us return to the task of giving the full expression for the action. Given some
F (x, y), the trace is understood as TrF =
∫
ddx
√
g F (x, x). It thus follows that
b− 1
2
Tr
(
ω · G−10 ·
(
1l− bK)−1 · (1l−K)−1 ·G)
= −ω ·
(
2gµν × δˆ
δgµν
)
Tr ln
[
(1l−K) · (1l− bK)−1]+O(F(gαβ, ω)) (4.14)
and so
SGaussb [ϕ, φ, χ, χ] =
1
2
ϕ ·G−1b ·ϕ+
1
2
ϕ ·G−11 ·ϕ+χ ·G−11 ·χ−Tr ln
[
(1l−K) ·(1l−bK)−1]. (4.15)
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V. LEGENDRE TRANSFORM
For the particular choice of ERG equation used in this paper, the effective average action,
Γ[Φ], is defined according to [19]
Γ[Φ] = S[ϕ]− 1
2
(
ϕ− Φ ·K) ·K−1 · σ · (ϕ−K · Φ), (5.1)
with σ defined by (2.25) and (2.9) and Φ determined by the condition that Γ[Φ] is indepen-
dent of ϕ:
δˆS[ϕ]
δϕ
= σ · (K−1 · ϕ− Φ). (5.2)
Given the flat-space form of the Legendre transform found in [5], the curved space general-
ization may be immediately deduced. However, it shall be explicitly derived in appendix A.
Either way, temporarily ignoring the regulator fields, and not explicitly point-splitting, leads
to∫
ddx
√
g ω(x)
{(
δΦΦ(x)
δˆ
δΦ(x)
− 2gµν(x) δˆ
δgµν(x)
)
Γ[Φ, gαβ ]
− 1
4
Tr
[(
G× 1l + 1l×G) · σ · ((Γ(2) + σ ·K)−1 · σ −K−1)](x)
}
= O
(F(gαβ, ω)) (5.3)
with δΦ ≡ δϕ, Γ(2)(x, y) = δˆ2Γ/δΦ(x)δΦ(y) and the functional trace defined such that
TrF (y, z; x) =
∫
ddy
√
gF (y, y; x). A nice feature of working with the effective average action
is that it is immediately apparent that taking an equal number of commuting and anti-
commuting degrees of freedom, with the same value of η, causes cancellation of the final
term in the trace. Better still, consider the effective average action for the free non-critical
theories. Utilizing (2.24) together with (5.2), it immediately follows that, in these cases,
Φ = 0. Therefore, if we suppose that each regulator field is indeed at the non-critical
fixed-point with the appropriate value of η, the equation for the effective average action is
simply
ω ·
{(
δΦΦ× δˆ
δΦ
− 2gµν × δˆ
δgµν
)
Γ[Φ, gαβ]
− 1
4
Tr
[
σ · (G× 1l + 1l×G) · σ · (Γ(2) + σ ·K)−1]
}
= O
(F(gαβ, ω)). (5.4)
This, then, is the natural curved space generalization of the famous equation developed
in [21–24], specialized to a fixed-point. As with its progenitor, the structure of the functional
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trace ensures finiteness: the presence of G provides UV regularization while σ acts like a
mass (cf. (2.25)), giving good IR behaviour. This justifies the comment made earlier that,
in the Wilsonian effective action formulation, the regulator fields may always be considered
to sit at the appropriate non-critical fixed-point.
It is straightforward to recover the Gaussian anomaly. First, though, we may justify the
earlier statement that we may derive the fact that η = 0 for the Gaussian fixed-point. Let us
restrict to quasi-local solutions of (5.4) that are at most quadratic in Φ. It is apparent that
a solution exists with Γ(2) = aG−10 , together with η = 0. This defines the Gaussian solution,
with positivity requiring that a > 0. For the Gaussian solution σ = G−10 · (1l−K)−1, and so
we recover the vacuum term on the right-hand side of (4.2) (having taken the limit y → x),
and hence the anomaly, so long as we identify a = 1/(1− b).
Following [5, 19], we may write (5.4) in a slightly different way by defining
R ≡ σ ·K. (5.5)
Recalling (3.18) and the discussion which follows, we define
R˙ ≡ −2R − δωR
∣∣
ω=1
(5.6)
which, combined with (2.10), implies that
R˙ + ηR = σ ·G · σ. (5.7)
The final observation to make is that
ω σ ·G · σ + σ ·G · σ ω = σ · (Gω + ωG) · σ + σ ·G · [σ, ω]− [σ, ω] ·G · σ
= σ · (Gω + ωG) · σ +O(F(gαβ, ω)), (5.8)
whereupon it is apparent that we may recast (5.4) as
ω ·
{(
δΦΦ× δˆ
δΦ
− 2gµν × δˆ
δgµν
)
Γ[Φ, gαβ]
− 1
4
Tr
[((
R˙ + ηR
)× 1l + 1l× (R˙ + ηR)) · (Γ(2) + R)−1]
}
= O
(F(gαβ, ω)). (5.9)
In this context, it is natural to consider R to be an independent infra-red regulator, with
dependence on η now explicit [19]. Indeed, this makes it irresistible to propose a variant
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of (5.9) valid away from fixed-points. In this regime, we expect an additional term on the
left-hand side, ∂tΓt[Φ, gαβ], where t is the RG time, on which Γ now depends. However, such
a term is only compatible with the other terms if ω is a constant. Therefore, away from
fixed-points we posit
(
∂t + δt Φ · δˆ
δΦ
− 2gµν · δˆ
δgµν
)
Γt[Φ, gαβ] =
1
2
Tr
[(
R˙ + η(t)R
) · (Γ(2)t + R)−1
]
, (5.10)
where the scaling dimension, and hence η, may depend on t—which they must in the case
of flows between two different critical fixed-points.
VI. CONCLUSIONS
A generalization of the ERG equation to curved space has been proposed which, at fixed-
points, reduces to the conformal fixed-point equation of [4] on flat space. Global Weyl
invariance is realized directly as a property of fixed-point actions, though the same is not
true of local Weyl invariance, which is incompatible with the ERG’s cutoff function. At
best, we may hope for local Weyl invariance to be recovered as a property of the correlation
functions. This tension between symmetry and regulator is unsurprising, given the existence
of the conformal anomaly, which represents a breaking of local Weyl invariance by quantum
effects.
Interesting, though, there is more to the story. Working in terms of the Wilsonian effective
action, non-critical fields must be included in order to regularize a vacuum term for which
the ERG’s in-built cutoff function does not help. These regulator fields are free but have
vanishing two-point correlation functions: they are non-critical. Perhaps surprisingly these
fields essentially disappear from the effective average action. However, without the regulator
fields, the Legendre transform from the Wilsonian effective action to the effective average
action generates a divergent vacuum term. Carefully derived, the Legendre transformed
equation (5.4) (or (5.9), if one prefers) provides a particularly concise statement of global
Weyl invariance on a curved manifold, within a cutoff-regularized approach to quantum field
theory. Similarly to the Wilsonian effective action, while local Weyl invariance is not realized
directly as a property of the effective average action, full conformal invariance is so realized
in the flat space limit.
Reassuringly, the conformal anomaly for the Gaussian fixed-point in d = 2 is easy to
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recover from (5.4). More excitingly, this equation has a significantly simpler form on a
curved manifold as compared to the conformal fixed-point equation which arises in the flat
space limit. It is hoped that the combination of this simplicity, together with the fact that
the conformal fixed-point equation is more constraining than conventional ERG equations,
will facilitate the development of new techniques in this field.
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Appendix A: Legendre Transform Details
In this appendix, it is shown how to go from (3.22) to (5.3), using (5.1). From the latter
it follows that
δˆΓ[Φ]
δΦ
= σ · (ϕ−K · Φ). (A1)
This equation shall be used to replace instances of ϕ; combining it with (5.2) gives a recipe
for replacing instances of δˆS/δϕ:
δˆS[ϕ]
δϕ
= K−1 · δˆΓ[Φ]
δΦ
. (A2)
To start, we process the following set of terms:
∫
ddx
√
g ω(x)
{
δϕ ϕ× δˆS
δϕ
+
1
2
ϕ · G−1 · (G× 1l + 1l×G) · δˆS
δϕ
− 1
4
δˆS
δϕ
· (G× 1l + 1l×G) · δˆS
δϕ
+
η
4
1√
g
−→
∂ α
√
g
(
∂αϕ ·K−1 · (G× 1l + 1l×G) · δˆS
δϕ
)}
(x)
= ω ·
{
δΦΦ ·K ×K−1 · δˆΓ
δΦ
+
δˆΓ
δΦ
· ̺ ·
(
δΦ1l× 1l + 1
2
G−1 · (G× 1l + 1l×G)) ·K−1 · δˆΓ
δΦ
− 1
4
δˆΓ
δΦ
·K−1 · (G× 1l + 1l×G) ·K−1 · δˆΓ
δΦ
+
1
2
Φ ·K · G−1 · (G× 1l + 1l×G) ·K−1 · δˆΓ
δΦ
+
η
4
1√
g
−→
∂ α
√
g
(
∂α
(
Φ ·K + δˆΓ
δΦ
· ̺
)
·K−1 · (G× 1l + 1l×G) ·K−1 · δˆΓ
δΦ
)}
. (A3)
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Many of these terms will cancel ultimately against those generated from varying the metric.
With this in mind, we utilize a combination of the chain rule, (5.1) and (A1) to derive
− 2
∫
ddx
√
g ω(x)gµν(x)
δˆS[ϕ]
δgµν(x)
∣∣∣∣
ϕ
= −2
∫
ddx
√
g ω(x)gµν(x)
{
δˆΓ[Φ]
δgµν(x)
∣∣∣∣
Φ
+
δˆΓ
δΦ
· δˆΦ
δgµν(x)
∣∣∣∣
ϕ
+
1
2
δˆ
δgµν(x)
∣∣∣∣
ϕ
(
δˆΓ
δΦ
· ̺ ·K−1 · δˆΓ
δΦ
)}
. (A4)
The middle term on the right-hand side can now be processed using (A1), whereupon one of
the resulting contributions cancels the last term in (A4). To see this, it is convenient to first
insert unity, in the form K−1 ·K. Recalling the effects of infinitesimal Weyl transformations,
(3.10) and (3.12b) it is apparent that
−2
∫
ddx
√
g ω(x)gµν(x)
δˆΓ
δΦ
· δˆΦ
δgµν(x)
∣∣∣∣
ϕ
= −2
∫
ddx
√
g ω(x)gµν(x)
δˆΓ
δΦ
·K−1 · δˆK · Φ
δgµν(x)
∣∣∣∣
ϕ
+
δˆΓ
δΦ
·K−1 · δω
(
K·)Φ
= 2
∫
ddx
√
g ω(x)gµν(x)
∫
ddy
√
g
(
δˆΓ
δΦ
·K−1
)
(y)
δˆ
δgµν(x)
∣∣∣∣
ϕ
(
̺ · δˆΓ
δΦ
)
(y)
+
δˆΓ
δΦ
·K−1 · δω
(
K·)Φ
=
∫
ddx
√
g ω(x)gµν(x)
δˆ
δgµν(x)
∣∣∣∣
ϕ
(
δˆΓ
δΦ
·K−1 · ̺ · δˆΓ
δΦ
)
− d
2
δˆΓ
δΦ
·K−1ω · ̺ · δˆΓ
δΦ
+
1
2
δˆΓ
δΦ
·
(
K−1 · δω
(
̺·)− δω(K−1·)̺·) δˆΓ
δΦ
+
δˆΓ
δΦ
·K−1 · δω
(
K·)Φ. (A5)
A word about notation is required. Recall (3.2), (3.3) and (3.14). From this we see that
(
K · Φ)(x) = K(∆W)Φ(x) (A6)
and so we may understand δω(K·) to reduce to δωK(∆W), with the inclusion of the dot within
the scope of δω emphasising that the factor of 1/
√
g coming from the δ-function is cancelled
by the factor of
√
g coming from the integral. Returning to (A5) , since K−1 · ̺ = ̺ ·K−1,
the first term on the right-hand side exactly removes the last term in (A4).
The next step is to collect together surviving terms of a common form from (A3) and (A4),
making use of (A5). First, we examine terms O
(
Φ δΓ/δΦ
)
, the sum of which we shall denote
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by C[ω,Φ]:
C[ω,Φ] = δΦω ·
(
Φ× δˆΓ
δΦ
)
− η
4
∂αΦ · (G∂αω + ∂αωG) ·K−1 · δˆΓ
δΦ
+ Φ ·
(
δΦ
[
K,ω
]
+
1
2
G−10 ·
(
Gω + ωG
)) ·K−1 · δˆΓ
δΦ
+
δˆΓ
δΦ
·K−1 · δω
(
K·)Φ+ · · · , . (A7)
where, hereafter, ellipses represent terms we can neglect at the order to which we are
working—defined by (1.11a) and (1.11b). These arise from the second term: first, translation
invariance of the δ-function has been exploited to write ∂/∂xβK(x, y) = −∂/∂yβK(x, y),
after which we have integrated by parts to transfer the derivative to the field. The ne-
glected terms come from the derivative striking
√
ggαβ. To process (A7), we exploit the fact
that (2.4) implies
− Kˆ(u)u = 1
2
Gˆ(u) (A8)
and utilizing (3.15) to rewrite
δΦ
[
K(∆W), ω(x)
]
=
δΦ
2
∫ ∞
0
du Gˆ(u)
∫ 1
0
da e−au∆W
[
∆W, ω
]
e−(1−a)u∆W . (A9)
The commutator may be re-expressed according to
[
∆W, ω
]
= −[∇2, ω] = − 1√
g
[−→
∂ α
√
ggαβ∂β, ω
]
= −(∇2ω)− 1√
g
(
∂α
√
ggαβ
)(
∂βω
)−2(∂αω)∂α
(A10)
where, for emphasis, round brackets are used to delimit the scope of the partial derivatives.
The first two terms satisfy the constraints (1.11a) and (1.11b) and so may be effectively
ignored. Furthermore, up to terms of the same order, the commutator in (A9) may be freely
moved to the left or right, through the exponentials. Therefore,
δΦΦ ·
[
K,ω
] ·K−1 · δˆΓ
δΦ
= −δΦ
2
Φ · (G∂αω∂α + ∂αω∂αG) ·K−1 · δˆΓ
δΦ
=
δΦ
2
∂αΦ · (G∂αω + ∂αωG) ·K−1 · δˆΓ
δΦ
+ · · · . (A11)
Expanding δΦ = (d − 2 + η)/2, it is apparent that the second term on the right-hand side
of (A7) is cancelled, leaving the (d− 2)/2 piece as a remainder.
Now we return to (A7) and use (3.11), (3.15) and (3.16) to recast
δωK(∆W) = −1
2
∫ 1
0
da
∫ ∞
0
du Gˆ(u) e−au∆W
(
2ω∆W+
d− 2
2
(
2∂αωg
αβ∂β+∇2ω
))
e−(1−a)u∆W .
(A12)
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The first term may be manipulated along the lines of (3.39)–(3.45):
−
∫ 1
0
da
∫ ∞
0
du Gˆ(u) e−au∆Wωe−(1−a)u∆W∆W
= −1
2
(
G(∆W)ω + ωG(∆W)
)
∆W +O
([
∆W,
[
∆, ω
]])
, (A13)
from which it follows that
δˆΓ
δΦ
·K−1 · δω
(
K·)Φ
= −1
2
δˆΓ
δΦ
·K−1 ·
((
Gω + ωG
)
∆W +
d− 2
2
(
G∂αω + ∂αωG
)
∂α
)
Φ + · · · (A14)
The first term, when inserted into the second line of (A7) cancels the following term. On
the other hand, the second term cancels the surviving contribution coming from (A11).
Therefore,
C[ω,Φ] = δΦω ·
(
Φ× δˆΓ
δΦ
)
− 2ω ·
(
gµν × δˆΓ
δgµν
)
+ · · · (A15)
Now we go back to (A3), (A4) and (A5) and analyse the terms of the schematic form
(δΓ/δΦ)2, which shall be denoted by D[ω,Φ]:
D[ω,Φ] = ω ·
{
δˆΓ
δΦ
·
[
̺ ·
(
δΦ1l× 1l + 1
2
G−1 · (G× 1l + 1l×G)) ·K−1
− 1
4
K−1 · (G× 1l + 1l×G) ·K−1 − d
2
K−1 × ̺
]
· δˆΓ
δΦ
}
+
1
2
δˆΓ
δΦ
·
(
K−1 ·δω
(
̺·)−δω(K−1·)̺·) δˆΓ
δΦ
− η
4
∂α
(
δˆΓ
δΦ
·̺
)
·K−1 ·(G∂αω+∂αωG) ·K−1 · δˆΓ
δΦ
.
(A16)
To the order at which we are working, the last term may be discarded. It is obvious that
this term vanishes for constant ω and so the first constraint (1.11a) is satisfied. The second
constraint is also satisfied: taking the flat space limit and setting ω = bµx
µ, we are left with
a term of the form
bµ∂
µ δΓ
δΦ
· f · δΓ
δΦ
,
for which the integral is odd on account of bµ being constant and the symmetry of term.
Similar reasoning implies that we may replace Gω + ωG = 2ωG+ · · · in (A16). Observing
that the first term on the right-hand side of (A16) is partially cancelled by the d/2 term
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yields
D[ω,Φ] = 1
2
δˆΓ
δΦ
·
(
K−1 · δω
(
̺·)+K−1 · δω(K·) ·K−1 · ̺·) δˆΓ
δΦ
+
1
2
δˆΓ
δΦ
·K−1 ·
{
(η − 2)ω̺+ 2ωG · G−1 · ̺+ ωG ·K−1
}
· δˆΓ
δΦ
. (A17)
The second term may be processed by using (A12). As discussed above, for our current
considerations we need only retain the ω∆W term; using (A13) it is apparent that half of
the penultimate term is cancelled. The treatment of the first term follows similarly.
δw̺(∆W) = 2
∫ ∞
0
du u ˆ̺(u)
∫ 1
0
da e−au∆Wω∆We
−(1−a)u∆W + · · ·
= 2ω
∫ ∞
0
du e−u∆W
d u ˆ̺(u)
du
+ · · · (A18)
where we have absorbed commutator terms arising from moving ω to the left into the ellipses,
since such terms either satisfy (1.11a) and (1.11b) directly or do so as part of (A17) due to
the same mechanism—oddness of the integral—described above. In going to the right-hand
side of (A18) we have also have traded a ∆W for a derivative with respect to u and have
integrated by parts. Utilizing (2.10) and recalling the discussion under (3.18) we deduce
that
δw̺ = ω
[
(2− η)̺−G · G−1 · ̺+G ·K−1
]
+ · · · (A19)
and so it is apparent that, to the desired order, D[ω,Φ] vanishes. Note that, if we so
desired, we could define ̺ such that this is true, providing the alternative justification
of (2.9) promised earlier.
To complete the Legendre transform, all that remains is to treat
Q[ω,Φ] = 1
4
ω ·
(
δˆ
δϕ
· (G× 1l + 1l×G) · δˆS
δϕ
)
. (A20)
To do so we differentiate (5.2) with respect to ϕ and (A1) with respect to Φ:(
̺ · δˆ
δϕ
)
(x)
δˆS
δϕ(y)
−K−1(x, y) = − δˆΦ(x)
δϕ(y)
, (A21a)
(
̺ · δˆ
δΦ
)
(x)
δˆΓ
δΦ(y)
+K(x, y) =
δˆϕ(x)
δΦ(y)
. (A21b)
From this it follows that
δˆ2S
δϕ δϕ
= −σ ·
(
δˆ2Γ
δΦ δΦ
+ σ ·K
)−1
· σ + σ ·K−1. (A22)
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Summing C, D and Q yields (5.3), as was to be shown.
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