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While black hole perturbation theory predicts a rich quasi-normal mode structure, technical chal-
lenges have limited the numerical study of excitations to the fundamental, lowest order modes caused
by the coalescence of black holes. Here, we present a robust method to identify quasinormal mode
excitations beyond the fundamentals within currently available numerical relativity waveforms. In
applying this method to waveforms of 68 initially nonspinning black hole binaries, of mass-ratios 1:1
to 15:1, we find not only the fundamental quasinormal mode amplitudes, but also overtones, and
evidence for second order quasinormal modes. We find that the mass-ratio dependence of quasinor-
mal mode excitation is very well modeled by a post-Newtonian-like sum in symmetric mass-ratio.
Concurrently, we find that the mass-ratio dependence of some quasinormal mode excitations is qual-
itatively different from their post-Newtonian inspired counterparts, suggesting that the imprints of
nonlinear merger are more evident in some modes than in others. We present new fitting formulas
for the related quasinormal mode excitations, as well as for remnant black hole spin and mass. We
also discuss the relevance of our results in terms of gravitational wave detection and characterization.
I. INTRODUCTION
As we approach the era of gravitational wave (GW)
detection, there is a tremendous effort to understand and
predict the rich gravitational wave signals coming from
all expected sources of radiation. These predictions are
used to construct GW templates that will enable not only
the recognition of GW signals within noise, but also the
extraction of information about the source. It is for these
purposes that the development of templates that include
the final moments of binary black hole (BBH) coalescence
is important for future GW detection.
While source populations remain uncertain, BBH sys-
tems are expected to account for multiple signals per year
and, if systems with a total mass of a few hundred times
that of our sun or larger are observed, detectors such
as Advanced LIGO and the Einstein Telescope are most
sensitive to the final stages of BBH coalescence [1–4]. In
these final moments the two black holes (BHs) merge into
a perturbed, remnant BH, whose gravitational radiation
rings down like a struck bell. Very roughly put, if one
were to observe the remnant at an orientation (θ, φ) rel-
ative to its spin axis, and at a distance r away, then the
observable time domain strain of this decaying ringdown
radiation may be written as the real part of
h = −1
r
∑
l,m,n
Almn Slmn(θ, φ)
ei(ωlmn+i/τlmn) t
(ωlmn + i/τlmn)2
(1)
= h+ − i h× .
Here, h+ and h× are the real valued plus and cross polar-
ization states. In general, a linear combination of these
states will be detected [5, 6].
If provided the remnant BH’s mass and spin, then the
perturbation theory of isolated Kerr BHs informs us of
Eq.(1)’s spatial multipoles and temporal frequencies: the
Quasi-Normal Modes (QNMs) that dominate ringdown
[7–9]. However, in order to model astrophysically rele-
vant ringdown signals the output of numerical relativity
(NR) simulation is generally needed to tell us how much
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FIG. 1. Ringdown for a 2:1 mass-ratio, initially nonspinning
BH binary calculated via the GaTech MAYA code [11–15]. The
solid gray lines show the time domain envelope of NR ring-
down for two different lines of sight. Here θ and φ are polar
and azimuthal angles relative to the BHs final spin vector.
The dashed black lines show the corresponding model ring-
downs (QNM sums) calculated using the results of this paper:
estimation of spheroidal QNM excitations from NR, including
and beyond the fundamental overtones.
each multipolar component is excited for a given initial
binary [9, 10].
For this reason, applying BH perturbation theory to
the analysis of NR ringdown has assisted in the creation
of inspiral-merger-ringdown templates [16–18], and re-
vealed novel relationships between the initial binary’s
configuration and the remnant BH’s parameters [10].
But thus far, technical challenges have limited analysis
primarily to the fundamental (lowest overtone) QNMs,
while it has also been acknowledged that a more detailed
application of perturbation theory to NR ringdown may
be needed [10, 16, 19–23]. As an example of ringdown’s
potential complexity, Fig. 1 shows the time domain
strain envelope of a potential 2:1 mass-ratio ringdown
signal of an initially nonspinning BH binary, observed at
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2two different lines of sight. Here we see that the sum of
many QNMs precisely models NR ringdown data. This
example case demonstrates that both the intrinsic QNMs
of perturbation theory and the observer’s extrinsic line
of sight contribute to the richness of possible ringdown
signals.
In this study we assist in clarifying the extent to which
QNMs beyond the fundamentals are pertinent to the
physics and modeling of NR ringdown (e.g. Fig. 1). We
consider the ringdown of 68 initially nonspinning BBH
simulations of mass-ratios between 1:1 and 1:15. In do-
ing so, we find that QNM excitation is exceptionally well
modeled by a post-Newtonian-like (PN-like) expansion
(Sec.IV). However, we also find that the excitation am-
plitudes of some QNMs differ qualitatively from their
post-Newtonian (PN) counterparts, suggesting that the
imprints of nonlinear merger are more evident in these
QNMs than in others (Sec.VI A). But first, we present
a robust method to estimate multiple QNMs within NR
ringdown (Sec.III A). We then apply this method to a
series of initially nonspinning NR runs of varying mass-
ratio (Sec.III B-IV B). Lastly, we consider the results of
our analysis (overtones and second order modes) in the
context of ringdown-only templates (Sec.VI B). Gener-
ally, our results may be of use for the construction of
merger-ringdown templates.
A complete paper outline is given in Sec. I C. A full
summary of fitting formulas and coefficients for QNM
excitations is given in Appendix A. For convenience, fits
for the most dominant QNM excitation amplitudes in
Eq.(1) are below:
A220(η) = ω˜
2
220 ( 0.9252 e
0.0000iη + 0.1323 e0.0000iη2 ) (2)
A221(η) = ω˜
2
221 ( 0.1275 e
5.3106iη + 1.1882 e0.4873iη2 + 8.2709 e3.3895iη3 + 26.2329 e0.1372iη4 ) (3)
A210(η) = ω˜
2
210
√
1− 4η ( 0.4795 e3.5587iη + 1.1736 e1.5679iη2 + 1.2303 e6.0496iη3 ) (4)
A330(η) = ω˜
2
330
√
1− 4η ( 0.4247 e5.4979iη + 1.4742 e3.6524iη2 + 4.3139 e6.0787iη3 + 15.7264 e3.2053iη4 ) (5)
A331(η) = ω˜
2
331
√
1− 4η ( 0.1480 e2.9908iη + 1.4874 e0.5635iη2 + 10.1637 e4.2348iη3 + 29.4786 e1.7619iη4 ) (6)
A320(η) = ω˜
2
320 ( 0.1957 e
5.8008iη + 1.5830 e3.2194iη2 + 5.0338 e0.6843iη3 + 3.7366 e4.1217iη4 ) (7)
A440(η) = ω˜
2
440 ( 0.2531 e
1.5961iη + 2.4040 e5.1851iη2 + 14.7273 e1.9953iη3 + 67.3624 e4.9143iη4 + 126.5858 e1.8502iη5 )
(8)
A430(η) = ω˜
2
430
√
1− 4η ( 0.0938 e3.2607iη + 0.8273 e0.7704iη2 + 3.3385 e4.8264iη3 + 4.6639 e2.7047iη4 ) (9)
A550(η) = ω˜
2
550
√
1− 4η ( 0.1548 e5.3772iη + 1.5091 e2.5764iη2 + 8.9333 e5.5995iη3 + 42.3431 e2.1269iη4 + 89.1947 e5.3348iη5 )
(10)
Here, M is the sum of the initial BH masses,
M = m1 + m2 ,
and η is the symmetric mass-ratio,
η =
m1m2
M2
.
The amplitudes are scaled relative to 10 M after the peak
luminosity in ψNR22 (Sec. I B),
Note that the QNM frequencies, ω˜lmn, are complex,
and depend on the remnant BH’s parameters: spin mag-
nitude and mass.
ω˜lmn ≡ ωlmn + i/τlmn (11)
In Eq.(11), ωlmn is the QNM’s central oscillation fre-
quency, and τlmn the mode’s decay time. Each frequency
may be conveniently computed using the mapping be-
tween η and remnant BH parameters given in Eqs. C2
and C1, or Ref. [24], along with the phenomenological
fitting formulas1 for QNM frequencies in Ref. [25].
1 Note that here ω˜lmn are in units of 1/M while [25] reports the
unitless M ω˜lmn.
A. From QNMs and templates to NR ringdown
analysis
Shortly after Vishveshwara’s 1970 discovery that per-
turbed black holes dissipate energy via gravitational ring-
down, the study of perturbed BHs began a proliferation
that now enables the creation of GW ringdown templates
[26–28]. In 1971 Teukolsky and Press revealed that ring-
down should be well approximated by a sum of eigenfunc-
tions of Teukolsky’s master equation which describes first
order departures from the Kerr metric [7, 29, 30]. For a
BH of mass Mf and dimensionless spin parameter,
jf =
sf
M2f
,
these eigenfunctions are uniquely determined. Here sf is
the magnitude of the final BH spin vector. Press later
referred to Teukolsky’s set of radial, angular, and tem-
poral eigenfunctions as QNMs [27, 30] [Eq.(14)]. QNMs
are multipoles with the usual polar and azimuthal in-
dices, ` and m. In addition, in loose analogy with acous-
tic theory, they are also labeled by an overtone number,
n = {0, 1, 2...}, where, as n increases, so does the typical
3QNM decay rate [8]. The n = 0 QNMs are traditionally
referred to as the fundamental modes.
Given that astrophysical BHs are expected to be de-
scribed by only mass and spin, the work of developing
GW templates that include ringdown is largely equivalent
to modeling the excitations of Kerr QNMs for different
progenitor binaries [28, 31]. This work has largely fo-
cused on the most slowly decaying, fundamental QNMs,
which correspond to first order departures from the Kerr
metric.
However, it has been suggested that second order
QNMs, resulting from nonlinear self-coupling of their
first order counterparts, may also be pertinent [21, 32–
36]. Although these second order QNMs have largely
been studied for Schwarzschild BHs, where Regge-
Wheeler-Zerilli techniques can be directly applied, for-
mal results for the Kerr case do not appear to exceed
[32], wherein the second order contribution’s wave equa-
tion is derived within the Newman-Penrose formalism.
This result demonstrates that the second order wave
equation for Kerr, like its Schwarzschild counterpart, is
sourced by a quadratic function of the first order modes.
For this reason it is expected that the second order
QNMs for Kerr are characteristically similar to those for
Schwarzschild [34]. In particular, one might expect to
find within Fig. 1 damped sinusoids whose frequencies
and decay rates are sums of those from two first order
modes2.
From these considerations it is clear that perturbation
theory allows for an extremely rich space of possible ring-
down signals. But given that the fundamental modes
are the slowest damped, it is not immediately clear that
modes beyond the fundamentals are pertinent to mod-
eling of NR ringdown. Indeed, the single and two-mode
ringdown-only templates of Ref. [28] only consider fun-
damental QNMs. Similarly, studies that focus on linking
QNM excitation with initial binary parameters typically
focus only on the fundamental modes [10, 37, 38] and,
while work on templates that include both merger and
ringdown has found that overtones are required to blend
the two regions, a systematic study of overtone excite-
ment is lacking [16, 18, 22, 23]. Moreover, there has been
no work published on the detection of nonlinear second
order QNMs within NR BBH coalescence. Here, we in-
form these areas by describing QNM excitation for a se-
ries of initially nonspinning, unequal mass BBH systems.
For the recovery of these initial parameters precise
agreement between template and signal is needed. Con-
currently, only qualitative agreement is needed for de-
tection purposes [28, 31]. Although a full exploration of
detection and parameter estimation is beyond the scope
of the current study, we note that the richness of possi-
ble signals depends not only on the configuration of the
initial binary, but also the orientation of the BH’s final
spin vector with respect to the observer’s line of sight.
2 This is analogous to the anharmonic oscillator, in which the sec-
ond order oscillation frequency is twice the first order one [34].
As an example, consider again Fig. 1. Here we see
that if this idealized signal is observed along the rem-
nant BH’s final spin axis, θ = 0, then the envelope of
its time domain behavior appears to be dominated by a
single exponentially decaying function, or equivalently, a
single QNM; however, if observed at a significant angle
with respect to the final spin axis, here θ = pi/3, then
many QNMs may visibly contribute. In order to model
the complexities of these potential signals, we utilize the
intersections between perturbation theory and NR.
B. Numerical relativity meets perturbation theory
NR waveforms are typically decomposed3 into spin
weighted-2 spherical harmonics, −2Ylm(θ, φ), such that
the Weyl scalar ψ4 is given by
ψ4(t, θ, φ, r) =
1
r
∑
l,m
ψNRlm (t) [−2Ylm(θ, φ)] . (12)
For gravitational radiation, the orthogonality of these
harmonics in both ` and m ensures that this is a true
spectral decomposition:
ψNRlm (t) ≡ r
∫
Ω
ψ4(t, θ, φ, r)−2Y¯lm(θ, φ) dΩ . (13)
Here −2Y¯lm(θ, φ) is the complex conjugate of −2Ylm(θ, φ),
and we will focus on ψNRlm , the spherical harmonic mul-
tipoles of the Weyl scalar ψ4. The Weyl scalar ψ4 is
related to the observable strain via two time derivatives,
ψ4 = −h¨ [5].
During ringdown, this choice of multipolar decomposi-
tion effectively casts the radiation as that corresponding
to a perturbed nonspinning BH [5]. However the remnant
of a BBH merger is typically a spinning BH.
For these cases, the perturbation theory of Kerr BHs
[39] yields
ψ4(t, θ, φ) ≈ 1
r
∑
l,m,n
ψ PTlmn(t) [−2Slm(jf ω˜lmn, θ, φ)](14)
ψ PTlmn(t) ≡ Almn eiω˜lmnt ,(15)
where ω˜lmn is the complex QNM frequency, −2Slm are
the spin weighted spheroidal harmonics, and Almn are
the complex QNM amplitudes or excitation coefficients
whose magnitude is contingent on where t is chosen to
be zero [27, 40, 41].
For example, if t∗ is the time relative to the peak lu-
minosity of ψNR22 , and one considers ringdown to include
3 This decomposition is typically done such that the origin is at
the initial binary’s center of mass. In general, this is not the
location of the remnant BH if there is a nonzero recoil velocity.
However, for the systems studied here, the typical distance trav-
eled postmerger, is sufficiently small compared to the waveform
extraction radius, making this initial center of mass location a
good approximation for the position of the remnant BH. Never-
theless, as discussed in Sec. V , this does potentially introduce
detailed effects that may not be inherent to the ringdown regime.
4T0 ≥ 10 (M) after t∗ = 0, then t ≡ t∗ − 10 (M) [38].
Here we consider t to be in units of the initial binary
mass, M , which is canonically set to unity.
Generally, Eq.(14) is not an equality as power-law
tails, of the form ψtail ∼ t−k, are also expected in the
postmerger regime [39, 42]. While, in principle, these
power-law contributions may be significant near the radi-
ation’s peak, a host of numerical studies has shown them
to be extremely weak throughout the subsequent QNM
regime4 [9, 39]. In particular, while all power-law func-
tions decay slower than exponentials, they also require
excitation coefficients much larger than those of QNMs
to contribute significantly to the waveform. Therefore
there is a heuristic expectation that the power-law tails
eventually dominate the postmerger waveform, but only
at very late times [39, 45–47]. Indeed, recent NR codes
that focus on binary black hole coalescence (BBC) have
empirically verified this expectation [9, 22, 23, 38]. Nu-
merical studies that focus specifically on solving Teukol-
sky’s equation do find that power-law tails are physically
meaningful, but only at late times, and at amplitudes
that are very likely inaccessible to codes that solve Ein-
stein’s equations in full [43, 47].
While the current study, in part, seeks to describe ring-
down in unprecedented detail, we also find that for the
systems considered, power-law decay can be neglected.5
For simplicity we have written Eq.(14) as a sum over
the first order QNM indices only. If written explicitly, the
second order QNM terms, being proportional to products
of two first order QNMs, would be labeled by six indices,
(l1,m1, n1)(l2,m2, n2) [21, 33, 34]. We have also ne-
glected to explicitly write the conjugate or mirror-mode
terms which arise from Teukolsky’s azimuthal equation
having two linearly independent solutions that, due to
nonzero BH spin, are not the complex conjugates of each
other [8, 25].
An additional consequence of nonzero BH spin is that
the spheroidal harmonics, while orthogonal in m, are not
orthogonal in l for the complex QNM frequencies of ring-
down6, making a spectral decomposition of the form of
Eq.(13) not possible. However, just as the Kerr metric
reduces to the Schwarzschild metric for nonspinning BHs,
so do the spheroidal harmonics reduce to the sphericals.
Substituting Eq.(14) into Eq.(13) illustrates this point
by revealing that the spherical multipoles of NR are each
a sum of many spheroidal QNMs where, in the j → 0
4 In contrast to the current study, which evolves the full Einstein
equations, studies that are able to resolve late-time power-law
decay evolve Teukolsy’s equation (e.g. [43]), which is motivated
by first-order departures from the Kerr space-time [44].
5 This is readily visible in Fig. 3’s lower panel where, if power-law
tails did contribute significantly, they would cause a localized
feature near zero frequency.
6 Specifically, we are concerned with spheroidal harmonics with
complex frequency and of spin weight s = −2, which correspond
to exponentially damped time-domain waveforms.[40, 48]
limit, only the l = l′ term survives
ψNRl′m (t) ≈
∑
n,l
Almn σl′lmn e
iω˜lmnt(16)
σl′lmn ≡
∫
Ω
−2Slm(jf ω˜lmn, θ, φ)−2Y¯l′m(θ, φ) dΩ .(17)
This was first noted in 1973 by Press and Teukolsky [7]
who used standard operator perturbation theory to show
that
−2Slm = −2Ylm + jf ω˜lmn
∑
l 6=l′
−2Yl′m cl′lm
+ O(jf ω˜lmn)
2 . (18)
Here cl′lm are related to the Clebsch-Gordon coefficients
[25, 29].
Equations 16 through 18 motivate two approaches to
characterize QNM excitations, Almn: single-mode and
multimode fitting.
Single-mode fitting.— The first category makes
the practical assumption that Eq.(16) is dominated by
the l = l′ term, and thereby estimates the QNM ampli-
tudes by fitting a single mode to ψNRlm . Although this
single-mode approach has been shown to be effective for
the first few l = m multipoles [9, 37], in principle, it
neglects the presence of overtones and BH spin [19, 27].
Moreover, because Eq.(18) says that the mixing between
spherical and spheroidal harmonics becomes more preva-
lent for higher spins, we may hypothesize that single-
mode fitting incurs residuals that are qualitatively pro-
portional to the remnant BH’s spin. In particular, Fig. 2
shows that initially nonspinning, quasicircular BBH sys-
tems coalesce to form a remnant BHs whose final spin
is proportional to the initial binary’s symmetric mass-
ratio. We would therefore expect single-mode fitting
of these systems to perform better for low mass-ratios
(m1  m2), and worse at higher mass-ratios (m1 ≈ m2).
Specifically, while it has been shown that Eq.(17)’s
σl′lmn can be on the order of 0.10 for moderate values
of jf [40], Eq.(16) communicates that the relative values
of different Almn ultimately determine the significance of
each QNM term [19].
Multimode fitting.— The second category at-
tempts to fit each term in Eqn. (16), and therefore
requires the simultaneous fitting of multiple QNMs
within each spherical multipole. Although this mul-
timode approach is more faithful to the fact that the
BHs of interest are spinning, current fitting meth-
ods have had limited success [23, 50, 51]. The dif-
ficulty is primarily due to complexity: within each
ψNRlm , a multimode fitting algorithm must optimize over
{Re[Almn], Im[Almn], ωlmn, τlmn} as well as the total
number of significant QNMs, N . There are secondary
difficulties arising from data accuracy and numerical ar-
tifacts. As a result, the multimode approach is a 4 ×N
dimensional optimization problem of combinatoric com-
plexity whose solution must be robust against numerical
errors. It is a lot like trying to identify a musical chord
by ear.
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FIG. 2. Remnant BH spin for initially nonspinning systems of
varying mass-ratio. The black dots are final spin values cal-
culated using the isolated horizon formalism [49]. The trend
is monotonic and well fitted with a fourth order polynomial
(Appendix C).
C. Structure of the paper
In the current study we present a multimode fitting
method, and apply it to the NR ringdown of 68 initially
nonspinning, unequal mass-ratio binaries with symmetric
mass-ratios between η = 0.2500 and η = 0.0586.
We report estimates for the QNM excitations of not
only fundamental modes, but also for overtones and what
appear to be second order modes. We go on to discuss
our results in the context of phenomenological ringdown
models and future detection scenarios. First, in Sec. II A
we review the single-mode approach, and report fit resid-
uals. As described in Sec. II B, for nominal fitting re-
gions, we find that single-mode fitting incurs roughly 1%
fitting errors for the best case scenario, and greater 10%
error in the worst case scenarios. We also review the
systemic dependence of residuals with final BH spin. In
Sec. III A we introduce our multimode fitting method,
and compare it with other approaches using mock data
in noise, then review found QNM amplitudes and residual
errors. In Sec. IV, we present post-Newtonian inspired
fits to the dominant QNM excitations across the range of
mass-ratios. In Sec. V we discuss the limitations of our
results, and their consistency with perturbation theory.
Finally, in Sec. VI, we discuss our results in the contexts
of analytic (nonlinear) perturbation theory, and review
the significance of our findings to a mock detection sce-
nario.
II. MOTIVATIONS FOR MULTIMODE FITTING
Let us first consider the single-mode fitting approach
discussed in Sec. I B. Figure 3 shows single-mode fits for
a 2:1 mass-ratio binary. While we can see that in this
case the subdominant ψNRlm (t) are not all simple func-
tions, the dominant multipoles do appear to have expo-
nentially decaying envelopes, and so are well modeled by
a single QNM. Indeed, previous studies have found suc-
cess in treating the dominant multipoles as single QNMs
during ringdown [9, 37]. In particular, this approach
has led to effective numerical estimates of BH final spin
and mass, as well as the characterizations of fundamen-
tal QNM amplitudes with mass-ratio, and initial spin
magnitude [38, 52]. It is therefore fair to suppose that
more detailed QNM information is not needed in order to
capture ringdown’s dominant physics. In what follows,
we test this heurism by first outlining the single-mode
approach, and then investigating the dependence of fit
residuals with initial binary parameters (Fig. 4).
A. Single-mode fits
First, we outline a qualitatively general single-mode
fitting procedure to estimate the fundamental (n = 0)
QNM excitations:
a. Given the set of ψNRlm , we define ringdown to be the
region {T0 ≤ t ≤ T1} relative to the peak luminosity7
of ψNR22 [37].
b. To calculate the waveform’s phase, θlm(t), and enve-
lope, Ψlm(t), we then consider the standard represen-
tation for the fit:
ψFitlm |{T0≤t≤T1} = Ψlm ei θlm .
c. We then use linear least-squares fitting to model θlm(t)
and Log[ Ψlm(t) ] as lines in the time domain:
θlm = t ω
Fit
lm + δ
Fit
lm (19)
Log[ Ψlm(t) ] = −t/τFitlm + Log|AFitlm | (20)
where δFitlm is the complex phase of A
Fit
lm .
d. Upon calculating the fit parameters,
{AFitlm , ωFitlm , τFitlm }, we calculate the fractional root-
mean-square error,
εlm ≡
∣∣∣∣∣ 〈 (ψNRlm − ψFitlm )2 〉〈ψNRlm 2 〉
∣∣∣∣∣
1/2
. (21)
Here εlm is typically much less than 1 for good fits,
and of order 1 or greater for poor fits. More carefully,
as discussed in Sec.II C, εlm is susceptible to being
biased by numerical noise. In the worst case scenario,
where noise dominates the data to be fit, εlm ≈ 1 may
correspond to a minimum residual with respect to fit
parameters.
7 As will be discussed in Sec. III A, we consider multiple fitting
regions in order to characterize both the data and fit. In the case
of single-mode fitting, fitting regions were chosen to encompass
between 86 and 74 (M). For the multimode fitting approach
to be discussed in Sec. III A, each waveform was windowed and
padded after the onset of numerical noise to maintain a consistent
frequency domain resolution.
6FIG. 3. As demonstrated by this set of 2:1 mass-ratio nonspinning waveforms, fitting a single decaying sinusoid to ψNRlm incurs
systematic residuals. Top Panel: The time-domain envelopes for (2, 2), (3, 3), (3, 2), (4, 4) spherical multipoles and related fits,
starting 10M after the peak luminosity of ψNR22 . Bottom Panel: The frequency-domain envelopes, |ψ˜NRl,m|. All fits correspond
to the lowest, n = 0, QNMs. While the (2, 2) and (3, 3) multipole waveforms are best described by a single QNM fit, all fits
display visible deviations from the raw data.
Typical single-mode fits are shown in Fig. 3 for a
2 : 1 mass-ratio binary, with the fitting region starting
T0 = 10M after the peak luminosity in ψ
NR
22 . Here, as
well as throughout this paper, the Fourier transform of
waveforms, ψ(t), will be denoted as ψ˜(ω). Note that
the l = m multipoles are well fit, with associated er-
rors εlm ≈ 0.08. However, a notable exception is the
l = m = 4 multipole with ε44 and order of magnitude
higher at ≈ 0.65.
Moreover, as has been found in previous studies, we
also find that the l 6= m multipoles are generally not well
fit by a single QNM. For example, the (l,m) = (3, 2)
multipole, ψNR32 , is known to have a significant contri-
bution from the (l,m, n) = (2, 2, 0) term in Eq.(16)
[9, 19, 23, 53]. This may be recognized in the lower panel
of Fig. 3, where ψNR32 is seen have its dominant peak
not at ψPT32 ’s central frequency
8 of Mω = 0.73, but at
Mω = 0.50, directly under the peak of |ψ˜NR22 |.
In what follows we discuss the residual error of the
single-mode approach. In particular, we ask if the errors
are dominated by numerical artifacts (e.g. resolution re-
lated errors [52]), or if the errors are dominated by the
effects of nonzero BH spin.
8 The central frequency is given by the real part of the QNM fre-
quency.
B. Single-mode fits: Results and residuals
To investigate the residuals incurred by single-mode
fitting, we consider 36 initially nonspinning, unequal
mass binaries with η between 0.2500 and 0.0586. The left
panel of Fig. 4 shows typical fit excitation amplitudes,
|AFitlm |, and the right panel shows the corresponding resid-
ual errors (Eq.(21)). The left panel of Fig. 4 shows that
QNM excitation appears regular with symmetric mass-
ratio with the n = 0 mode dominating. The fitting model
proposed in Ref. [37] is also plotted. The lower left panel
of Fig. 4 indicates that the (`,m, n) = (4, 4, 0) has a sig-
nificant local minimum at η ≈ 0.22 (m1/m2 ≈ 2) for the
resolution in η considered here. The (`,m, n) = (3, 2, 0)
QNM has been found to exhibit a similar local minimum
[19].
Turning to the right panel of Fig. 4, the (`,m, n) =
(2, 2, 0) and (3, 3, 0) cases show monotonically decreas-
ing trends. This trend may be due to the difference
between spherical and spheroidal harmonics, which is
proportional to final BH spin [Eq.(18)], and is therefore
also proportional to symmetric mass-ratio (Fig. 2); thus,
single-mode fitting may incur systematic errors that de-
crease with η.
While the ε21 and ε44 estimates display a more com-
plicated behavior, their overall decrease with η suggests
that these cases may be significantly affected not only
by QNMs beyond the fundamentals, but also by other
sources of errors.
7C. Sources of error
To contrast how much of each εlm is attributed to non-
fundamental QNMs rather than other factors, we briefly
review the primary numerical sources of error: finite res-
olution and extraction radius. In aggregate, we find that
the overall effect of these errors contributes to a noise
floor that, at ∼ 10−6 (1/rM), is typically 2 orders of
magnitude lower than the relative fit errors shown in the
right panel of Fig. 4. As a general consequence, εlm is in-
creasingly biased by numerical noise as |ψNRlm | approaches
the noise floor. This is most evident for ε44, which dis-
plays a pronounced increase as |AFit44 | sweeps through its
local minimum.
For the waveforms used here, the simulation grid is
structured so that there is a central grid of maximal reso-
lution within peripheral grids whose resolution decreases
by a factor of 2 at each outward extension. The result
is an inherent tension between the finite extraction ra-
dius, and the finest grid resolution (see Sec. V C for an
expanded discussion of finite extraction radius and re-
lated gauge effects.). In effect, this means that ψNRlm up
to ` = m = 5 are resolved spatially, with ∼ 7 points
oscillation cycle, and temporally with ∼ 42 points per
cycle9. In particular, we find that duplication of Fig.
4 at η = {0.25, 0.19, 0.16} is consistent with resolutions
{0.62,1.125,1.25} times that of the values quoted above,
and, therefore, the right panel of Fig. 4 is not dominated
by resolution effects.
Our post-merger data contain low amplitude, high fre-
quency oscillations that contribute at most 5% to our
estimates of residual error, εlm, and appear to be an
effect of discretization. This high frequency contribu-
tion is visible in Fig. 3 as low amplitude features to
the right of each central frequency. While the high fre-
quency of these oscillations means that their contribution
to the mean residual difference is small, the magnitude
of these oscillations is also marginal across multipoles,
and appears at comparable power at the same positive
and negative frequency. As seen in Fig. 3, this frequency
varies from multipole to multipole. Despite their perva-
siveness, these features are too high to be pertinent QNM
frequencies [Eq. 17], and are likely artifacts due to our
simulation’s containing nonzero power at frequencies be-
yond the resolvable limit. Comparison with public NINJA
waveforms [55] reveals that these features show up incon-
sistently across NR implementations, which suggests that
they are both spurious effects due to discretization, and
independent of the dominant physics at play10.
As a result, we conclude that the fit errors in Fig. 4
9 These figures were calculated using the ` = m = 5 QNM fre-
quency for an equal mass nonspinning BBC. In the same case, we
find that there are ∼ 111 points temporally and ∼ 14 points spa-
tially within the typical amplitude decay rate. Because QNM
frequency decreases as final spin decreases, these numbers in-
crease as the initial binary becomes more unequal (e.g. Fig. 2).
10 Importantly, as will be discussed in Sec. III A, they are also well
localized in the frequency domain, which allows us to effectively
filter them out during multimode fitting.
are not dominated by numerical artifacts, but instead
primarily due to choice of representation: the spherical
representation of Eq.(12), versus the spheroidal represen-
tation of Eq.(14). Kelly et al recently came to a similar
conclusion by considering only the (`,m) = (3, 2) spher-
ical multipole.
III. MULTIMODE FITTING: FROM
SPHERICAL TO SPHEROIDAL
As discussed in the previous section, the single-mode
fitting of spherical multipoles, ψNRlm , results in relatively
significant residual errors (greater than 5%) that are sys-
tematic in final BH spin. This spin-systematic behavior
verifies the hypothesis encapsulated by Eq.(16): NR ring-
down is not a single QNM, but a sum of QNMs. We are
therefore motivated to pursue a multimode fitting ap-
proach to describe QNM excitations for different mass-
ratios. In particular, we will seek to extract spheroidal
information from the spherical harmonic multipoles of
NR waveforms.
By noting that the general fitting problem is multilin-
ear in the set of decaying sinusoids given by perturba-
tion theory [Eq.(16)], we present a method based upon
ordinary linear least-squares fitting (OLS) to estimate
spheroidal QNM amplitudes within each spherical multi-
pole. We find that this particular choice of fitting routine
(e.g. the least-squares approach used here) is not as im-
portant as its surrounding algorithm which aims to signif-
icantly reduce the problem’s complexity. This is, in part,
accomplished by utilizing a standard greedy algorithm in
addition to OLS fitting. We refer to our approach as the
greedy-OLS method.
For reference, we test our method with artificial data
within artificial numerical noise to present a brief com-
parison between our greedy-OLS method and the modi-
fied Prony method [50, 56] in Sec.III B. We then present
estimates of the QNM excitations due to initially non-
spinning BH binaries of variable mass ratio.
A. Multimode fitting method
We have developed and implemented the following fit-
ting procedure to estimate QNM amplitudes:
a. Given the set of ψNRlm , we define ringdown to be the
region {T0 ≤ t ≤ T1} relative to the peak luminosity
of ψNR22 [10]. Because the following procedure involves
taking the discrete Fourier transform, each ringdown
waveform is appropriately windowed at the noise floor,
and padded to ensure consistent frequency domain res-
olution.
b. Following Eq.(16), we assert that NR ringdown, ψNRl′m ,
may be well approximated by sum of QNMs. As our
numerical waveforms are of limited accuracy, we con-
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FIG. 4. Here we see the fundamental QNM excitations estimated by single-mode fitting. Left: The black dots are the
excitation amplitudes estimated from fitting. For reference, the dashed grey lines are phenomenological fits from Kamaretsos
et. al. [37], and the solid red lines are phenomenological fits from the more recent study by Meidam et. al.[54]. The error bars
were calculated as described in Sec. III A- f. The right set of panels shows the related fractional residual errors calculated via
Eq.(21).
sider this sum to be finite:
ψFitj (t) =
N∑
k
AFitk σkj e
iω˜kt (22)
≈ ψNRl′m
where
j ←→ {l′,m} (23)
and
k ←→ {l,m, n}. (24)
While Eq.(22)’s AFitk is the estimate QNM amplitude,
for notational simplicity we will henceforth refer to it
as Ak. Moreover, the above summation is only over
{l, l′, n}, as m is fixed by Eq.(16).
Here, the apparent horizon may be used to estimate
the BH’s final mass and spin, Mf and jf =
sf
M2f
[49].
Alternatively, one may estimate the final BH mass
and spin by optimizing the multimode fit of a single
ψNRlm , as each QNM frequency is determined by Mf
and jf (Appendix C). Specifically, the dependence of
the QNM frequencies on Mf and jf may be utilized
by either direct calculation (e.g. [8]), as used here, or
by phenomenological fit (e.g. [25])11.
c. In the language of least-squares fitting, we seek to cast
Eq.(22) in the form of a set of normal equations:
αij =
N∑
k
µik βkj (25)
11 We find these two approaches to nominally agree to within 1%
of each other (Appendix C).
or equivalently,
~αj = µˆ ~βj . (26)
To do so, we choose to make the following series of
definitions:
βkj ≡ Ak σkj (27)
αij ≡ 1
ω˜i
∫ T1
T0
e−iωit · ψNRj (t) dt (28)
µik ≡ 1
ω˜i
∫ T1
T0
e−iωit · eiω˜kt dt (29)
where i ↔ {l,m, n} and µˆ is an N × N complex val-
ued matrix. The consistency of Eqs. (27)-(29) with
Eq.(25) is evident upon plugging Eq.(22) into Eq.(28).
If µˆ is nonsingular, then the complex fitting ampli-
tudes are given by
~βj = µˆ
−1 ~αj . (30)
Recalling that Eq.(27) defines ~βj in terms of the com-
plex QNM amplitudes, we equivalently have that es-
timates for the spheroidal coefficients in Eq.(22) are
given by the kth element of ~βj
Ak σkj = (~βj)k = (µˆ
−1
N ~αj)k .
In effect, Eqs. (27)-(29) entail taking the Fourier
transform of the ringdown waveform, and performing
semianalytic, linear least-squares fitting in the basis of
damped sinusoids allowed by perturbation theory.
This approach imposes that ψNRlm be composed of the
QNM frequencies of perturbation theory rather than
9treating them as fitting parameters, and therefore, the
total dimensionality of the fitting problem is reduced
from 4×N to 2×N : {Re[βkj], Im[βkj], N}. However,
since Eq.(30) allows for the simultaneous determina-
tion of βkj’s real and imaginary parts, the problem
has effectively been reduced to 1×N dimensions. But
note that the problem is not truly linear in N , as the
fit must be optimized over all likely combinations of
QNMs allowed by perturbation theory [Eq.(16)].
d. To manage this last optimization, we first limit the set
of allowed QNMs to those whose σl′lmn is above 5·10−3
[Eq.(17)]. This choice is practically equivalent to only
allowing l to differ from l′ by at most 2, and simulta-
neously limits the largest allowed fitting frequency to
be well below that of the non-QNM features discussed
in Sec. II C. We then use a greedy 12 algorithm to es-
timate the optimal set of N QNMs for each ψNRlm . We
choose to guide the greedy process by using Eq.(21)
averaged over different overlapping fitting regions 13.
e. Once the optimal set of QNMs has been found, we es-
timate the spheroidal QNM amplitudes from Eq. 27),
Ak =
βkj
σkj
. (31)
f. To quantify the effect14 of T0 on Ak, we perform the
above process for T0 = {6, 7, 8, ..11, 12}(M) and then
rescale each Ak|T0 using the corresponding QNM de-
cay rate such that Ak is relative to T0 = 10(M). The
resulting set, {Ak}T0 , describes how much each recov-
ered Ak agrees with our assumption that the choice of
fitting regions corresponds to QNM dominated ring-
down. For example, in the ideal case, where the fit-
ting region contains only QNMs, every element {Ak}T0
would have the same value.
Throughout this paper, we describe the fitting re-
gion dependence of our results using error bars of width
1
2Range({Ak}T0), where Range({xk}) = max({xk}) −
min({xk}). In Fig. 4, a scaling factor of 16 is used. Error
bars for nonamplitude quantities have been calculated in
a similar fashion. We choose to represent the error bars
according to the range of values because the data of in-
terest are inherently systematic, not random (Appendix
B).
Now, for reference, we proceed by touching base with
an alternative multimode approach of interest [50, 58],
the modified Prony method [56].
12 Our greedy algorithm builds a list of N QNMs by starting with
N = 1, and adding only QNMs to µˆN that reduce the fit error
(Eq.(21)). This process continues iteratively until the addition
of at most two QNMs does not better the fit significantly, or
causes the fit to become worse. A broader description of greedy
algorithms may be found in [57].
13 In particular, we average lm over 15 fitting regions whose start-
ing time is equally spaced between T0 and T0 + 20(M). Each
lm is calculated by evaluating Eq.(30) and Eq.(21) on the sub-
region.
14 Please see Sec. V A for a somewhat expanded discussion.
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FIG. 5. Time domain comparison of different fitting methods
for artificial multimode data.
B. Multimode fits
Before using the greedy-OLS algorithm developed in
the preceding Sec., we compare it with a popular method
for recovering damped sinusoids within noise that lin-
earizes the fitting problem by framing each QNM as the
root of a complex polynomial. If the number of data
points is greater than the number of modes, this approach
is called the modified Prony algorithm [50, 56]. In this
Sec. we consider test data to demonstrate what we find
to be the typical advantages of approaches like the the
greedy-OLS algorithm. In particular, we ask: given fake
data, ψ Fake22 , of known QNM composition, which algo-
rithm returns the input QNMs and achieves the best fit?
TABLE I. Recovered QNMs and errors when applying
different fitting methods to artificial ringdown data com-
posed of the (`,m, n) = {(2, 2, 0), (3, 2, 0), (2, 2, 1)} QNMs
within Gaussian noise. Residual errors were calculated us-
ing Eq.(21).
Method Recovered QNMs (l,m, n) ε
Single (Sec.II A) (2,2,0) 6.00× 10−1
Modified Prony[56, 59] (2,2,0),(3,2,0) 4.49× 10−3
Greedy-OLS (Sec.III A) (2,2,0),(3,2,0),(2,2,1) 1.19× 10−3
To portray a typical answer to this question, we
construct ψ Fake22 to be composed of the (`,m, n) =
{(2, 2, 0), (3, 2, 0), (2, 2, 1)} QNMs with the addition of
Gaussian noise[50] that is 10−5 times smaller than the
largest component amplitude. As the modified Prony al-
gorithm treats QNM frequency and decay time as free
parameters, we label each output frequency by its near-
est QNM frequency.
Figure 5 compares the output of the greedy-OLS
method to the results of the modified Prony algorithm
[56] and the single-mode fitting algorithm described in
Sec.II A. Table I lists the recovered QNMs and corre-
sponding residual errors (Eq.(21)). While both the mod-
ified Prony and greedy-OLS methods produce qualita-
10
tively precise fits, the inset of Fig. 5 shows that the
Prony method incurs a noticeably higher residual error.
Turning to Table I, we see that this larger residual er-
ror corresponds to the Prony method’s not capturing the
(`,m, n) = (2, 2, 1) overtone. This missing mode illumi-
nates two related disadvantages of Prony methods when
applied to QNM analysis:
a. The treatment of QNM frequency (Eq.(11)) as a free
parameter increases the difficulty in assigning output
frequencies to those predicted by perturbation theory.
b. The method’s output frequencies are susceptible to
spurious deviations from the structure predicted by
BH perturbation theory. This aspect of the algorithm
complicates the process of estimating BH final mass
and spin [25].
For these reasons, throughout the sections that follow,
we favor the greedy-OLS algorithm. However, we must
also note that any fitting algorithm that uses prior infor-
mation from perturbation theory to perform multimode
fitting may be just as effective. For example, we find that
using the Levenberg-Marquardt algorithm[60], in place of
Eq.(30), is just as potent at estimating the QNM terms
in Eq.(22), but only if fitting frequencies are limited to
those predicted by perturbation theory.
Now, with some confidence in the greedy-OLS
method’s faithfulness to the QNM content of ringdown
data, let us consider two applications to NR ringdown.
Figure 6 shows results for the l = m = 2 (top row) and
l = m = 4 (bottom row) spherical multipoles of a 2:1
mass-ratio initially nonspinning BBH system. The four
dots in Fig. 6’s top left panel are the recovered QNMs for
ψNR22 , indicating that ψ
NR
22 is dominated by four QNMs.
Similarly, ψNR44 appears to be dominated by five QNM
terms. As expected from single-mode fitting, the funda-
mental modes generally dominate. However, multimode
fitting reveals overtones, and in the case of ψNR44 , an ap-
parent second order QNM. For reference, we have over-
layed the results of the modified Prony method in Fig.
6’s lower left panel.
Importantly, like our test case (Table I), the residual
errors for these cases are ∼ 10 times smaller than single-
mode fitting. We find this to be generally true for ini-
tially nonspinning BBH systems of symmetric mass-ratio
between 0.2500 and 0.0586. In the following section, we
use these cases to peer into the new information captured
by multimode fitting. We model the mapping between
initial binary mass-ratio and QNM excitation.
IV. MAPPING QNM EXCITATION WITH
SYMMETRIC MASS-RATIO
We apply the greedy-OLS algorithm to the ringdown of
quasicircular initially nonspinning BBH systems of sym-
metric mass-ratio between 0.2500 and 0.0586. The result
is a map between η and Almn. Just as in the case of inspi-
ral, with its reflective symmetry about the orbital plane,
we find that |Almn| = |Al−mn| for all systems considered;
therefore, we only focus on the m > 0 multipoles.
FIG. 6. Top Panels: multimode fitting results for ψNR22 . Bot-
tom Panels: multimode fitting results for ψNR44 . Left: QNMs
recovered, plotted in central frequency and decay time. Each
point is labeled with its QNM index in (`,m, n) format. Right:
Frequency domain envelopes of component QNMs (color), NR
data (grey), and total fit (black). Within each right panel, the
shaded region denotes the frequency cut-off. Points in the left
panels correspond to curves in the right panels of the same
color and QNM label. For reference, we have overlayed the
results of the modified Prony method in Fig. 6’s lower left
panel.
By applying the greedy-OLS algorithm to our NR ring-
down, we are able to catalog the mass-ratio dependence
of overtones and apparent second order QNM. We find
that, for the initially nonspinning systems studied here,
the mirror modes are not significantly excited.15 While
many well-resolved QNMs are recovered, for practicality,
we only focus on those needed to represent ψ4 ringdown
up to marginal accuracy. We consider these to be QNMs
found within the dominant l = m and l = m+1 spherical
multipoles (e.g. ψNRlm ), where l ≤ 4 [37, 53, 61]. We go
on to present a robust phenomenological model for the
mapping between η and Almn. We start by touching base
with current models for Almn(η).
The phenomenological models proposed by [37] are
shown in Fig. 4. This class of model is derived from
the single-mode fitting approach mentioned in Sec.II, and
only handles |Almn| while leaving its complex phase to
be matched to the phase of ψNRlm after merger
16. While
the model functions used in [37] capture the qualitative
15 We will discuss in Sec. V that imposing these modes detracts
from the consistency of our results with perturbation theory
16 On the other hand, a multimode representation of each ψNR
l′m
(Eq.(16)) requires information about both |Almn| and its com-
plex phase
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behavior of the first few fundamental QNMs, the cur-
rent study’s increased resolution in mass-ratio reveals
clear systematic deviations from NR results (Fig. 4, left
panel). Most prominently, the local minimum in |A440|
is not captured by
|A440| = a |ω˜440|2
(
m1
m2
) 3
4
e− b
m1
m2 .
The more recent work of [19] focuses on the (l,m, n) =
(3, 2, 0) mode, and proposes a qualitatively precise model
for |A320(η)|,
|A320| =
√
(a− b e−λ/η)2 + c2 , (32)
where a, b, c, and λ are real valued constants. Despite the
success of this map17, it is not immediately clear why this
functional form works so well, and how its effectiveness
may be extended to the other QNMs.
Ultimately, a thorough analytic study of QNM excita-
tion, akin to [41], may be needed to derive the mapping
between η and Almn. While such a pursuit is beyond the
current study, a connection between Almn(η) and known
physics is appropriate.
To approach this problem, we maintain that QNM ex-
citations are, like their PN counterparts, best described
by an expansion in the initial binary’s parameters. Here
we expand upon [31] by considering a beyond leading
order summation in symmetric mass-ratio.
First, we note that the relevant18 PN strain multipole
moments may be written in the form
hlm = η e
−imφ(t) δm(m1,m2)
∑
u=0
bu η
u (33)
where
δm(m1,m2) ≡ |m1 + (−1)
mm2|
m1 + m2
(34)
=
√
1− 4η
and φ is the time dependent part of the waveform’s com-
plex phase [62, 63]. In seeking to generalize Eq.(33) to ψ4
QNM excitations, we may begin by expecting that dur-
ing ringdown, φ(t) becomes φlmn = ω˜lmnt + constants
(we revisit this idea in Sec. IV A). Furthermore, since ψ4
and strain are related through two time derivatives, the
ψ4 ringdown analogue of Eq.(33) would pick up a factor
of
ω˜2lmn = |ω˜2lmn|e−2ϕlmn .
Lastly, rather than Eq.(33)’s overall scaling by η, we find
it useful to impose that the excitation of each nth over-
tone be proportional to ηn.
17 Please see Fig. 10 of [19].
18 nonspinning, non-precessing, quasicircular compact binaries.
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FIG. 7. Fundamentals. The error bars were calculated as
described in Sec. III A- f.
Gathering all of these ideas, we propose that, for ψ4
QNM excitations, Eq.(33) generalizes to
Almn = ω˜
2
lmn δm(m1,m2) η
∑
u=0
au η
u (35)
= e−iφlmn |Almn|
where
φlmn ≡ ϑlmn + 2ϕlmn (36)
and
au = |au|eiαu . (37)
While we have chosen to encapsulate the intrinsic αu
contribution (Eq.(37)) within ϑlmn, one might also ex-
pect additional extrinsic contributions to ϑlmn from the
construction of each simulation (e.g. initial binary sepa-
ration) [52]. Our approach to these dependencies is out-
lined in Sec.IV A.
We also notice that our PN inspired model has the
immediate advantage of constraining the QNM ampli-
tudes to be zero in the extreme mass-ratio limit, η → 0,
while imposing that only even m QNMs are excited in the
equal-mass case where δm = 0. As a more phenomeno-
logical point, we have chosen to model the overtone de-
pendence as an increasing proportionality in η to better
fit the NR data.
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With these conceptual tools at hand, we may now ap-
ply Eq.(35) to NR ringdown by constructing a fit for the
complex valued Almn, as a function of η.
A. Constructing a fit for Almn on η
In order to accurately model ringdown according to
Eq.(14), both |Almn| and the overall phase, φlmn must
be represented. To do so, let us start by focusing on
the aspects of Eq.(35) not given by perturbation theory.
First, we rearrange Eq.(35) to define
Clmn ≡ Almn
η1+n ω˜2lmn δm(m1,m2)
(38)
=
∑
u=0
au η
u .
= |Clmn| ei ϑlmn
As we expect Clmn to be a polynomial with complex
coefficients, it might be well captured by standard least-
squares fitting methods; however, we are wary that this
approach will be ineffective if ϑlmn is not dominated by
the phase of the polynomial sum19.
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FIG. 8. Examples of phases relative to mφ22/2.
With this in mind, if we refer to the intrinsic polyno-
mial phase as ϑ In.lmn, and the additional extrinsic contri-
bution as ϑEx.lmn, then
ϑlmn = ϑ
Ex.
lmn + ϑ
In.
lmn . (39)
Physically, if there is a preferred azimuthal direction
postmerger, then one might expect it to dominate ϑEx.lmn.
In practice, we find this preferred direction is set by
the kick velocity. For the simulations considered here,
the kick velocity is always within the orbital plane of the
19 For simplicity, we will not separate the Kerr eigenvalues (e.g. the
excitation factors [64]) out from the net QNM excitation, Almn.
The result is that the polynomial in question approximates the
product of two functions. One, the excitation factor, is indepen-
dent on the initial parameters. The other is entirely dependent
on the initial parameters.
initial binary, giving ~vkick = vxxˆ+ vy yˆ. The direction of
the kick velocity with respect to the simulation frame is
then φkick = tan
−1(vy/vx). In this sense, we find that
the extrinsic part of Clmn’s complex phase is given by
ϑEx.lmn = m (φkick + φ0) . (40)
Together with Eq.(39) and Eq.(36), we now have that
φlmn = ϑ
In.
lmn + m (φkick + φ0) + 2ϕlmn . (41)
Note that changes in the line of sight about the BH’s final
spin direction affect φlmn and mφkick in the same way.
Put differently, redefining Eq.(13)’s to be φ = φ′− δφ ef-
fectively adds mδφ to both sides of Eq.(41). This leaves
Eq.(41)’s φ0 as an orientation independent quantity (e.g.
independent of the observer’s location in the initial bina-
ries orbital plane).
However, φ0 is not purely intrinsic. As we have writ-
ten it in Eq.(41), φ0 not only encapsulates the difference
between the final kick orientation and QNM phase, but
also how each QNM’s phase has evolved up to the start
of the fitting region , t∗ = T0. This is discussed further
in Sec. V A.
Using the (l,m, n) = (2, 2, 0) QNM, we find that
φ0 ≡ ϑ
Ex.
lmn
m
− φkick ≈ φ220
2
− φkick . (42)
This gives φ0 = −2.39 ± 0.10 rad. The regularity of
approximation across different mass-ratios is briefly dis-
cussed in Sec. V C.
Together, Eqs. (36)-(42) reveal the intrinsic polynomial
phase to be
ϑIn.lmn ≈ φlmn − (2ϕlmn +m(φkick + φ0)) (43)
≈ φlmn − (2ϕlmn +mφ220
2
) .
We may therefore construct Clmn by evaluating
Eq.(43), and applying it to the magnitude of |Clmn|
given by Eq.(38). This allows for the simultaneous least-
squares fitting of Clmn’s magnitude and phase. Here we
have used MATLAB’s polyfit.m. By increasing the order
of the polynomial fit until the residual error [Eq.(21)]
changes by less than 10%, we find that Clmn are well fit
by polynomials of order `− 1 for the considered range of
η. Figure 7 displays the broad effectiveness of our fitting
Clmn, and then transforming back to Almn to calculate
|Almn|. Similarly, Fig. 8 displays the corresponding in-
trinsic phases and their fits.
For each local minimum in Fig. 7, there is a corre-
sponding phase transition in Fig. 8. In an approximate
sense, this suggests that each Clmn may be more appro-
priately represented as a polynomial function of (η−η0),
which would force η = η0 to be a local minimum. How-
ever, for simplicity, we have tabulated all fitting coeffi-
cients according to Eq.(38).
All fitting coefficients are given in Appendix A.
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B. Beyond the fundamentals: overtones & second
order modes
Figure 9 displays estimates for the QNM amplitudes of
overtones (top panel) and second order modes (bottom
panel) as recovered by the greedy-OLS algorithm. While
their existence has been discussed in previous studies (e.g
[16, 18, 21–23, 33–36]), we present for the first time their
characterization with symmetric mass ratio.
The fitting polynomials for the overtones were found
to be of order l − 1 in η. The (l,m, n) = (4, 4, 1) case is
a clear exception, requiring at least an eighth order fit.
While we find that many of our estimates of |Almn| dis-
play a localized increase between 0.18 ≥ η ≥ 0.17, |A441|
displays a significant decrease which makes its η depen-
dence possibly inconsistent with Eq.(35). As discussed in
Sec.V A, this is likely due to the definition of ringdown
start time in terms of the initial rather than final mass
scale.
Given the limitations of our NR runs, we consider
these oscillations to be numerical, rather than physical.
A similar oscillating trend is observed in the apparent
(l1,m1, n1)(l2,m2, n2) = (2, 2, 0)(2, 2, 0) excitation (Fig.
9). We discuss the likely source for these oscillations in
the next section (Sec. V C).
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FIG. 9. Estimated overtone (Top) and second order (Bot-
tom) excitation amplitudes via multimode fitting. The error
bars were calculated as described in Sec. III A- f.
While the overtones decay faster (e.g. Fig. 6), their
functional form largely mirrors their n = 0 counterparts
(Fig. 7). Similarly, the functional form of the second
order modes appears consistent with the notion that
each second order mode is largely driven by products
of two first order modes [34]. Quantitatively, we expect
that each A(l1m1n1)(l2m2n2) should be proportional to the
product of some Al1m1n1 and Al2m2n2
A(l1m1n1)(l2m2n2) ∝ Al1m1n1 Al2m2n2 . (44)
Under this caveat, we model the second order modes ac-
cording to
A(l1m1n1)(l2m2n2) = µ(l1m1n1)(l2m2n2) (45)
× Al1m1n1 Al2m2n2 ,
where, given Al1m1n1 and Al2m2n2 from the first order
fits, µ(l1m1n1)(l2m2n2) is the only undetermined parame-
ter.
Upon using a standard root finding algorithm to solve
for µ(l1m1n1)(l2m2n2), we find qualitatively good agree-
ment between our raw estimates for A(l1m1n1)(l2m2n2)
and Eq.(45). While Fig. 9 displays (l1m1n1)(l2m2n2) =
(2, 2, 0)(2, 2, 0) and (2, 2, 0)(3, 3, 0) cases, other less dom-
inant and poorly resolved candidates were detected.
All fitting coefficients are given in Appendix A.
V. CONSISTENCY WITH PERTURBATION
THEORY AND RESULT LIMITATIONS
While we have developed a method for the estimation
of QNM excitation coefficients, this alone does not guar-
antee the consistency of our results with perturbation
theory. This is primarily due to the fact that the QNMs
and their related functions are not complete (e.g. [65]).
In particular, the decaying sinusoids are overcomplete,
making it, in principle, possible to achieve an arbitrar-
ily good fit to Eq.(16) with many different combinations
of decaying sinusoids. However, the effectiveness of the
greedy-OLS method described in Sec. III hinges not on
the completeness of the QNMs, but on the uniqueness
of the Fourier transform (Eq.(28)), which the algorithm
seeks to approximate up to numerical accuracy by fo-
cusing only on the sparse QNM frequencies suggested by
perturbation theory20.
Even so, results for Almn may be intrinsically biased if
the data are not actually dominated by QNMs. This is
the case if the fitting region is chosen either too close to
the merger regime, or so far away that irregular numerical
noise dominates. For this reason, independent measures
of the |Almn|’s consistency with perturbation theory are
needed. In this section we consider two such measures,
and discuss the limitations of our results.
20 The greedy-OLS algorithm uses only a handful of frequencies to
estimate the Fourier Transform at all frequencies. We find that
applying the greedy-OLS algorithm with the QNM frequencies
corresponding to a different physical spin does not yield good
fits.
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FIG. 10. Top, bottom left, right: Ratio of inner-products between spherical and spheroidal harmonics estimated via multimode
fitting and direct calculation. The error bars were calculated as described in Sec. III A- f.
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FIG. 11. Difference between phase of (l,m, n) = (2, 2, 0)
QNM excitation (10M after the peak luminosity in ψNR22 )
and the scaled kick direction, mφkick (Sec.IV).
A. Fitting region effects
The first estimate of consistency is mentioned at the
end of Sec. III A-f: the effect of ringdown start time, T0,
on Almn. Here we will discuss the effect of T0 on Almn
from two perspectives.
Changing Scales.— On one hand, we may ask why
defining T0 relative to the peak luminosity of ψ
NR
22 has
been found to yield well-behaved maps between initial
binary parameters and QNM excitations. For example, if
one defines T0 relative to the peak of ψ
NR
22 rather than its
luminosity, then seemingly irregular oscillations are intro-
duced into the dependence of each fundamental mode’s
Almn on symmetric mass-ratio. This suggests that there
is something about the peak luminosity that serves as
a consistent reference for how the system is evolving in
the ringdown regime. This postulate is supported by
our analysis of each Almn phase in Sec. IV, where we
found that when using the peak luminosity as a reference
point, the complex phase of each Almn was dependent
on m time the systems final kick direction with an offset
of mφ0 that is largely independent of initial parameters
(Eq.(43)). This means that the phase evolution of each
ringdown waveform, relative to the time of the peak lu-
minosity, is approximate for the systems considered here.
In other words, the choice to measure time relative to the
peak luminosity appears to be approximately the same
as choosing T0 such that φ0 is constant.
However, there is a discrepancy here: we have cho-
sen T0 = 10M in units of the system’s Arnowitt-
Deser-Misner (ADM) mass [38], not the final black hole
mass Mf , meaning that while the physical scale of the
system(Mf ) changes, our reference length T0 stays fixed.
This along with the dependence of each QNM frequency
on the final system state, {Mf , jf}, should contribute to
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a systematically varying φ0. The systematic dependence
of φ0 is shown in Fig. 11 against η ( η is proportional to
jf ).
As with choosing the peak of ψNR22 rather than its lu-
minosity as a reference point, we might expect seemingly
irregular oscillations to appear in the dependence of some
|Almn|(η). In particular, while further study is needed,
the above argument is a likely explanation for the fluc-
tuations of some modes around η = 0.18 (e.g. |A320| and
|A210| in Fig. 7, and the modes in Fig. 9).
Different Start Times.— On the other hand, dif-
ferent fitting regions incur different amounts of numerical
noise which may bias results. Therefore we have chosen
to quantify this measurement error by considering differ-
ent fitting regions, and then rescaling our results to be
relative to T0 = 10M after the peak in ψ
NR
22 ’s luminosity.
This measure of consistency answers the question “How
much does the recovered QNM behave like a damped
sinusoid?” and may be quantified by rescaling Almn|T0
according to its complex QNM frequency
Almn|T0 ≈ Almn|T ′0 eiω˜lmn (T0−T
′
0) . (46)
In the ideal case, where the estimated Almn behaves ex-
actly as a decaying sinusoid from T0 to T
′
0, Eq.(46) be-
comes an equality. This method was utilized to make the
error bars throughout this paper.
While we find that the effects of choosing different T0
are inherently systematic21, they are also indicative of an
optimal start of ringdown that is generally about 10M
after the peak luminosity in ψNR22 (Appendix B); however,
in some cases the effective ringdown fitting may be per-
formed up to 2M after the peak luminosity. An expanded
description of fitting region effects is given in Appendix
B.
B. Inner-product ratios
An additional consistency test may be performed by
taking advantage of Eq.(16) for different ψNRlm [19]. Not-
ing that any QNM may be found within multiple ψNRlm of
the same m, it follows that the ratio of their mixing co-
efficients may be estimated from fitting results, and then
compared to analytic calculations via Eq.(17).
For example, in the case of ψNR33 and ψ
NR
43 , Eq.(16) gives
that
ψNR33 (t) = A330 σ3330 e
iω˜330t + ...
and
ψNR43 (t) = A330 σ4330 e
iω˜330t
+A430 σ4430 e
iω˜430t + ...
By comparing terms, and recalling that the greedy-OLS
algorithm gives a measure for terms in the above sum via
21 To the left of ringdown is the nonlinear merger, and to the right
is numerical noise.
Eq.(27)
βl′lmn = A
Est.
lmn σ
Est.
l′lmn ,
we see that the ratio, σl′lmn/σllmn may be estimated di-
rectly from the results of multimode fitting. For brevity,
we shall limit our discussion to the fundamental modes.
For clarity, we will make a distinction between the per-
turbation theory result derived from Eq.(17)
λPTl′m =
σl′lm0
σllm0
, (47)
and the multimode fitting estimate
λNRl′m =
βl′lm0
βllm0
(48)
=
σEst.l′lm0A
Est.
lm0
σEst.llm0 A
Est.
lm0
.
The three panels of Fig. 10 compare λNRlm to λ
PT
lm for
l = m = {2, 3, 4}. Because λNRlm is insensitive to wave-
form phase, we have included results for three waveforms
with lower symmetric mass-ratios.
While consistency between perturbation theory and
our numerical results is seen in all cases, our estimate
λNR44 does systematically deviate from λ
PT
lm by roughly
10% on 0.20 < η < 0.25. As suggested by our discussion
in Sec. II C, we consider this deviation to be the result
of |A440| approaching the magnitude of numerical noise.
Moreover, this deviation was found to be exacerbated by
the addition of mirror modes(Sec. I B), the removal of the
second order modes, or both.
C. Limitations of results
While finite spatial and temporal NR resolution lim-
its the frequencies and multipoles that we are able to
consider, we find that our results are stable with re-
spect to the resolutions discussed in Sec. II C. This also
suggests that gauge and near-field effects are not sig-
nificantly manifested for the majority of our results22.
However our consideration of the apparent second order
modes carries a more basic limitation: we currently lack
detailed knowledge about their structure. Moreover, our
lacking many simulations in the very unequal mass-ratio
regime presents another limitation.
Second Order Modes.— As analytic calculations
of second order Kerr QNMs are lacking, there exists a
tension in the existing literature.
On one hand, analytic studies such as that of Ioka and
Nakano [34] suggest that second order perturbations re-
sult in QNMs proportional by products of two first order
modes. On the other hand, Pazos et al [35] found that,
for spherically symmetric initial data, scalar wave scat-
tering off of a Schwarzschild black hole results in second
22 See [19] for an expanded discussion.
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order excitations whose frequencies are the same as those
of first order modes.
In this study (Sec. IV B) we find second order excita-
tions that appear to be largely driven by two first or-
der QNMs, with frequencies that are sums of two first
order frequencies. However, as our analysis approach
has been designed to only extract spheroidal information
post-merger, it cannot directly untangle mode coupling
effects that would be consistent with [35]. Therefore, our
findings may indeed be consistent with both [35] and [34].
We expect that an analytic study, analogous to Leaver’s
work [8], but for second order Kerr perturbations [32],
may elucidate the matter.
Among the subtleties that should be addressed, we ex-
pect the degeneracy of the sum and difference tone spec-
trum to play an important role: when considering the en-
tire set of possible second order modes, one quickly finds
exact or near degeneracies between QNM frequencies
with l1 6= l2 and m1 6= m2. Here, the second order modes
with the lowest l = m indices, such as (2,2,0)(2,2,0) and
(2,2,0)(3,3,0), are not only free from degeneracy at this
level, but appear to be the most prominent.
On a more rudimentary note, we do caution that, for
the apparent second order modes discussed in Sec. IV B,
the overall proportionality constants (see Appendix A)
are surely biased by the numerical limitations discussed
in this and previous sections.
Very unequal mass-ratios.— Lastly, in regards
to our fits for QNM excitation on symmetric mass-ratio,
a more basic limitation is the inability to include many
points in the very unequal mass-ratio regime (η < 0.15).
Therefore, while the fits presented in Sec. IV have been
constructed to adhere to the extreme mass-ratio limit,
they are, conservatively, only valid within the presented
range of η.
VI. DISCUSSION OF RESULTS
In this section, we comment on the potential relevance
of subdominant QNMs to ringdown templates and the
relevance of our results to perturbation theory.
A. Perturbation theory comments
Pending an analytic description of QNM excitation for
initially nonspinning, quasicircular BBH merger, akin to
[41], and a better understanding of the higher order Kerr
spectrum, akin to [67], we have found that a PN-like
prescription effectively models QNM excitation for the
systems studied. The success of this model suggests that
a well-defined analytic description exists, and that its
predictions may be directly compared to the fitting coef-
ficients in Equations (2-10). When directly compared to
its PN counterparts, our model also illuminates the qual-
itative differences between the inspiral regime, where PN
is valid, and the postmerger ringdown regime.
In particular, Fig. 12 shows the qualitative differences
between the spherical multipolar GW emission predicted
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FIG. 12. Comparison of the PN strain amplitudes with
QNM amplitudes. Top: Amplitude of dimensionless Post-
Newtonian strain for a selection of (`,m) spherical multipoles.
Values were calculated at Mω = 0.18 using reference [66].
Bottom: Amplitude only fits for fundamental QNM excita-
tions.
by PN (top panel), and the fundamental spheroidal emis-
sion (bottom panel) presented here. On one hand, simi-
larities between the (l,m, n) = {(2, 2, 0), (2, 1, 0)} QNMs
and their PN counterparts may suggest that they are con-
nected by a largely linear process. On the other hand,
the clear differences between PN predictions, and the
(l,m, n) = (3, 2, 0) and (4, 4, 0) QNMs may suggest a re-
gion of nonlinear response between η = 0.1 and η = 0.24.
Further study is needed to precisely clarify whether or
not this is the case.
Despite our current limited understanding of the un-
derlying physics, the local minima seen in Fig. 12 suggest
that the (l,m, n) = (3, 2, 0) and (4, 4, 0) QNMs are less
likely to be relevant for detection in the ∼2:1 mass-ratio
(η ≈ 0.22) regime. This point, in addition to our descrip-
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FIG. 13. Frequency domain envelopes of strain and fitted QNM amplitudes for a 2:1 mass-ratio system (η = 0.22) of 350 M,
at a distance of 100 Mpc. Left: Signal for line of sight along final spin direction (e.g. (θ, φ) = (0, 0)). Right: Line of sight
pi/3 rad with respect to final spin direction, (θ, φ) = (pi/3, 0). Noise curves for the Einstein Telescope and Adv. LIGO are
shown for reference. For each panel, the color of each quasinormal mode curve, along with its relative position, label the mode’s
contribution to total signal to noise ratio. In each case, the (l,m, n) = (2, 2, 0) mode is the most dominant.
tions of the overtones and second order modes (Sec. IV),
allows us to make qualitative comments on the relevance
of QNMs to template accuracy and mode detectability.
B. Template comments
While template accuracy and mode detectability are
topics whose full treatment is beyond the current work,
we are able to briefly comment on the impact of sub-
dominant QNMs on the signal to noise ratio (SNR) of
ringdown signals. To do so, we will reconsider the 2:1
mass-ratio binary discussed in the introduction (Fig. 1).
Specifically, let us contemplate an idealized scenario
where a ringdown-only template is being used to search
for a potential signal as observed by either the Ein-
stein Telescope (ET), or Advanced LIGO (Adv. LIGO).
For simplicity we will assume that either detector is
equally sensitive over the solid angle, and that there
are no glitches in detector sensitivities as presented in
Refs. [3, 4]. To completely constrain our example, we
will consider only templates made with binary parame-
ters identical to that of the signal: final mass 350 M,
at a distance of 100 Mpc, initially nonspinning, η = 0.22,
and quasicircular. We are only interested in the effect of
subdominant QNMs on the estimated SNR.
If the signal, s˜(f), is the frequency domain counter-
part of Fig. 1’s waveform, and the template, h˜(f), is
composed of some superposition of QNMs according to
the Fourier transform of Eq.(14), then the SNR is given
by
ρ =
(s˜(f)|h˜(f))√
(h˜(f)|h˜(f))
(49)
where
(a(f)|b(f)) ≡ 2
∫ ∞
−∞
a∗(f) b(f)
Sn(f)
df (50)
and Sn is the power spectral density (PSD) of the de-
tected noise [3, 4, 68].
In the best case scenario, where the signal and tem-
plate are identical, ρ takes on its maximal value, ρmax.
Table II lists the values of ρmax for the orientations shown
in Fig. 1.
TABLE II. Maximal SNR values, ρmax, for ET and Ad-
vanced LIGO (Adv. LIGO) detectors at two different orien-
tations with respect to the final BH’s spin direction: (θ, φ) =
{(0, 0), (pi/3, 0)}. Final mass 350 M, distance 100 Mpc, ini-
tially nonspinning, η = 0.22, quasicircular.
(θ, φ) ρmax
Adv. LIGO ET
(0, 0) 10.58 160.79
(pi/3, 0) 6.20 94.29
We now ask which QNMs contribute the most to the
total SNR for each of the cases above. To answer this
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question, we sequentially determine which N -mode tem-
plate recovers the largest percent of ρmax. For example, if
we denote the recovered SNR of each N -mode template
to be ρ∗, then in the case of Adv. LIGO, the 1-mode
template that recovers the largest percentage of ρmax
contains only the (l,m, n) = (2, 2, 0) QNM. This is the
case for θ = 0, where ρ∗ = 0.9986ρmax, and for θ = pi/3,
where ρ∗ = 0.9749ρmax. If we ask which additional QNM
results in the largest ρ∗ at θ = pi/3, then (3, 3, 0) proves
to be the next most important, with ρ∗ = 0.9837ρmax.
Taking another step forward, we find that the best 3-
mode template for Adv. LIGO at θ = pi/3 includes
the (2, 2, 0), (3, 3, 0) and (2, 2, 1) QNMs, with an SNR
of ρ∗ = 0.9902ρmax.
TABLE III. Recovered QNMs and estimated fractional SNR
values for Advanced LIGO (Adv. LIGO) and the Einstein
Telescope. Under each detector heading, values for the SNR
found using only one mode, ρ1, and values for using many
modes, ρ∗, are shown. In the case of ρ∗, the number of QNMs
used in the template increases from top to bottom. This may
be seen in the first row of each case, where ρ∗ = ρ1.
(θ, φ) Mode Adv. LIGO ET
(l,m, n) ρ1 (%) ρ∗ (%) ρ1 (%) ρ∗ (%)
(0, 0)
(2, 2, 0) 99.865 99.865 99.880 99.880
(2, 2, 1) 89.461 99.986 86.956 99.989
(3, 2, 0) 62.561 99.997 59.026 99.998
(pi
3
, 0)
(2, 2, 0) 97.494 97.494 98.348 98.348
(3, 3, 0) 63.946 98.365 60.932 98.801
(2, 2, 1) 86.457 99.023 85.537 99.349
(2, 1, 0) 41.464 99.558 92.670 99.685
(2, 2, 0)(2, 2, 0) 92.069 99.795 40.896 99.886
(2, 2, 0)(3, 3, 0) 30.870 99.934 27.192 99.957
Table III lists the percentages of ρmax recovered up to
the 6-mode template for θ = pi/3 and up to the 3-mode
template for θ = 0. Figure 13 is a graphical represen-
tation of Table III, and displays each frequency domain
QNM against the ET and Adv. LIGO PSDs.
This simple numerical experiment suggests that the
greater the angle between the detector’s line of sight and
the BH’s final spin direction, the more QNM informa-
tion is needed to model the signal up to 99% of ρmax.
While the orientation dependence and impact of multi-
poles with l > 2 on detectability is a topic of active in-
terest [61, 69, 70], and previous studies of adding funda-
mental QNMs of ` > 2 to ringdown-only templates have
suggested a significant effect on event loss [28, 31], our
example demonstrates that the (l,m, n) = (2, 2, 1) over-
tone may play a meaningful role. Further study, similar
to [31], is needed to better quantify its significance.
Intriguingly, although Table III shows that the second
order QNMs may only add a minuscule amount to the
total SNR, their contribution to the frequency domain
features in Fig. 13 raises the possibility of their being
identified postdetection.
Finally, in light of the QNM amplitude and phase re-
sults presented in Sec. III B, our toy example also allows
us to consider what information about the remnant BH
may be learned. It is well known that the scaling of QNM
frequencies with remnant mass means that the detection
of at least two QNM frequencies is required to estimate
the final mass and spin of the system [25, 27, 31, 38, 71].
This information, along with the relative amplitudes may
also yield information about the initial binary, and per-
haps even final spin orientation [37, 38]. Of the current
study, if two QNM frequencies are detected, allowing for
the identification of each frequency’s (l,m, n), then a re-
arrangement of Eq.(42) suggests that information about
the recoil angle relative to the line of sight may also be
estimated via
φkick ≈ φ220
2
− φ0 . (51)
The applicability of this potential measure is the sub-
ject of a future study.
VII. CONCLUSION
Our in-depth analysis of NR entrance into ringdown
has provided us with a wealth of information about the
excitation of QNMs. We have found evidence for nonfun-
damental spheroidal QNM excitations within the resid-
uals of single-mode QNM fits (Sec. II B). By develop-
ing a method to estimate these spheroidal components
(Sec. III A), we have presented a review of QNM ex-
citations including and beyond the fundamentals, and
we have discovered that the phase of these excitations
is affected by the remnant BH’s final kick direction
(Sec. IV A).
QNM excitations are well modeled by a PN-like expan-
sion (Sec. IV), and that our estimates for the excitation
amplitudes are largely consistent with perturbation the-
ory, within the limits of knowledge and numerical accu-
racy available at the time of this study (Sec. V).
To make our results available for the construction of
ringdown related GW templates, we have tabulated re-
lated fitting coefficients in Appendix A.
We studied the relevance of our results for GW de-
tection with the ringdown of a 2:1 mass-ratio system of
initially nonspinning BHs. For this case, we find that the
l = m = 2, n = 1 overtone is the most dominant, and
that that it is the second most significant QNM when the
remnant BH is observed along its final spin axis (Fig. 13
left panel). This case also demonstrates that the appar-
ent l = m = 2 second mode, while minuscule in com-
parison to its first counterpart, may be more significant
than higher l QNMs at similar frequencies (Fig. 13 right
panel). Moreover, this case is consistent with the expec-
tation that as the line of sight deviates from the final
BH spin direction, more QNMs are needed to accurately
represent the signal (Table III).
But as informative as our example 2:1 mass-ratio sys-
tem may be, its shortcoming are clear. It demonstrates
that when modeling ringdown the (l,m, n) = (2, 2, 1) can
play a role comparable to that of the higher fundamental
QNMs (Table III), but to solidify this statement, and it’s
relevance to high mass templates, a full orientation study
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is needed. We have also seen that apparent second order
QNMs might contribute to ringdown’s frequency domain
features (Fig. 13), but the full extent to which these
modes are relevant cannot be assessed without more ac-
curate NR simulation, and a better understanding of the
second order structure of Kerr perturbations. Intrigu-
ingly, we have also seen that QNM phase carries infor-
mation of how the remnant BH is oriented relative to its
recoil velocity. While our example system demonstrates
that this might allow for an estimation of the recoil di-
rection relative to the line of sight, the scope of the es-
timation as presented here is only a first step. We look
forward to the exploration of this possibility in future
work.
VIII. ACKNOWLEDGMENTS
We are very grateful to Kostas Kokkotas, Pablo La-
guna, Vitor Cardoso, Emanuele Berti, Sam Finn and
Larne Pekowsky for their helpful input and discussion.
We also gratefully acknowledge to support of NSF Grants
No. 0955825 and No. 1212433. Numerical simulations
were carried out at Teragrid TG-PHY120016 and on the
CRA Cygnus clusters.
Appendix A: Fitting Coefficients for QNM
Excitations
For convenience, here we have collected all fitting for-
mulas and related coefficients. In particular, if one is
interested in the QNM excitations from initially nonspin-
ning, quasicircular binary black hole coalescence, then we
present the following algorithmic description to apply the
model presented in Sec. IV. For additional convenience,
a basic usage and plotting example has been made avail-
able in reference [? ].
The primary inputs of our model are the binary’s com-
ponent masses, m1 and m2. The primary output of our
model is the ringdown portion ψ4(t), starting 10 (M)
after the peak luminosity in the l = m = 2 spherical
multipole. Therefore, throughout what follows, t = 0
corresponds to 10 (M) after the l = m = 2 spherical
multipole, and values of t < 0 are to generally be consid-
ered outside of the fit’s domain of applicability.
First, given m1 and m2, one may calculate the sym-
metric mass-ratio via
η =
m1m2
m1 + m2
.
With the symmetric mass-ratio, one may use a phe-
nomenological fitting formula to quickly estimate the
remnant BH’s final mass, M , and dimensionless spin,
j = S/M2. While we present fitting formulas in Ap-
pendix C, an alternative formula may be found in [72].
Now with the final BH’s parameters at hand, individ-
ual QNM frequencies,
ω˜lmn = ωlmn + i/τlmn ,
may be most readily obtained by using the fitting for-
mulas presented in [25]. Alternatively one may use the
tabulated values for Mωlmn available at [73].
We have that estimates for the complex QNM exci-
tation factors, Almn, may be found by evaluating the
following series of equations:
δm(m1,m2) ≡ |m1 + (−1)
mm2|
m1 + m2
(A1)
Almn = ω˜
2
nlm δm(m1,m2) η
1+n
∑
u=0
|au|eiαu ηu (A2)
Values for |au| and αu are given in Equations (2-10).
For the second order QNMs discussed in Sec. IV B, we
have that
A(l1,m1,n1)(l2,m2,n2) = µ(l1,m1,n1)(l2,m2,n2)Al1,m1,n1Al2,m2,n2 ,
where for the (2,2,0)(2,2,0) mode we find that
µ(2,2,0)(2,2,0) = 5.3956 ,
and for the (2,2,0)(3,3,0) mode,
µ(2,2,0)(3,3,0) = 4.6354 .
Keeping in mind that all tabulated coefficients corre-
spond to T0 = 10 (M), the full time domain ring-
down waveform may be calculated by first evaluating the
spheroidal harmonics, −2Slm(jω˜lmn, θ, φ) (via [8]), then
evaluating
ψ4(t, θ, φ) =
1
r
∑
l,m,n
ψ PTlmn(t) [−2Slm(jω˜lmn, θ, φ)]
where
ψ PTlmn(t) = Almn e
iω˜lmnt .
Alternatively, one may calculate the spherical multipole
moments by evaluating
ψNRl′m (t) =
∑
n,l
Almn σl′lmn e
iω˜lmnt
where
σl′lmn ≡
∫
Ω
−2Slm(jω˜lmn, θ, φ)−2Y¯l′m(θ, φ) dΩ .
While we have suppressed the second order notation for
simplicity, one may again impose the notion that each
full second order QNM corresponds to products of two
first order modes. With the two expressions for ψNRl′m (t)
and ψ PTlmn(t) above, we have completed our algorithmic
description for calculating ringdown waveforms using the
initial binary’s component masses.
While our discussion thus far has been limited to first
and fundamental overtones, n = 0 and n = 1, it should
also be noted that consistent evidence for the n = 2, l =
m = 2, overtone may be readily observed by considering
fitting regions closer to the ψNRlm luminosity. Figure 14
displays this overtone scaled relative to T0 = 10 (M).
Though the general trend is reminiscent of the n = 0
and n = 1 overtones, the n = 2 mode’s faster decay rate
corresponds to larger variation with fitting region (e.g.
larger error bars).
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FIG. 14. The n = 0, 1 and 2 overtones of the l = m =
2 QNM excitation recovered from NR ringdown for initially
nonspinning unequal mass-ratio BH binaries. The error bars
were calculated as described in Sec. III A- f.
Appendix B: The Start of Ringdown
While it is not possible to define an absolute start of
ringdown, we may make a practical definition by ask-
ing which potential ringdown region is best modeled by
QNMs only. This question may be addressed by finding
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FIG. 15. Mean fractional root-mean-square error (Eq.(21))
for the l = m = 2 multipole with respect to the fitting region
start time, T0. Here the greedy-OLS (Sec. III A) algorithm
was used to used to perform a multimode fit for each fitting
region.
a local minimum in residual error with respect to fitting
region start time. To this end let us consider the mul-
tipole which is least effected by numerical errors: ψNR22 .
Figure 15 shows its residual error [Eq.(21)] on symmetric
mass-ratio. The trend observed here is inherently sys-
tematic as, when moving towards the peak in radiation,
the data are no longer dominated by QNMs, while, when
moving away from the peak, numerical noise eventually
dominates.
Consequently, although there is a visible minimum at
T0 = 10 (M), it is not the global minimum, as ε22 fluc-
tuates in the numerical noise following T0 = 13 (M).
However, 10 (M) nevertheless gives us a practical start-
ing point within which the majority of ψNRlm is above the
numerical noise floor.
TABLE IV. Fitting coefficients for Mf (η) (Eq.(C2)) and
jf (η) (Eq.(C1)).
t0 t1 t2 t3 t4 t5
M 1 −0.046297 −0.71006 1.5028 −4.0124 −0.28448
j 0 3.4339 −3.7988 5.7733 −6.378 0
Appendix C: Final Mass and Spin
As noted in [72], the final mass and spin dependence
on initial binary symmetric mass-ratio may be well fit
by a polynomial in η. Alternatively, the more recent
study, Ref. [24], shows that the final BH parameters
may also be well modeled as a power series in m1 −m2.
Here, we present a methodologically different fit than
that presented in [72] and [24], while maintaining the
η parametrization of [72]. Specifically, when fitting final
dimensionless spin, jf , we choose to directly impose the
boundary condition that as η → 0, jf → 0. In particular,
we fit
jf (η) = η
∑
k=1
tk η
k−1 (C1)
Similarly, when fitting final mass, Mf , we choose to di-
rectly impose the boundary condition that as η → 0,
Mf → 1. In particular, we fit
Mf (η) = 1− η
∑
k=1
t′k η
k−1. (C2)
The fitting result for jf (η) is shown in Fig. 2. Fitting
coefficients are tabulated in Table IV. While the fitting
results here are consistent with [72] and [24] within their
fit’s domain of applicability (deviations are within 1%
of the values reported), we expect that the forms given
in C1 and C2 bias the fit towards the physically correct
solution outside of the fitting domain.
Consistency with multimode Fit.— The numeri-
cal values used to make the above fits (Table IV) were cal-
culated using the isolated horizon formalism [49]. How-
ever, final BH mass and spin may also be estimated using
ringdown fitting (e.g. [31, 52]). For the numerical runs
considered here, we find that single mode fitting recovers
the horizon estimate to within ∼ 5%, while multimode
fitting recovers the horizon estimate to within ∼ 0.5%.
This level of agreement is within the numerical error of
the isolated horizon estimate.
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