Abstract. We extend the results of P. Shvartsman on characterizing the traces of Besov and Triebel-Lizorkin spaces on Ahlfors n-regular sets to the case of dregular sets, n − 1 < d < n. The characterizations of trace spaces are given in terms of local polynomial approximations.
Introduction
The problem of characterizing the traces of commonly used spaces of smooth functions on different subsets of R n has been extensively studied by several authors, see e.g. the monographs [2, 15, 19, 29, 31] and the references therein. In this paper, we focus on a certain description of the traces of Besov spaces and Triebel-Lizorkin spaces on Ahlfors d-regular sets, where n − 1 < d < n. In particular, since TriebelLizorkin spaces include Sobolev spaces W k,p (R n ), k ∈ N, 1 < p < ∞, we cover trace theorems for these spaces as well.
The first approach to the notion of Besov spaces on d-sets, 0 < d ≤ n, was developed in a number of papers by A. Jonsson and H. Wallin, see [15] for a unified treatment of this material. Their definition of Besov spaces is based on a jet technique and it gives a characterization for the traces of the classical Besov spaces on d-regular subsets of R n , in the sense that the trace operator is a bounded linear surjection with a bounded linear right inverse (the extension operator). When d < n the Besov spaces introduced by A. Jonsson and H. Wallin also describe the trace spaces for Bessel potential spaces [15] and for their natural extensions, Triebel-Lizorkin spaces, see the papers of G. Mamedov [18] and K. Saka [22] , [23] .
Our work is motivated by the results of P. Shvartsman, who has earlier given an intrinsic characterization of the traces of Besov spaces and Triebel-Lizorkin spaces on Ahlfors n-regular subsets of R n via local polynomial approximations [25] . In this paper, we extend the results in [25] to the case of Ahlfors d-regular sets with n − 1 < d < n. This possibility was briefly mentioned by Yu. Brudnyi in the survey paper [6] .
The definition of Besov spaces on d-sets and the related methods, based on jet technique, are rather technical in general. Using a local polynomial approximation approach we define the Besov spaces on a d-set, n − 1 < d < n, and we show that these spaces can be equipped with a wide family of equivalent norms, see Section 3 and Theorem 3.6. The definition we use has a simpler formulation and it allows to simplify proofs of the trace theorems.
In Section 4 we prove the restriction parts of the trace theorems for Besov and Triebel-Lizorkin spaces, i.e. boundedness of the pointwise trace operator whose range coincides with a Besov space on a d-set in both cases, see Theorem 4.1 and Theorem 4.8. Let us note that in case of Triebel-Lizorkin spaces the crucial argument in the proof is that d-sets with d < n are porous (porosity is also known as the ball condition), a fact which fails for n-sets.
The extension part of the trace theorems is treated in sections 5 and 6, Theorem 6.1 and Theorem 6.7 being our extension theorems. In Section 5 we construct linear extension operators by generalizing the construction in [25] . We rely on a Remez type inequality from [7] which leads us to the assumption n − 1 < d, a lower bound for the dimension of a set. The proof of the boundedness of the extension operator again uses the fact that d-sets with d < n are porous, more precisely, we need estimates established in Section 2. The significance of porosity in the context of trace theorems was noticed already by M. Frazier and B. Jawerth [10, Theorem 13.7] , see also [31, Theorem 9.21] in the monograph of H. Triebel.
Preliminaries
2.1. Notation. Let x, y ∈ R n , then x − y ∞ = max i=1,...,n |x i − y i | denotes the distance between x and y in the supremum metric. The distance between a point a ∈ R n and a set ∅ = X ⊂ R n in the supremum metric is denoted by dist(a, X), the diameter of X in the supremum metric is diam X.
By Q = Q(x Q , r Q ) we denote a closed cube in R n centered at x Q ∈ R n with the side length ℓ(Q) = 2r Q and sides parallel to the coordinate axes. We write tQ, t > 0, for the cube which is centered at x Q and whose side length is tℓ(Q). We denote by D the family of closed dyadic cubes in R n ; D j stands for the family of those dyadic cubes whose side length is 2 −j , j ∈ Z. We denote by |x−y| 2 the Euclidean distance between x and y in R n . The Euclidean diameter of a set X in R n is diam 2 X. We write B(x, r) for an open ball in R n with the center x and the radius r > 0. If x ∈ R n and c > 0, then cB(x, r) stands for the ball B(x, cr).
The Lebesgue measure of a measurable set E in R n is denoted by |E|. By H d we denote the d-dimensional Hausdorff measure in R n . For an H d -measurable set E with a finite and positive measure, we denote
We write χ E for the characteristic function of a set E. The symbol c is used for various positive constants; they may change even on the same line. The dependence on parameters is expressed, for example, by c = c S,n,k .
2.2.
Function spaces in R n . First recall the definitions and basic properties of Sobolev spaces, Besov spaces and Triebel-Lizorkin spaces on R n . Let L p (R n ) denote the Lebesgue space of p-integrable functions in R n . We write
For a positive integer k and 1 ≤ p < ∞, the Sobolev space W k,p (R n ) consists of all functions f ∈ L p (R n ) having distributional derivatives ∂ α f , |α| ≤ k, in L p (R n ). The Sobolev space is equipped with a norm f W k,p (R n ) := |α|≤k ∂ α f p .
There are several equivalent characterizations for the Sobolev spaces and their natural extensions, Besov spaces and Triebel-Lizorkin spaces (see e.g. [1] , [2] , [27] and [29] for the general theory). In this paper, we mostly use definitions based on the local polynomial approximation approach.
Let f ∈ L u loc (R n ), 1 ≤ u ≤ ∞, and k ∈ N 0 . The normalized local best approximation of f on a cube Q in R n is defined by
Here and below P k , k ≥ 0, denotes the space of polynomials on R n of degree at most k; we also write P −1 := {0} for convenience.
For α > 0 and 1 ≤ p, q ≤ ∞, the Besov space B α pq (R n ) can be defined in the following way, see e.g. [4] , [27] , [29] . Let k be an integer such that α < k and 2) and
The following definition of Triebel-Lizorkin spaces can be found e.g. in [9] or [27] . Let α > 0, 1 < p < ∞, 1 < q ≤ ∞ and k be an integer such that α < k. For f ∈ L 1 loc (R n ) and x ∈ R n , we set
Triebel-Lizorkin spaces include Sobolev spaces as a special case:
for any k ∈ N and 1 < p < ∞, see e.g. [1] for a proof.
Ahlfors regular sets.
Recall also the definition of an Ahlfors d-regular set, or, briefly, d-set.
(2.4) for every w ∈ S and 0 < r ≤ 1.
Note that if S is a d-set then the estimate
holds true for every w ∈ S and 0 < r ≤ R, where R is any fixed positive number and the constant c ≥ 1 depends on parameters R, c 1 , c 2 , d, n.
Remark 2.6. Sometimes the definition of a d-set is formulated in terms of a Borel measure µ in R n , satisfying the conditions supp µ = S and (2.4) with H d replaced by µ. Such a measure µ can be identified, up to constants c 1 and c 2 , with the measure H d | S ; a short proof can be found in [30, Theorem 3.4] . This equivalence of measures also implies that
(see [15, pp. 205-206] ) and, therefore, we do not lose generality when we consider only closed sets.
Porous sets.
In this paper we widely use the fact that d-sets with d < n are porous (porosity is also known as the ball condition). Here we prove a useful norm estimate for porous sets, Theorem 2.10.
Definition 2.7. A set S ⊂ R n is porous (or κ-porous) if for some κ ≥ 1 the following statement is true: For every cube Q(x, r) with x ∈ R n and 0 < r ≤ 1 there is y ∈ Q(x, r) such that Q(y, r/κ) ∩ S = ∅.
Remark 2.8. The observation that d-sets with d < n are porous was already done in [14] . See also Proposition 9.18 in [31] which gives this fact as a special case. Let us also mention that a set S in R n is porous if, and only if, its Assouad dimension strictly less than n, [17] .
For a S in R n and positive constant γ > 0 we denote
This is the family of dyadic cubes that are relatively close to the set.
Theorem 2.10. Suppose that S ⊂ R n is porous. Let p, q ∈ (1, ∞) and {a Q } Q∈C S,γ be a sequence of non-negative scalars. Then
Here the constant c depends on n, p, γ and the set S.
The proof of this theorem is a consequence of maximal-function techniques that can be found in [3] and [13] . First we consider some auxiliary statements which are needed for the proof. Let S ⊂ R n be a κ-porous set, γ > 0 and C S,γ be as in (2.9) .
12) The following lemma assigns to every Q ∈ C S,γ a dyadic cube r(Q) ⊂ Q that is away from S and the measures of Q and r(Q) are comparable. Lemma 2.13. Let Q ∈ C S,γ . Then there is r(Q) ∈ D such that ℓ(Q) ≤ σℓ(r(Q)) and
Proof. Let Q = Q(x Q , r Q ) ∈ C S,γ . Then r Q ≤ 1/2 and by the definition of porosity there is a point y ∈ Q(x Q , r Q /2) such that Q(y, r Q /2κ) ∩ S = ∅. Let r(Q) be the dyadic cube for which y ∈ r(Q) and
It is straightforward to verify that r(Q) satisfies the required properties.
The following proposition can be found in [3, Lemma 4.2] or [13, Lemma 4 ], but we recall its proof for the convenience. Proposition 2.14. Let p ∈ (1, ∞) and {a Q } Q∈C S,γ be a sequence of non-negative scalars. Then
Here c depends on n, p and σ.
Proof. By duality it suffices to verify that
Let ψ be such a test function and Q ∈ C S,γ . Then
Here M stands for the non-centered Hardy-Littlewood maximal operator over cubes. By averaging the inequality (2.17) over cube r(Q) ⊂ Q, and using Lemma 2.13, we get
By the triangle-inequality and the previous estimates
In order to obtain the required estimate (2.16) it suffices to apply the Hölder's inequality to the right hand side and use the boundedness of M in L p ′ .
Observe that the family of cubes {r(Q) : Q ∈ C S,γ } is locally finite. This follows from Lemma 2.13 and the fact that the dyadic cubes with equal side length have disjoint interiors. Next we partition the family {r(Q)} into a finite number of disjoint subfamilies in the following way.
Let r 0 ∈ N be such that σ 2 < 2 r 0 . For every r ∈ {0, 1, . . . , r 0 − 1}, we denote On the other hand, if ℓ(Q) = ℓ(R) then, say, 2
Now we are ready for the proof of inequality (2.11).
Proof of Theorem 2.10. By Proposition 2.14 and triangle-inequality
Fix r ∈ {0, 1, . . . , r 0 − 1}. Lemma 2.18 implies that the cubes {r(Q)} Q∈C r S,γ are disjoint. Therefore,
Taking L p -norms and applying (2.19) we get the required estimate (2.11).
2.5. Hardy-type inequalities. Recall also some inequalities of Hardy type which we often use in this paper.
For p > 1 the inequalities follow from Leindler's results in [16] . The case 0 < p ≤ 1 follows by applying the inequalities
Besov spaces on d-sets
In the section we always assume that S is a d-set with n − 1 < d ≤ n. We define Besov spaces on such d-sets and establish their independence on certain parameters which arise in the definition.
We write
for the space of p-integrable functions on a d-set S with respect to the natural Hausdorff measure
, we denote the normalized local best approximation of f on Q with respect to the L u (S)-norm, i.e.
Let Q 1 ⊂ Q 2 be two cubes centered in S such that r Q 2 ≤ R for some R > 0. Then the definition of local best approximation and (2.5) yield
Here the constant C > 0 depends on S and R. Following the definition of Besov spaces via local polynomial approximations in the case of Euclidean space (see Paragraph 2.2 and the references therein) and in the case of n-set, see [5, 25] , we define Besov spaces on d-sets as follows. 
where 1 ≤ u ≤ p and k is an integer such that α < k.
Remark 3.4. By the monotonicity property (3.1) of local approximations it easily follows that in (3.3) we can replace the integral by sum, i.e. if m ∈ Z then the quantity on the right hand side of (3.3) is equivalent to
The equivalence constant is independent of f , but it can depend on m.
The definition of Besov spaces on d-sets, n − 1 < d ≤ n, introduced by A. Jonsson and H. Wallin in [15, p.135] , is equivalent to Definition 3.2 with parameters k = [α] + 1 and u = p. It was shown explicitly in [12] . The following theorem states that, in fact, the space given by Definition 3.2 is independent of the admissible parameters k and u. Theorem 3.6. The Besov space B α pq (S) with α > 0 and 1 ≤ p, q < ∞ does not depend on the parameters k > α and 1 ≤ u ≤ p. Furthermore, the norms corresponding to any two pairs of such parameters are equivalent.
Regarding the proof of this theorem, the independence of the norms on k will be established at the end of this section, see Proposition 3.17. The independence on the parameter u is a consequence of the corresponding result in R n and our estimates involved in the proof of the trace theorem; see Proposition 7.1 for the details. Theorem 3.6 allows us to choose the most convenient values of the parameters k > α and u ∈ [1, p] while formulating our main results. We would like to emphasize that this theorem is not applied in the subsequent proofs, so there is no circular reasoning.
3.1. Remez type theorem. The main reason for the restriction d > n − 1, a lower bound on the dimension of a set S, is that we widely use the following Remez type theorem, for a proof, see [7] . Note that the statement of Theorem 3.7 fails when d ≤ n − 1.
n is a bounded open set and ω ⊂ U is such that for some a > 0 and
Assume also that
Then there is a positive constant C such that, for every polynomial p of degree at most k,
Here 0 < u, r ≤ ∞ and the constant C depends on U, n, u, r, d, k, a, λ, and it is increasing in 1/λ.
We use the following slight modification of Theorem 3.7.
for some R > 0. Then, for every polynomial p of degree at most k, we have
, where 1 ≤ u, r ≤ ∞ and the constant C depends on S, R, n, u, r, k.
Proof. Replacing Q by 2Q if necessary we can assume that
It is easy to see that U and ω satisfy the assumptions of Theorem 3.7. Indeed, if x ∈ ω and 0 < r ≤ diam 2 ω = diam 2 (Q ′ ∩ S)/r Q , then by the translation invariance and scaling property
Here the lower bound for λ follows from (2.5) and the assumption that r Q ≤ Rr Q ′ . By a change of variables and Theorem 3.7, we obtain
where the constant C is independent of a cube Q.
Remark 3.10. Let Q be a cube in R n which is centered in S and satisfies 0 < ℓ(Q) ≤ R. Proposition 3.9 implies the following reverse Hölder inequality for polynomials
Here 1 ≤ u, r ≤ ∞ and the constant C depends on S, R, n, u and k.
Projections to polynomials.
Here we construct certain polynomial projection operators; the construction is an extension of the case d = n in [25] . We also establish representation formulae for these projections as in [8] , where the Euclidean case is considered. The crucial tool for the generalization of the mentioned results to d-sets, n − 1 < d ≤ n, is Markov's inequality. We say that a set F ⊂ R n preserves Markov's inequality if the following condition holds for all positive integers k: for all polynomials p ∈ P k and all cubes Q centered in S with 0 < ℓ(Q) ≤ 1,
where constant c depends only on F , n, and k. In particular, (3.12) is true when F = R n ; this fact and Proposition 3.9 imply that d-sets, n − 1 < d ≤ n, preserve Markov's inequality. This was also shown by other methods in [15] , where function spaces on sets preserving Markov's inequality were first systematically studied.
Let R > 0 and Q be a cube which is centered in S and satisfies ℓ(Q) ≤ R. Let also {P β } |β|≤k be an orthonormal basis of P k , k ≥ 0, with respect to the inner product
Observe that the zero set of p ∈ P k \ {0} has Hausdorff dimension at most n − 1. Hence, the formula does define an inner product.
where the constant C depends on S, R, n and k.
Proof. Let us first estimate the operator norm of
By Hölder's inequality
Using (3.11), orthonormality of P β 's, and that 1/u + 1/u ′ = 1, we get
Next we compute a representation formula for the projections. This generalizes a similar representation for projections in case of S = R n [8, p. 9].
Lemma 3.15. There exist polynomials h Q,ν ∈ P k such that
for every f ∈ L 1 (Q ∩ S), and
Proof. Recall that {P β } |β|≤k denotes an orthonormal basis of P k . For every P β ∈ P k , |β| ≤ k, by Taylor formula
Let us estimate the coefficients c ν β . Since x Q ∈ Q ⊂ 2Q, by Markov-type inequality (3.12), where F = R n , we have
Applying Proposition 3.9 with exponents r = ∞ and u = 2, we get
In the last step we used that P β , P β = 1. A similar computation also shows that
Then the previous estimates show that h Q,ν L ∞ (Q) ≤ c S,R,n,k . Let P k,Q be defined as in (3.13) . Then by (3.16)
3.3. A norm equivalence. In this section we prove that the norm in Besov space B α pq (S) defined by (3.3) is independent of the parameter k > α.
are equivalent, and the implicit constant does not depend on f .
Proof. It suffices to verify the equivalence in case k > α and k ′ = k + 1. First of all, by Remark 3.4
Assume that x ∈ S and m ≥ 0. Let Q m = Q(x, 2 −m ) and P k,Q m be the projections associated to these cubes, see Section 3.2. By the properties of the projections
where ρ i ∈ P k−1 . Similarly, we have
where ρ j ∈ P k−1 . Denoting ρ = j i=0 ρ i ∈ P k−1 , we have
Here we have denoted
We estimate these terms pointwise. First, by Proposition 3.14
Recall that the norms ||h Q j−1 ,ν || L ∞ (Q j−1 ) are uniformly bounded by Proposition 3.15. Using this fact, the inequality (2.5) and Proposition 3.14 we get
Similar reasoning gives the estimate
Using Hölder's inequality (if p > 1), Fubini's theorem and (2.5) we get the following estimate
Apply now the triangle-inequality and estimate each of the resulting three sums separately. First, we have
Next, taking into account the estimate (3.19) and the fact that α < k, we have
For II j we have
By the generalized Minkowski inequality
Collecting the estimates, we have
and referring to Remark 3.4 finishes the proof.
Restriction theorems
We say that a function f ∈ L 1 loc (R n ) is strictly defined at x if the limit
f (y) dy exists. By the Lebesgue differentiation theorem, we have f =f a.e in R n . Let S ⊂ R n . At those points x ∈ S, in whichf (x) exists, we define the restriction (trace) of the function f on S by
In fact, the exceptional set for the Lebesgue points off in R n has zero d-dimensional Hausdorff measure.
This statement can be derived by using standard embeddings for these spaces [28] and continuity properties of functions from Bessel potential spaces
have Lebesgue points (α 1 , p 1 )-quasieverywhere in R n and, in particular, almost everywhere with respect to the d-dimensional Hausdorff measure [1] . A similar reasoning shows that H d -almost every point, d > n − αp, is a Lebesgue point for a functionf , where f ∈ F α pq (R n ), α > 0, 1 < p < ∞ and 1 ≤ q ≤ ∞. For more delicate continuity properties of functions from Besov and Triebel-Lizorkin spaces see [21] or [11] 
where C > 0 depends on S, n, u, p, q and k. [15] . However, we show that when d > n − 1 the proof can be significantly simplified.
The proof of Theorem 4.1 uses several lemmas, in which we always assume that S is a d-set with n − 1 < d < n.
For the construction of these projections, see Proposition 3.14 or [8] . We use the following properties of these projections:
Properties i)-iii) follow from the construction of the projections. The statement iv) can then be derived from i) and ii) as follows
The limit of the right hand side is zero at Lebesgue points of f . Let x ∈ S and z ∈ Q i+1 x ∩ S be a Lebesgue point of f . Then by iv)
x , the statement iii) and Hölder's inequality give
We have shown that
∩ S is a Lebesgue point of f . Since by assumption H d -every point in S is a Lebesgue point of f , we can average the last inequality over the set Q i+1 x ∩ S. Then we have
Integrating this estimate with respect to x and using Hölder's inequality gives
Using Fubini's theorem and (2.5), we get
Collecting the estimates above, we get the second estimate in (4.5).
We proceed to the verification of the remaining estimate in (4.5). If z ∈ S is a Lebesgue point of f then, by estimating as above and using ii), we get
By assumption, this estimate is valid
In order to finish the proof, we use Fubini's theorem for the estimate
, and k ∈ N. Then for every i ∈ N we have
Here the constant c depends on n, u, p and S. 
so that we have
Using the observation above and (2.5) we can continue as follows:
From (4.7) and the fact that |Q m | ≥ c2 −in we get
It remains to notice that the cubes Q m are disjoint.
We are ready for the proof of Theorem 4.1.
Proof. Without loss of generality we can assume that f =f . By Remark 3.4 it is enough to estimate the sum starting from i = 3 in (4.2). By Lemma 4.4 and Lemma 4.6, for every i ≥ 3 we have
This results in the estimate
Using the Hardy-type inequality (2.22) we can estimate the right hand side from above by
It remains to estimate f | S L p (S)
. To this end we use Lemma 4.4 and Lemma 4.6. Thus, the following inequalities finish the proof
Note, that since α > (n − d)/p, the last series converges.
Triebel-Lizorkin spaces.
Here we prove the restriction theorem for TriebelLizorkin spaces. Our method of proof is different from that of [22] and [18] , where the jet technique from [15] is used.
(4.9) Here the constant c depends on n, S, p and α.
Let S be a d-set with n−1 < d < n. Since S is a closed set, its complement admits a Whitney decomposition, see e.g. [26] . That is, there is a family W S of dyadic cubes whose interiors are pairwise disjoint and
We write ℓ(Q)
The lemma below uses the fact that S is κ-porous, see Remark 2.8.
Lemma 4.11.
Assume that x ∈ S and i ∈ N. Then there is Q ∈ W S such that ℓ(Q)
Proof. By κ-porosity of S, there is y ∈ Q(x, 2 −i−1 ) such that Q(y, 2 −i−1 /κ) ⊂ R n \S. Let Q ∈ W S be a cube containing the point y. Then
On the other hand,
By (4.10),
where the constant c depends on α, p, n and S.
Proof. Repeating the proof of Lemma 4.6 we arrive at (4.7), i.e.
where Q m = Q(x m , 2 −i−3 ), m = 1, 2, . . . , are disjoint cubes centered at S. By Lemma 4.11, for every Q m , there is R m ∈ W S such that ℓ(R m )
) and therefore
By using this and (4.13), we get
Taking the p'th roots yield the required estimate.
We are now ready for the proof of Theorem 4.8.
We assume that f =f . Since
we can also assume that k = [α] + 1.
Using the boundedness of the Hardy-Littlewood maximal operator for p > 1 and the definition of Triebel-Lizorkin spaces, see Section 2.2, we obtain
Hence, it suffices to verify that the left hand side of (4.9) is bounded (up to a
. Also, by Remark 3.4 it is enough to estimate the sum starting from i = 2 in (4.9).
By Lemma 4.4 and Lemma 4.12, for every i ∈ N,
By Hardy-type inequality (see Lemma 2.20)
(4.14)
Let us denote U i := ∪{int Q : Q ∈ W S and ℓ(Q) κ ∼ 2 −i−4 }, and choose k 0 ∈ N such that 2 −k 0 < 1/5κ. Then we claim that
To verify this claim, let i > i ′ be such that i, i
It follows that Q = Q ′ . Since the interiors of Whitney cubes are pairwise disjoint, we find that int Q ∩ int Q ′ = ∅. Hence, (4.15) holds. From (4.15) it follows that
Combining the estimates (4.14) and (4.16), we find that
The second term is estimated using Lemma 4.12 and (4.16) as follows:
In the last step we also used the estimate α − (n − d)/p > 0.
Extension operator

5.1.
Constructing the extension operator. The construction of the extension operator is based on a modification of the Whitney extension method. A similar modification was first suggested by Shvartsman in [24] and developed later in [25] . Our work extends the results in the latter paper to the case of d-sets, n − 1 < d < n.
Recall that W S denotes a Whitney decomposition of R n \ S, so that
Moreover, there is a constant N > 0 such that every point of R n \ S is covered by at most N cubes in W S .
Let Φ := {ϕ Q : Q ∈ W S } be a smooth partition of unity which is subordinate to the Whitney decomposition W S . Then, in particular,
Q for every Q ∈ W S . To every Q = Q(x Q , r Q ) ∈ W S , assign the cube a(Q) := Q(a Q , r Q /2), where a Q ∈ S is such that x Q − a Q ∞ = dist(x Q , S).
Let ∆ > 0 be a parameter which will be chosen later. Then
Indeed, (5.1) follows from (2.5), and the constant c > 0 depends on ∆, S and n. Furthermore, if y ∈ a(Q), then
and, since dist(Q, S) ≤ 4diamQ = 8r Q , (5.2) is true. For every Q ∈ W S and k ∈ N 0 , define an operator
Here the projection P k,a(Q) : L 1 (a(Q) ∩ S) → P k , which is associated with a cube a(Q) centered in S, is constructed in Section 3.2.
If f ∈ L 1 loc (S) and k ∈ N, we define
Observe that (5.3) induces a linear extension operator Ext k,S . Also, from the properties of dyadic cubes it follows that
5.2. Local approximations of the extension. In this section we estimate the local approximations of the extensioñ
where k ∈ N and f ∈ L 1 loc (S). To this end, we follow the proof of Theorem 3.6 in [25] quite closely. But since some of the required modifications are non-trivial, we present detailed proofs nevertheless.
Let x ∈ R n and t > 0, denote by a x ∈ S a point for which dist(x, S) = x − a x ∞ . Define K (x,t) := Q(a x , r (x,t) ), r (x,t) := 50 max(80t, dist(x, S)).
One of the main results in this section is the following.
Furthermore, if x ∈ R n and t > 0, then
Here the constant c depends on S, n, u, ∆ and k.
The proof of Proposition 5.5 proceeds in various cases, which are treated throughout this section. At the end of the section we collect all of these separate cases.
To begin with, for a given cube K, define some families of Whitney cubes:
The proof of the following lemma can be found in [25, Lemma 3.7] .
Lemma 5.9. Let K be a cube centered in S. Then for every f ∈ L u loc (S), 1 ≤ u < ∞, and every polynomial P 0 ,
where the constant c depends on S, ∆ and n.
Proof. Suppose that Q ∈ Q 3 (K) ⊂ Q 2 (K). If y ∈ 10Q then, by Lemma 5.8, we have
By the previous observations, we obtain
To finish the proof of the lemma it remains to show that I L ∞ (S) ≤ cr n−d K . To this end write I(x) in the following way
where
Let us also note that, for any x ∈ S and j ≥ j 0 − 1,
Indeed, the upper bound here can be found in the following way. Suppose that
Hence, it follows that Q ⊂ Q(x, 10 · 2 −j ). Since the side length of the cubes in D j ∩ Q 3 (K) is 2 −j and the interiors of these cubes are disjoint, there exist at most 20 n such cubes which are contained in a cube Q(x, 10 · 2 −j ). By (5.10) and (5.11)
Lemma 5.12. Assume that f ∈ L u loc (S), 1 ≤ u < ∞, and k ∈ N. Then for every cube K = Q(x K , r K ) centered in S and every polynomial P 0 ∈ P k−1
Here the constant c depends on S, ∆, n, u and k.
. By (5.2) and Proposition 3.9,
By Proposition 3.14
Hence, for every Q ∈ Q 3 (K) we have 1
Summing these estimates gives
To finish the proof, it remains to apply Lemma 5.9.
Lemma 5.13. Let f ∈ L u loc (S) and 1 ≤ u < ∞. Then for every cube K and every
The proof of this lemma can be found in [25, p. 1222 ].
Lemma 5.14. Let f ∈ L u loc (S), 1 ≤ u < ∞. Then for every cube K, centered in S, with diam K ≤ ∆/2, and every polynomial P 0 ∈ P k−1 ,
where the constant c depends on S, ∆, n, u and k.
Proof. From the fact that |S| = 0 and Lemma 5.13 we obtain
Hence, by Lemma 5.12,
It remains to use the estimate (2.5).
Proof. Let P 0 ∈ P k−1 be such that
Then Lemma 5.14 and (2.5) imply
wheref = Ext k,S f and the constant c depends on S, ∆, n, u and k.
Proof. From the fact that |S| = 0 and Lemma 5.13 with P 0 = 0 we get
Taking into account that
, and the statement of Lemma 5.12, we have
where K = Q(x K , r K ). It remains to use (2.5).
Next we estimate local approximations off on cubes which are located relatively far from the set S. Namely, assume that a cube K = Q(x K , r K ) satisfies
Let Q K ∈ W S denote the Whitney cube which contains the center x K of K, and let a K ∈ S be such that a K − x K ∞ = dist(x K , S). Define alsõ
By (5.17), we have K ⊂Q K . Set
Lemma 5.18. For every cube K satisfying (5.17) and every P 0 ∈ P k−1 ,
This lemma is proven in [25, p. 1226 ].
Lemma 5.19. Suppose that a cube K satisfies both (5.17) and dist(x K , S) ≤ ∆/4. Then
Proof. Since dist(x K , S) ≤ ∆/4, we have A K ⊂ Q 3 (Q K ). Hence, by Lemma 5.18, for every P 0 ∈ P k−1 we have
Notice thatQ K is centered in S. Therefore, by Lemma 5.12, we have
.
Let P 0 ∈ P k−1 be a polynomial of the best approximation of f onQ K ∩ S, i.e.
. Combining the estimates above, we find that
Hence, the required estimate follows from (2.5).
Lemma 5.20. Suppose that a cube K satisfies (5.17), then
where the constant c depends on S, n, u, ∆ and k.
Proof. Recall that if diam Q > ∆, then P k−1,Q f = 0, thus
By Lemma 5.18 with P 0 = 0, we have
Hence, by Lemma 5.12 and (2.5), we get
We are ready for the proof of Proposition 5.5.
Proof. Let us first verify the identity (5.6). Suppose that f ∈ L u loc (S). It suffices to show that
Lemma 5.14 and (2.5) imply
By Remark 2.15 in [20] , the right hand side of (5.22) tends to zero for H d almost every point x ∈ S as r → 0.
Next we prove (5.7). Let K := Q(x, t), where x ∈ R n and t > 0. Consider the following four cases I-IV.
I: 80t ≤ dist(x, S) and r (x,t) ≤ ∆. By Lemma 5.19
k , and in case I the theorem is proven. II: 80t ≤ dist(x, S) and r (x,t) ∈ (∆, 1024∆]. The reasoning in this case is the same as in case I, except that we apply Lemma 5.20 instead of Lemma 5.19 .
III: 80t > dist(x, S) and r (x,t) ≤ ∆. SetK := Q(a x , 81t). Since K ⊂K, we have
and, by (2.5), we get
It remains to note that c k t k ≥ t k + dist(x, S) k , and the present case is proved. IV: 80t > dist(x, S) and r (x,t) ∈ (∆, 1024∆]. Reasoning as in the previous case we obtain (5.23) . By Lemma 5.16,
Taking into account (5.23) and the last inequality, we have
Using (2.5) and the fact that 25K ⊂ K (x,t) finishes the proof of case IV and the theorem.
5.3.
Global estimates for the extension. Our next step is to establish Proposition 5.29. It provides the key estimates for the proof of the extension theorems in Section 6.
Let f ∈ L u loc (S), 1 ≤ u < ∞ and k ∈ N. Suppose thatf = Ext k,S is defined as in (5.3) with ∆ = 16000.
Recall that D denotes the family of closed dyadic cubes in R n and D j stands for the family of those dyadic cubes whose side length is 2 −j . Denote also
For i ∈ Z, we define
Choose m 0 ∈ N such that 2 −m 0 < 1/200. Then
Let F i , i ∈ Z, be a finite or countable family of cubes of the form Q(x Q , 2 −i ∆), x Q ∈ S, with the following properties:
where q 0 ∈ N is a constant. The existence of F i follows from the 5r-covering theorem, see e.g. [20, p. 23] . The lemma below is a direct consequence of (5.26).
Lemma 5.27. Let i ∈ Z. Then we have the following decomposition
where each 2F q i is a disjoint family (possibly empty). Using the introduced notation we can formulate the main result of this section.
Furthermore, we have
and
Here we denoted k(i) = k if i ≥ 0 and k(i) = 0 otherwise, and the constant c depends on S, n, u and k.
Proof. The ideas of the proof are similar to the ones used in Theorem 5.3 in [25] . First, note that (5.30) follows from the monotonicity property (3.1) of local approximation.
Next we partition D j into disjoint families D 
where a x Q is a point on S nearest to x Q . Let i < j and Q ∈ D i j . Since F i is a cover of S, we can choose a cube K Q ∈ F i for which a x Q ∈ K Q . Observe that
Furthermore, by (5.34), we have 80 · 2 −j+1 < 320 · 2 −j < dist(x Q , S) and
Let us show that for every Q ∈ D i j , i < j, 
Here K (x Q ,2 −j+1 ) = Q(a x Q , 50dist(x Q , S)). By (5.33),
Thus, (5.38) follows from (3.1) and the estimates above. By (5.34), (5.38) and (5.39), we have
Now we will rewrite the right hand side of (5.40) in terms of the cubes from F i . To this end, first notice that
On the other hand, if Q ∈ D i j , i < j, then Q ⊂ S i and, by (5.36), we have Q ⊂ 2K Q ∩ S i . Note also that every point in R n is covered by at most c n cubes from D i j . Hence, 
Extension theorems
In this section we prove the extension theorems for Besov and Triebel-Lizorkin spaces. The proofs of these extension results share common technical estimates which have already been obtained, see Proposition 5.29.
6.1. Besov spaces. The extension theorem for Besov spaces is the following. Theorem 6.1. Let S be a d-set in R n with n − 1 < d < n. Suppose that k ∈ N, 0 < α < k, 1 ≤ p, q < ∞ and 1 ≤ u ≤ p. Then, for every function f ∈ L p (S), 
For every Q ∈ 2F i , i ≥ 0, we have ℓ(Q) = 2 −i+2 ∆ ≤ 4∆ and, by (2.5),
Hence,
Let i ∆ ∈ N such that 2 i ∆ −3 < ∆ ≤ 2 i ∆ −2 . Note that Q ⊂ Q(x, 2 −i+i ∆ ) for every x ∈ Q. Then, by (3.1) and the fact that 2F q i is a disjoint family, we have
Notice also that, by Fubini's theorem and (2.5),
. Using the last estimate for the indices i = 0, . . . , i ∆ − 1, and (6.6) for indices i ≥ i ∆ , we obtain
Performing similar computations for the term III, we see that I + III is bounded (up to a constant) by the right hand side of (6.4).
Let us estimate the remaining term II. By the triangle-inequality, we get
Recall that the family 2F Theorem 6.7. Let S be a d-set in R n with n − 1 < d < n. Let 1 < p < ∞, k ∈ N and 0 < α < k. Then, for every function f ∈ L p (S), we have
Here the constant c depends on S, n, u, k, p, q and α.
Proof. The same reasoning as in the proof of Theorem 6.1 gives f L p (R n ) ≤ c f L p (S) . By (5.30) in Proposition 5.29, it is enough to estimate the quantities
In order to estimate the first term we take into account Remark 2.8 and use Theorem 2.10. Note also that cubes from D j have mutually disjoint interiors. Thus, we have
Let x ∈ Q ∈ D j . Since 4Q ⊂ Q(x, 8r Q ), by (3.1),
As a consequence, we have
Proof. Fix k ∈ N such that k > α + (n − d)/p. By Remark 3.4, we can replace integrals by sums in the definition of Besov spaces. Hence, if we denote
