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1. Introduction
Ladyzhenskaya formulated the following model [30] describing the motion of some kinds of non-Newtonian ﬂuids:
∂u
∂t
+ (u · ∇)u + ∇p = ∇ · τ (e(u))+ g, (1.1)
∇ · u = 0, (1.2)
where the unknown vector function u = u(x, t) = (u(1),u(2), . . . ,u(n)) denotes the velocity of the ﬂuid, g(x) = (g(1), g(2), . . . ,
g(n)) is the external force function, and the scalar function p represents the pressure. Eqs. (1.1)–(1.2) describe the motion of
an isothermal incompressible viscous ﬂuid, where τ (e(u)) = (τi j(e(u)))n×n , which is usually called the extra stress tensor of
the ﬂuid, is a matrix of order n × n and
τi j
(
e(u)
)= 2μ0( + |e|2)−α/2eij − 2μ1eij, i, j = 1,2, . . . ,n,
eij = eij(u) = 12
(
∂ui
∂x j
+ ∂u j
∂xi
)
, |e|2 =
n∑
i, j=1
|eij|2, (1.3)
and μ0,μ1,α,  are parameters associated to the ﬂuid which generally depend on the temperature and pressure. One
can refer to [3,6–9,30,36,37] and the references therein for detailed physical signiﬁcance. Here we assume that μ0,μ1, 
are positive constants and α ∈ (0,1). In (1.3) if τi j(e(u)) depends linearly on ei j(u) then we say the corresponding ﬂuid
is a Newtonian one. Generally speaking, gases, water, motor oil, alcohols, and simple hydrocarbon compounds tend to be
Newtonian ﬂuids and their motions can be described by the Navier–Stokes equations. If the relation between τi j(e(u)) and
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tend to be non-Newtonian ﬂuids.
There are many works concerning the unique existence, regularity and asymptotic behavior of solutions to Eqs. (1.1)–(1.3)
or its associated versions (see e.g. [3,6–9,23,25,29,30,36,37,42–46,48]). For instance, Bloom and Hao [8] proved the unique
existence of solution for the initial boundary value problem associated to (1.1)–(1.3) in 2D unbounded channels. Later, Zhao
and Zhou [45,46] established the existence and regularity of pullback attractor and pullback trajectory attractor.
Attractor is an important concept in the study of evolution equations because it could provide some useful information
about the asymptotic behavior of solutions (see e.g. [2,13,27,31,41]). One of the most important discoveries in mathematical
physics during the past 30 years is that of ﬁnite-dimensional attractor in mathematical models for ﬂuid dynamics. One can
refer to [41] and the references therein. However, all the analyses are invalid as soon as one takes random inﬂuence on the
system under investigation into account.
The original goal of this paper is to investigate the dynamical behavior of the following 2D non-Newtonian ﬂuid with
additive noise
du = {−(u · ∇)u − ∇p + ∇ · [2μ0( + |e|2)−α/2 − 2μ1e]+ g}dt + m∑
j=1
φ j dω j(t), x ∈ D ⊂ R2, (1.4)
∇ · u = 0, (1.5)
where D is a bounded smooth domain of R2, ω j(t) (1  j m) are mutually independent two-sided Wiener processes,
u = u(t, x,ω) is now a random velocity ﬁeld of the ﬂuid, and φ j = φ j(x) (1 j m) are given 2D vector functions that will
assumed to satisfy some conditions. The above stochastic equations arise from systems of non-Newtonian ﬂuids when ran-
dom spatio-temporal forcing is taken into account. These random perturbations are intrinsic effects in a variety of settings
and spatial scales. It could be most obviously inﬂuential at the microscopic and smaller scales but indirectly it plays a vital
role in microscopic phenomena.
We will use the theory of random attractor (see e.g. [15,17,19]) to prove the existence of a compact random attractor
for the random dynamical system (RDS) associated to (1.4)–(1.5). To this end, we make use of the Ornstein–Uhlenbeck
transformation to obtain some estimates of the solution in spaces H and V (see Section 2) respectively, and then use
the compact embedding of Sobolev spaces to obtain the existence of compact random set which absorbs any bounded
nonrandom subset of space H .
The research of global random attractor was initiated by Ruelle [38]. Then the fundamental theory of RDS was developed
by Anrold [1], Crauel, Debussche and Flandoli [19], Crauel and Flandoli [15], Flandoli and Schmalfuss [24], Imkeller and
Schmalfuss [28], and others. Indeed, this theory was widely applied to Navier–Stokes equations [10,20,24,39], wave equa-
tions [35], Ginzburg–Landau [26,33] equation, lattice systems [4,12,34] with multiplicative or additive noises and stochastic
reaction-diffusion equations on bounded and unbounded domains [5,11,32], etc.
Compared with the work of Crauel and Flandoli [15] on Navier–Stokes equations with additive noise, we here need
treat the nonlinear term ∇ · [2μ0( + |e|2)−α/2] and the four order term ∇ · (−2μ1e). Crauel and Flandoli in [15] used
an auxiliary Ornstein–Uhlenbeck process and a suitable change to obtain some useful estimates. We will ﬁrst put the
stochastic equations (1.4)–(1.5) into a functional form and then also use an auxiliary Ornstein–Uhlenbeck process to obtain
the estimates. These estimates are very important when we show the existence of compact random attractor.
The outline of this paper is as follows. Section 2 is preliminary on basic concepts related to RDS. In Section 3, we ﬁrst
introduce some notations and operators, and then introduce an auxiliary Ornstein–Uhlenbeck process and show the unique
existence of solutions. Section 4 is devoted to prove the existence of compact random attractor. We end the paper with two
remarks is Section 5.
2. Preliminaries
Let us ﬁrst cite some concepts and results from [15]. Let (X,‖ · ‖X ) be a separable Hilbert space and (Ω,F ,P) be a
probability space.
Deﬁnition 2.1. (Ω,F ,P, (θt)t∈R) is called a metric dynamical system (MDS), if (Ω,F ,P) is a probability space, and the
family of mappings {θt : Ω → Ω, t ∈ R} satisﬁes
(i) the mapping (ω, t) → θt(ω) is (F × B(R),F) Borel measurable,
(ii) θ0 =id, θt+s = θtθs , for all s, t ∈ R, and
(iii) for each t ∈ R, θt preserves the measure P.
Deﬁnition 2.2. An RDS on the measurable space (X,B(X)) (B(X) is the Borel σ -algebra of X ) over the MDS
(Ω,F ,P, (θt)t∈R) with time R+ is a mapping ψ : [0,∞) × X × Ω → X , (t, x,ω) → S(t, x,ω), with the following prop-
erties:
(i) ψ is (B[0,+∞) × F × B(X),B(X))-Borel measurable,
C. Zhao, J. Duan / J. Math. Anal. Appl. 362 (2010) 241–251 243(ii) ψ(0,ω) is the identity operator on X for all ω ∈ Ω ,
(iii) S(t + s,ω) = S(t, θsω)S(s,ω) for all s, t  0, and all ω ∈ Ω .
The RDS ψ is called continuous if in addition the mapping x → ψ(t, x,ω) is continuous for all (t,ω) ∈ [0,∞) × Ω .
Deﬁnition 2.3. A set valued mapping K : ω → 2X taking values in the non-empty closed subsets of X is said to be mea-
surable if ω → DistX (x, K (ω)) is measurable for each x ∈ X . A closed set valued measurable mapping K : Ω → 2X will be
called a random closed set.
Deﬁnition 2.4. A random closed set B0(ω) is called absorbing in X if for any bounded nonrandom subset B ⊂ X and a.e.
ω ∈ Ω , there exists T (ω,B) > 0 such that ψ(t, θ−tω)B ⊂ B0(ω), ∀t  T (ω,B). B0(ω) is said attracting if P-almost surely
(P-a.s.) limt→+∞ DistX (ψ(t, θ−tω)B,B0(ω)) = 0.
Deﬁnition 2.5. Let {ψ(t,ω)}t0,ω∈Ω be an RDS on (Ω,F ,P, (θt)t∈R) with state space X , if ω → A(ω) satisﬁes
(I) (Random compactness) A(ω) is a random compact set of X for a.e. ω ∈ Ω ,
(II) (Invariance) for a.e. ω ∈ Ω and all t  0, S(t,ω)A(ω) = A(θtω),
(III) (Attracting property) for any bounded subset B of X and a.e. ω ∈ Ω ,
lim
t→+∞DistX
(
S(t, θ−tω)B,A(ω)
)= 0,
then A(ω) is called a global random attractor for {ψ(t,ω)}t0,ω∈Ω .
Remark 2.1. Let B(X) be the collection of all bounded nonrandom subsets of X . Then B(X) is called the domain of attraction
of A(ω). Some possibilities for domain of attraction used very often in the investigation of random attractors are the
following (see e.g. Caraballo and Lu Kening [12]):
(1) the collection of all ﬁnite deterministic subsets of X ;
(2) the collection of all compact deterministic subsets of X ;
(3) the collection of all tempered random subsets of X .
We choose case (2) here just because that we can conveniently prove the result under the given weaker conditions. See
Remark 5.1 for case (3). Indeed, Crauel proved that global random attractors are uniquely determined by attracting deter-
ministic compact sets (see [16]).
Proposition 2.1. (See [15].) Let {ψ(t,ω)}t0,ω∈Ω be an RDS on (Ω,F ,P, (θt)t∈R) with state space X, and suppose that there exists
a compact random absorbing set ω → K(ω). Then
A(ω) =
⋃
B∈B(X)
⋂
T0
⋃
tT
ψ(t, θ−tω)B (2.1)
is a global random attractor for {ψ(t,ω)}t0,ω∈Ω . Moreover, A(ω) is measurable with respect to the completion of F (with respect
to P).
Let Pr(X) be the space of probability measure on X . A random probability measure (random measure for short) on X
is a map μ : Ω → Pr(X), ω → μω , which is measurable with respect to the Borel σ -algebra of the topology of weak
convergence on Pr(X).
Deﬁnition 2.6.
(1) Given an RDS ψ , a random measure μ is said to be an invariant measure for ψ , if θtμ = μ for all t ∈ R+ , or, equivalently,
if ψ(t,ω)μω = μθtω P-a.s. for every t ∈ R.
(2) A random measure μ is said to be supported by a random closed set K , if μω(K (ω)) = 1 for P-a.s.
(3) A random measure μ is said to be a Markov measure (with respect to ψ ), if ω → μω is measurable with respect to the
past of ψ , which is the σ -algebra
F− = σ{ω → ψ(s, θ−tω)x: x ∈ X, 0 s t}.
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We ﬁrst introduce some functional spaces and operators. Set
V = {ϕ = (ϕ1,ϕ2) ∈ (C∞0 (D))2, ∇ · ϕ = 0 in D, ϕ = 0 on ∂D},
H = closure of V in (L2(D))2 with norm ‖ · ‖ .= ‖ · ‖(L2(D))2 ,
H ′ = dual space of H,
V = closure of V in (H2(D))2 with norm ‖ · ‖V .= ‖ · ‖(H2(D))2 ,
V ′ = dual space ofV .
(·,·) denotes the inner product in H and 〈·,·〉 stands for the dual pairing between V and V ′; If we identify H with H ′ , then
V ↪→ H = H ′ ↪→ V ′ with compact embeddings.
Write
a(u, v) =
2∑
i, j,k=1
(
∂eij(u)
∂xk
,
∂eij(v)
∂xk
)
=
2∑
i, j,k=1
∫
D
∂eij(u)
∂xk
∂eij(v)
∂xk
dx, u, v ∈ V . (3.1)
Lemma 3.1. (See Bloom and Hao [8].) There exist two positive constants c1 and c2 which depend only on D such that
c1‖u‖2V  a(u,u) c2‖u‖2V , ∀u ∈ V . (3.2)
From the deﬁnition of a(·,·) and Lemma 3.1 we see that a(·,·) deﬁnes a positive deﬁnite symmetric bilinear form on V .
As a consequence of the Lax–Milgram Lemma, we obtain an isometric operator A ∈ L (V , V ′), via
〈Au, v〉 = a(u, v), ∀u, v ∈ V .
Moreover, let D(A) = {u ∈ V : Au ∈ H}, then D(A) is a Hilbert space and A is also an isometry map from D(A) to H . Indeed,
A = P2, where P is the Leray projector from (L2(D))2 to H . Since by Lemma 3.1 there holds
c1‖u‖2V  a(u,u) = 〈Au,u〉 = (Au,u) ‖Au‖‖u‖V , ∀u ∈ D(A),
we have
c1‖u‖V  ‖Au‖. (3.3)
For brevity, we use H10(D) to denote (H
1
0(D))
2 in the sequel. We also deﬁne a continuous trilinear form on H10(D)×H10(D)×
H10(D) as follows:
b(u, v,w) =
2∑
i, j=1
∫
D
ui
∂v j
∂xi
w j dx, u, v,w ∈ H10(D).
Since V ⊂ H10(Ω), b(·,·,·) is continuous on V × V × V and one can check
b(u, v,w) = −b(u,w, v), b(u, v, v) = 0, ∀u, v,w ∈ V . (3.4)
Now for any u ∈ V ,〈
B(u,u),w
〉= b(u,u,w), ∀w ∈ V , (3.5)
deﬁnes a continuous functional B(u) from V × V to V ′ . Finally, for u ∈ V , we set
μ(u) = 2μ0
(
 + ∣∣e(u)∣∣2)−α/2
and deﬁne N(u) as
〈
N(u), v
〉= 2∑
i, j=1
∫
D
μ(u)eij(u)eij(v)dx, ∀v ∈ V . (3.6)
Then the functional N(u) is continuous from V to V ′ . When u ∈ D(A), N(u) can be extended to H via〈
N(u), v
〉= −∫
D
{∇ · [μ(u)e(u)]} · v dx, ∀v ∈ H . (3.7)
We now introduce an auxiliary Ornstein–Uhlenbeck process and then show the unique existence of solutions.
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du = {−(u · ∇)u − ∇p + ∇ · [2μ0( + |e|2)−α/2 − 2μ1e]+ g}dt + m∑
j=1
φ j dω j(t), x ∈ D, (3.8)
∇ · u = 0, x ∈ D, (3.9)
u = 0, τi jlκ jκl = 0, x ∈ ∂D, (3.10)
u|t=0 = u0, (3.11)
where τi jl = 2μ1 ∂ei j∂xl (i, j, l = 1,2) and κ = (κ1, κ2) denotes the exterior unit normal to the boundary ∂D. The ﬁrst condition
in (3.10) represents the usual no-slip condition associated with a viscous ﬂuid, while the second one expresses the fact that
the ﬁrst moments of the traction vanish on ∂D; it is a direct consequence of the principle of virtual work. We refer to
[6–9,30,36,37] and the references therein for detailed physical background.
We now take Ω = {ω ∈ C(R; H),ω(0) = 0} and endowed it with the compact open topology (see Appendices A.2 and
A.3 in [1]). P is the corresponding product measure of two Wiener measure on the negative and the positive time parts
of Ω , and F0 is the Borel σ -algebra on Ω . Let
θtω(s) = ω(s + t) − ω(t), t, s ∈ R. (3.12)
Then (Ω,F0,P, (θt)t∈R) is a MDS. Let F be the P-completion of F0 and set
Ft =
∨
st
F ts , t ∈ R,
with F ts = σ {w(τ2) − w(τ1): s  τ1  τ2  t} ∪ N , where σ {w(τ2) − w(τ1): s  τ1  τ2  t} is the smallest σ -algebra
generated by the random variable w(τ2) − w(τ1) for all τ1, τ2, such that s  τ1, τ2  t , and N is the null set of F . Since
θ−1τ F ts = F t+τs+τ , (Ω,F0,P, (θt)t∈R, (F ts )st) is a ﬁltered dynamical system (see [1] for details).
Using the notations and operators introduced above, we can put problem (3.8)–(3.11) into the following abstract form:
du = [−2μ1Au − B(u,u) − N(u) + g]dt + m∑
j=1
φ j dω j(t), (3.13)
u|t=0 = u0. (3.14)
To prove the unique existence of solutions for problem (3.13)–(3.14), we make the following assumption.
(A) Let μ0,μ1,  > 0, α ∈ (0,1), g ∈ H , φk ∈ D(A) (1 km), and there exists a positive number δ such that∣∣〈B(u, φk),u〉∣∣ δ‖u‖2 for all u ∈ V , k = 1,2, . . . ,m. (3.15)
Remark 3.1. Since 〈B(u, φk),u〉 =∑2i, j=1 ∫D ui ∂(φk) j∂xi u j dx. We ﬁnd that assumption (3.15) is satisﬁed provided that the func-
tions φk (1 km) are Lipschitz continuous in D.
We next introduce an auxiliary Ornstein–Uhlenbeck process, which enables us to change the stochastic equation (3.13)
to an evolution equation depending on a random parameter.
Let η > 0 be a constant that will be imposed certain condition. For each k = 1,2, . . . ,m, let zk be the stationary solution
of the one-dimensional Itô equation
dzk = −ηzk dt + dωk(t),
the solution of which is called an Ornstein–Uhlenbeck process. We have
zk(t) =
t∫
−∞
e−η(t−s) dωk(s).
Setting z(t) =∑mk=1 φkzk(t), we obtain
dz = −ηzdt + dω(t), where ω(t) =
m∑
k=1
φkωk(t).
Note that the trajectories of zk (k = 1,2, . . . ,m) are P-a.s. continuous, and φk ∈ D(A), we obtain
sup
{∥∥z(t)∥∥2 + ∥∥z(t)∥∥2V + ∥∥Az(t)∥∥2}< ∞. (3.16)−1t0
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4δmE
∥∥z1(0)∥∥ c1μ1
4
. (3.17)
By (3.17) and the Ergodic Theorem, we have P-a.s.
lim
t0→−∞
1
−1− t0
−1∫
t0
4δ
m∑
k=1
∥∥zk(s)∥∥ds = 4δmE∥∥z1(0)∥∥ c1μ14 . (3.18)
Write φ(t) = − c1μ12 + 4δ
∑m
k=1 ‖zk(t)‖. Then we have P-a.s.
lim
t0→−∞
1
−1− t0
−1∫
t0
φ(s)ds−c1μ1
4
, (3.19)
from which and the stationarity of zk , we can get
lim
t0→−∞
exp
( −1∫
t0
φ(s)ds
)
= 0, (3.20)
sup
t0<−1
exp
( −1∫
t0
φ(s)ds
)∥∥z(t0)∥∥2 < ∞, (3.21)
−1∫
−∞
exp
( −1∫
t0
φ(s)ds
)(
1+ (zk(τ ))2 + (zk(τ ))2∥∥zk(τ )∥∥)dτ < ∞, (3.22)
for P-a.s. for all k = 1,2, . . . ,m.
We now make the change v(t) = u(t) − z(t). Then v(t) satisﬁes the following equation which depends on a random
parameter
dv
dt
+ 2μ1Av + B(u,u) + N(u) + ηz + 2μ1Az = g. (3.23)
Theorem 3.1. Let assumption (A) hold. Then for P-a.s. ω ∈ Ω , there hold
(1) For all t0 ∈ R and all v0 ∈ H, there exists a unique solution v ∈ C([t0,+∞); H) ∩ L2loc(t0,+∞; V ) of Eq. (3.23) with initial
value v0 .
(2) If v0 ∈ V , then the solution belongs to C([t0,+∞); V ) ∩ L2loc(t0,+∞; D(A)).
(3) For every ε > 0, v(t) ∈ C([t0 + ε,+∞); V ) ∩ L2loc(t0 + ε,+∞; D(A)).
(4) Denoting the solution by v(t,ω; t0, v0), then the map v0 → v(t,ω; t0, v0) is continuous for all t  t0 .
Proof. The proof proceeds by a priori estimates on Galerkin approximations. By the same proof as that of Theorem 2.1,
Chapter III of Temam [41], one can see that for P-a.e. ω ∈ Ω the above theorem holds. The detailed proof is omitted
here. 
By Theorem 3.1, we see that there is a continuous mapping from H into itself: v0 → v(t,ω; t0, v0), where v(t,ω; t0, v0)
is the solution of Eq. (3.23) with initial value v(t0) = v0. We can now deﬁne an RDS ψ(t,ω) in H by setting
ψ(t,ω)u0 = v
(
t,ω;0,u0 − z(0,ω)
)+ z(t,ω), t  0. (3.24)
This will be called the stochastic ﬂow associated with Eqs. (3.13)–(3.14).
4. Existence of compact random attractor
In this section, we will compute some estimates in spaces H and V . Then we use these estimates and the compactness
of the embedding V ↪→ H to obtain the existence of a compact random attractor.
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μ1 ,  and α such that for all ρ > 0 there exists t(ω)  −1 such that the following holds for P-a.s.: for all t0  t(ω) and all u0 ∈ H
with ‖u0‖ ρ , the solution v(t,ω; t0,u0 − z(t0,ω)) of Eq. (3.23) over [t0,+∞) with v0 = u0 − z(t0,ω) satisﬁes∥∥v(−1,ω; t0,u0 − z(t0,ω))∥∥2  r21(ω). (4.1)
Proof. Let ω ∈ Ω be ﬁxed and the results will hold for P-a.s. Let t0  −1 and u0 ∈ H be given. Let v be the solution of
(3.23) for t  t0 with v(t0) = u0 − z(t0,ω), which is denoted above by v(t,ω; t0,u0 − z(t0,ω)). Multiplying both sides of
(3.23) by v , we get
1
2
d
dt
‖v‖2 = −2μ1〈Av, v〉 −
〈
B(u,u), z
〉− 〈N(u),u〉+ 〈N(u), z〉+ (g, z) − (ηz, v) − 2μ1〈Az, v〉
−2μ1c1‖v‖2V +
〈
B(u, z),u
〉+ ‖g‖‖v‖ + η‖z‖‖v‖ + 2μ1c2‖z‖V ‖v‖V + 4μ0ε−α/2‖u‖V ‖z‖V , (4.2)
where we have used Lemma 3.1 and the facts that v = u − z, 〈N(u),u〉 0 and 〈N(u), z〉 4μ0−α/2‖u‖V ‖z‖V . By (A) and
the deﬁnition of z,
〈
B(u, z),u
〉= m∑
k=1
〈
B(u, φk),u
〉
zk  δ‖u‖2
m∑
k=1
‖zk‖. (4.3)
Hence, there exists a constant c > 0 depending only on c1, c2,μ0,  and α such that
1
2
d
dt
‖v‖2 + c1μ1
2
‖v‖2V 
(
−c1μ1
4
+ 2δ
m∑
k=1
‖zk‖
)
‖v‖2 + c‖g‖2 + cδ‖z‖2 + c‖z‖2V + 2η‖z‖2
m∑
k=1
‖zk‖. (4.4)
Write
p(t) = c‖g‖2 + cη‖z‖2 + c‖z‖2V + 2δ‖z‖2
m∑
k=1
‖zk‖2.
We have ddt ‖v(t)‖2  φ(t)‖v(t)‖2 + 2p(t), which implies for all t0  τ  t that
∥∥v(t)∥∥2  exp
( t∫
τ
φ(s)ds
)∥∥v(τ )∥∥2 +
t∫
t0
exp
( t∫
σ
φ(s)ds
)
2p(σ )dσ . (4.5)
For t = −1 and τ = t0, we get
∥∥v(−1)∥∥2  exp
( −1∫
t0
φ(s)ds
)∥∥v(t0)∥∥2 +
−1∫
t0
exp
( t∫
σ
φ(s)ds
)
2p(σ )dσ
 2exp
( −1∫
t0
φ(s)ds
)
‖u0‖2 + 2exp
( −1∫
t0
φ(s)ds
)∥∥z(t0)∥∥2 +
−1∫
−∞
exp
( −1∫
σ
φ(s)ds
)
2p(σ )dσ . (4.6)
We now put
r21(ω) = 2+ 2 sup
t0−1
exp
( −1∫
t0
φ(s)ds
)∥∥z(t0)∥∥2 +
−1∫
−∞
exp
( −1∫
σ
φ(s)ds
)
2p(σ )dσ ,
which is ﬁnite for P-a.s. due to (3.21)–(3.22). For given ρ > 0, we can choose t(ω) such that
exp
( −1∫
t0
φ(s)ds
)
ρ2  1 for all t0  t(ω).
Then by (4.6), we get the desired result. 
In the sequel, we use c > 0 to denote the generic constant which may depend on c1, c2,μ0,  , α, δ, η, m, ‖g‖ and the
spatial domain D, but not on u, v and z. We allow c to take different values in different places.
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μ0 , μ1 ,  and α such that for all ρ > 0 there exists t(ω)−1 such that the following holds for P-a.s.: for all t0  t(ω) and all u0 ∈ H
with ‖u0‖ ρ , the solution v(t,ω; t0,u0 − z(t0,ω)) of Eq. (3.23) over [t0,+∞) with v0 = u0 − z(t0,ω) satisﬁes∥∥v(t,ω; t0,u0 − z(t0,ω))∥∥2  r22(ω) for all t ∈ [−1,0], (4.7)
0∫
−1
∥∥v(s,ω; t0,u0 − z(t0,ω))∥∥2V ds r23(ω). (4.8)
Proof. Taking t ∈ [−1,0] and t0 = τ = −1 in (4.5), we have
∥∥v(t)∥∥2  exp
( t∫
−1
φ(s)ds
)∥∥v(−1)∥∥2 +
t∫
−1
exp
( t∫
σ
φ(s)ds
)
2p(σ )dσ . (4.9)
Integrating (4.4) over [−1,0], we get
c1μ1
0∫
−1
∥∥v(t)∥∥2V ds ∥∥v(−1)∥∥2 +
( 0∫
−1
φ(s)ds
)(
sup
−1t0
∥∥v(t)∥∥2)+
0∫
−1
2p(σ )dσ . (4.10)
Now put
r22(ω) = exp
( t∫
−1
φ(s)ds
)
r21(ω) +
t∫
−1
exp
( t∫
σ
φ(s)ds
)
2p(σ )dσ ,
r23(ω) =
1
c1μ1
[
r21(ω)
(
1+
0∫
−1
φ(s)ds
)
+
0∫
−1
2p(σ )dσ
]
,
where r1(ω) as in Lemma 4.1. Then given ρ > 0, it is suﬃcient to choose t(ω) as in the proof of that Lemma 4.1. The proof
is complete. 
Lemma 4.3. Let assumption (A) hold. Then there exists a random radius r4(ω) > 0 which depends only on φ1, φ2, . . . , φm, g, μ0 , μ1 ,
 and α such that for all ρ > 0 there exists t(ω)−1 such that the following holds for P-a.s.: for all t0  t(ω) and all u0 ∈ H with
‖u0‖  ρ , let v(t,ω; t0,u0 − z(t0,ω)) be the solution of Eq. (3.23) over [t0,+∞) with v0 = u0 − z(t0,ω) and u(t,ω; t0,u0) =
z(t,ω) + v(t,ω; t0,u0 − z(t0,ω), then we have∥∥u(0,ω; t0,u0)∥∥2V  r24(ω). (4.11)
Proof. Let ω ∈ Ω be ﬁxed and the results will hold for P-a.s. Multiplying both sides of (3.23) by Av , we get
d
dt
a(v, v) = −2μ1‖Av‖2 −
〈
B(u,u), Av
〉− 〈N(u), Av〉+ (g, Az) − (ηz, Av) − 2μ1〈Az, Av〉. (4.12)
Now by Hölder inequality and Gagliardo–Nirenberg inequality we have
−〈B(u,u), Av〉 ∥∥B(u,u)∥∥‖Av‖ ‖u‖(L4(D))2‖∇u‖(L4(D))2‖Au‖
 c‖u‖1/2‖u‖H1(D)‖u‖1/2V ‖Av‖
 c‖u‖1/2‖u‖V ‖Au‖
1/2
√
c1
‖Av‖
 μ1
4
‖Av‖2 + c‖u‖‖u‖2V ‖Au‖. (4.13)
Similar to the derivation to (3.11) of [45, p. 404], we can get
−〈N(u), Av〉 μ1
4
‖Av‖2 + c‖u‖2V . (4.14)
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(g, Az) ‖g‖
2
2
+ ‖Az‖
2
2
, (4.15)
−(ηz, Av) μ1
4
‖Av‖2 + c‖z‖2, (4.16)
−2μ1〈Az, Av〉 μ1
8
‖Av‖2 + c‖Az‖2. (4.17)
Combining (4.12)–(4.17), we obtain
d
dt
a(v, v)−μ1
8
‖Av‖2 + c‖u‖‖u‖2V ‖Av‖ + c‖u‖‖u‖2V ‖Az‖ + c‖u‖2V + q(t)
−μ1
8
‖Av‖2 + c‖u‖‖u‖2V ‖u‖2V +
μ1
16
‖Av‖2 + c(‖u‖‖u‖2V )(‖Az‖ + 1)+ q(t)
−μ1
16
‖Av‖2 + c‖u‖‖u‖2V
(
2‖v‖2V + 2‖z‖2V
)+ c(‖u‖‖u‖2V )(‖Az‖ + 1)+ q(t)
 c‖u‖‖u‖2V
a(v, v)
c1
+ c‖u‖‖u‖2V ‖z‖2V + c
(‖u‖‖u‖2V )(‖Az‖ + 1)+ q(t), (4.18)
where q(t) = c(‖g‖2 + ‖Az‖2 + ‖z‖2). By the Gronwall Lemma, we get for s ∈ [−1,0] that
a
(
v(0), v(0)
)

( 0∫
s
{
c‖u‖2‖u‖2V ‖z‖2V + c‖u‖‖u‖2V
(‖Az‖ + 1)+ q}dσ + a(v(s), v(s))
)
×
( 0∫
s
c
∥∥u(s)∥∥2∥∥u(s)∥∥2V ds
)

( 0∫
−1
{
c‖u‖2‖u‖2V ‖z‖2V + c‖u‖‖u‖2V
(‖Az‖ + 1)+ q}dσ + a(v(s), v(s))
)
×
( 0∫
−1
c
∥∥u(s)∥∥2∥∥u(s)∥∥2V ds
)
. (4.19)
Integrating with respect to s over [0,1], we get
a
(
v(0), v(0)
)

( 0∫
−1
c
{‖u‖2‖u‖2V ‖z‖2V + ‖u‖‖u‖2V (‖Az‖ + 1)+ q}dσ +
0∫
−1
a
(
v(s), v(s)
)
ds
)
× exp
( 0∫
−1
c
∥∥u(s)∥∥∥∥u(s)∥∥2V ds
)
. (4.20)
We now put
r4(ω) = r2(ω) + sup
−1t0
∥∥z(t)∥∥2, r5(ω) = r3(ω) +
0∫
−1
∥∥z(s)∥∥2V ds,
r6(ω) =
(
r2(ω)
)1/2 + sup
−1t0
∥∥z(t)∥∥.
For given ρ > 0, we can choose t(ω) as that in Lemma 4.1. Then
0∫
−1
c
∥∥u(s)∥∥2∥∥u(s)∥∥2V ds 4cr4(ω)r5(ω),
0∫
c
∥∥u(s)∥∥∥∥u(s)∥∥2V ds 2cr6(ω)r5(ω).−1
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∥∥u(0)∥∥2V  2∥∥z(0)∥∥2V + 2∥∥v(0)∥∥2V  2∥∥z(0)∥∥2V + 2c1
(
r3(ω) + cr4(ω)r5(ω) sup
−1t0
∥∥z(t)∥∥2V
+ cr6(ω)r5(ω) sup
−1t0
(∥∥Az(t)∥∥+ 1)+
0∫
−1
q(s)ds
)
exp
(
cr4(ω)r5(ω)
)
,
which gives an expression for r7(ω). The proof is complete. 
We now can state the main result of the paper, which reads
Theorem 4.1. Let assumption (A) hold. Then the RDS ψ(t,ω) deﬁned by (3.24) has a compact random attractor A(ω) satisfying
properties (I)–(III) of Deﬁnition 2.5with state space H. Furthermore, the Markov semigroup induced by the stochastic ﬂow in H has an
invariant measure μ and the associated ﬂow-invariant Markov measureμ on H ×Ω has the property that its disintegrationω → μω
is supported by the attractor.
Proof. Lemma 4.3 shows that there exists a bounded random ball in V which absorbs any bonded nonrandom subset of H .
Since V is compactly embedded into H , we have established the existence of a compact random absorbing set in H . By
Proposition 2.1, we obtain the existence of the compact random attractor. The rest proof is similar to that of Theorem 5.6
in [15]. 
5. Two remarks
We will end this paper with two remarks.
Remark 5.1. As mentioned in Remark 2.1, there are three cases for the domain of attraction used very often in the inves-
tigation of random attractors. Bates et al. [4,5], Caraballo and Lu [12] and Zhao and Zhou [47], for example, discussed the
random attractors which attract tempered random bounded sets for different stochastic systems. We want to point out that
one can also prove the existence of random attractor which attracts tempered random bounded sets of H under suitable
conditions for the addressed Ladyzhenskaya model, even for the case that the spatial domain is unbounded. We will discuss
this problem in a forthcoming paper.
Remark 5.2. The problem on the Hausdorff dimension of random attractor is considerable diﬃcult because the attractor
is a random set which is not uniformly bounded. There are some appreciative efforts on this aspect, see e.g. Crauel and
Flandoli [14,18], Debussche [21,22] and Schmalfuss [40]. It is worth pointing out that Debussche in [21] proved that the
random attractor has ﬁnite Hausdorff dimension under assumptions that are satisﬁed by many stochastic dynamical systems
originated from dissipative evolution equations, and in [22] he established that the method using linearization and Lyapunov
exponents can be extended to the stochastic case and the obtained results can be applied to stochastic reaction-diffusion
equation with additive noise, two-dimensional stochastic Navier–Stokes equations, etc.
Unfortunately, the above method seems diﬃcult to be applicable for the addressed Ladyzhenskaya model because the
nonlinear term ∇ · [2μ0( + |e|2)−α/2] is very complicated. In fact, the problem on the Hausdorff dimension of the attractor
for this Ladyzhenskaya model is extraordinarily diﬃcult, even in the deterministic case. It is a further challenge to study the
dimension and shape of the random attractor for this model.
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