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organizing map load feature database of a plurality of differ-
ent electric load types and a plurality of neurons, each of the 
load types corresponding to a numberof the neurons; employ-
ing a weight vector for each of the neurons; sensing a voltage 
signal and a current signal for each of the loads; determining 
a load feature vector including at least four different load 
features from the sensed voltage signal and the sensed current 
signal for a corresponding one of the loads; and identifying by 
a processor one of the load types by relating the load feature 
vector to the neurons of the database by identifying the weight 
vector of one of the neurons corresponding to the one of the 
load types that is a minimal distance to the load feature vector. 
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SYSTEM AND METHOD EMPLOYING A 
SELF-ORGANIZING MAP LOAD FEATURE 
DATABASE TO IDENTIFY ELECTRIC LOAD 
TYPES OF DIFFERENT ELECTRIC LOADS 
This invention was made with Government support under 
DE-EE0003911 awarded by the Department of Energy 
National Energy Technology Laboratory. The Government 
has certain rights in this invention. 
CROSS-REFERENCE TO RELATED 
APPLICATIONS 
This application is related to commonly assigned, copend-
ing U.S. patent application Ser. No. 13/304, 783, filed Nov. 28, 
2011, entitled "System And Method Employing A Hierarchi-
cal Load Feature Database To Identify Electric Load Types Of 
Different Electric Loads"; and 
U.S. patent application Ser. No. 13/304,834, filed Nov. 28, 
2011, entitled "System And Method Employing A Minimum 
Distance And A Load Feature Database To Identify Electric 
Load Types Of Different Electric Loads". 
BACKGROUND 
1. Field 
The disclosed concept pertains generally to electric loads 
and, more particularly, to methods of identifying electric load 
types of electric loads. The disclosed concept also pertains to 
systems for identifying electric load types of electric loads. 
2. Background Information 
Electricity usage costs have become an increasing fraction 
of the total cost of ownership for commercial buildings. At the 
same time, miscellaneous electric loads (MELs) account for 
about 36% of electricity consumption of commercial build-
ings. Effective management of MELs could potentially 
improve energy savings of buildings up to about 10%. How-
ever, power consumption monitoring and energy manage-
ment of MELs inside commercial buildings is often over-
looked. In order to provide the MELs' energy consumption 
conditions by load type to a building automation system 
(BAS), and, consequently, to manage the MELs and reduce 
energy consumption inside commercial buildings, there is a 
need to identify the MELs. 
10 
2 
taxonomy based on V-I trajectory is compared to the taxono-
mies based on traditional power metrics and eigenvectors in 
prior studies. 
In this taxonomy approach, only one set ofload features is 
utilized, and the hierarchical structure of appliances, a den-
drogram, is based on the selection of a distance value/thresh-
old between the groups in each level, or the height of a cluster 
tree. In this approach, the selection of the distance/height will 
affect how the hierarchical tree is built. 
It is known to capture the unique characteristics (e.g., with-
out limitation, voltage; current; power of plugged loads at a 
power outlet or receptacle) ofMELs. 
The power usage monitoring ofMELs by types in residen-
tial/commercial buildings provides an opportunity to effec-
15 tively manage MELs and potentially improve energy savings 
of buildings. This needs an accurate and un-ambiguous iden-
tification ofMELs that are plugged into power outlets. 
To successfully identify MELs, the biggest challenge is to 
distinguish the loads with the most similarity, for example 
20 and without limitation, a DVD, a set-top box, and a PC moni-
tor (e.g., without limitation, those using a standardized DC 
power supply, and current harmonic reduction techniques). It 
is believed that this difficulty has not been explicitly 
25 
addressed and solved by known techniques. 
Known proposals for detecting single-phase electric loads 
are based on voltage, current and/or power measurements, 
including, relative position in an active-reactive power plane 
(P-Q plane); variation in active and reactive power at different 
operating conditions; harmonic power contents and harmonic 
30 currents; steady-state two-dimensional voltage-current (V-I) 
trajectories; instantaneous power; instantaneous admittance; 
and power factor. However, it is believed that these proposals 
suffer from several serious disadvantages in their accuracy, 
robustness and applicability, including: (1) MELs with dif-
35 ferent voltage and current characteristics may be grouped 
together by the identifier if they consume approximately the 
same amount of active and reactive power; (2) MELs of same 
type may be grouped separately by the identifier if they have 
different power ratings; (3) steady-state operation is usually 
40 required for load detection, while many buildings' loads are 
dynamic in nature; and (4) MELs with similar current fea-
tures cannot be distinguished, such as DVD players and set-
top boxes, MELs with the same type of DC power supply, or 
other standardized power electronics interface circuits. These 
45 disadvantages together with the lack of an intelligent power 
outlet/strip capable of acquiring signals and processing algo-
rithms have impeded the applications of these methods. Lam, H. Y. et al., "A novel method to construct taxonomy of 
electrical appliances based on load signatures," IEEE Trans-
actions on Consumer Electronics, vol. 53, no. 2, 2007, p. 
653-60, discloses that a load signature is an electrical expres-
sion that a load device or appliance distinctly possesses. Load 
signatures can be applied to produce many useful services and 
products, such as, determining the energy usage of individual 
appliances, monitoring the health of critical equipment, 
monitoring power quality, and developing facility manage- 55 
ment tools. Load signatures of typical yet extensive loads are 
needed to be collected before applying them to different 
services and products. As there are an enormous number of 
electrical appliances, it is beneficial to classify the appliances 
for building a well-organized load signature database. A 60 
method to classify the loads employs a two-dimensional form 
ofload signatures, voltage-current (V-I) trajectory, for char-
acterizing typical household appliances. A hierarchical clus-
tering method uses a hierarchical decision tree or dendrogram 
A self-organizing map (SOM) (also known as a self-orga-
nizing feature map (SOFM)) is a type of unsupervised artifi-
50 cial neural network that is trained using competitive learning 
to produce a relatively low-dimensional (typically two-di-
mensional), discretized representation of the input space of 
training samples, called a map. Self-organizing maps are 
different from other artificial neural networks in the sense that 
they use a neighborhood function to preserve the topological 
properties of the input space. This makes SO Ms useful for 
visualizing relatively low-dimensional views of relatively 
high-dimensional data, akin to multidimensional scaling. 
A self-organizing map consists of components called neu-
rons (also known as nodes). Associated with each node is a 
weight vector of the same dimension as the input data vectors 
and a position in the map space. The usual arrangement of 
nodes is a regular spacing in a hexagonal or rectangular grid. 
The SOM describes a mapping from a relatively higher 
dimensional data (or input) space to a relatively lower dimen-
sional map space. The procedure for placing a vector from the 
to show how objects are related to each other. Groups of the 65 
objects can be determined from the dendrogram, to classify 
appliances and construct the taxonomy of the appliances. The data space onto the map is to first find the node with the closest 
US 8,756,181 B2 
3 
weight vector to the vector taken from the data space. Once 
the closest node is located it is assigned the values from the 
vector taken from the data space, and this node is also called 
a "winner-neuron". All the neurons within the winner's 
radius, defined by the neighborhood function, will update 
their weights as well. This method of training is called a 
"winner-takes-all" strategy. 
4 
feature database by identifying the weight vector of one of the 
neurons corresponding to the one of the different electric load 
types that is a minimal distance to the load feature vector. 
As another aspect of the disclosed concept, a system com-
prises: a self-organizing map load feature database of a plu-
rality of different electric load types and a plurality of neu-
rons, each of the different electric load types corresponding to 
a number of the neurons, each of the neurons having a corre-
sponding weight vector; a plurality of sensors structured to 
A unified distance matrix (U-Matrix) is a common way to 
represent the information of the trained SOM. AU-Matrix 
value of a particular node is the average distance between the 
node and its closest neighbors. The number of the closest 
neighbor depends on its neighborhood topology. In a square 
grid for instance, the closest four or eight nodes (the Von 
Neumann neighborhood and Moore neighborhood, respec-
tively) might be considered, or six nodes in a hexagonal grid. 
The distance between the adjacent neurons (or nodes) is pre-
sented with different colorings or gray scales. A dark coloring 
between the neurons corresponds to a relatively large distance 
and, thus, a gap between the vectors in the input data space. A 
light coloring between the neurons signifies that the vectors 
are relatively close to each other in the input data space. Light 
areas can be thought of as clusters and dark areas as cluster 
separators (or boundary regions). This way of representation 
10 sense a voltage signal and a current signal for each of the 
different electric loads; and a processor structured to: deter-
mine a load feature vector comprising at least four different 
load features from the sensed voltage signal and the sensed 
current signal for a corresponding one of the different electric 
15 loads, and identify one of the different electric load types by 
relating the load feature vector to the neurons of the self-
organizing map load feature database by identifying the 
weight vector of one of the neurons corresponding to the one 
of the different electric load types that is a minimal distance to 
20 the load feature vector. 
is very helpful to find out clusters in the input data without 
having any a priori information about the clusters (e.g., in an 25 
unsupervised manner). 
One of the biggest advantages of SOM is that it preserves 
statistical and topological information of the input data space, 
and classifies all training data into several groups by their 
inherent relationships, known as "clustering by nature". As it 30 
thereby compresses information, while preserving the most 
important topological and metric relationships, the SOM can 
also be considered to produce some degree of abstractions. 
SOM is an ideal self-clustering tool, but is not believed to 
be an effective classifier for the purpose ofload identification. 35 
There is room for improvement in methods of identifying 
electric load types of electric loads. 
There is further room for improvement in systems for 
identifying electric load types of electric loads. 
SUMMARY 
40 
BRIEF DESCRIPTION OF THE DRAWINGS 
A full understanding of the disclosed concept can be 
gained from the following description of the preferred 
embodiments when read in conjunction with the accompany-
ing drawings in which: 
FIG. 1 is a block diagram of a system to identify miscella-
neous electric loads (MELs) in accordance with embodi-
ments of the disclosed concept. 
FIG. 2 is a representation of a hierarchical load feature 
database of FIG. 1. 
FIG. 3 is a plot of a voltage-current (V-I) trajectory of a 
portable fan. 
FIG. 4 is a plot of a V-I trajectory of a printer. 
FIG. 5 is a plot of a V-I trajectory of an incandescent lamp. 
FIGS. 6A-6E are plots of measured voltage and current 
waveforms versus time for a portable fan, a shredder, a DVD 
player, a battery charger, and a set top box, respectively. 
FIG. 7 is a block diagram of a self-organizing map (SOM) 
based load classification/identification system in accordance 
with embodiments of the disclosed concept. 
FIG. SA is representation of a basic SOM structure. The advantage of SOM producing some degree of abstrac-
tions is especially beneficial to MELs identification, because 
the resultant SOM map provides a natural tolerance to the 
possible diversities of the same load type, but from different 
MEL manufacturers with different power ratings. 
FIG. SB is a representation of SOM showing how an input 
45 relatively high-dimensional space is related to an example 
output 2-D map (or 2-D lattice of neurons). 
The above needs and others are met by embodiments of the 
disclosed concept, which employ a self-organizing map load 
feature database of a plurality of different electric load types 50 
and a plurality of neurons, each of the different electric load 
types corresponding to a number of the neurons, and employ-
ing a weight vector for each of the neurons. 
In accordance with one aspect of the disclosed concept, a 
method of identifying electric load types of a plurality of 55 
different electric loads comprises: providing a self-organiz-
ing map load feature database of a plurality of different elec-
tric load types and a plurality of neurons, each of the different 
electric load types corresponding to a number of the neurons; 
employing a weight vector for each of the neurons; sensing a 60 
voltage signal and a current signal for each of the different 
electric loads; determining a load feature vector comprising 
at least four different load features from the sensed voltage 
signal and the sensed current signal for a corresponding one 
of the different electric loads; and identifying by a processor 65 
one of the different electric load types by relating the load 
feature vector to the neurons of the self-organizing map load 
FIG. 9 is a block diagram showing a hierarchical SOM 
structure for MELs identification in accordance with an 
embodiment of the disclosed concept. 
FIG. 10 is a representation of an example nine-dimension 
load feature vector including steady state and V-I trajectory 
features and a two-dimensional representation of load fea-
tures for six example load types in accordance with an 
embodiment of the disclosed concept. 
FIG. 11 is a representation of a U-matrix. 
FIG. 12 is a corresponding labeling map of all neurons for 
the U-matrix of FIG. 11. 
DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 
As employed herein, the term "number" shall mean one or 
an integer greater than one (i.e., a plurality). 
As employed herein, the term "processor" shall mean a 
programmable analog and/or digital device that can store, 
retrieve, and process data; a computer; a workstation; a per-
sonal computer; a microprocessor; a microcontroller; a 
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microcomputer; a central processing unit; a mainframe com-
puter; a mini-computer; a server; a networked processor; or 
any suitable processing device or apparatus. 
The disclosed concept is described in association with 
example loads and example load features, although the dis-
closed concept is applicable to a wide range of loads and a 
wide range of load features. 
The disclosed concept provides a method and system to 
identify electric load types, load operating modes and/or load 
health, by utilizing voltage and current signals of loads and 10 
suitable data processing and/or pattern recognition processes. 
This enables a wide range ofMELs' identification technolo-
gies and MELs energy management applications. 
Referring to FIG. 1, an example MELs identification sys- 15 
tern 2 is shown. The system 2 includes a hierarchical load 
feature database 4 comprising a plurality of layers (non-
limiting examples of which are shown in FIG. 2 as layers 
6,8,10, it being appreciated that more than three layers can be 
employed). One of the example layers 10 of FIG. 2 includes 20 
a plurality of different example electric load types 12. A 
plurality of sensors, such as the example current sensor 14 
and the example voltage sensor 16 for one load, are structured 
to sense a current signal (i(t)) 18 anda voltage signal (v(t)) 20 
for each ofa plurality of different electric loads (four different 25 
example loads 22,24,26,28 are shown in phantom line draw-
ing, it being appreciated that any number of loads can be 
employed). 
The system 2 also includes a processor 30 structured to 
determine at least four different load features 32 from the 30 
sensed voltage signal 20 and the sensed current signal 18 for 
6 
The processor 30 can include an optional power calculator 
42 used to calculate power related quantities (e.g., without 
limitation, load current RMS values; real power consump-
tion; power factor). The power calculator 42 provides con-
tinuous power monitoring for various loads of interest, and 
also facilitates load feature extraction when load identifica-
tion is needed. 
Example features for the example first layer 6 of the hier-
archical load feature database 4 of FIG. 2 include: true power 
factor (PF) (e.g., ratio of the real power flowing to a load to the 
apparent power in the power circuit; a dimensionless number 
between 0 and 1 (or a percentage, e.g., 0.5 PF=50% PF)), 
displacement power factor (e.g., in linear circuits having only 
sinusoidal currents and voltages of one frequency, the power 
factor arises only from the difference in phase between the 
current and voltage), current total harmonic distortion 
(THD), normalized admittance, and V-I trajectory graphical 
representations (e.g., without limitation, area; number of seg-
ments; polynomial coefficients) as are discussed in detail, 
below. 
Example features for example second layer 8 of the hier-
archical load feature database 4 of FIG. 2 include: appliances 
power (or nominal power), distortion power factor, current 
THD, V-I trajectory graphical representations (e.g., without 
limitation, polynomial coefficients, thinness ratio), normal-
ized third and fifth harmonics of voltage and current, and 
high-frequency components of voltage and current signals. 
a corresponding one of the different electric loads (e.g., 
example load 26, as shown), and identify (at the example 
online identification process 34) a load type 36 of the different 
electric load types 12 by relating the different load features 32 
to the hierarchical load feature database 4. 
The distortion power factor (Il ,rms/Irms) describes how 
the harmonic distortion of a load current decreases the aver-
age power transferred to the load. THDi is the total harmonic 
distortion of the load current. This assumes that the voltage 
stays undistorted (i.e., sinusoidal, without harmonics). This 
35 
simplification is often a good approximation in practice. 
As will be explained, each of a plurality of the layers 6,8,10 
I1 ,rms is the fundamental component of the current and Inns 
is the total current, both of which are root mean square values. 
of FIG. 2 includes a corresponding load feature set, and the 
corresponding load feature set of at least one of the layers 
6,8,10 (e.g., without limitation, layer 6) is different from the 
corresponding load feature set of at least another one of the 
layers 6,8,10 (e.g., without limitation, layer 8 or layer 10). 
The distortion power factor when multiplied by the dis-
40 placement power factor is the overall, true power factor or just 
power factor (PF). 
The example system 2 includes the electrical sensors 14,16 
coupled to a power circuit (e.g., to sense voltage, current and 
power of plugged loads, such as example loads 22,24,26,28, 45 
at a power outlet, intelligent receptacle, panelboard or load 
center, it being appreciated that a wide range of different 
power circuits can be employed). A load feature extractor 38 
acquires load electrical signatures in the form of a relatively 
high-dimensional feature vector, which in this example is the 50 
at least four different load features 32. The hierarchical load 
feature database 4, which is preferably scalable, is obtained 
from an offline training process 40. The online identification 
process 34 identifies the electric load type 36 by relating the 
high-dimensional feature vector to the hierarchical load fea- 55 
ture database 4. 
Any suitable processor (e.g., without limitation, a proces-
sor of a receptacle; a processor of a power strip; a processor of 
a panelboard or load center; a processor of a building or 
energy management system; a networked processor) runs the 60 
example offline training process 40 for the hierarchical load 
feature database 4. 
Any suitable processor (e.g., without limitation, a proces-
sor of a receptacle; a processor of a power strip; a processor of 
a panelboard or load center; a processor of a building or 65 
energy management system; a networked processor) runs the 
example online load classification/identification process 34. 
Example features for the example third layer 12 of the 
hierarchical load feature database 4 of FIG. 2 include: tran-
sient on/off behavior (e.g., without limitation, short-term har-
monic contents; transient energy content), event detection 
(e.g., load turn on/off behaviors; load power fluctuation), and 
long-term operating mode patterns (e.g., without limitation, 
operating current/power profile ofloads). 
Another example load feature, K-factor, is linked with 
harmonic content of current, and represents a heating effect 
due to distorted current (e.g., for a supply transformer). 
K-factor is defined by Equation 1. 
K-factoF(l/+(h*2)2 +(/3*3)2 + ... (In *n)2 )/(I/+l/+ 
I/+ ... 1n2) 
wherein: 
(Eq.1) 
I u I2 and I3 are first, second and third order current har-
monics, respectively; and 
In is the nth order current harmonic. 
As the harmonic content of total Irms approaches zero, 
K-factor approaches one. 
An example load feature, Area, refers to the area enclosed 
by a V-I trajectory. Area is proportional to the magnitude of 
the phase shift between the voltage and the current. If current 
leads voltage, then Area has a positive sign. If current lags 
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voltage, then Area becomes negative. Area is directly calcu-
lated from the coordinates of the voltage and current points, 
(x,, y,), on the V-I trajectory. The area, A, is given by Equation 
2. 
l N-1 
A= 21= (XiYi+l -Xi+lYi) 
i=O 
wherein: 
N is the integer number of samples; 
(Eq. 2) 
10 
8 
Equation 4 calculates the lengths of the two principle axes, 
A1 andA.2 . 
A1 = ~ [Cu+ Cyy +~(Cu+ Cyy)2 -4(CuCyy - c;y) l 
A2 = ~ [Cu+ Cyy - ~(Cu+ Cyy)2 -4(CuCyy - c;y) l 
Equation 5 calculates eccentricity, E. 
(Eq. 4) 
(Eq. 5) 
x, is a sample of voltage instantaneous value; and 
y, is a sample of current instantaneous value. 
15 FIG. 3 shows an example V-I trajectory 44 ofa portable fan. 
For example, for the portable fan V-I trajectory 44 of FIG. 
3, the eccentricity value, E, is calculated to be 0.28. 
Another example load feature thinness, T, is defined by 
Equation 6. Here, the calculated Area value is 2.4. 
Another example load feature eccentricity, E, is the mea-
sure of the aspect ratio of a shape, and is the ratio of the length (Eq. 6) 
of the major axis to the length of the minor axis. This feature 
20 helps to identify the shape of the waveform. Eccentricity is 
calculated from Equations 3-5. 
wherein: 
A is area of a shape; and 
P is perimeter of the shape. 
Equation 3 provides the covariance matrix, C, of the shape. Example features defined by polynomial coefficients are 
established by polynomial curve fitting, which finds the coef-
ficients of a normalized voltage of degree n that fits the 
normalized voltage to normalized current. Table 1 includes 
two examples ofV-I trajectories 46,48 (as shown in FIGS. 4 
and 5) in which their third order polynomial coefficients show 
distinct results. 
C = ~ ~ ( X; - gx )( X; - gx )T 
NU y;-gy y;-gy 
i=O 
wherein: 
N is the integer number of samples; 
x, is a sample of voltage instantaneous value; 
y, is a sample of current instantaneous value; 
T in Equation 3 is the matrix transpose operator; 
(gx, gy) is the centroid of the V-I trajectory; and 
l N-1 
Cxy = N 1= (x; - gx)(y; - gy) 
i=O 
l N-1 
Cyx = N 1= (y; -gy)(x; -gx) 
i=O 
l N-1 
Cyy = N 1= (y; -gy)2 
i=O 
Layer 1 Load 
Category 
NP: 
X: 
P: 
M: 
R: 
(Eq. 3) 25 
30 
35 
V-1 
Type ofload Trajectory 
Printer FIG.4 
Incandescent FIG. 5 
lamp 
TABLE 1 
Third Order Polynomial Coefficients 
A 
0.5575 
-0.0730 
B 
0.0921 
0.0202 
C D 
-0.1846 -0.0473 
1.0673 -0.0229 
Tables 2-4 show examples of high-dimensional features 
40 that are selected for the example first layer 6 load category, as 
well as for the example layers 8,10 load sub-category/load 
type. The load feature ranges for each load category and 
sub-category are also given in Tables 2-4. Table 2 is an 
example of the selected load category feature ranges for the 
45 first layer 6 and includes minimum and maximum values of 
the four polynomial coefficients A-D and admittance. Table 3 
is an example of the selected load category feature ranges for 
the X category ofTable 2 for layers 8,10 and includes thinness 
and admittance. Table 4 is an example of the selected load 
50 category feature ranges for the NP category of Table 2 for 
layers 8,10 and includes minimum and maximum values of 
the four polynomial coefficients A-D, admittance, and P/Q 
ratio (i.e., the ratio between real power and reactive power). 
TABLE2 
Poly Coeff.A Poly Coeff. B Poly Coeff. C Poly Coeff. D Admittance (Mho) 
Min Max Min Max Min Max Min Max Min Max 
-0.746 0.994 -0.079 0.164 -0.443 0.164 -0.085 0.016 0.000 0.023 
-0.278 0.218 -0.031 0.130 0.094 1.088 -0.037 0.051 0.002 0.123 
-0.770 0.984 -0.145 0.172 -0.430 1.656 -0.078 0.044 0.000 0.036 
-0.230 0.784 -0.046 0.143 0.113 0.940 -0.077 0.027 0.001 0.124 
-0.634 0.156 0.004 0.058 0.847 1.098 -0.036 0.021 0.002 0.126 
US 8,756,181 B2 
X-Category 
Fan 
Shredder 
9 
TABLE3 
Thinness 
Min 
-7.366E-05 
6.393E-03 
Max 
1.169E-02 
8.344E-03 
Admittance (Mho) 
Min Max 
3.520E-05 1.581E-02 
2.729E-02 3.065E-02 
TABLE4 
10 
selecting the bottom layer feature set (which may be different 
than the first and second layer feature sets), and identifying 
the load type 36 as defined in the bottom layer 12. Items (3) to 
(5) provide online identificationofthe load type 36. These can 
also provide online identification of the load operating mode 
60 (e.g., without limitation, off, standby, on) and load health. 
The above results validate that the calculated load features 
fall into the load feature ranges of the corresponding load 
PolyCoeff.A Poly Coeff. B Poly Coeff. C 
NP - Category Min Max Min Max Min Max 
DVD Player -7.78E-01 8.35E-01 -1.74E-02 2.70E-01 -3.91E-01 1.64E+OO 
Set Top Box 5.47E-01 9.71E-01 -4.43E-03 2.35E-02 -4.47E-01 -2.36E-01 
Battery Charger -3.23E-01 5.64E-01 -2.0lE-01 2.28E-01 -1.40E-01 3.60E-01 
PolyCoeff. D Admittance (Mho) P/Q Ratio 
NP - Category Min Max Min Max Min Max 
DVD Player -1.17E-01 6.63E-03 1.39E-04 7.97E-03 1.16E-01 4.32E+OO 
Set Top Box -1.21E-02 -1.43E-03 9.64E-04 4.94E-03 2.54E-01 4.38E-01 
Battery Charger -1.33E-01 6.88E-02 1.25E-04 2.86E-04 6.58E-02 1.81E-01 
TABLES 
X - Category Thinness Admittance Coeff.A Coeff. B Coeff. C Coeff. D 
Fan -7.34E-05 2.27E-03 8.07E-03 4.99E-03 9.0SE-01 -3.90E-03 
Shredder 8.94E-03 2.70E-02 -1.83E-01 2.30E-02 1.llE+OO 1.09E-02 
TABLE 6 
NP - Category Coeff.A Coeff. B Coeff. C Coeff. D Admittance P/QRatio 
DVD Player 3.38E-01 1.45E-02 -1.59E-01 -1.19E-02 1.39E-04 1.16E-01 
Set Top Box 6.76E-01 1.0lE-02 -3.14E-01 -8.76E-03 1.44E-03 2.74E-01 
Battery Charger 5.64E-01 5.93E-02 -1.40E-01 -5.37E-02 1.32E-04 8.18E-02 
FIGS. 6A-6E respectively show the measured voltage/cur-
rent waveforms 50,52,54,56 and 58 for a portable fan, a 
shredder, a DVD player, a battery charger, and a set top box. 
category and sub-category, as shown in Tables 2-4 and 5 and 
6, and the load type 36 is able to be identified through the load 
category/type classification and identification from layer 6 to 
The calculated features for these five loads are presented in 
Tables 5 and 6. 
45 layer 10. 
The examples, above, employ a common table for each of 
the two example layers 8,10, although a relatively finer granu-
larity load classification/identification can be employed. For 
example, although three example layers 6,8,10 are shown, the 
number oflayers can be four or greater. Also, the hierarchical 
layers may go deeper depending on the level of granularity 
that can be achieved. This can present the opportunity to 
achieve a scalable load ID. 
50 
For real-time load type identification, the online identifi- 55 
cation process 34 acts (e.g., without limitation, as a search 
engine) to identify the load that is being monitored by relating 
The load category/type classification and identification can 
be implemented by a wide range of machine learning and 
pattern recognition processes, such as, for example and with-
out limitation, artificial neural network processes, support 
vector machine processes, and proximity analysis processes. 
In the disclosed concept, a different set of load features is 
advantageously employed for each load category and each 
sub-category classification/identification. 
FIG. 2 and the above example features for each load cat-
egory layer represent non-limiting examples of defining load 
categories and constructing a hierarchical load feature data-
base 4 by selecting suitable features for each category. How-
60 ever, there are other example ways to define load categories, 
such as based on electric code and regulation standards. For 
instance, the IEC 61000-3-2 Standard classifies appliances 
into four classes mainly based on their power consumption 
and harmonics. 
a real-time extracted high-dimensional feature vector to the 
hierarchical load feature database 4. The basic process 
includes: (1) real-time measuring of current/voltage wave-
forms of a load being monitored; (2) extracting the high-
dimensional feature vector of the load; (3) selecting the first 
layer feature set, and identifying which load category the 
monitored load belongs to in the first layer 6; ( 4) selecting the 
second layer feature set (which may be different than the first 65 
layer feature set), and identifying which load sub-category 
the monitored load belongs to in the second layer 8; and (5) 
In FIG. 2, PFC represents Power Factor Correction, MFD 
represents Multiple Functional Device, and TXM represents 
Transformer. 
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Referring to FIG. 7, the disclosed concept provides a Self-
Organizing 
Map (SOM) based MELs classifier/identifier system 100 
that extracts a relatively high-dimensional load feature vector 
102 that is extracted to uniquely represent each reference load 
type in a feature space. SOM is an ideal unsupervised training 
method to construct an optimized load feature reference data-
base by providing a convenient 2-D or 3-D representation of 
12 
discrete grid of neurons with similar characteristics as for 
training samples from the training process. 
FIG. SA shows an example 4-by-4 neuron map 122. Each 
neuron 124 is fully connected to the input layer 126. Each 
neuron 124 could either possess unique characteristics or 
belong to a subgroup of other neurons 124. 
a relatively high-dimensional load feature database, such as 
database 4 of FIG. 2. This enables a simple and relatively fast 
online load classification/identification for real-time imple-
mentation. To reduce the crowdedness in the resultant SOM, 
a hierarchical SOM 104 is employed. 
Each neuron 124 in the SOM grid 112 (FIG. SB) is 
assigned with: (1) a topological position (i.e., an x-y coordi-
nate in the example two-dimensional output grid), which is 
10 fixed during training; (2) a parametric reference (also called 
model or codebook) vector of weights of the same dimension 
as the input training data, which is time-varying during train-
ing; and (3) a fixed neighborhood function which defines a 
SOM is an ideal self-clustering tool, but is not designed as 
a classifier. Hence, the disclosed concept preferably extends 
the basic SOM to be supervised and employs a suitable deci-
sion-making distance metric to construct an effective classi-
fier based on SOM. 
15 neighborhood (e.g., without limitation, a circle or a square in 
the example two-dimensional output grid) centered at a neu-
ron with a relatively large initial radius, but decreasing with 
time, which is a unique feature of the SO Ms 114or116 (FIG. 
7). At each time step, if a neuron is the winner, then all 
The disclosed concept includes: (1) structuring a relatively 
high-dimensional feature space 104 of MELs, in order that 
the relatively high-dimensional feature vector of each load 
(extracted from the measured current/voltage signals of each 
load) can be used to uniquely distinguish itself from other 
loads; and (2) use of an SOM based algorithm for load feature 
clustering in the SOM 104 and load classification/identifica-
tion 106 to enable an optimized load feature reference data-
base, and a relatively fast and simple real-time implementa-
tion. 
20 neurons within its radius will update their weights. This 
method of training is called a "winner-takes-all" strategy. 
An SOM, such as 114or116 (FIG. 7), can have Kneurons 
in the output grid 112 (FIG. SB), where K is a suitable positive 
integer. For neuron i, ifthe training data consists of vectors x 
25 ofl-dimensions, x=[xu x2 , x3 , ... , x1], then each neuron is 
assigned a corresponding weight vector m also of 1-dimen-
The SOM based load classification/identification system 30 
100 includes V/I waveform measurement lOS. The system 
100 also includes: (1) relatively high-dimensional load fea-
ture extraction 110; (2) an input relatively high-dimensional 
space is related to an output, for example and without limita-
tion, 2-D map (or 2-D lattice of neurons 112) (FIG. SB); (3) 35 
the hierarchical SOM 104 having a top-layer SOM 114, with 
load feature clustering by load categories, and second-layer 
SOMs 116, with load feature clustering by load type under 
each load category; and (4) the SOM classifier construction 
106, which preferably employs a suitable distance metric llS 40 
to provide (5) load identification results 120. 
Still referring to FIG. 7, relatively high-dimensional load 
feature extraction 110 proceeds as follows. Different fea-
tures/signatures ofMELs are investigated and extracted from 
the actual operational currents and voltages ofloads, includ- 45 
ing the following aspects of load characteristics: (1) steady 
state current waveform and power quality related quantities; 
(2) voltage-current (V-I) trajectory graphical representation 
under start-up and steady-state conditions; (3) transient state 
characteristics ofload current, including short-term harmonic 50 
contents, and transient power contents; and (4) load event 
detection, operating status profile, and operating modes pat-
terns. The main objective of the load feature extraction 110 is 
to select a relatively high-dimensional load feature space, in 
order that every cluster of load feature vectors can uniquely 55 
represent one type of load in the reference load database 4 
(FIG. 2). 
In the second part of the system, SOM uses a relatively 
low-dimensional grid, such as 112 (FIG. SB), of neurons 124 
(FIGS. SA and SB) to capture and represent relatively high- 60 
dimensional input data (e.g., a relatively high-dimensional 
load feature space for identification of electric loads). This 
mapping preserves topological properties in vector space. 
During a training process, all neurons compete for the right to 
respond to the input data, although only one neuron will win 65 
at a time. The training result of a basic SOM is a low-dimen-
sional (e.g., without limitation, typically, two-dimensional), 
s10ns: 
Before the training process starts, them, values are initialized. 
A suitable choice of the initial values can make the training 
process converge in a stable and relatively fast manner. 
There are two versions of the basic SOM training algo-
rithm: the original incremental training, and the batch train-
ing. The following describes the basic incremental SOM 
training algorithm, which has seven steps. First, all neurons' 
weight vectors m,, are initialized, where i=l, 2, ... , K. 
Second, an input vector of data x=[x1 , x2 , x3 , ... , x1] is 
chosen randomly from the training data and is presented to all 
of the neurons via variable scalar weights µif, which are gen-
erally different for different neurons. 
Third, every neuron is examined to calculate which one 
possesses a weight vector that is closest to the input vector in 
the sense of minimum distance. In some embodiments, the 
Euclidean distance function d is used to measure closeness, 
with k being an index of the various dimensions 1, such that: 
l 
d(m;,x)= 2.:(m;,-x,)2. 
k=l 
Fourth, the so-called "winning neuron" is the one for which 
d is a minimum. Signified by the subscript c, the winning 
neuron is the "Best Matching Unit" (BMU): 
c~arg min{llx-m,11}. 
Then, the radius of the neighborhood Ne(t) of the BMU c is 
calculated according to the neighborhood function he,(t), 
where i denotes any other neuron than the BMU. This neigh-
borhood function is selected such at he ,(t)--;.Q when t--;.oo. 
Usually he ,(t) is chosen as a function of the distance between 
re and r,, ~here between re and r, are the location vectors of 
neurons c and i, respectively. For example, the neighborhood 
function can be written in the Gaussian form: 
US 8,756,181 B2 
13 
( llr, - r;ll
2
) h,,;(t)=a:(t)·exp-~, 
14 
appliances 14S; (4) non-linear loads 150 with direct AC con-
nections; and (5) unknown 152 (others). The second layer 116 
includes four example sub-SOMs 154,156,15S,160, each of 
which represents the load type reference database of one load 
wherein: 
a(t) is another scalar-valued "learning rate factor" that is 
monotonically decreasing with time; and 
5 category 144,146,14S,150. Each sub-SOM 154,156,15S,160 
contains the load feature reference database for all load types 
that belong to one load category. 
There are several advantages of this proposed structure. 
The structure helps to reduce the crowdedness of the resultant a(t) defines the width of the kernel which corresponds to 
the radius of the neighborhood Nc(t); this is usually set to a 
relatively high value early in the training process to produce 
a rough training phase. 
10 SOMs. It enables the load identification to be expanded and 
scaled-up as the number ofload types increases. Last, but not 
least, it facilitates the subtle feature extract/selection for loads 
especially with the most similarities. Sixth, any neuron that has a Euclidean distance to the BMU 
less than the neighborhood radius is considered to be inside of 
the BMU's neighborhood and its weight vector is adjusted to 15 
make it resemble the input vector more closely. The closer a 
neuron is to the BMU, the more the neuron's weight vector 
gets altered during the training process: 
FIG. 7 shows the SOM classifier 106. SOM is an ideal 
self-clustering tool, but is not believed to be an effective 
classifier. A known distance metric, called a unified distance 
matrix (U-matrix), can be used to setup the boundaries among 
all the clusters 12S,130,132,134,136,13S in the map 142. 
There are several disadvantages associated with this metric. 
m;(t+ 1 )~m;(t)+hc,;(t)[x(t)-m;(t)], 
wherein: 
t=O, 1, 2, ... is an integer denoting the discrete time index. 
Seventh and finally, the second step, above, is repeated for 
N iterations, where N is the total number of input training 
vectors of data x presented to the SOM 104 (FIG. 7). N may 
exceed the number of data vectors in the database 4 of FIG. 2, 
in which case the training vector is each time selected ran-
domly from the data vector base. Past experience shows that 
for good performance N should be at least about 500 times the 
number of neurons 124 (FIGS. SA and SB). 
20 As the value of each entry of U-matrix is defined to be the 
average distance/difference from itself to adjacent entries, the 
boundaries tend to be ambiguous (e.g., not crisp). At the same 
time, this does not provide an identification confidence level 
criteria, which is discussed below in connection with Equa-
25 tion 10. 
Another advantage of SOM is that the boundaries among 
the clusters 12S,130,132,134,136,13S in the map 142 define 
the un-identified (unknown) loads automatically. The U-ma-
trix is a known conventional way to represent information 
30 about an SOM. The U-matrix illustrates the weight vectors in 
the SOM by showing the distances between adjacent pairs of 
neurons. For each neuron, the distance between itself and its 
adjacent neurons (the number of which depends on its neigh-
One of the main advantages of SOM is that SOM is able to 
cluster load features by nature. In other words, by applying a 
neighborhood function scheme, SOM is not only able to 
distinguish the difference between clusters of load features, 
but also to organize the similarity among the features by 35 
preserving the topological properties of the input space. This 
means that data points that are relatively close or share rela-
tively many common features in the input space are mapped 
to neurons that are positioned close to one another to form a 
so-called cluster. Examples ofload clusters 12S,130,132,134, 40 
136,13S are shown in FIG. 10. The SOM 104, therefore, 
converts complex, nonlinear statistical relationships between 
relatively high-dimensional data items into relatively simple 
geometric relationships on, for example and without limita-
tion, a two-dimensional grid. As it thereby compresses infor- 45 
mation, while preserving the most important topological and 
metric relationships, the SOM 104 can also be considered to 
produce some degree of abstractions. This advantage is espe-
cially beneficial to MELs identification, because the resultant 
map provides a natural tolerance to the possible diversities of 50 
same load type, but from different MEL manufacturers with 
different power ratings. 
Referring to FIG. 9, after the relatively high-dimensional 
load feature space is selected, SOM is used to map the rela-
tively high-dimensional load feature data or vector 102 to a 55 
relatively low-dimensional (e.g., without limitation, 2-D or 
3-D) space by implementing a competitive and unsupervised 
training process to cluster and organize all the load features in 
a resultant, say 2-D, map. How the input relatively high-
dimensional space 140 is related to the output 2-D map (or 60 
2-D lattice of neurons) 142 is shown in FIG. 10. 
As the number of reference load types increases, the result 
map gets crowded. As a result, a hierarchical SOM 104 of 
FIG. 7 is employed. FIG. 9 shows one example of a suitable 
SOM structure, where the first layer SOM 114 can include the 65 
following example load categories: (1) resistive appliances 
144; (2) motor driven appliances 146; (3) electronically fed 
borhood topology) is calculated and presented with different 
colorings (not shown) or a gray scale image (not shown). An 
example U-matrix 162 is shown in FIG. 11, and its corre-
sponding labeling map 164 of all neurons 165 is shown in 
FIG. 12, in which the boundaries are manually marked out by 
curves 166,16S,170,172. In FIG. 11, the example U-matrix 
162 visualizes distances between neighboring neurons, and 
helps to see the cluster structure. The relatively darker regions 
(representing relatively high values) (not shown) indicate a 
cluster boundary. FIG. 12 shows the example labeling map 
164 with labels. 
As a non-limiting example, various load feature vectors of 
nine example loads are presented to an example 50-by-50 
SOM for clustering. The loads are labeled as follows: (1) 2 set 
top boxes (STB) and 1 DVD player (labeled by "1" in FIG. 
12); (2) 1 space heater (labeled by "2" in FIG. 12); (3) 1 
plasma TV (labeled by "3" in FIG. 12); and (4) 1 LCD TV, 1 
LED TV, 1 LCD monitor, and 1 desktop computer (labeled by 
"4" in FIG. 12). 
FIGS. 11 and 12 show that the boundaries of clusters from 
the U-matrix 162 and the boundaries 166,16S,170,172 from 
the labeling map 164 are matched. Relatively lighter regions 
(not shown) depict the relatively closely spaced neurons and 
relatively darker regions (not shown) indicate the relatively 
more distant neurons. Thus, groups of relatively light regions 
(not shown) can be roughly considered as being a cluster. The 
relatively dark regions (not shown), on the other hand, repre-
sent the boundary regions that are not identified with a cluster 
and correspond to gaps in the data. 
The testing input data can be easily classified by looking at 
the best-match neuron (e.g., via an example Euclidean dis-
tance, or an example Mahalanobis distance metric as is dis-
cussed below in connection with Equation 7) from the result-
ant SOM of this data. If the point's best-match lies inside a 
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The training process of the supervised SOM (SSOM) is the 
same in nature as the training process of the unsupervised 
SOM; that is, to cluster the input feature patterns by their 
nature and then to classify them. However, because of pos-
sible diversities of same load type, but from different manu-
facturers with different power ratings, the input data from 
different classes may overlap with each other. In another 
words, a certain data vector in one class could have similar 
values as another data vector in another class, which could 
cluster-region (i.e., a relatively light region) (not shown) on 
the U-Matrix 162, then the input data is classified to that 
cluster. If the best-match lies in a relatively dark region (not 
shown) in the U-matrix 162, then no classification of this 
point can be assigned. This is in particular the case if the 
dataset possesses new features (i.e., aspects that were not 
included in the data learned so far). With this approach, for 
example, outliers, erroneous or unknown data are easily 
detected. 
10 introduce an identification error. To fully utilize all the infor-
mation (e.g., without limitation, average feature values and 
their variances) contained in the training data, the first step is 
to extract the statistical information. That is, as all the load 
feature vectors are labeled, the mean vector and the covari-
The disclosed concept provides a decision-making tech-
nique of a distance metric of the average distance among the 
neurons. The disclosed concept preferably provides a suitable 
improved decision metric by taking advantage of statistical 
information of the data space. The basic SOM is trained by 
unsupervised learning as was discussed above. That is, the 
training data vectors are not labeled and no class identity 
information is attached or employed during the learning pro-
cess. Such unsupervised SOMs are not intended for pattern 
recognition, but rather clustering, visualization and abstrac- 20 
tion. In order to apply the SOM 104 to a statistical pattern 
recognition problem, the unsupervised SOM needs to be 
modified to be a so-called supervised SOM. 
15 ance matrix of the load feature vectors of each class can be 
To make the SOM 104 (FIG. 7) supervised, it is assumed 
that there are M known classes ofload types, w 1 , w 2 , ... , w2 , 25 
and that each input load feature vector is pre-assigned to one 
of the classes. Each input load feature vector x remains 
unchanged in its values, but is labeled by a string containing 
its pre-given class identity. The input load feature vector x is 
augmented to be xa =[ xr, xq r] r where xq is the numerical class 30 
identity vector, and T is the matrix transpose operator. For 
instance, xq can be a unit vector with its components assigned 
to one of the known M classes. The augmented xa is used in 
training but only x is considered in classification. In other 
words, the load feature vector for training is extended to a 35 
greater dimension. When the training is finished, neurons that 
have become the BMU to one or more input vectors are 
classified into one of the classes by a voting mechanism. The 
voting mechanism means that if a neuron becomes the BMU 
to multiple input classes (each for probably multiple times), 40 
then it is classified into the class for which it has been the 
BMU for the greatest number of times. Neurons that have 
never been a BMU to any input vector are marked as "unclas-
sified". 
Formally, the supervised SOM includes: (1) M known 45 
classes of interested subjects, w 1 , w2 , ... , wM, with class 
identity labels z1 , z2 , ... , zM, respectively; (2) Kneurons, n1 , 
computed. 
For class w,, let y, and~, denote the mean and covariance, 
respectively, of all vectors within this class. Then, the diver-
sity information is contained in the M mean vectors and the M 
covariance matrices, which can be used in the initialization of 
the SOM 104. In the third step of the basic incremental SOM 
training algorithm, above, the Euclidean distance function is 
replaced with the known Mahalonobis distance function, 
which is a statistical distance measure. See Mahalanobis, P. 
C., "On the generalised distance in statistics," Proceedings of 
the National Institute of Sciences of India, vol. 2, 1936, pp. 
49-55. This is a useful way of determining similarity of an 
unknown sample set to a known set. The Mahalonobis dis-
tance dM between two vectors x and y is given by Equation 7: 
d~x,y)2~(x-y)TL- 1 (x-y) (Eq. 7) 
Equation 7 defines the Mahalanobis distance dMofthe mul-
tivariate input load feature vector x from a neuron's weight 
vector y. The Mahalano bis distance (or "generalized squared 
interpoint distance" for its squared value in Equation 7) can 
also be defined as a dissimilarity measure between two ran-
dom vectors x,y of the same distribution with the covariance 
matrix~.~ can uniformly take the average of the within-class 
covariance matrix for each class or the total covariance matrix 
of all training data. Considering the nature of the data avail-
able in the electric load identification problem, a more precise 
option is that ifx is an input feature vector and y belongs to 
class w,, then take~=~,. In this way, the statistical informa-
tion can be fully utilized. 
After completing the training, the final step is to replace the 
Euclidean distance dE function with the following point-to-
cluster function in the SSOM, where Tr() denotes the trace of 
a square matrix (which is the sum of the elements on the main 
diagonal from the upper left to the lower right of the square 
n2 , ... , nK, with weightvectorsm1,m2 , ... , mK, respectively; 
and (3) each weight vector m, is of 1 dimensions: m,=[mw 
mi2, mi3' ... ' ma]. 50 matrix). 
After training, a subset of Ks <K neurons is classified by the 
voting mechanism, that is, each of them is classified into one 
of the pre-defined known classes. When an unknown load 
feature vector xis presented to the SOM 104 (FIG. 7), xis 
compared to all Ks classified neurons and is classified to be 55 
within that same class as the neuron that has the minimum 
distance to x in the vector space. 
(Eq. 8) 
This is, in fact, the average squared Euclidean distance from 
the measured input load feature vectorx to every point in class 
w,. Then, the identification utilizes the statistical information 
contained in the training data. 
SOM is an ideal self-clustering tool, but is not designed as 
an effective classifier. The identification decision made is Although the original SOM can be extended to supervised 
learning and classification, its nature leads to many limita-
tions for the purpose of electric load identification. To fully 
utilize the information contained in the training data and to 
achieve relatively better classification performance, statisti-
hard (i.e., an absolute decision), and does not provide an 
60 identification confidence level criteria. This is not a desired 
cal distance measurement between point and point, between 
point and class, and between class and class can be adopted to 
replace the deterministic Euclidean distance function, as was 65 
discussed above. A modified training method can also 
improve the performance. 
result, since errors often exist and no classifier can give a 
desired 100% success rate. Instead, a soft decision may be 
desired, which will indicate the probability of a particular 
load belonging to a particular class. A hard decision can then 
be made based on the soft probabilities, if needed. This prob-
lem comes from the fact that although SOM employs a prob-
ability-related mapping, it does not model and use the input 
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data distribution density. To solve this problem, a hybrid 
supervised SOM (SSOM)/Bayesian decision making frame-
work is disclosed as follows. 
The Bayesian decision theory is a statistical approach, 
which takes variation of the patterns as well as costs and risks 
into consideration and classifies an unknown pattern in the 
most probable sense. Given a classification task ofM classes, 
co u w2 , ... , co M' and an unknown pattern which is represented 
by a feature vector x, the Bayes classifier classifies x as wi' 
which maximizes the conditional a posteriori probabilities: 
WJ = argmaxPr(w; Ix), i = 1, 2, ... , M, 
which is usually called a maximum a posteriori (MAP) clas-
sifier. See Theodoridis, S. et al., "Pattern Recognition", 
Fourth Ed., Academic Press, 2008, ISBN: 978-1597492720. 
That is, each a posteriori probability represents the probabil-
ity that the unknown pattern belongs to each respective class 
co,, given that the observed feature vector is x. The Bayes rule 
is shown in Equation 9: 
18 
The Naive Bayes classifier can be directly applied to the 
identification of electric loads without incorporating an 
SOM. In the disclosed concept, the Bayes decision theory is 
preferably combined with the disclosed SSOM. The advan-
tage of utilizing the statistical information from the SOM 
neuron grid instead of directly using the training data is that 
the estimation of the pdf ofx with respect to co,, p(xlw,), can 
be greatly simplified while preserving accuracy and effi-
ciency. 
10 As was discussed above, one neuron is selected to be the 
BMU at each training step and is labeled to be the same class 
as the input load feature vector. When the training is com-
plete, each neuron could have been the BMU to load feature 
15 
vectors from several different pre-known classes and, thus, 
labeled differently or have never been a winner. This obser-
vation contains rich and important information, which has 
generally been ignored as the voting mechanism is applied 
when the training is completed to determine each neuron's 
20 
final class label. For later reference, the history of each neu-
ron, which records how many times it has been a BMU to 
input data vectors and to which class each data vector 
belongs, is called "the BMU history" information. 
p(x I w;)Pr(w;) 
Pr(w; I x) = p(x) 
(Eq. 9) 25 
Although many known methods are available to estimate 
the pdf p(xl co,), they require a significant amount of comput-
ing resources and time. Furthermore, it is, in fact, not neces-
sary to estimate a continuous pdf, but rather to estimate the 
values of the pdf at given conditions, and the latter is much 
faster and easier. The problem has, therefore, now degener-wherein: 
Pr(w,) denotes the a priori probability of the respective 
class co,, and 
p(x) is the probability density function (pdf) ofx. 
In a MAP classifier, p(x) is not needed and is not taken into 
account during the classification. The a priori probabilities 
Pr(w,), i=l, 2, ... , M, can be estimated from the available 
training feature data. Therefore, p(xl co,), the likelihood func-
tion ofx with respect to an, is the only difficulty in the MAP 
classifier. Note that when the load feature vectors take only 
discrete values, the density function p(xlw,) becomes prob-
abilities and is usually denoted by Pr( xi co,). In other words, an 
accurate estimation of the underlying environmental pdf 
needs to be derived from the available data. 
It is well known that if the individual load features x1, j= 1, 
2, ... , 1, are assumed to be statistically independent, then it is 
true to have: 
l 
p(x I w;J = n p(x, I w;J 
k=l 
See Theodoridis, S. et al., above. A more descriptive term for 
the underlying probability model would be "independent fea-
ture model". Furthermore, an unknown feature vector x=[ x 1 , 
x2 , x3 , ... , x1] is classified to be the class: 
l 
Wm= argmaxn p(x, I w;), i = 1, 2, ... , M, 
lUj k=l 
The above model is also called the Naive Bayes classifier. 
This assumes that the presence (or absence) of a particular 
feature of a class is unrelated to the presence (or absence) of 
any other feature of the same class. For an electric load 
identification problem, depending on the load feature set 
selected, the independence assumption could be reasonable. 
30 ated to estimation of the probability of certain discrete values. 
This degeneration method is expected to work because of the 
fact that there is a relatively large amount of samples of x to 
make a sufficiently accurate estimation of the continuous 
density. 
35 
For example and without limitation, for a load feature set 
(i.e., of average values per cycle) where there are 3600 data 
points for each load and there are 10,800 data points available 
for training even if only three loads are involved. Considering 
the fact that x(t) is in the range of [O, 1] at all times as well as 
40 ~~;~:~~1~~1~o~;i:i~~~' p:(t~~t:~~n=~s~:~~utt~o:e ~u:~~ 
tized to x[k] at the level of about 1 o-4 , where k is an index. 
Thus, there are 104 values of x and part of them are observed 
in the samples (multiple times). Based on the number of 
45 
observed times, the probability of each quantized value x with 
respect to each class can be calculated using the BMU history 
information. The probability of other unobserved values can 
be estimated using suitable methods, such as interpolation. 
Formally, for each quantized x[k], assume that it appears a 
50 
total ofTk times, including Tk1 times forthe BMU to class w1 , 
T kz times for the BMU to class w2 , ... , and T kM times for the 
BMU to class wM, then: 
55 
Tki 
Pr(w; I x[k])"' -
T, 
(Eq. 10) 
For quantized values x[k'] that have no BMU history, the 
value Pr( w,lx[k']) can be estimated using linear interpolation 
60 or other suitable nonlinear methods. 
A test can be conducted to validate the above disclosed 
SSOM algorithm with an extended classification and deci-
sion-making mechanism. Three types of testing scenarios are 
considered: (1) a data file of a known load model that is also 
65 used in training, expecting 100% confidence and a 100% 
testing correct rate; (2) a data file of a known load model that 
is not used in training, but other data files of this model are 
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used in training, expecting a relatively lower correct rate than 
the first testing scenario; and (3) a data file of a known load 
model, but never used in training, expecting a relatively lower 
correct rate than the second scenario. 
The following types of loads were tested under the three 
scenarios above, and the preliminary results are summarized 
in Table 7. Eight non-limiting example steady state features 
used for this test include: (fl) displacement power factor; ( f2) 
current total harmonic distortion (THD); (f3) current RMS 
value; (f4) current crest factor; (f5) current 3rd order harmonic 10 
amplitude; (f6) current 3rd order harmonic phase angle (with 
respect to voltage); (f7) current 5th order harmonic amplitude; 
and (f8) current 5th order harmonic phase angle (with respect 
to voltage). 
15 
TABLE 7 
Likelihood 
Load Types Scenario Successful Rate Probability 
Brand A LCD TV #1 100% 100% 20 
Brand B Set Top Box #1 100% 100% 
Brand C Microwave Oven #1 100% 100% 
Brand D Space Heater #1 100% 100% 
Brand E Laptop Computer #2 91% 98.8% 
Brand F LCD TV #3 99% 100% 
Brand G Microwave Oven #3 97.3% 98% 25 
FIG. 10 shows an example set ofresults by applying SOM 
for load classification and identification. The non-limiting 
example test loads include: (1) compact fluorescent lamp 
(CFL); (2) fluorescent lamp (FL); (3) incandescent lamp; (4) 30 
DVD player; (5) LCD television (TV); and (6) fan. The 
extracted relatively high-dimensional (e.g., without limita-
tion, 9 dimensions) feature vector 140 is also shown. 
Six non-limiting example steady state features 174 
include: (fl) displacement power factor; (f2) true power fac- 35 
tor; (f3) current total harmonic distortion (THD); (f4) current 
K-factor; (f5) current crest factor; and (f6) admittance (or the 
inverse of impedance (Z)). 
The example current crest factor or peak-to-average ratio 
(PAR) or peak-to-average power ratio (PAPR) is a measure- 40 
ment of a waveform, calculated from the peak amplitude of 
the waveform divided by the RMS value of the waveform. It 
is therefore a dimensionless quantity. While this quotient is 
most simply expressed by a positive rational number, in com-
mercial products it is also commonly stated as the ratio of two 45 
whole numbers, e.g., 2: 1. In signal processing applications it 
is often expressed in decibels (dB). The minimum possible 
crest factor is 1, 1: 1 or 0 dB. Crest factor can be used to detect 
the existence of a current pulse. A sharp peak corresponds to 
a relatively higher value of crest factor. The crest factor of a 50 
waveform is equal to the peak amplitude of a waveform 
divided by the RMS value: 
C~ llpeakl/Irm' 
wherein: 
Ipeak is the current's peak amplitude; and 
Irms is the current's RMS value. 
Three non-limiting example V-I trajectory load features 
176 include: (f7) area; (f8) eccentricity; and (f9) Hausdorff 
55 
distance. 60 
The Hausdorff distance, or Hausdorff metric, also called 
Pompeiu-Hausdorff distance, measures how far two subsets 
of a metric space are from each other. It turns the set of 
non-empty compact subsets of a metric space into a metric 
space in its own right. The Hausdorff distance is the longest 65 
distance one can be forced to travel by an adversary who 
chooses a point in one of the two sets, from where you then 
20 
must travel to the other set. In other words, it is the farthest 
point of a set that you can be to the closest point of a different 
set. 
While specific embodiments of the disclosed concept have 
been described in detail, it will be appreciated by those skilled 
in the art that various modifications and alternatives to those 
details could be developed in light of the overall teachings of 
the disclosure. Accordingly, the particular arrangements dis-
closed are meant to be illustrative only and not limiting as to 
the scope of the disclosed concept which is to be given the full 
breadth of the claims appended and any and all equivalents 
thereof. 
What is claimed is: 
1. A method of identifying electric load types of a plurality 
of different electric loads, said method comprising: 
providing a self-organizing map load feature database of a 
plurality of different electric load types and a plurality of 
neurons, each of said different electric load types corre-
sponding to a number of said neurons; 
employing a weight vector for each of said neurons; 
sensing a voltage signal and a current signal for each of said 
different electric loads; 
determining a load feature vector comprising at least four 
different load features from said sensed voltage signal 
and said sensed current signal for a corresponding one of 
said different electric loads; 
identifying by a processor one of said different electric load 
types by relating the load feature vector to the neurons of 
said self-organizing map load feature database by iden-
tifying the weight vector of one of said neurons corre-
sponding to said one of said different electric load types 
that is a minimal distance to the load feature vector; 
employing with said identifying the weight vector an aver-
age squared Euclidean distance to a plurality of neurons 
in a class corresponding to said one of said plurality of 
different electric load types; 
employing i as an index; 
employing w, as said class; 
employing x as said load feature vector; 
for each of said plurality of different electric load types, 
employing a group of values of said self-organizing map 
load feature database having a mean y, and a square 
covariance matrix ~,; 
employing with said identifying the weight vector a point-
to-cluster function of average squared Euclidean dis-
tance from said load feature vector to every point in said 
class, w,, corresponding to said one of said plurality of 
different electric load types; 
employing Tr() as a trace of the square covariance matrix 
~,;and 
determining the average squared Euclidean distance from: 
dE(x,w;)2~(x-y;)T(x-y;)+TrC:E.;). 
2. A method of identifying electric load types of a plurality 
of different electric loads, said method comprising: 
providing a self-organizing map load feature database of a 
plurality of different electric load types and a plurality of 
neurons, each of said different electric load types corre-
sponding to a number of said neurons; 
employing a weight vector for each of said neurons; 
sensing a voltage signal and a current signal for each of said 
different electric loads; 
determining a load feature vector comprising at least four 
different load features from said sensed voltage signal 
and said sensed current signal for a corresponding one of 
said different electric loads; 
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identifying by a processor one of said different electric load 
types by relating the load feature vector to the neurons of 
said self-organizing map load feature database by iden-
tifying the weight vector of one of said neurons corre-
sponding to said one of said different electric load types 
that is a minimal distance to the load feature vector; 
training said self-organizing map load feature database 
with a statistical distance measure; 
employing i as an index; 
training said self-organizing map load feature database 
10 
with x as an input load feature vector; 
for each class of said plurality of different electric load 
types, employing a group of values of said self-organiz-
ing map load feature database having a mean y, and a 
square covariance matrix~,; 
15 
employing as said statistical distance measure a Mahalano-
bis distance from said input load feature vector to the 
weight vector, y, of each of said neurons of said self-
organizing map load feature database; 
employing an average of a within-class square covariance 
20 
matrix ~, for the class that the weight vector of a corre-
sponding one said neurons belongs to as the square 
covariance matrix of both said input load feature vector 
and the last said weight vector; 
22 
determining the Mahalanobis distance from: 
d~x,y)2~(x-y)TL- 1 (x-y); 
providing a plurality of samples of extracted load features 
from said sensed voltage signal and said sensed current 
signal for one of said different electric loads; 
employing k as an index; 
employing w, as said class; 
quantizing said determined load feature vector as x'[k] 
based on a predetermined resolution; 
identifying said quantified determined load feature vector 
x' [k] appearing in said samples a plurality, Tk, of times; 
identifying said one of said different electric load types as 
a best match to said w, a plurality, Tki, of times; and 
determining likelihood of said identifying by the processor 
of said one of said different electric load types from: 
T,· 
Pr(w; I x'[k])"' ---'-. 
T, 
* * * * * 
