APS algorithms use the basic idea of distance vector routing to find positions in an ad hoc network using only a fraction of landmarks, for example GPS enabled nodes. All the nodes in the network are assumed to have the possibility of measuring: range, angle of arrival (AOA), orientation, or a combination of them. We give a lower bound for positioning error in a multihop network for a range/angle free algorithm, and examine the error characteristics of four classes of multihop APS algorithms under various conditions, using theoretical analysis and simulations. Analysis of range/angle free, range based, angle based, and multimodal algorithms shows a complex tradeoff between the capabilities used, the density of the network, ratio of landmarks, and the quality of the positions obtained.
INTRODUCTION
Position and orientation information of individual nodes in ad hoc networks is useful for both service and application implementation. Services that can be enabled by availability of position include routing and querying. At application level, position is required in order to label the reported data in a sensor network, whereas position and orientation enable tracking. Nodes in an ad hoc network may have local capabilities such as the possibility of measuring ranges to neighbors, angle of arrival (AOA), or global capabilities, such as GPS and digital compasses (a compass shows orientation with respect to north).
One scenario involving sensor networks frequently mentioned in literature is that of aircraft deployment of sensors followed by in flight collection of data by simply cruising the sensor field. This and other meteorological applications are implicitly assuming that the data provided by the sensor is accompanied by the sensor's position. It is thus possible to attach the sensed information to a geographical map of the monitored region. If this is an absolute necessity for making sense of the observed data, accurate position might also be useful for routing and coordination purposes.
For some ad hoc networks, algorithms such as Cartesian routing [1] , geocast [2] , or GoAFR [3] enable routing with reduced or no routing tables at all, and are appropriate for devices like the Rene mote [4] , with only half a kilobyte of RAM. Location Aided Routing [5] is an improvement that can be applied to some ad hoc routing schemes when position is available, by limiting the search for a new route to a smaller destination zone. Positioning and orientation algorithms are appropriate for indoor location aware applications, when the network's main feature is not the unpredictable, highly mobile topology, but rather temporary and ad hoc deployment. These networks would not justify the cost of setting up an infrastructure to support positioning, like proposed in [6] , [7] , or [8] .
When deploying an ad hoc network that uses positions at application or service levels, the important decisions to be made are with respect to the node density, availability of landmarks, and node capabilities versus the desired quality of the positions. "One hop" solutions, such as GPS, in which each node is within communication range with the landmarks, are desirable for their simplicity, but may not be applicable in many setups because of form factor, power, cost, or line of sight conditions. Multihop solutions, which make the object of this study, while being more appropriate with respect to the mentioned conditions, face problems of error propagation, and provisioning.
Error buildup is inherent in a multihop environment because angle and distance measurements are affected by error at each hop. Range measuring methods include signal strength, TDOA (time difference of arrival) based on the six order of magnitude difference between ultrasound and RF signals, and UWB. Angle measurements are provided by antenna arrays, or by TDOA methods, as shown in the prototype of the Cricket compass [9] .
Provisioning of large ad hoc networks includes not only the networking related aspects, but the management of the error, when positioning is needed. As we show in this paper, there is a tradeoff between capabilities of the nodes (angle and range measuring hardware), the density of the network, the placement of landmarks, and the quality of the positions obtained. By analyzing four multihop algorithms that make use of different capabilities -range/angle free, angle, range, angle+range -we examine the relationship between position error and the way the network is provisioned. This paper makes two contributions: First, we derive a Cramér-Rao lower bound for positioning error of a multihop range/angle free positioning algorithm (APS/DV-hop) -equation (8) . Its importance is in bounding the position error achievable by this multihop algorithm for a given network setup. The simulated algorithm closely follows the trend of the theoretical bound. Second, we analyze a multimodal algorithm that uses both angle and range measurements. Although it has higher hardware requirements, its behavior is predictable through analysis, and its performance is bounded (literally) in the parameter space by three other algorithms: range/angle free, range based, and angle based. Its complex relationship with the other analyzed algorithms provides insights with respect to the quality of hardware needed to obtain high quality positions in a multihop environment ( Figure 10 ). An important insight is that for the analyzed algorithms, if the statistical measurement error is beyond a certain limit, then it is no better than not measuring at all. When provisioning an ad hoc network in terms of density or measurement hardware used, this result helps in choosing a solution that gives the lowest positioning error for the given conditions.
The remainder of the paper is organized as follows: next section has a short review of APS family of algorithms, which are the subject of this analysis. Section 3 introduces error models for trilateration (3.2), DV-hop (3.4), and DVposition (3.5) algorithms. In section 4 we comparatively analyze four algorithms with different hardware requirements. For the better flow of the presentation, most mathematical derivations are detailed in four appendices A-D, at the end of the paper.
APS ALGORITHMS
The assumptions made by most multihop solutions are that some measuring hardware gives some reading with respect to a node's neighbor. A node may measure distance or range to its neighbors, with a given accuracy. Alternatively, it may measure bearing with respect to the node's axis, or angle from which the signal is received, some times called AOA (angle of arrival). In extreme cases, a node has neither of the mentioned capabilities and has to rely on simple connectivity only. In the case it has them both, it can make more precise estimations, and we refer to this as "multimodal".
The positioning problem to be solved is: given imprecise bearing / range measurements to neighbors in a connected ad hoc network where a small fraction of the nodes have self positioning capability, find positions for all nodes in the network. The difficulty of the problem stems from the fact that the capable nodes (landmarks) comprise only a small fraction of the network, and most regular nodes are nodes are not in direct contact with enough landmarks.
Ah Hoc Positioning System (APS) [10, 11] is a hybrid between two major concepts: distance vector (DV) routing, and beacon based positioning (GPS). What makes it similar to DV routing is the fact that information is forwarded in a hop by hop fashion, independently with respect to each landmark. What makes it similar to GPS is that eventually each node estimates its own position, based on the landmark readings it gets. The APS concept has been shown to work using simple connectivity, range measurements [10] , angle measurements [11] , and a combination of them [12] .
All propagations work very much like a mathematical induction proof. The fixed point: nodes immediately adjacent to a landmark get their bearings / ranges directly from the landmark. The induction step: assuming that a node has some neighbors with bearing / range for a landmark, it will be able to compute its own bearing / range with respect to that landmark, and forward it further into the network. What remains to be found is a method to compute this induction step, for any combination of local capabilities: connectivity only, ranging, angle measurements, and multimodal = angle + range.
If for some reason a node does not get enough ranges / bearings in order to triangulate / trilaterate for a position, it could wait for the neighbors to successfully position themselves and either use local measurements in order to get a position, or simply use a weighted average with the positions of those neighbors. Even if position is available at a node, smoothing with the positions of the neighbors has been reported beneficial in certain cases [13, 14, 15] .
DV-hop propagation method
This is the most basic scheme, which doesn't require any hardware to measure ranges or angles to neighbors. It only relies on the connectivity of the underlying graph and it comprises of three non-overlapping stages.
(I) First, it employs a distance vector exchange so that all nodes in the network get shortest paths, in hops, to the landmarks. Each node maintains a table {Xi, Yi, hi} and exchanges updates only with its neighbors. Xi, Yi are the coordinates of landmark i, and function here as a name for the landmark as well. hi is the shortest distance in hops to that landmark. This phase is the classical Bellman Ford distributed shortest path algorithm that is found in internet routing (RIP and BGP).
(II) In the second stage, after it cumulates distances to other landmarks, a landmark estimates an average size for one hop, which is then deployed as a correction to the nodes in its neighborhood.
(III) After receiving the correction, an arbitrary node may estimate distances to landmarks, in meters, which can be used to perform the trilateration. The correction a landmark (Xi, Yi) computes is
where hj is the shortest distance, in hops from node i to node j, and ρj = p (Xi − Xj ) 2 + (Yi − Yj) 2 is the straight line distance between i and j.
The advantages of DV-hop are that it is completely distributed and localized, and it only relies on connectivity. The drawback is that it will only work for isotropic networks, that is, when the properties of the graph are the same in all directions, so that the corrections that are deployed reasonably estimate the distances between hops. Also, shortest path to the landmark is assumed to be obtained by the distance vector procedure. This might not be the case in vari- 
A1
able duty cycle sensor networks, mobile networks, or when processing is slow. When this happens a landmark proceeds to stage (II), or a node to stage (III) with a less than optimal path. These problems can be alleviated with careful provisioning of the timeouts between the stages in order to accommodate proper operating ranges for the density and the size of the network.
Euclidean and DV-radial
The range based scheme Euclidean works by propagating the estimated Euclidean distance to the landmark, so this method is the closest to the nature of GPS. Euclidean makes use of range measurements to neighbors. The angle based scheme DV-bearing propagates in a similar fashion, but each node computes and forwards a bearing -the angle under which it "sees" a landmark. It therefore needs angle measurement hardware, and can benefit from the presence of a compass in each node of the network.
(I) An arbitrary node A needs to have at least two neighbors B and C which have estimates -angles or ranges -for the landmark L (Figure 1 ). For Euclidean, A also has measured estimates of distances for AB, AC, and BC, so there is the condition that: either B and C, besides being neighbors of A, are neighbors of each other, or A knows distance BC, from being able to map all its neighbors in a local coordinate system. For the quadrilateral ABCL, all the sides are known and one of the diagonals, BC is also known. This allows node A to compute the second diagonal AL, which in fact is the Euclidean distance from A to the landmark L. For DV -bearing, A knows all the angles in triangles ∆ABC and ∆BCL, indicated with continuous arrows. This allows for the computation of the bearing of A with respect to L, indicated with a dashed arrow. This step is the induction step, which propagates the capability from nodes B and C to node A which is one hop further from landmark L.
(II) Once a node has ranges or angles to three landmarks, it may, by itself, estimate its position, by applying a trilateration procedure for the range based, or a triangulation procedure for the angle based method. The trilateration procedure is described in section 3.1.
The advantage of the range / angle based methods is that they provide better accuracy under certain conditions, and there is only one communication stage (no corrections). On the down side, they require additional hardware, when compared to DV-hop, which makes them susceptible to measurement error. 
DV-position
If ranging and angle measurements (AOA) are both available at all nodes, DV-position can be used as a method that makes simultaneous use of both capabilities for increased accuracy.
If compasses are available at landmarks, neighbors of landmarks can position themselves in one step using DV-position. In Figure 2 , if landmark B has a compass and can measure angleb, and also AOA capability to measure the angle b ba at which A is seen, then it is possible to compute the equation line on which A is placed. If the range AB is known, node A can find its own position. The absolute orientation of A can also be found, as 2π
Using further propagation, node A can then behave as a less accurate landmark for further away nodes.
DV-position is a much simpler scheme than the previous ones, but requires more hardware -both angle and range measurements. Nevertheless, its analysis is meaningful since its provides some insights to the behavior of the other algorithms and the quality of the hardware that is needed to produce good positions. Prototypes of small form factor nodes that feature the AOA capability (such as the Cricket Compass [9] ), and good ranging capability (such as Medusa node [14] ), make multimodal positioning a feasible solution.
POSITIONING ERROR ANALYSIS

Trilateration review
In Global Positioning System (GPS [16] ), trilateration (in reality multilateration) uses range estimates to at least three known satellites to find the coordinates of the receiver, and four satellites to also find the clock bias of the receiver. For our ad hoc positioning purposes, we are using a simplified version of the trilateration, as we only deal with distances, and there is no need for clock synchronization. The trilateration procedure starts with an apriori estimated position that is later corrected towards the true position. Letx be the estimated position, x = [x y] the real position, xi = [xi yi] the known coordinates of the satellites, ρ = ||xi − x|| the true range, andρi = ||x i −x|| the measured range to satellite i. The problem is to find x given ρi and xi. We start with an initial guessx, which provides associatedρi. The distance equation to each satellite
The correction of the range, ∆ρ is approximated linearly using Taylor expansion. IfĴi is the unit vector ofρi,Ĵi = 
When all measurements have the same uncertainty, the system is solved as with OLS: ∆ρ = J∆x ⇒ ∆x = J + ∆ρ, where
If independent uncertainties σi are available for range estimates, the above system is solved using WLS with weights W = diag{
After each iteration, the corrections ∆x and ∆y are applied to the current position estimate. The iteration process stops when the correction in position is below a chosen threshold. The uncertainties W are obtained as the estimated errors of the ranges computed by DV-hop and Euclidean. If W is known, it is actually possible to give a lower bound for the covariance of x, or position error, that can be achieved by trilateration.
CRLB for trilateration
The Cramér-Rao lower bound is method that sets a lower bound on the variance of any unbiased estimator. Its main merit is that it provides a benchmark against which to evaluate the performance of an estimator. In our case the trilateration problem is cast as an estimation problem by considering the true position x as a parameter to be estimated. The distribution of errors of distances to landmarksρ is assumed to be known at this point in the presentation.
Using notations introduced in the previous section, we now estimate the error in the obtained position given the range to landmark estimation error. This approach is applicable to all the algorithms that use trilateration as a final phase (DV-hop and Euclidean). The hop by hop nature of multihop algorithms always produces normal errors for a sufficiently large number of hops -we confirmed this by simulation for all algorithms mentioned here.
In appendix B, we show that the CRLB of the variance in the estimated parameter x is:
, using the true positions and ranges. This means that for a known setup, when landmark constellation is given as xi, true position as x, and errors in ranges as W , the best estimation error will be limited by 22 . While we don't have an analytical model for Euclidean's uncertainties W , they are propagated through the network and used in the triangulation phase (details can be found in [10] ). 
DV-hop range error
In DV-hop, the main source of range error stems from the fact that a node translates the length of shortest path to a landmark into a Euclidean distance by assuming that every hop produces progress ci -equation (1) . Greedy geographic forwarding has been shown in [17] to produce paths with low dilation, that is, good shortest path approximates. This means that if we apply a geographic forwarding policy such as MFR [18] in a uniform, dense network, the progress made by each hop is a good approximation for ci. If the network is not dense enough, areas with low connectivity result in either dropping the packet by the greedy forwarding scheme, or requiring the use of an obstacle avoiding algorithm. The analysis provided here only covers the cases when the network is dense enough so that simple greedy forwarding succeeds. High density however, is a requirement for a network to be connected in the case nodes are distributed randomly in a large network [19] . Kleinrock and Silvester [18] show that for greedy forwarding, the progress only depends on the node density. For DV-hop, this implies that in uniform networks, nodes may locally estimate the correction based on their local perception of density, and thus eliminate the need for the second stage of the algorithm.
Assuming a Poisson spatial distribution of nodes with rate λ, and a wireless range of radius 1, the expected number of neighbors of a node will be πλ. Throughout the paper we will use both the average number of neighbors, or the rate λ when referring to density. A node chooses a next hop that produces most progress x towards a destination on the horizontal axis (Figure 3 ). There are no nodes in area A, which allows for the following derivation of the distribution of x.
Unfortunately, there are no closed forms for the first moments E[x] and V [x] of this distribution, but it can be approximated as a Beta distribution. In Figure 4 
In DV-hop, range estimates are obtained as ρi = hici, where hi is the number of hops to landmark i, and ci is approximated by E [x] . If geographic forwarding model is used to approximate shortest path to the landmark, after jumping hi times (assumed independent), the obtained range is
and its variance
Referring to Figure 3 , we now explore the behavior of r, the actual distance traveled in one hop by the MFR policy. Its distribution is actually needed for the analysis of DVposition, but its characterization is based on the pdf of x. The pdf of r is obtained as a sum of probabilities of a next hop, summed over the entire circle of radius r.
r is not available in closed form, but in Figure 5 we can see its behavior through numerical evaluation, for two different densities. As expected, larger jumps are much more likely than short jumps, which means larger errors if r is to be used as a measure of distance. In Figure 4 , the mean and standard deviation of r are shown as a function of density.
In the remaining sections the model for range error is assumed to be linear in the number of hops. We also assume that the model extends to continuous distances, that is, the variance in range error is linear with the distance 1 We implemented our own null MAC, unit disk graph, event based simulator with minimal support for positioning. The simulator uses an error model for angle and range measurements, and a broadcast primitive with perfectly circular coverage. The decision not to use an existing simulator such as ns-2 was based on: 1. the need to use large topologies (10000 nodes), 2. the paper's focus on the quality of the positions rather than on the communication aspects of the positioning protocols, 3. the reduced number of required primitives: node broadcast and DV shortest paths. 
. This allows us to estimate the range uncertainties W that can be merged in trilateration CRLB (4).
CRLB for DV-hop positioning
The last step of the analysis is to evaluate how range measurements are assembled into a position estimate, and what the covariance of this estimate is. We assume that DV-hop uses a TTL value of h for all the aspects of its protocol, and that the fraction of nodes that are landmarks is f . This entails that the landmarks are assumed a spatial Poisson process with the rate fλ. A node is then able to contact on average n = π(hE [ 
x])
2 fλ landmarks situated in a circle of radius hE [x] . After applying the trilateration procedure (section 3.1), the covariance of the position estimate is bounded using (4). The actual derivation is detailed in appendix C, and the obtained covariance is:
The CRLB of the positioning error covariance is inversely proportional to the fraction of landmarks deployed and to the TTL used by the method, but also depends on the density of deployment λ (second fraction). Even if V [x] and E[x] cannot be shown in closed form as functions of λ (5), their approximations using the Beta distribution can provide an estimate of the error for provisioning purposes.
In order to verify the behavior of the algorithm when compared to the lower bound, we traced the three parameters f , h, and λ using simulation. Figure 6 shows the values of the x coordinate of position standard deviation (Cov[ru]11 in hops) obtained by varying each parameter and keeping the other two constant, both in simulation, and using equation (8) . The values used were λ = 10 π ,h = 15,f = 0.025 and the simulation was run in a network with 1000 nodes. Although the bound is not tight, it properly describes the trend of positioning performance with respect to the three parameters. The difference is a constant factor, some of the which is due to our simplifying approximations. One such approximation is the independence assumption between paths to different landmarks, which may not always be disjoint. This however, is only degrading the bound, not increasing it above the tight lower bound, which means DV-hop is actually closer to the bound than shown in our estimation.
A closed form of the lower bound can be determined if we don't use weighting in the multilateration process by setting 
where n is the number of landmarks contacted by a node. It is of course a weaker bound (lower than (8)), but it gives an easier interpretation of the achievable accuracy, by confirming the intuition that position estimates are improved when more landmarks are provided.
DV-position error
In order to propagate the uncertainty at each step, we assume that each node's position has an associated uncertainty covariance matrix. In order to assume normal spatial 
When angular errors are small, the eigenvalues of the covariance matrix are given by: σ 2 x = σ 2 r and σ 2 y = r 2 sin 2 (σa), where r is the actual range measured. The unit eigenvectors rx and ry are given by the direction of the vector r, respectively its normal, or they can be seen as the columns of a rotation matrix. One advantage of expressing the uncertainty using a covariance matrix is that it can easily be cumulated as the position gets propagated. A second advantage is that positions obtained from different landmarks can be merged in order to get the best position estimate, as well as an estimate of its uncertainty. Ifˆxi yi˜is the estimate from landmark i, and Ui is the uncertainty accumulated along the path from landmark i, the final uncertainty is: (11) and the position estimate:
This is a simplified form of a Kalman filter that combines several "readings" with associated uncertainties, in order to produce the most likely estimate and its uncertainty. Intuitively, the uncertainty grows with each error affected measurement (10), but can be reduced if several landmarks are used (11) . The actual position estimate is in fact a weighted estimate considering all the independent estimates and their uncertainties (12) .
Since DV-position uses shortest path in propagate position estimates, the range measured between two successive nodes may be approximated as a function of deployment density using the random variable for range advancement r in the MFR algorithm (equation (7) and Figure 4) .
In order to get a closed form of the final uncertainty U , we make the simplifying assumptions that angular errors and range errors produce a circular error ellipse. This avoids the need to apply rotation matrices at each step of the analysis when moving from a landmark to a node, and also to apply rotation matrices to combine estimates from different landmarks. Taking σr = σr assumes that σ is a relative deviation, meaning that uncertainty in measured range increases with the actual range, which is consistent with behavior of most radio hardware. Taking sin(σa) = σ just looks at particular combination of errors, for example, for a standard angular deviation of 5.72 o 0.1 a range error with a standard deviation of 10% of the measured range would be used. Again, this circular covariance is assumed just for the purposes of obtaining a closed form position error, as the actual algorithm operates with arbitrary covariances. Using the same assumptions of Poisson distribution of nodes, and TTL limited operation of APS, the derivation of U is detailed in appendix D and shown to be: Taking into account that σ is relative to the range measured, and (13) is similar to the CRLB derived for DV-hop (8) , exhibiting the same type of dependence on the TTL h, fraction of landmarks f , and density λ.
We simulated DV-position in a large network with 10000 nodes in order to verify the validity of (13). In Figure 8 one parameter is varied, while keeping the other two constant at σ = 0.32, h = 5, f = 0.01, λ = 20 π -the vertical axis shows the standard deviation of the x coordinate of the achieved position, in hops. The small difference between the analysis and the simulation is justified by the possible lack of independence assumed by (11) and (12) . Even when a high degree is used, 20 in this case, shortest paths from a node to faraway landmarks may share one or more edges. We confirmed this by tracking the values of Ui (20) , or by using a single landmark, both of which were closely predicted by simulation.
We haven't yet developed an error model for Euclidean, although through simulation we found that ranges to landmarks are normally distributed. This means that the same CRLB used for the trilateration (4) can be used, which would likely provide uncertainty estimates similar to (8) and (13) . DV -bearing however, is using triangulation as the final phase, and while its analysis is not included in this study, simulation based results are used in the following discussion, as a means to cover all options for the hardware capabilities.
DISCUSSION
A closed form for the general case DV-position uncertainty U (11) would be more laborious to obtain, therefore we evaluated the behavior of the algorithm by simulation, also to accommodate comparison to the other two algorithms for which we don't have closed form uncertainties (Euclidean and DV-bearing). We tracked the error produced by the algorithm for all combinations of AoA error and range error for values of σr = 0..0.9 and σa = 0..
in the same network of 10000 nodes. We now fix the three parameters used in the previous section at f = 0.01, h = 15, λ = 10 π , and look at the algorithm's behavior with respect to range error σr and angle error σa. The error surface corresponding to this combinations is projected into the parameter space with a few error levels indicated in Figure 9 . For example, the curve labeled U11 = 0.1 indicates combinations of standard deviations for angle and range measurements which produce a positioning error standard deviation of 0.1 hops. An interesting isoline is the one for positioning error of 0.3 because that is the performance achieved by DV-hop in the same network. This curve almost fits a straight line that partitions the parameter space between the two algorithms. There is no point in using DV-position to get worse errors than DV-hop gets, the latter doing so without any measurement hardware. For this particular conditions, precision of the hardware must satisfy the inequality σr + 1.3σa < 0.75 in order to use anything else than a range free algorithm like DV-hop. Of course, this demarcation line will be different for different conditions.
In order to further partition the parameter space, we ran DV-radial (an improved version of DV-Bearing) and Euclidean in the same network, in order to ascertain in which situations these two algorithms perform better than DVposition and DV-hop. The same surface used to generate the isolines in Figure 9 is now intersected with the curves produced by DV-radial and Euclidean. The resulted intersection lines span different error levels, but their projection into parameter space is indicated in Figure 10 . The dashed line marks points (σa,σr) in which DV-position using angle errors of σa and range errors of σr performs as well as Euclidean, which only makes use of range measurements with the same error σr. Due to the increased sensitivity to propagated errors, DV-radial and Euclidean use parameters f = 0.05, h = 8, λ = 10 π . The common line of DV-hop and DV-position is the same from Figure 9 , an isoline indicating positioning error of 0.3. This partitioning of the parameter space shows that in absence of highly performant measuring hardware for both angles and ranges, range free algorithms such as DV-hop, provide the best performance tradeoff. On the other hand, existing prototype hardware, such as the Cricket compass [9] provide AoA with an estimated σa = 0. 1 5 o for certain conditions. This is not enough to choose the angle only algorithm DV-radial, but may be enough for DV-position, given a satisfactory range measurement performance (Medusa nodes [14] achieve centimeter accuracy).
This study confirms the intuition that multimodal sensing has the potential of higher performance than single measurement approaches (angle only, or range only), but can compete with range / angle free positioning only when high quality measurements are available. Single measurement solutions (range only, or angle only) require even higher accuracy measurements, but their hardware requirements are available today in prototypes used by the research community. Even if measurement error inherently builds up in a multihop estimation environment, careful provisioning of the network density and landmark ratios can provide low error positions for most combinations of capabilities.
RELATED WORK
Positioning in ad hoc networks has recently received a lot of attention mostly with the advent of sensor networks. Doherty [20] used convex optimization to determine positions based exclusively on connectivity. Also using centralized methods, but accepting both mere connectivity and range measurements, MDS-MAP [21] finds positions using multidimensional scaling. The centralized solutions may not be desirable in certain situations, but they can be used as performance benchmarks since they make use of the knowledge of the entire topology.
One hop solutions are those in which nodes can directly contact a landmark, for example GPS. Bulusu [6] proposed the use of a grid of strong landmarks, so that any node can contact some landmarks. This solution is distributed, but landmarks here play more the role of an infrastructure, having to completely cover the entire network.
In the class of multihop algorithms, AhLOS [14] is a method that divides the network into groups of nodes containing enough landmarks to solve a nonlinear system positioning all the nodes in the group. The method is distributed and localized, and is closest in spirit to APS.
Analytic characterization of performance of a positioning algorithm is achieved for a simplified model of a square neighborhood in [22] . An idea similar with APS/DV-hop has been independently explored in the context of amorphous computing by Nagpal [13] , who has also given an upper bound on the accuracy as πr 4Navg
, where r is the wireless radius, and Navg the average number of neighbors of a node. For the AhLOS method, [23] gives the Cramér-Rao lower bound of the covariance of achieved positions. Moses [24] investigates the use of a calibration phase before the actual positioning, and gives the CRLB for calibration uncertainty. While most approaches address the average case for uniform deployment of nodes, Bischoff et al. [25] show that hop based algorithms are not competitive in the worst case deployment. We shortly analyzed another case of nonuniform deployment in a previous paper [10] . For a particular case of nonuniform density, DV-hop is shown to be less predictable in performance than Euclidean.
Although Taylor series is the most used method for position estimation, including in GPS [16] , closed form estimators that perform close to CRLB are available, one of which is presented in [26] .
Although this paper only considers distributed/multihop algorithms, a more comprehensive study would include the centralized methods as well, which is part of our future work. An especially interesting direction is a comparison of the position error lower bounds achievable for a given network setup in a centralized versus a distributed approach. Another aspect that is neglected so far is that of communication cost of obtaining positions. Since communication has the dominating cost in the functioning of most ad hoc network, it is interesting to evaluate the relationship between positioning error and energy spent by these algorithms.
CONCLUSION
We analyze the error characteristics of range / angle free, range based, angle based, and multimodal positioning algorithms that use distance vector as their main propagation method. Using a simplified network model, we assume a uniform deployment of the nodes, without obstacles, and gaussian error measurements, in order to provide error bounds for APS algorithms. Range free and multimodal methods are analyzed and shown to produce errors that are inversely proportional with the fraction of landmarks and with the TTL associated with the methods. The dependence of the covariance error is characterized in terms of deployment density, even if no closed form is available. Partitioning of the parameter space between the four analyzed algorithms provides insights with respect to the hardware performance needed to achieve good positioning in a multihop environment. 
APPENDIX
A. EXPECTATIONS
Given a circle of radius R, with points that are Poisson distributed, we wish to find the expectations of
, where ρ and α are the polar coordinates. Referring to Figure 11 , the joint distribution function for the polar coordinates is:
meaning that the polar coordinates are independent with a Poisson deployment.
Let C = cos(α), with C ∈ [−1, 1].
In a similar fashion, distributions for sin(α) and sin 2 (α) are derived and shown to be identical with cos(α) and cos 2 (α). Let S = sin(2α), with S ∈ [−1, 1].
Using (14) , (15), and (17) we conclude that
B. TRILATERATION CRLB
Since the Fisher information matrix uses derivatives of the log-likelihood, we will need the following partial differentiations:
x is the position to be estimated, seen as a parameter here, whereasρ are the normally distributed ranges to a landmark. Their expectations are the true ranges ρ, and their covariance is given by the diagonal matrix W . Fisher information matrix I(x) is defined as 
D. UNCERTAINTY FOR DV-POSITION
Assuming there are ni hops to landmark i, and a circular error covariance:
Using derivations in appendix A,
