We present an algorithm for computing two-dimensional stable and unstable manifolds of three-dimensional vector elds. The main idea is to grow the manifold in concentric (topological) circles. Each new circle is computed as a set of intersection points of the manifold with a nite number of planes perpendicular to the last circle. Together with a scheme for adding or removing such planes this guarantees the quality of the mesh representing the computed manifold.
Introduction
Vector elds are the mathematical models of choice in numerous applications; see for example 7, 16] and further references therein. The most basic question is to understand the dynamics of a given xed vector eld. The phase space is organized by the spine or skeleton of the dynamics, which consists of all equilibria and other invariant sets, like periodic orbits, together with their stable and unstable manifolds. These stable and unstable manifolds are global objects forming boundaries between regions with di erent qualitative behavior, and their intersection can lead to complicated dynamics and chaos.
Hence, knowing the spine means knowing the fate of the orbit of any initial condition. Consequently, nding the stable and unstable manifolds is an important issue. It is generally not possible to nd stable and unstable manifolds other than via numerical computation.
One-dimensional stable and unstable manifolds consist of two distinct orbits that can be computed by integrating two suitable initial conditions. However, higher-dimensional stable and unstable manifolds consist of innitely many orbits, and their computation remains a challenge; see Section 2 for an overview of other methods. In this paper we consider the lowest dimensional such case, namely two-dimensional stable and unstable manifolds of equilibria in a three-dimensional state space. To be more concrete we consider a three-dimensional vector eld _ x = f(x); (1) where x 2 R 3 and f : R 3 7 ! R 3 is su ciently smooth. The dynamics is is the ow of (1). The Stable and Unstable Manifold Theorem 14] states that in a neighborhood of x 0 there exist local stable and unstable manifolds W s loc (x 0 ) and W u loc (x 0 ), which are tangent to the stable and unstable eigenspaces E s (x 0 ) and E u (x 0 ) of the Jacobian Df(x 0 ) of (1), respectively. Either the stable or the unstable manifold of any saddle point x 0 is two-dimensional. For convenience we discuss the case of a two-dimensional unstable manifold W u (x 0 ) in the sequel. Our algorithm grows W u (x 0 ) in circles starting with an initial circle on E u (x 0 ). Its important feature is that it computes the two-dimensional unstable manifold as a mesh of a prescribed quality. For each mesh point r on the last circle we do the following. We de ne a two-dimensional plane through r perpendicular to the last circle, and determine a new point on W u (x 0 ) in this plane at a suitable distance from r. Finding this new point amounts to solving a boundary value problem, which is done by a shooting appraoch. The algorithm works when x 0 has eigenvalues with largely di ering modulus, as well as in the case of complex conjugate eigenvalues. As a particular feature we detect convergence to an attractor, which allows us to compute the entire unstable manifold in case it is compact.
The organization of the paper is as follows. We start with an overview of other methods in Section 2. We explain the algorithm in Section 3, and illustrate its performance with two examples in Section 4. Section 5 gives a summary of the results and discusses the generalizability of the algorithm.
Other methods
There are three di erent ideas to compute a two-dimensional unstable manifold for vector elds. In some sense the most straightforward idea, which is also our approach, is to start with a small circle of points on E u (x 0 ) around x 0 and grow the manifold as a one-parameter family of (topological) circles. The integration time provides the natural parameter. The main problem is that the circles typically do not grow uniformly in all radial directions. Since one can only evolve a nite number of points on any given circle one quickly encounters the problem that points drift apart, leading to a mesh of poor quality.
Johnson et al. 10] tackle this problem by integrating each of a nite number of nicely distributed points on a circle until a prescibed arclength is reached. This de nes a new circle of points. In a second step extra points are added if necessary by using interpolation, after which the points are redistributed equally spaced along the piecewise linear circle to again obtain a nice distribution of points on the next circle. The procedure is repeated until a su cient piece of the manifold has been obtained. Since the dynamics on the manifold controls the distance between the points on the new circle before the redistribution of mesh points, not much can be said about the accuracy of the interpolated points.
In the methods of Guckenheimer and Worfolk 8, 17] divergence between points in the integration is avoided by rescaling the vector eld. In this way it can be achieved that the tangential component is practically zero at each point along a circle. This changes the dynamics, but not W u (x 0 ) as a set. Then all these points are integrated until a prescribed distance is reached to obtain the next circle. Again, a su cient piece of the manifold can be grown by repeating this procedure. Their method requires that the vector eld always has a radial component pointing outward with respect to the last circle.
Doedel 6] computes two-dimensional manifolds with a very di erent method using continuation. To start he computes an orbit of a prescribed arclenth (or arclength times integration time) by integrating as initial condition a point on a ray through x 0 on E u (x 0 ) very close to x 0 . This orbit is then continued with the boundary value solver of AUTO 5] , where the angle of the ray is the continuation parameter. In this way, the orbit sweeps over W u (x 0 ), which gives very accurate results. A possible disadvantage is that this method produces an abundance of meshpoint near x 0 .
Finally, there is the approach of considering the time t map of the ow of (1) for some xed t > 0, and use an algorithm designed for maps. This is done, for example, in 12]. Another interesting method for discrete systems is the one by Dellnitz and Hohmann 3, 4] who cover the manifold with threedimensional boxes. They start with a covering of W u loc (x 0 ) with su ciently small boxes which they obtain with a subdivision method. In a second step the covering of W u loc (x 0 ) is extended to obtain a covering of W u (x 0 ) in a particular window of interest. A two-dimensional approximation of W u (x 0 ) can be obtained by connecting the center points of the boxes in the covering with triangles. The accuracy of the computation is directly related to the diameter of the boxes, so that a large number of boxes may be required. We remark that, in general, using the time t map insted of the vector eld itself leads to longer computations.
The algorithm
In this section we describe how to compute the two-dimensional unstable manifold W u (x 0 ) of a saddle point x 0 of the vector eld (1) . This means that we consider the case that one eigenvalue s of x 0 is real and negative, and the other two eigenvalues u 1 and u 2 have positive real parts (and may be real or complex). We start with a linear approximation of the local unstable The global manifold W u (x 0 ) is generated by computing more and more discrete circles, each of which consists of a nite number of mesh points. The manifold W u (x 0 ) is then represented as the triangulation given by these mesh points. Hence, adding a discrete circle corresponds to adding a band of triangles to the computed piece of W u (x 0 ). Let C r denote the last computed discrete circle of mesh points, and let b C r denote the continous circle obtained by linearly connecting the mesh point in C r . The key step is to add a new discrete circle, denoted by C b , at a particular distance from C r . The problem is to ensure that the mesh points of C b are nicely distributed. To achieve this, we de ne a linear foliation fF r g r2Cr , that is, a set of (half)planes F r , transversal to the last circle b C r . We now consider the one-dimensional intersection curves of W u (x 0 ) with fF r g r2Cr . The choice of fF r g r2Cr has to be such that locally the intersection of W u (x 0 ) with each leaf F r is a curve of su cient arclength; compare 12]. In each leaf F r we nd a point in W u (x 0 ) at distance from the base point r by solving a boundary value problem. This set of points forms the new discrete circle C b , which indeed lies at distance from C r with nicely distributed mesh points. More details of this procedure are given below in Section 3.1; see also Figure 1 .
If mesh points come too close to each other, or move apart too much we update the mesh, which is discussed in Section 3.2. The algorithm also detects and deals with convergence to an attractor, and this is explained in Section 3.3.
Adding a new circle
As the rst step we need to nd a foliation fF r g r2 b In fact, is a guess and it is checked at a later step whether this guess is in accordance with the required accuracy; see Section 3.2.
The key idea is that the next point b r 2 F r can be found by continuing the following boundary value problem until the required distance is In practice, we accept the point b r ( 0 ) if j jb r ( 0 ) ? rj j 2 (1+") ; (1+") ] for some prespeci ed ". In the examples of Section 4 we used " = 0:01. This continuation part of the algorithm is performed in the procedure BVP in Figure 1 . In the present implimentation we use a shooting method as a boundary value solver.
Remark 1 Because we speci ed a maximal integration time for shooting, we may "run out" of integration time before we reach distance . In particular,
close to x 0 and, in case W u (x 0 ) converges to an attractor, near the attractor this may force a smaller than necessary for the required accuracy; see Section 3.3.
After the computation of C b , we need to check whether the band of triangles between C r and C b accurately approximates W u (x 0 ). It is possible that b C b lies too far from b C r , or that we need more mesh points in C b . This is described in the next section.
Mesh adaptation
Our algorithm automatically updates the mesh after each step. The following is taken into consideration to determine whether the mesh is still accurate. First we check whether the distance from b C b to b C r is su ciently small. It may be that b C b should be closer to b C r in order to get an accurate approximation of W u (x 0 ). Next, we check whether b C b satis es the conditions for the mesh quality. If necessary, extra points are added, or removed. The mesh adaptation is done in the procedure Accuracy in Figure 1 .
After performing the step in the previous Section, both circles b C r and b C b consist of the same number of mesh points. We form lines from points in C r to corresponding points in C b . If these lines accurately follow the one- as a good estimate. Otherwise, we reject C b , decrease , and repeat the step in Section 3.1. The accuracy of one-dimensional curves is controlled using the technique described in 13], which is based on controling the angle between three successive points together with the product of this angle and the distance between the last two of the three points; compare also 9]. Our next guess for is based on these considerations as well. Since the angle is de ned using three successive points, we need to keep track of the circle before b C r in the data structure; see also Figure 1 , where this circle is called C p . Note that initially this circle has radius 0.
Once we have accepted b C b as a new circle at a proper distance from b C r , we check how well b C b approximates W u (x 0 ). The accuracy of b C b is controlled by the distance between neighboring mesh points. We prespecify minimal and maximal distances between two neighboring mesh points, denoted by F and F , respectively. Let r 1 and r 2 be two neighboring mesh points in C r , and let b 1 and b 2 denote the corresponding points in C b .
It is most important that b 1 and b 2 are not too close to each other, since then, in the next step, the leaves through these points might cross at a distance less than from b 1 or b 2 . When the mesh points are not properly ordered, the algorithm will be confused when it computes the next circle. 
Convergence to an attractor
In the event that W u (x 0 ) is compact, it may not be possible to nd points at distance , because the manifold has nite arclength. However, the arclength generally di ers from leaf to leaf. Therefore, when we detect convergence, we allow di erent -steps in di erent leaves. This means that we let depend on the mesh points r 2 C r .
For a particular leaf F r we nd q r ( ) and b r ( ) = (q r ( )) during the continuation of the boundary value problem. Recall that we are monitoring the distance j jb r ( ) ? rj j until we nd the point b r ( 0 ) for which this distance is . If the manifold converges, we may have that j j b r ( ) ? r j j is always smaller than , even for ! 1. If this is the case, we allow for di erent -steps in di erent leaves.
In practice, we put a maximum max on . If we nd that j jb r ( ) ?rj j< for all 0 < max , we take the best candidate, that is, we set b r = b r ( max ), such that j jb r ? rj j= r < ; and r is as large as possible. This way, we assure a relatively smooth decrease and increase of r along b C b . Note that the orbits of points close to x 0 grow slowly, so that they may not be of su cient arclength after this maximal integration time; compare Remark 1. In this case, we decrease and insist on having the same distance to C r for all points in C b , so that the mesh stays nice. We only allow to vary in di erent leaves after a certain arclength of the manifold has been computed.
The algorithm detects convergence in a leaf F r if the best possible new point b r lies at distance r smaller than a prescribed minimum. Subsequently, the algorithm stops computing new points in this leaf. If convergence is detected in all leaves, the algorithm stops altogether and reports convergence to an attractor. 
Examples
Our algorithm does not depend on the dynamics on the manifold. For example, it is not in uenced by the ratio of the eigenvalues of the linear part at the saddle point. This is demonstrated in Section 4.1, where two stable eigenvalues of the origin di er by a factor of order 10. Furthermore, the algorithm has no problems dealing with complex conjugated eigenvalues, which is illustrated in Section 4.2. There, we also show how the algorithm handles convergence to a limit cycle. All gures have been rendered with the package Geomview 15].
The Lorenz system
The well-known Lorenz system 11] is de ned as The origin is always an equilibrium, and for the standard parameters = 10, % = 28, and = 2 2 3 it has a stable manifold for which the corresponding eigenvalues are s = ? and ss ?22:8. This stable manifold is known to have a complicated structure, because it spirals into the butter y-shaped attractor without actually intersecting it. Note that the z-axis is invariant and part of the stable manifold. We compute W s (0) using the following accuracy parameters. The vector eld is integrated with a xed time step Runge-Kutta order four integrator, taking a maximum of 150 steps. The time step is 0.001 initially and is adapted as points are integrated further away from the equilibrium such that always at least 2 integration steps are taken to determine the next circle. The distance between circles is at least min = 0:01, and it is controlled by the accuracy conditions explained in 13] (0:3 < < 0:2, and 0:1 < < 1:0). We start with an initial circle of 20 points at distance = 1:0 from the origin. The distance between leaves is kept at a maximum of F = 2:0, and is at least Figure 5 show the complicated interaction of the manifold and the attractor. Obviously, many leaves are added during this computation, but also some leaves are removed as they come too close to neighboring leaves. Both adaptations are illustrated in Figure 6 . Animations that show how the algorithm grows the manifold can be found at http://www.cds.caltech.edu/~hinke/lorenz/.
Arneodo's system
The following example is taken from 1], and we call it Arneodo's system: 8 > < > :
where = 2:5 and = 2. This system has two equilibria, one at the origin and one at ( ; 0; 0). For this choice of parameters, both equilibria are of saddle type. We concentrate on the equilibrium ( ; 0; 0) with eigenvalues s ?1:15 and u 0:075 1:47i, and consider its two-dimensional unstable manifold. This manifold is compact and accumulates on a limit cycle. As in Section 4.1, we use a xed time step order four Runge Kutta integrator, with a maximum of 1000 steps. Due to the spiralling behavior on the manifold, the next circle will typically be much more than 1 integration step away, so we take the time step 0.01 and keep it xed during the entire computation. Further accuracy parameters are F = 0:1, F = 0:025, min = 0:01, 0:2 < < 0:3, and 0:001 < < 0:1. We start with 40 points on an initial circle of radius = 0:1. The algorithm rst grows circles uniformly until the manifold gets close to the limit cycle; see Figure 7 (a). As there is slow radially outward growth near the limit cycle, it becomes harder to nd points at distance from the boundary. When this happens, the algorithm allows for a variable growth rate per leaf, such that the convergence process can be completed; see Figure 7 The resulting mesh is shown in Figure 7 (c). We assume convergence in a leaf when the -step in this leaf cannot be taken larger than 10 ?3 . Note that the algorithm is not a ected by the spiralling behavior of orbits on the manifold. Even if the vector eld points radially inward at certain points on the boundary of the manifold, the next circle can be properly found; see Figure 7 (d).
Discussion
We presented an algorithm for globalizing two-dimensional stable and unstable manifolds of equilibria in three-dimensional vector elds. This algorithm computes the manifold as a set of (topological) circles. To ensure a prescribed mesh quality we nd new points in a set of planes that are as orthogonal as possible to the last circle. This is done by solving a boundary value problem. In the course of the computation planes are added and removed and possible convergence to an attractor is detected.
Only a simple change in starting data is needed to compute the unstable manifold of a periodic orbit ?. At each point r on ? there is a well-de ned unstable linear direction v u (r). By choosing a mesh on ?, we de ne an initial circle as the set of points at distance from the mesh points r on ? in the direction of v u (r). Growing this initial circle is now done in exactly the same way as for a saddle point; compare 12].
Our method is independent of the dynamics on W u (x 0 ) without a need for rescaling the vector eld. Also, we do not require that the vector eld points outwards with respect to the last circle, as is required in 8, 17] . When adding new mesh points, that is, new planes, interpolation is only used within the prescribed mesh distance, so that the interpolation error is always under control; compare 10]. The mesh is adapted to the local curvature of W u (x 0 ), so that the number of mesh points is minimal without sacri cing the accuracy. The speed of the computation is largely determined by the time needed for integration, which depends on the dynamics. Using a boundary solver means a more time consuming computation, but we nd that the algorithm is quite fast.
There are two main sources of errors in the computation. First, there is the initial error that one makes by picking starting data on E u (x 0 ) at a prescribed distance from x 0 . This error can be reduced by taking very small, but then it may take a very long time for orbits to grow su ciently long. However, it should be noted that nding a better, that is, higher order approximation of W u loc (x 0 ) generally takes a long computation as well. Second, there is the interpolation error between mesh points. Along rays of the mesh we monitor the curvature by the method in 9, 13] to ensure that mesh points along rays are not too far apart. This means that we use many points where the manifold locally folds sharply, but only few mesh points in slightly curved parts. However, along circles of the mesh the accuracy is controlled by the distance between the mesh points only and local curvature is not taken into consideration. A better accuracy, without using too many mesh points, could be obtained by monitoring the curvature along circles of the mesh as well. Note that we use simple linear interpolation between mesh points. Interpolating splines might also increase the accuracy in most cases.
Our algorithm can be generalized to compute m-dimensional unstable manifolds in n-dimensional phase spaces. The key idea is again to grow the manifold as a one-parameter family of (m ? 1) spheres as the intersection with suitable linear subspaces orthogonal to the last sphere. In this way a prescribed mesh quality can be achieved. Finding a new point in such a subspace again amounts to solving a boundary value problem. Clearly, there are serious issues of data management and visualization. A detailed discussion of the general case is beyond the scope of this paper and will appear elsewhere.
