Abstract-The High-Speed Optoelectronic Memory Systems (HOLMS) project, sponsored by the European Union Information Society Technology program, aims to make the use of board level optical interconnection in information systems practical and economical by developing optoelectronic packaging technology compatible with standard electronic assembly processes. To demonstrate the potential of the technology, it develops a demonstrator system that addresses the most pressing problem of contemporary computer architecture: memory latency. This paper describes the key ideas and some preliminary results of the HOLMS projects focusing on the electronic interconnection technology, in particular optoelectronic packaging issues.
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I. INTRODUCTION

C
ONCENTRATED research efforts in recent years have lead to significant progress in optoelectronic components including the tight integration of optoelectronic input/outputs (I/Os) and silicon chips, novel microoptical devices, and advances in optomechanical integration [36] . A number of high-bandwidth interconnection demonstrators were also constructed. However, so far, optical interconnections have had nearly no impact on board or even rack level interconnections in real life systems. This failure can be mostly attributed to two factors: 1) inadequate and costly packaging technology and 2) inadequate system architectures. a) Packaging Technology: Electronic assembly technology has become optimized for low-cost mass production. Lithography based on cheap materials for system-level printed circuit board (PCB) interconnection and chip packages suitable for attachment using pick and place machines allow low-cost automated production. Optical systems, as they are implemented today, are mostly incompatible with this assembly technology. This has created a barrier for the adoption of optical interconnection that neutralizes any potential benefits. b) System Architecture Issues: The increasing gap between very large scale integration (VLSI) circuit speed and the I/O capabilities of system-level electronic interconnection technology has often been cited as a compelling reason for the transition to optical interconnections [35] . Obviously, extrapolating current trends in VLSI technology far enough shows that at a certain point, chip-to-chip bandwidth requirements that are going to exceed the physical limits of electronic links. On the other hand, the proponents of purely electronic technology argue that, for current system architecture, this point will not be reached for another 15 to 20 years [48] . At the same time, while implementing adequate interconnections is going to become increasingly harder with higher frequencies, in practice, evolutionary improvements in electronic signaling and detection techniques are more attractive then switching to a new technology. As a consequence, it is not clear when (if at all) mere replacement of electrical links with higher bandwidth optical pendant will become an attractive option for system designers. However, current computer systems have been optimized to circumvent the shortcoming of electronic interconnections. It is, thus, understandable that they cannot fully utilize the advantages of optical interconnections. As a consequence, system architectures specifically designed to take advantage of the properties of optical transmission are needed to make optical interconnection technology attractive for practical applications.
A. High-Speed Optoelectronic Memory Systems (HOLMS) Project
The HOLMS project sponsored by the European Union Information Society Technology program aims to overcome the 1077-260X/03$17.00 © 2003 IEEE above obstacles to the practical use of system-level optical interconnections. 1 To this end, it develops an optoelectronic packaging technology that facilitates seamless integration of free space, waveguides, and fiber optical links with standard electronic packaging technology. The core of the technology is a novel optoelectronic multichip module (OE-MCM) concept.
In the architecture area, the key concept of the HOLMS approach can be summarized as cutting through the interconnection hierarchy [29] to reduce communication latency. The concepts exploits the fact that in the relevant approximation the bandwidth and latency of an optical link is virtually independent of the length, the fanout/fanin, and the overall density of the interconnection. At the same time, it leverages new technological developments that allow close integration of large arrays of low-latency high-bandwidth optical I/Os with complex VLSI circuits. As a result, new interconnection architectures replacing high-latency multistage networks with direct low-latency links between all relevant components become possible. In addition, generous use of optical fanout allows the implementation of efficient cache coherence protocols.
To demonstrate the potential of our approach, we address what is generally regarded as the most pressing problem of contemporary computer architecture: memory latency. For this purpose, a memory architecture specifically tailored to utilize the advantages of optical interconnections has been developed. In the project, a fully functional demonstrator system based on this architecture is being built to show that optical interconnection technology is capable of providing system-level benefits in real life computers.
B. Paper Overview
This paper focuses on the optoelectronic interconnection packaging technology and its application in the demonstrator system. The description of the memory architecture is limited to an overview required for the understanding of the interconnection issues. After an introductory overview of the HOLMS concepts in Section II, we present the HOLMS demonstrator system in Section III. We, then, turn to a detailed discussion of the OE-MCM technology in Section IV, and the printed circuit board-based waveguide interconnections in Section V. Finally, we discuss the interface between OE-MCM devices and the PCB embedded waveguides that combines standard electronic attachment with an appropriate optomechanical coupling mechanism.
C. Related Work
Early implementation of optoelectronically connected computers include, among others, the Delft fully connected multiprocessor [52] , the Cosine system [43] , and the MEMSY machine [31] . At the same time, a number of architecture concepts such as a time division multiple access-based crossbar [37] , a hierarchical hypercube based design [40] , and different bus systems were studied (e.g., [27] ).
More recent optoelectronic systems demonstrators include the opto field programmable gate array [3] , [17] built by an EU sponsored consortium, the optoelectronic backplane system realized by McGill lead Canadian consortium [6] , [23] , [49] , the DARPA three-dimensional (3-D) optoelectronic processor system [11] , the Heriot-Watt SPOEC high-speed interconnection system [1] , and the RWC-1 massively parallel system [42] . In addition, different theoretical architecture concepts have been developed [13] , [15] , [26] . In this context, a considerable amount of attention has also been given to the issue of optical interconnections in shared memory systems [7] , [13] , [18] , [21] , [30] , [45] .
Most of the demonstrator projects mentioned above have developed their own packaging concepts. They include an OE-MCM technology similar to the one pursued in the HOLMS project [12] , and different precision mechanical systems (e.g., [33] , [38] , [50] ). In addition, a number of other groups have looked at novel optoelectronic packaging techniques (e.g., [14] , [34] ). Most notably, an image guide-based packaging concept has been recently proposed and demonstrated by several groups [5] , [22] , [51] , that aims at similar applications as the HOLMS technology.
II. HOLMS OVERVIEW
A. HOLMS Rationale
As described in the introduction the main idea behind the HOLMS project is that optical interconnection technology can be used to cut through the traditional electrical interconnection hierarchy. This hierarchy is the main factor in the communication latency, which, in turn, is the main performance bottleneck in today's computer systems.
1) Interconnection Hierarchy and Latency: Hierarchical multistage interconnect architectures are a fundamental concept of electronic system design. In general, electronic systems are hierarchically partitioned into subsystems consisting of physically adjacent components. Such subsystems can be the circuits on a single chips, chips on a single multichip module, or a local group of chips and multichip modules on a PCB. The interconnection architecture follows the subsystem structure favoring local links inside a subsystem over intersubsystem connections. In most subsystems, there are just a few designated components (interfaces) that are responsible for communicating with other subsystems. The majority of such links connect to subsystems on the same or, at most, one stage higher hierarchy level. Empirical studies have shown that, for most systems, the number of interconnections in any given subsystem exponentially decreases with increasing hierarchy level. Since increasing hierarchy levels correspond to increasing subsystem diameter, this also means that the link density exponentially decreases with distance. As a consequence, communication between far away components is mostly indirect, passing through the interfaces between many hierarchy stages. This leads to high latency and introduces complex communication protocols. Thus, for example, the message latency in a multicabinet parallel computer or a workstation cluster can be as high as a few microseconds, which is three orders of magnitude above the time of flight delay. 2 For many systems, the above hierarchical architecture is a natural and efficient implementation option, since it reflects their logical structure, which is dominated by local communication. However, in cases where global communication is important, the high latency of long range communication is a major performance bottleneck. As will be described later, shared memory multiprocessors (SMPs) are a good example of this type of system.
One of the main reasons for the interconnection hierarchy is the fact that the performance of electronic interconnections is strongly dependent on the physical properties of a link. To achieve high bandwidth, the links and the transceivers must be exactly impedance matched and care must be taken to route all signals in such a way that crosstalk is minimized. In addition, the interconnection complexity is limited by the planar nature of the interconnect, since the interconnect area is proportional to the second power of the interconnection bisection width.
2) Cutting Through the Hierarchy Using Optics: The principal advantage of optical interconnections lies in the fact that in the relevant approximation the bandwidth and latency of an optical link is virtually independent of the length the fanout/fanin and the overall density of the interconnection. In addition, with free space optics the interconnect area increases only linearly with the bisection width. Furthermore, new trends in optoelectronic integration are emerging that allow hundreds or even thousands of high-speed optical I/Os to be directly integrated with high-performance VLSI circuits. Thus, a single chip can have direct high-bandwidth low-latency links to a large number of devices both in its direct neighborhood and as far away as the next cabinet. This allows for new architecture concepts that cut through the traditional interconnection hierarchy providing direct time of flight limited links between all relevant components. In particular, the number of stages between the CPU and the memory chips in a multiprocessor system can be reduced leading to memory latency close to the chip access time. At the same time, appropriate use of broadcast channels can simplify cache coherence protocols.
B. Memory Architecture 1) Memory Latency in Multiprocessor Systems:
One of the main problems of today's computer architecture is the widening gap between processor cycle time and memory latency (e.g., [44] ). This problem is particularly grave in SMPs, where the CPUs of the parallel machine communicate through a common memory system. Depending on the number of CPUs, the memory access latency in such systems ranges from about 200 ns in dual CPU machines to more then 1000 ns in large scale servers.
Memory latency is often blamed on the gap between DRAM speed and CPU operating frequency. Although such a gap is undeniable, it explains only a small part of the above latency. Today DRAM memory modules with a latency of 22.5 ns are available (ESDRAM). Single transistor high-density SRAM (ESRAM) can provide a random access latency of 12.5 ns at similar density and only slightly higher cost. This is between 1% and 10% of the overall latency. The remaining 90% to 99% are due to interconnection delays [4] . With physical system diameters between 50 cm and a few meters for large multirack systems, it is obvious that the distance limited time of flight of the signals does not significantly contribute to the above delay. Instead, the interconnection latency is due to a hierarchical, multistage network architecture. Such architecture introduces a cascade of driver and conversion delays as well as complex communication and memory access protocols.
2) HOLMS Memory Architecture: In the HOLMS project, the concept of cutting through the interconnection hierarchy is applied to the processor memory network in multiprocessor systems. As described in [28] , high-latency multistage links are replaced by direct optical channels between optoelectronic I/Os closely integrated with the relevant VLSI components. To provide the lowest possible latency, the processor should have a direct optical connection to every RAM chip in the system. However, even using free-space optics implementing such a complex interconnection is not practical. As a compromise, the HOLMS architecture uses a single intermediate stage: a controller that is responsible for a small group of RAM chips. The processors and the controllers communicate with each other using optical I/Os closely integrated with electronic circuits. To further reduce the number of processor I/Os, broadcast, rather then point-to-point channels, are used with each transmitter on the processor. Thus, each transmitter is assigned to several memory controllers. In general, the HOLMS memory architecture is composed of NRAM banks, each consisting of NC RAM chips electronically connected to an optoelectronic bank controller. The memory banks are organized in NG groups with banks each. The memory controllers in a single memory bank group share a single fanout/fanin channel optical channel for each processor. An example of a system with , , , and two CPUs is shown in Fig. 1 .
C. Interconnection Technology and Packaging Concept
As described above, our approach to using optical interconnections in computer systems exploits the insensitivity of optical links to the length, fanout, and complexity to cut through the traditional interconnection hierarchy. The main practical problem facing this approach is the fact that, depending on the distance Fig. 2 . HOLMS optoelectronic packaging technology. An OE-MCM containing a PIFSO free-space optical system and electronic interconnection attached to the glass substrate is soldered on a PCB containing an optical waveguide layer. and type of interconnection, different transmission technologies need to be used. In the HOLMS project, these are: 1) Parallel fiber arrays for transmission of data between different PCBs. Here, a commercial system based on the MT connector standard is used. 2) Waveguides integrated in a conventional electronic PCB for a robust, low cost point-to-point transmission across the system board. This technology has been developed by Siemens and University of Paderborn [8] . 3) Planar integrated free-space systems (PIFSO) for fanin/fanout operations and the mapping of the optoelectronic I/Os to the fibers and waveguides. PIFSO systems, developed by University of Hagen [4] , fold a free space optical system inside a thin glass substrate. They provide all the benefits of free-space optic without the alignment and stability problems usually associated with conventional free space systems. In addition, they can be used as an optomechanical interface to the MT connectors of the fiber arrays [32] . The key packaging issue faced by the HOLMS project is the development of an optomechanical interface that allows a single electronic component mounted on a printed circuit board to simultaneously access all the different transmission technologies. This needs to be accomplished in a way compatible with standard electronic assembly techniques. For this purpose, a novel optoelectronic multi-chip module (OE-MCM) packaging technology [39] , [47] has been developed (see Fig. 2 ) As described in more detail in Section IV, it combines PIFSO systems with thin film on glass electrical MCM-D technology. Electronic and optoelectronic components are flip chip bonded to the thin film layers deposited on the glass substrate containing the free space optics. Appropriate optical windows in the thin film layers allow the optoelectronic components to be coupled into the optical system. The whole substrate can be packaged as a ball grid array (BGA) and attached to a PCB using conventional soldering techniques.
III. HOLMS DEMONSTRATOR SYSTEM
A. Overall Architecture
The HOLMS demonstrator is a four CPU shared memory heterogeneous multiprocessor with a low-latency optoelectronic memory interconnection based on the transmission technologies and architecture concept sketched in the previous section. To demonstrate the capabilities of the system, a JPEG 2000 decoder software for large medical and satellite imaging applications will be implemented. For large images, it requires a lot of memory with low-latency random access, which means that it optimally utilizes the advantages of the planned system.
As shown in Fig. 3 , the HOLMS demonstrator consists of four CPUs and 16 memory banks distributed over two PCBs. Each CPU is located on its own OE MCMs (CPU OE-MCM) together with an optoelectronic memory management unit. On the memory side, two memory bank controllers constituting a memory bank group are located on each OE MCM (MEM OE-MCM). Each CPU OE-MCM is connected to each MEM OE-MCM using a dedicated, point to point, duplex optical channel. Each channel consists of eight data, three control, and one clock line, each driven at 600 MHz. Depending on whether the OE-MCMs are on the same PCB or not, the channel is implemented using waveguides or fiber arrays. In any case, this link is shared by both memory bank controllers of the OE-MCM.
B. CPU OE-MCM
As shown in Fig. 4 , CPU OE-MCM consists of the CPU, a mixed-signal controller chip, the optical I/Os, and a PIFSO optical system. The PIFSO optical system of the OE-MCM is used to image the optical I/Os of the controller onto the fiber and waveguide interface. This requires a 1:1 transmission through a light pipe system combined with appropriate pitch adjustment. For optimal execution speed of the JPEG 2000 applications, one CPU OE-MCM will contain a high end Analog Devices TigerShark DSP, while the remaining three will be assigned custom CPUs implemented in XILINX XCV2V3000 FPGAs. Independent of the processor type, all CPU OE-MCMs have the same controller chip. It consists of two parts: a memory management unit (MMU) and the transmission circuits.
The MMU is identical for all four CPUs. It handles the interface to the optical bus and performs actions related to cache coherence, synchronization primitives, and conflict resolution in cooperation with the memory controller chips.
The main components of the transmission circuits are serialization/deserialization logic and analog VCSEL drivers and photo receivers amplifiers. Since the CPU address and data bus are 32 bits wide at a frequency of 133 MHz and optical bus data is 8 bits wide, the optical bus frequency needs to be 600 MHz (Fig. 5) . Due to the envisaged architecture, 48 drivers and 48 receivers will be integrated on the CPU side interface chip.
C. MEM OE-MCM
In the demonstrator system, there is a single MEM OE-MCM for each memory bank group. As shown in Fig. 5 it consists of two mixed signal optoelectronic memory bank controller chips: one for every memory bank of the group, PIFSO. In addition to pitch adjustment between the optical I/Os and the fibers and waveguides, the PIFSO performs the fanin/fanout operations required by the HOLMS's memory architecture.
Like the CPU side controllers, the mixed-signal chips consist of two parts: a purely digital memory controller unit and mixed-signal transmission circuits. The memory controller is the logic responsible for address decoding, memory access, and conflict resolution. For memory access, there are two electrical channels to RAM chips on the printed circuit board, one for each controller. The system will be based on Enhanced Memory Systems' BSRAM SS2625-7.5, 2Mx36 chips with a random access latency of 12.5 s and a capacity of nine MB per chip, of which only eight MB will be used for data. To achieve 512 MB total memory capacity with 16 memory banks in eight memory bank groups, four chips with a total of 32 MB have to be connected to each channel.
The transmission circuits take care of the frequency conversion and the analog interface (amplifiers and receivers) to the 24 optical channels required by the system architecture.
D. Transmission Logic and Optoelectronic I/Os
The design of an efficient transmission logic, drivers, and receivers is one of the major issues in the HOLMS's demonstrator realization. A review of published paper on drivers and photo receivers amplifiers shows that performances of CMOS technology with 3.3 V of power supply are too tight to obtain the desired performances. Taking into account that most of the commercial circuits are fabricated with a silicon-germanium technology, a SiGe BiCMOS 0.35 m from Europractice technology has been chosen. The digital part of the chips will be designed using standard CMOS cells which are compatible with the BiCMOS technology.
1) Optoelectronic Transmitters: VCSEL's ULM 1 12 arrays at 250-pitch with a wavelength of 850 nm have been selected. The devices have a threshold current of 1.8 mA and work with an operating current of 5 mA. Due to variations between different VCSEL arrays, threshold and operating current need to be adjusted on a per array basis. As the drivers and the logic driving them are integrated on the same chip, these interface problems are drastically reduced. VCSEL are external components but since they will be, as well as the mixed chips, flip chip bonded onto a OE-MCM parasitic elements are minimized. Simulation with typical parameters showed that clock signal with frequency up to 1 GHz can be transmitted.
2) Optoelectronic Receivers: An identical 1 12 at 250 pitch configuration will be used for the detectors to match the VCSEL array. Operation will again be at 850 nm with an expected sensitivity as high as 0. 7 . The photodiodes will be constructed on a GaAs/AlGaAs strained-layer structure. They will be p-i-n devices and have two contacts each. It is suggested that the bottom layer in the p-i-n structure is used as ground. However, this should not be connected to the substrate to avoid any potential reduction of bandwidth. The photodiodes will be circular with an optical window of 180 m in diameter and active area of 220 m in diameter. This gives a detector area of . Since the intrinsic region will be 1.5 m thick, a photodiode has a predicted capacitance of 2.69 pF. This should allow operation at up to 1.18 GHz. Series device resistance will be approximately 50 ohms, thus, the load should be equivalent. It is expected that a reverse bias of up to 5 V may be applied without any problem. To ensure an acceptable bit error rate (BER) of in digital transmission, the current generated by the incident optical power on the photodiode must be 144 times the intrinsic device rms noise current. Since material purity is very high, noise from the device is expected to be low. Therefore, given a worst case scenario of 10 W of incident optical power, achieving such a BER should not be a particular problem.
A review of a published paper shows that all architecture of photo receivers are based on transimpedance amplifiers. The design of such amplifiers is highly dependant of the characteristics (capacitance and sensitivity) of the optical receiver. As the capacitance of the p-i-n diode to be used is rather high, the design of the amplifier is a tradeoff between expected performances and power dissipation due to bias current.
IV. OPTOELECTRONIC MULTICHIP MODULES
The HOLMS optoelectronic packaging concept calls for free-space systems to be used in three areas: 1) for high-density interconnection at the chip-and MCM level; 2) fanout/fanin operations; and 3) as an interface between long-distance low-density waveguide and fiber connections and the high-density device arrays on the optoelectronic chips. For practical implementations, suitable integration and packaging techniques for free-space optics are required. The specific approach used here is the concept of PIFSO as described in many publications (e.g. [20] ). The HOLMS project builds on this concept to develop an optoelectromechanical integration technology that allows the combination of free-space optical systems with high-performance electronic substrates, and the required interfaces to fiber arrays and waveguides. This paragraph describes this technology that we refer to as OE-MCMs.
A. PIFSO Technology
The main feature of PIFSO is the monolithic integration of the optical elements on a single optical substrate by using a lithographic fabrication process. The essence of this concept is the folding of optical paths within a transparent substrate, where the passive optical components that make up the system (beam splitters, fanout gratings, lenses, mirrors, and so on) are fabricated on the outer surfaces of the substrate. The optics are kept small, in the sub-mm scale, and these microoptical components are compatible with established lithographic production. Lithography gives precise alignment of the devices on the surface to micrometer precision and the common substrate removes the concern about alignment retention. The further advantages of the technology include the ease of packaging of the flat, quasi-2-D, substrates. In short, PIFSO combines the capabilities of free-space optics with the packaging simplicity of guided wave optics or standard electronic surface mount components.
Different demonstration experiments have been reported, one that is relevant for the HOLMS concept was demonstrated, for example, in [10] . The technological challenge is optimizing the transmission efficiency.
B. OE-MCMs
The PIFSO substrate can served as an open platform for the integration of optoelectronic devices [19] and used as a basis for simple electronic systems. Signal lines, pads for flip-chip bonding of chips (electronic and/or optoelectronic), and soldering pads for attachment to printed circuit boards can be fabricated with the same lithographic technique used for the optical components. In initial experiments, partners ETHZ and Hagen have tested and characterized some simple systems [39] .
The HOLMS project goes beyond such simple systems toward the full integration of complex, high-density electronics with PIFSO substrates in OE-MCM. The concept is an extension of thin film multichip module technology (MCM-D). In MCM-D systems, a few micrometers-thick layers of metal conductor and dielectric (e.g., polymid or BCB) are deposited on a few hundred thicker substrate. The technology allows a feature size of down to 10 and component placement accuracies of a few micrometers. A variety of substrates, some of them transparent (e.g., glass), can be used.
To combine thin film MCM technology with planar optical systems, the optoelectronic components are flip-chip bonded on the MCM module with the optical windows pointing toward the substrate (Fig. 2) . A via hole through all the metal and dielectric layers is placed underneath the optical windows to allow light signals to reach the substrate. The substrate must be transparent to the wavelength used. The MCM system with the optoelectronic components is glued to a PIFSO system, forming a complete OE-MCM.
For mounting an OE-MCM on a printed circuit board, soldering balls are placed on appropriate pads of the MCM-D substrate. The OE-MCM component can then be attached to a printed circuit board much like a conventional BGA packaged chip. Currently, the suitability of different attachment techniques, including reflow soldering, laser soldering, and conductive glue, is being evaluated. The main technical challenge stems from thermal expansion issues.
In the OE-MCM concept, planar optics is just another interconnection layer of a conventional high-performance system. Thus, an OE-MCM module can be handled and packaged much like a conventional electronic component. At the same time, it provides complex electronic systems with a flexible interface to both free-space optics for inter-or intrachip communication and system optical data transmission through fiber arrays or PCB integrated waveguide (as described in Section V).
1) Experimental Devices:
Currently, different experimental electronic substrates are being designed, produced, and evaluated. Fig. 6 shows a test substrate consisting of a three in and one out, 12-channel interconnection module combining one LD array, three PD arrays, the corresponding drivers, and receivers with all the necessary passive electronic components. It is im- . The glass substrate is quartz, which is normally used in PIFSO systems. For the alignment with the PIFSO, the module has alignment marks placed in a central transparent window. This allows the marks to be seen from both sides of the OE-MCM allowing different flexible assembly sequences.
C. Optical System of the Demonstrator OE-MCMs
Although a number of stringent placement constraints have to be considered, the electronic layout of the demonstrator OE-MCM is fairly straightforward and will not be discussed in this paper. Instead, we concentrate on the optical design issues.
1) General Considerations:
To support the HOLMS architecture, two kinds of PIFSO systems with different special features have to be developed: one for the interconnections at each CPU-MCM (to be called CPU-PIFSO in the following) and one for each memory-PIFSO (MEM-MCM). Because of geometric extent and electrical alignment, the CPU-PIFSO has to be divided into two parts, one for connecting the fibers and the other one for connecting the waveguides to the optoelectronic chips. Consequently, a total number of eight PIFSO systems are necessary to implement the interconnections on one PCB.
The CPU-PIFSO systems require direct interconnections of sources and targets without any fanin or fanout. The technological and design challenge consists of providing a large number of channels arranged in a single line for realizing the physical interface to the PCB-integrated waveguides (see Fig. 4) . A similar task is required for the fiber connections.
The memory-PIFSO system connects two sources with four targets by coupling from one MEM-MCM into a fiber and an integrated waveguide. That means 24 channels in two rows for each memory bank are subject to a fanout of four and one pair of channels of each row has to be coupled into one fiber or waveguide (equivalent to a fanin of two). For coupling into the detectors of the MEM-MCM, the reverse way has to been used.
2) Coupling Issues: For the physical implementation, it is important to note that different types of light sources are used for the different systems: in the direction OE-chip to fiber/waveguide, VCSELs are the sources and fibers or waveguides play the role of targets, whereas in the reverse direction, fibers and waveguides are the sources and the targets are photodetectors. Coupling light from monomode sources into a PIFSO system and outcoupling it toward waveguides or fibers can be achieved by techniques as described in earlier publications [32] , [46] . Waveguides and fibers are multimode with relatively large crosssections; they act as extended light sources, which emit incoherent radiation. Therefore, the coupling from a waveguide into a PIFSO system is more challenging, because the waveguide or the light guiding beak (LGB) have a relative large crosssection (approximately 100 m) and numerical aperture (NA 0.3). For this task, an approach called pupil division using several lenses within the pupil is envisioned to steer the light emerging from the waveguide (see the right side of Fig. 7) .
3) Optical Design: The optical realization of the CPU-PIFSO system may be achieved by a microchannel or hybrid imaging system [46] . As described before the PIFSO interface at the memory side is much more interesting and is discussed here in more detail. A memory-PIFSO system satisfying all the demands of the final application, but bridging a smaller distance, has been designed, simulated, and manufactured. It is based on a microchannel system. The fanout of four is achieved by a diffractive beam splitter, which is combined with an imaging lens in a single diffractive optical element (DOE). The lens has the task to collimate the divergent light of the source (VCSEL). For each channel, one more reflective imaging DOE (decreasing the tilt angle), a fanin DOE and two mirrors are used. Fig. 8 shows the paths of the light signals resulting from a ray-tracing simulation. The realization of the described design for six channels is shown in the center of Fig. 7 . This picture includes the memory-PIFSO system and some lenses to test pupil division. In the center two rows with six elements correspond to the splitting DOE. Symmetrical to both sides, the reflective tilt changing DOE and the fanin DOE are arranged.
A detailed overview of the interconnections between and the arrangement of memory-MCM, PCB-integrated waveguides, and PIFSO is given by Fig. 9 . Mounting these elements is another technological challenge that has to be solved in this project. 
V. PCB INTEGRATED OPTICAL WAVEGUIDES
Optical interconnection technology based on board-integrated optical channel waveguides enables on-board data rates of several gigabytes per second [9] , [41] over distances of up to one meter. As depicted in Fig. 10 , these waveguides are embedded within an optical layer of a conventional multilayer PCB and, thus, represent an extension of today's conventional PCB technology. A benefit of this technology is that it allows the same degree of freedom in routing optical interconnects as routing conventional electrical interconnects.
Within the HOLMS system, this technology is applied to realize high-speed optical data channels at board level between CPU and memory chips mounted on MCMs. Within the optical layer of the PCB, the optical signal is guided by multimode channel waveguides. The coupling from the waveguides to the top of the PCB and vice versa is carried out by so called LGB, explained in Section V-C, and 45 micromirrors that are integrated into the channel waveguides. In addition to technology development of board integrated optical waveguides, a simulation software is developed in the HOLMS project in order to predict the signal integrity of such optical interconnects.
A. Interconnection Topology
Within the HOLMS system, two CPU-OE-MCMs and four MEM OE-MCMs have to be connected by high-speed optical data channels. Each of the high-speed optical data channels connecting one CPU and one memory MCM has to provide a total data rate of a minimum of 7.2 Gb/s per direction. This data rate has to be achieved over a maximum distance of 15 cm with a maximum loss of 0.2 dB/cm at an optical wavelength of 850 nm. This limited distance ensures a maximum optical signal skew of less than 1 ns, while one CPU chip may communicate with more than one memory chip at once. Due to the current manufacturing process, the maximum diameter of the optical layer is limited to 20 cm, which defines the routing space for the eight optical channels. Optical crossing of the channels is to be avoided in order to reduce losses. Since the system architecture requires bidirectional data flow between the CPUs and the memory banks, two physical channels (one for each direction) need to be used for each logical channel.
In order to avoid optical channel crossing and obtaining almost equal signal propagation delays with a small signal skew , the symmetric routing layout depicted in Fig. 11 was developed in the HOLMS project. Each of the unidirectional channels shows an s-bend formation with a minimum radius of 2.5 cm and consists of 12 parallel highly multimode optical stepindex waveguides. It allows a total data rate of 12 600 MB/s for every CPU memory interconnections which meets the required data rate of 7.2 GB/s. In order to be compatible to commercially available vertical cavity surface emitting laser-and photo diode arrays, the waveguides of one channel have a pitch of 250 . Their crosssectional sizes of is comparable to those of microstrip lines. The large crosssections of the optical interconnects are chosen to be compatible to the conventional PCB technology, allowing reduced tolerance requirements and simplifying the light coupling into the waveguides and vice versa. Further simplification of the coupling results from the large crosssectional sizes of the waveguides and the large numerical aperture of .
B. Technology
The manufacturing of board integrated optical polymer waveguides is subdivided into two main processing steps. Within the first step, an optical polymer layer, containing the embedded channel waveguides, is fabricated, and within the second step, this optical layer is laminated into the multilayer PCB. Several processing technologies are known to manufacture the step-index optical channel waveguides, respectively, hot embossing [24] , [25] , photo lithographical techniques [2] , and direct writing techniques [16] . Each of these techniques can produce a polymer optical layer with integrated multimode optical waveguides. One common property of these manufacturing processes is that the dielectric interfaces of the fabricated waveguides show surface roughness up to one tenth of the optical wavelength that causes unavoidable losses. Within the subsequent extended PCB lamination process, this optical layer is integrated into a multilayer PCB. Therefore, a recess is molded into a FR-4 layer of the PCB and the optical layer is inserted. Afterwards, the FR-4 layer is laminated into the PCB using a similar temperature and pressure profile as depicted in Fig. 12 .
C. OE-MCM Waveguide Coupling: LGB
The coupling the board-integrated waveguides and the PIFSO integrated in the OE-MCMs is one if the key packaging problems of the HOLMS system. The vertical distance that has to be bridged between the PIFSO and the waveguides, is in range of 1.5 to 2 mm. Compared with the horizontal pitch between elements of the PIFSO and the waveguide of 250 , this vertical distance is very large. In addition, to avoid excessive losses stringent constraints on the horizontal and angular alignment, accuracy must be satisfied. At the same time, the optomechanical coupling mechanism must be compatible with standard electronic attachment technology (soldering, conductive gluing, etc.).
1)
LGB Approach: The coupling from the PIFSO to the waveguides can be realized by free-space optics as the PIFSO provides focusing elements. To this end, the focusing elements have to be aligned in a precise manner that the angle deviation between the focused beam and the vertical axis is smaller than 1 for a vertical distance of 2 mm.
The coupling from the waveguides to the PIFSO cannot be achieved by free-space optics, as there is no possibility to integrate focusing elements within the waveguide. Without these elements, the large numerical aperture of the waveguides combined with the long vertical coupling distance makes it impossible to couple the optical power efficiently and causes significant optical cross talks and power losses. In order to increase the coupling efficiency, the LGB approach, as depicted in Fig. 13 , was developed within the HOLMS project. This approach represents an imaging system based on vertical aligned multimode step-index fibers embedded within the LGB. The vertical coupling distance can, thus, be reduced to the height of the cladding material between the waveguides and the fiber as pointed out by Fig. 13 . The optical power flow within the waveguides is turned round by 45 micromirrors, transmits vertically through the cladding material and is coupled into the fiber. The multimode fiber guides the power flow to the top of the PCB and then the power flow is coupled into the PIFSO.
2) Technology: The LGB is built up by a synthetic block using conventional FR-4 PCB material. As each optical data channel is built up by twelve parallel channel waveguides, the LGB contains twelve fibers as depicted in Fig. 14. Therefore, it shows twelve drilling holes with a pitch of 250 and a diameter of 150
. The height of the block can be matched to the vertical distance, that has to be bridged between the PIFSO and the waveguides. Within each drilling hole, one step-index multimode fiber with a core diameter of 100
and an overall diameter of 140 is glued in. Afterwards, the top and bottom face surface is grinded and polished. One of the manufactured LGBs is shown in Fig. 15 . The fibers have a larger core diameter than the waveguides in order to reduce horizontal tolerance requirements and to improve the coupling efficiency to the fiber. The horizontal alignment of the fibers and the waveguides is achieved using MT-pins at the LGB and drilling holes within the optical layer. This technique permits a passive adjustment of the LGB to the waveguides.
VI. CONCLUSION AND FUTURE WORK
The HOLMS project aims to make the use of board-level optical interconnection in information systems practical and economical by developing optoelectronic packaging technology compatible with standard electronic assembly processes. The technology enables seamless integration of PIFSO, waveguides, and fiber arrays into high-performance electronic systems. To this end, a novel OE-MCM concept has been developed that adds PIFSO systems as just another layer interconnection layer to high-performance MCM-D electronic packages. In addition, a coupling technique that allows optical signals to cross from the OE-MCM package to PCB integrated waveguides has been introduced.
Currently, different aspects of the above technology are being optimized, fabricated, and tested by the various groups involved with the project. Key concerns being address include reducing losses, alignment tolerance, thermal control, and the optimization of the overall system assembly sequence.
Once completed, the development will provide information and computing systems with high chip I/O, high bandwidth, and low-latency connections. This is crucial to enable novel computer system architectures focused on using the fundamental advantages of optical interconnection to cut through the traditional electronic interconnection hierarchy. To demonstrate the potential of our approach, we address the most pressing problem of contemporary computer architecture: memory latency. To this end, a fully functional multiprocessor signal processing system, in which the optical interconnection reduces the memory latency to the range of raw chip latency and signal propagation time, has been designed as the overall project demonstrator.
