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Abstract
In this paper we construct separable strongly continuous repre-
sentations of the quantum holonomy-diffeomorphism algebra. Since
the quantum holonomy-diffeomorphism algebra encodes the canonical
commutation relations of a gauge theory these representations provide
a kinematical framework of a quantum gauge theory. Furthermore, we
device a method of constructing physically interesting operators such
as the Yang-Mills Hamilton operator. This in turn establishes the
existence of a general framework of non-perturbative quantum gauge
theory on a curved background and in particular of a quantum Yang-
Mills theory. This construction works in any dimension.
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1 Introduction
The usual way of constructing quantum mechanics on for example the real
line R is to consider L2(R) together with the operators x and i d
dx
satisfying
the Heisenberg relation. To get a clearer mathematical presentation one
can replace the operator x with C∞c (R), the space of smoothly supported
compact function, and the operator i d
dx
with translations in R, i.e. by the
operators
Uaξ(x) = ξ(x − a), a ∈ R, ξ ∈ L2(R).
The advantage of this latter picture are multiple, one being that the repre-
sentation theory is clearer.
With the quantum holonomy difffermorphism algebra, denotedQHD(M),
we adopt this setup – i.e. functions on a configuration space together with
translation operators – to formulate a non-perturbative quantum field theory
for gauge fields.
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In gauge field theories the underlying configuration space is the space A
of connections with values in a chosen structure group. We therefore need
an algebra of ’functions’ on A. The QHD(M) algebra includes an algebra
of operator valued functions on A, which is generated by holonomies along
flows of vector fields on the manifold. The translation part of the QHD(M)
algebra is obtained by noting that two connections in A differs by a one form
with values in the Lie algebra of the structure group. Therefore for each Lie
algebra valued one form in the manifold we have a translation operator on
A.
Once we have the QHD(M) algebra a critical question – in particular
for an application to physics – is if there exists reasonable representations
of it. In [AG16c] we gave an informal argument that no reasonably local
representations exists. Local in this context means the following: If ω is
a one form and if we partition the underlying manifold into two sets, then
the transition probability of ω on the entire manifold is the product of the
transition probability of ω on each of the subsets.
The problem with this sort of locality is that there is no correlation
between neighboring points, which in turn means that fast oscillating con-
nections have the same probability as slow oscillating connections. This
renders the expectation value on every path, apart from the trivial one,
zero.
Therefore in order to construct representations we give up the demand
that they are local. We do this by demanding that fast oscillating con-
nections, or actually fast oscillating transitions between connections, have
smaller probability than slow oscillating transitions.
Concretely, for the rate of oscillation we choose the eigenvalues of the
Hodge-Laplace operator. We then expand the one forms in the eigenvectors
of the Hodge-Laplace operator and construct a Gaussian measure on the
coefficients of this expansion weighted with the corresponding eigenvalue of
the Hodge-Laplace operator.
The result of this construction is that the transition probability of a one
form ω depends on the Sobolev norm of ω. The construction is therefore not
local, since for a given partition of the underlying manifold into two disjoint
sets, splitting ω into a sum ω1 + ω2, where ω1 and ω2 have disjoint support
in the sets, would typically render ω1 and ω2 discontinuous. Their Sobolev
norm would therefore be infinite, i.e. the transition probabilities would be
zero.
One important feature of the representation is that it is strongly contin-
uous. In particular this means that we can define infinitesimal operators ∇ˆX
and Eω – a quantised covariant derivative and an infinitesimal translation
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operator – which reproduces the structure of the canonical commutation
relations of a Yang-Mills theory. Since the infinitesimal translation operator
Eω cannot be arbitrarily localised, the canonical commutation relations are
only local up to a scale, which we interpret as the Planck scale.
Once we have infinitesimal operators we devise a general method of con-
structing physically interesting operators such as the Hamilton operator of
a Yang-Mills theory. This Hamilton operator combined with the repre-
sentation of the QHD(M) algebra constitute a rigorous formulation of a
non-perturbative quantum Yang-Mills theory on a curved background.
Note finally that this construction works for an arbitrary background
and in any dimensions. Note also that whereas the representation of the
QHD(M) algebra, that we construct, transforms well with respect to isome-
tries, the gauge symmetry is not a priori conserved. The appearance the
Hodge-Laplace operator works effectively as a gauge fixing.
This paper is accompanied by the papers [AG17a], where the physi-
cal ideas and consequences of a representation of the QHD(M) algebra
are discussed, and [AG17b], where the connection to ordinary perturbative
quantum field theory is analysed.
1.1 Outline of the paper
We first introduce the QHD(M) algebra in section 2. Since the holonomy-
diffeomorphisms are operator valued functions over a configuration space A
of connections we construct in section 3 a Hilbert space L2(A) as an induc-
tive limit over finite dimensional spaces. In subsection 3.1 we then represent
the translation operators hereon and include the holonomies in subsection
3.2. In subsection 3.3 we show that these representations are strongly con-
tinuous and in section 4 that everything adds up to a representation of the
QHD(M) algebra. Finally we show in section 5 that the Hodge-Laplace
operator gives a concrete realization of the representation, which to this
point has depended on the existence of an orthonormal basis of one-forms
satisfying a number of requirements. We end the paper in section 6 with an
outline of how physical operators are constructed.
2 The quantum holonomy-diffeomorphism algebra
We start with the holonomy-diffeomorphism algebra HD(M), which was
first introduced in [AG13,AG16a], and the quantum holonomy-diffeomorphism
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algebra QHD(M) as well as its infinitesimal version dQHD(M), which
were introduced in [AG16b,AG16c].
2.1 The holonomy-diffeomorphism algebra
LetM be a compact smooth manifold of dimension d, let G be a compact Lie
group, and let υ ∶ G→Mj(C) be a unitary faithful representation. Consider
the vector bundle S =M ×Cj over M as well as the space of G connections
acting on the bundle. Given a metric g on M we get the Hilbert space
L2(M,S,dg), where we equip S with the standard inner product. Given a
diffeomorphism φ ∶ M → M we get a unitary operator φ∗ on L2(M,S,dg)
via
(φ∗(ξ))(φ(x)) = (∆φ)(M)ξ(x),
where ∆φ(x) is the volume of the volume element in φ(x) induced by a unit
volume element in x under φ.
Let X be a vectorfield on M and let ∇ be a G-connection acting on S.
Denote by t → expt(X) the corresponding flow. Given x ∈ M let γ be the
curve
γ(t) = expt(X)(x)
running from x to exp1(X)(x). We define the operator
eX∇ ∶ L2(M,S,dg) → L2(M,S,dg)
in the following way: we consider an element ξ ∈ L2(M,S,dg) as a Cj-valued
function, and define
(eX∇ ξ)(exp1(X)(x)) = ((∆exp1)(x))Hol(γ,∇)ξ(x), (1)
where Hol(γ,∇) denotes the holonomy of ∇ along γ. Note that eX is a
unitary operator. Let A be the space of G-connections acting on S. We
have an operator valued function on A defined via
A ∋ ∇→ eX∇ .
We denote this function eX . For a function f ∈ C∞c (M) we get another
operator valued function feX on A. We call this operator a holonomy-
diffeomorphisms. Denote by F(A,B(L2(M,S,dg))) the bounded operator
valued functions over A. This forms a C∗-algebra with the norm
∥Ψ∥ = sup
∇∈A
{∥Ψ(∇)∥}, Ψ ∈ F(A,B(L2(M,S,dg))).
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Definition 2.1.1. Let
C = span{feX ∣f ∈ C∞c (M), X vectorfield on M}.
The holonomy-diffeomorphism algebra HD(M,S,A) is defined to be the C∗-
subalgebra of F(A,B(L2(M,S,dg))) generated by C. We will often denote
HD(M,S,A) by HD(M) when it is clear which S and A is meant.
It was shown in [AG16a] that HD(M,S,A) is independent of the metric
g.
2.2 The quantum holonomy-diffeomorphism algebra
Let g be the Lie-algebra of G. A section ω ∈ Ω1(M,g) induces a transfor-
mation of A, and therefore an operator Uω on F(A,B(L2(M,S, g))) via
Uω(ξ)(∇) = ξ(∇ − ω),
which satisfy the relation
(UωfeXU−1ω )(∇) = feX(∇ + ω). (2)
Infinitesimal translations on A are formally given by
Eω = d
dt
Utω ∣
t=0
, (3)
where we note that
Eω1+ω2 = Eω1 +Eω2 ,
which follows since the map Ω1(M,g) ∋ ω → Uω is a group homomorphism,
i.e. U(ω1+ω2) = Uω1Uω2 .
Definition 2.2.1. We define the QHD(M) as the algebra generated by
elements in HD(M) and by translations Uω. We define the infinitesimal
quantum holonomy-diffeomorphism algebra dQHD(M) as the algebra gen-
erated by elements in HD(M) and by infinitesimal translations Eω.
A priory QHD(M) is not a ∗-algebra. We will however require of a rep-
resentation, that it makes the Uω’s unitary. This in turn makes QHD(M)
a ∗-algebra.
Due to the construction of QHD(M) as an algebra of operator valued
functions over A together with translations on A, in order to construct a
representation of QHD(M), one needs to construct a suitable L2(A), such
that the operators Uω act as well defined translations on L
2(A), and such
that the expectation value of the holonomies on a state in L2(A) is well
defined.
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3 Construction of the Hilbert space L2(A)
The construction of the Hilbert space will depend on a choice of a connection
∇0 ∈ A, as well as some data given below.
Since we have a representation υ of g, we get a scalar product on g via
tr(υ(g∗1 )υ(g2)), g1, g2 ∈ g, where tr denotes the matrix trace. We denote the
fiberwise scalar product on T ∗M ×g induced by g and the scalar product on
g by (⋅, ⋅). Furthermore we choose a scalar product ⟨⋅, ⋅⟩s on Ω1(M,g) and a
system {ei}i∈N of vectors in Ω1(M,g) with the properties:
(i) That {ei}i∈N is an orthonormal basis of the completion Ω1(M,g) with
respect to ⟨⋅, ⋅⟩s.
(ii) That
∞
∑
i
∥ei∥2∞ <∞, (4)
with ∥ei∥∞ = supm∈M(ei(m), ei(m)).
Note that since M is compact this notion is independent of the choice of g.
Also note that Ω1(M,g) is a real and not a complex vector space.
We put An = ∇0 + span{e1, . . . , en} and identify An with Rn via
Φ(x1, . . . , xn) = ∇0 + x1e1 + . . . + xnen.
We define L2(An) as L2(Rn) under this identification, i.e. for ξ, η ∈ L2(An)
we have
⟨ξ, η⟩An = ∫
∞
−∞
⋯∫
∞
−∞
ξ(∇0 + x1e1 + . . . + xnen)η(∇0 + x1e1 + . . . + xnen)dx1⋯dxn.
There is an embedding of Hilbert spaces ιn,n+1 ∶ L
2(An)↪ L2(An+1) defined
as
ιn,n+1(ξ)(∇0+x1e1+. . .+xnen+xn+1en+1) = ξ(∇0+x1e1+. . .+xnen) 1
4
√
π
e−
x2n+1
2 .
We also denote ιn,n+1(L2(An)) with L2(An).
Definition 3.0.1. We define
L2(A) = lim
n→∞
L2(An),
as the inductive limit Hilbert space of the sequence
L2(A1) ι1,2Ð→ L2(A2) ι2,3Ð→ L2(A2) ι3,4Ð→ . . .
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We denote the scalar product on L2(A) by ⟨⋅, ⋅⟩A.
We get embeddings ιn ∶ L
2(An)↪ L2(A) of Hilbert spaces. We will also
denote ιn(L2(An)) with L2(An). Furthermore we define
L2(A)alg = ⋃
n∈N
L2(An).
The state in L2(A) of the form
Φ(∇0 + x1e1 + . . . + xnen + . . .) = π− 14 e−
x2
1
2 ⋯π−
1
4 e−
x2n
2 ⋯
will be called the ground state.
3.1 The operators Uω on L
2(A)
The operators Uω will act on L
2(A) simply by translation, i.e. formally by
(Uωξ)(∇) = ξ(∇− ω). To make this definition precise we expand
ω =
∞
∑
i=1
aiei
with ai = ⟨ω, ei⟩s. Put ωk = ∑ki=1 aiei. On L2(An), n ≥ k, Uωk acts as
(Uωk(ξ))(∇0 + x1e1 + . . . + xnen)
= ξ(∇0 + (x1 − a1)e1 + (x2 − a2)e2 + . . . + (xk − ak)ek + xk+1ek+1 + . . . xnen).
Note that this action is compatible with ιn,n+1. It therefore follows that
Uωk defines an operator on L
2(A)alg. Furthermore, since Uωk acts as a
translation, it is a unitary operator with U∗ωk = U−ωk and UωkUνk = Uωk+νk .
Hence Uωk also extends uniquely to a unitary operator on L
2(A).
Now let ξ, η ∈ L2(An) but this time with k ≥ n. A small computation
gives
⟨η,Uωkξ⟩A = ∫
∞
−∞
⋯∫
∞
−∞
η(∇0 + x1e1 + . . . xnen)
×ξ(∇0 + (x1 − a1)e1 + (x2 − a2)e2 + (xn − an)en)
×
1√
π
k−n e
− 1
2
(x2n+1+(xn+1−an+1)
2+...x2
k
+(xk−ak)2)dx1⋯dxk
= ⟨η,Uωnξ⟩Ane− 14 (a2n+1+...+a2k).
It follows
lim
k→∞
⟨η,Uωkξ⟩A = ⟨η,Uωnξ⟩Ane−
1
4
∑
∞
n+1 a
2
i .
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If we thus define
s(η, ξ) = lim
k→∞
⟨η,Uωkξ⟩,
we get that s is a bounded sesquilinear form on L2(A)alg. Hence s has
a unique extension to a bounded sesquilinear form on L2(A). As such, s
uniquely defines an operator Uω ∶ L
2(A)→ L2(A). Due to the properties of
Uωk described above, we have U
∗
ω = U−ω and UωUν = Uω+ν . In particular Uω
is unitary.
Proposition 3.1.1. The map
Ω1(M,g) ∋ ω ↦ Uω ∈ B(L2(A))
defines a strongly continuous additive map, if we consider Ω1(M,g) equipped
with the topology arising from ⟨⋅, ⋅⟩s.
Proof. Since Uω is unitary, it suffices to prove strong continuity on
vectors in L2(A)alg. And since the map is additive, it suffices to prove
lim
ω→0
⟨ξ,Uωξ⟩A = ⟨ξ, ξ⟩A
for ξ ∈ L2(A)alg. For ξ ∈ L2(An) we have, however, that
⟨ξ,Uωξ⟩A = ⟨ξ,Uωnξ⟩Ae− 14 ∑∞n+1 a2i .
When ω → 0 we have ωn → 0 and limω→0∑∞n+1 a2i = 0. It follows that
⟨ξ,Uωnξ⟩A → ⟨ξ, ξ⟩A, and that e− 14 ∑∞n+1 a2i → 1.
3.2 The holonomies on L2(A)
Let p be a path on M parameterized by γ ∶ [a, b] → M , and assume that
this parametrization is by arc length with respect to the metric g. We want
to define the expectation value of the holonomy with respect to a vector
ξ ∈ L2(A) via
ρξ(p) = lim
k→∞
∫
∞
−∞
⋯∫
∞
−∞
Hol(p,∇0 + x1e1 + . . . + xkek)
×∣ξ(∇0 + x1e1 + . . . + xkek)∣2dx1⋯dxk.
The question is of course, if the expression converges. This is where the
condition ∑∞i ∥ei∥2∞ < ∞ becomes crucial. This condition basically ensures
9
that the corrections to the expectation value becomes small as k becomes
big.
To prove this, we start by proving it for ground state.
Note that we have the following asymptotic expansion of the Gaussian
integral:
∫
∞
c
e−x
2
dx ∼ e
−c2
c
.
We choose c2k = 2 log k. We thereby have e
−c2
k
ck
≤ 1
k2
. We write
1√
π
∫
∞
−∞
Hol(γ,∇ + xkek)e−x2kdxk
= 1√
π
∫
ck
−ck
Hol(γ,∇ + xkek)e−x2kdxk
+
1√
π
∫
−ck
−∞
Hol(γ,∇ + xkek)e−x2kdxk
+
1√
π
∫
∞
ck
Hol(γ,∇ + xkek)e−x2kdxk. (5)
The matrix norm of the two last terms is by construction smaller than 2
k2
.
This estimate is independent of ∇. We expand the holonomy
Hol(p,∇ + ω) =
Hol(p,∇) +∫ b
a
Hol(p1,∇)ω(γ′(t))Hol(p2,∇)dt
+
1
2 ∫
b
a
∫
b
a
Hol(p1,∇)ω(γ′(t1))Hol(p2,∇)ω(γ′(t2))Hol(p3,∇)dt1dt2
+ . . . (6)
where in the second line p = p1 ○ p2 is a partition of the path p so that
p1 ∶ [a, t] → M and p2 ∶ [t, b] → M . Likewise in the third line of (6), where
p = p1 ○ p2 ○ p3 is partitioned according to p1 ∶ [a, t1] →M , p2 ∶ [t1, t2] →M
and p3 ∶ [t2, b]→M .
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We have the estimates
∥∫ b
a
Hol(p1,∇)ω(γ′(t))Hol(p2,∇)dt∥ ≤ ∥ω∥∞∣p∣
∥1
2 ∫
b
a
∫
b
a
Hol(p1,∇)ω(γ′(t1))Hol(b2,∇)
×ω(γ′(t2))Hol(b3,∇)dt1dt2∥ ≤ 1
2
∥ω∥2∞∣p∣2
⋮ (7)
where ∣p∣ the length of p, and where ∥ ⋅ ∥ denotes the matrix norm. We can
therefore estimate
∥Hol(p,∇ + ω) − (Hol(p,∇) + ∫ b
a
Hol(p1,∇)ω(γ′(t))Hol(p2,∇)dt
+
1
2 ∫
b
a
∫
b
a
Hol(p1,∇)ω(γ′(t1))Hol(p2,∇)ω(γ′(t2))Hol(p3,∇))dt1dt2∥
≤ e∥ω∥∞ ∣p∣ − (1 + ∥ω∥∞∣p∣ + 1
2
(∥ω∥∞∣p∣)2)
The Taylor formula gives the following estimate
∣e∥ω∥∞ ∣p∣ − (1 + ∥ω∥∞∣p∣ + 1
2
(∥ω∥∞∣p∣)2)∣ ≤ 1
6
(∥ω∥∞∣p∣)3e∥ω∥∞ ∣p∣
For ∥ω∥∞∣p∣ ≤ 1 we therefore have
∥Hol(p,∇ + ω) − (Hol(p,∇) + ∫ b
a
Hol(γ1,∇)ω(γ′(t))Hol(γ2,∇)dt
+
1
2
∫
b
a
∫
γ
Hol(γ1,∇)ω(γ′(t1))Hol(γ2,∇)ω(γ′(t2))Hol(γ3,∇))dt1dt2∥
≤ 1
2
(∥ω∥∞∣p∣)3. (8)
We remind the reader of the following Gaussian integrals:
1√
π
∫
∞
−∞
(ax)2e−x2dx = a2
2
1√
π
∫
∞
−∞
∣ax∣3e−x2dx = a3.
We choose n big enough with
∥en∥∞∣p∣cn ≤ 1
n
5
12
(9)
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We can do this, since c2n = 2 log(n) and ∑∞i ∥en∥2∞ <∞. Note that the power
5
12
is not fundamental but simply chosen for the following estimate to work.
For k ≥ n we rewrite as follows:
π−
k
2 ∫
∞
−∞
⋯∫
∞
−∞
∫
∞
−∞
Hol(p,∇0 + x1e1 + . . . xkek)e−(x21+...x2k)dx1⋯dxk
= π−k2 ∫
∞
−∞
⋯∫
∞
−∞
∫
ck
−ck
Hol(p,∇0 + x1e1 + . . . xkek)e−(x21+...x2k)dx1⋯dxk
+π−
k
2 ∫
∞
−∞
⋯∫
∞
−∞
∫
−ck
−∞
Hol(p,∇0 + x1e1 + . . . xkek)e−(x21+...x2k)dx1⋯dxk
+π−
k
2 ∫
∞
−∞
⋯∫
∞
−∞
∫
∞
ck
Hol(p,∇0 + x1e1 + . . . xkek)e−(x21+...x2k)dx1⋯dxk.
We can estimate the last two integrals with 2
k2
. We introduce the following
notation:
x = (x1, . . . , xk−1), x2 = x21 + . . . + x2k−1,
dx = dx1⋯dxk−1,
Hp(x) = Hol(p,∇0 + x1e1 + . . . xk−1ek−1),
and
Hp(x,xk) = Hol(p,∇0 + x1e1 + . . . xk−1ek−1 + xkek).
The first integral can be rewritten:
π−
k
2 ∫
∞
−∞
⋯∫
∞
−∞
∫
ck
−ck
e−(x
2+x2
k
)Hp(x,xk) dx dxk
= π−k2 ∫
∞
−∞
⋯∫
∞
−∞
∫
ck
−ck
e−(x
2+x2
k
)((Hp(x,xk)
−Hp(x) − ∫ b
a
Hp1(x)xkek(γ′(t))Hp2(x) dt
−
1
2 ∫
b
a
∫
b
a
Hp1(x)xkek(γ′(t1))Hp2(x)xkek(γ′(t2))Hp3(x)dt1dt2)
+Hp(x) + ∫ b
a
Hp1(x)xkek(γ′(t))Hp2(x) dt
+
1
2
∫
b
a
∫
b
a
Hp1(x)xkek(γ′(t1))Hp2(x)xkek(γ′(t2))Hp3(x)dt1dt2)dxdxk
The first part of the integrand, i.e.
Hp(x,xk) −Hp(x) − ∫ b
a
Hp1(x)xkek(γ′(t))Hp2(x) dt
−
1
2
∫
b
a
∫
b
a
Hp1(x)xkek(γ′(t1))Hp2(x)xkek(γ′(t2))Hp3(x)dt1dt2
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can with the help of (8) (∇ = ∇0 + x1e1 + . . . xk−1ek−1) be estimated with
π−
k
2 ∫
∞
−∞
⋯∫
∞
−∞
∫
ck
−ck
e−(x
2+x2
k
)(∥ek∥∞∣p∣)3∣xk ∣3dxdxk ≤ 1
k
5
4
since ∣xk ∣∥ek∥∞∣p∣ ≤ ∥ek∥∞∣p∣ck ≤ 1
k
5
12
according to (9).
In the second integrand we have the term
∫
γ
Hp1(x)xkek(γ′(t))Hp2(x)dt.
This is odd in xk and hence vanishes when integrated over xk. The last term
can be estimated with
∥1
2 ∫
b
a
∫
b
a
Hp1(x)xkek(γ′(t1))Hp2(x)xkek(γ′(t2))Hp3(x) dt1dt2∥
≤ 1
2
(∥ek∥∞∣p∣)2x2k,
and after multiplying with e−x
2
k and integrating with respect to xk over[−ck, ck] the term can be estimated with 12(∥ek∥∞∣p∣)2. All together we have
1
π
k
2
∫
∞
−∞
⋯∫
∞
−∞
Hol(γ,∇ + x1e1 + . . . xkek)e−(x21+...x2k)dx1⋯dxk
= 1
π
k
2
∫
∞
−∞
⋯∫
∞
−∞
Hol(γ,∇ + x1e1 + . . . xk−1ek−1)e−(x21+...x2k−1)dx1⋯dxk−1
with an error smaller than 2
k2
+
1
2
(∥ek∥∞∣p∣)2 + 1
k
5
12
. The series ∑∞k=1 ∥ek∥2∞ is
convergent, and hence the series
∞
∑
k=1
( 2
k2
+
1
2
(∥ek∥∞∣p∣)2 + 1
k
5
4
)
is also convergent. We thus have
Proposition 3.2.1. The limit
lim
k→∞
1
π
k
2
∫
∞
−∞
⋯∫
∞
−∞
Hol(γ,∇ + x1e1 + . . . xkek)e−(x21+...x2k)dx1⋯dxk
exist.
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We now want to extend this to general ξ ∈ L2(A). To this end we
consider Hj = L2(A) ⊗ Cj. We think of elements in Hj as functions on A
with values in Cj.
Given p we want to define the operator hp on Hj . The idea is to define
(hpξ)(∇) = Hol(p,∇)ξ(∇).
We have to make sure that this is well defined. For a start assume that
ξ, η ∈ Halg,j = L2(A)alg ⊗ Cj . It follows from the computation leading to
proposition 3.2.1 that ⟨η,hpξ⟩ exists, since the integral converges in the first
finitely many variables, and the rest of the variables we can control with
∞
∑
k=1
( 2
k2
+
1
2
(∥ek∥∞∣p∣)2 + 1
k
5
4
) .
Furthermore we have ∣⟨η,hpξ⟩∣ ≤ ∥η∥∥ξ∥, since it is an integral over expecta-
tion values of unitary operators. The expression
(η, ξ) → ⟨η,hpξ⟩
is thus a sesquilinear form, and hence uniquely defines an operator hp on
Hj = L2(A)⊗Cj.
3.3 Strong continuity
For two curves γ1 and γ2 we define
∥γ1 − γ2∥sob = sup
t∈[0,1]
(∥γ1(t) − γ2(t)∥ + ∥γ′1(t) − γ′2(t)∥). (10)
We want to show that
∥γk − γ∥sob → 0⇒ ⟨ξ, hγkξ⟩→ ⟨ξ, hγξ⟩.
This in turn implies strong continuity, i.e. that
∥γk − γ∥sob → 0⇒ ∥(hγk − hγ)ξ∥ → 0.
We again start with ξ ∈ Halg,j = L2(A)alg ⊗Cj. Let ε > 0 be given. We
choose n so big that
∞
∑
k=n+1
( 2
k2
+
1
2
(∥ek∥∞∣p∣)2 + 1
k
5
4
) < ε,
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where ∣p∣ is the arc length of γ. We choose Dn with
∫(x1,...,xn)∉[−Dn,Dn]×⋯×[−Dn,Dn] ∥ξ(∇0 + x1e1 + . . . , xnen)∥22dx1⋯dxn < ε,
where ∥ ⋅∥22 denotes the norm squared of a vector in Cj. Since ∥γk−γ∥sob → 0
we also have ∣γk ∣→ ∣γ∣. Furthermore, when k is big enough we have
∥Hol(γ,∇0 + x1e1 + . . . + xnen) −Hol(γk,∇0 + x1e1 + . . . + xnen)∥ ≤ ε, (11)
for all (x1, . . . , xn) ∈ [−Dn,Dn] × ⋯ × [−Dn,Dn]. This follows, since we
consider a connection ∇0+x1e1+ . . .+xnen along γ, and the same connection
along γk as different connections along γ, and since the map
[−Dn,Dn] ×⋯× [−Dn,Dn] ∋ (x1, . . . , xn)→ ∇0 + x1e1 + . . . + xnen
is uniformly continuous we can, to a given δ > 0, choose k big enough with
∥(∇0 + x1e1 + . . . + xnen)(γ′(t) − γ′k(t))∥ ≤ δ
for all (x1, . . . , xn) ∈ [−Dn,Dn] × ⋯ × [−Dn,Dn] and t ∈ [a, b]. If we choose
δ > 0 small enough we can use the equation (6) together with the estimates
(7) to get (11).
For k big enough we now get:
∣⟨ξ, hγkξ⟩ − ⟨ξ, hγξ⟩∣
≤ ∥∫ ∞
−∞
⋯∫
∞
−∞
∫
∞
−∞
(Hol(γ,∇0 + x1e1 + . . . xnen)
−Hol(γk,∇0 + x1e1 + . . . xnen))∥ξ(∇0 + x1e1 + . . . + xnen)∥22dx1⋯dxn∥
+2
∞
∑
k=n+1
( 2
k2
+
1
2
(∥ek∥∞∣γ∣)2 + 1
k
5
4
)
≤ ∫
Dn
−Dn
⋯∫
Dn
−Dn
∫
Dn
−Dn
∥(Hol(γ,∇ + x1e1 + . . . xnen)
−Hol(γk,∇ + x1e1 + . . . xnen))∥ξ(∇0 + x1e1 + . . . + xnen)∥22∥dx1⋯dxn
+2ε + 2ε
≤ ε∥ξ∥2 + 4ε = 5ε.
We thus have ⟨ξ, hγkξ⟩ → ⟨ξ, hγξ⟩. For general ξ ∈ HJ = L2(A, j) ⊗ Cj we
choose to a given ε > 0 a ξn ∈ Halg,j = L2(A)alg ⊗ Cj with ∥ξn − ξ∥ ≤ ε and∥ξ∥ = ∥ξn∥. Since ∥hγ∥ ≤ 1 for all γ it follows that
∣⟨ξ∣hγ ∣ξ⟩ − ⟨ξn∣hγ ∣ξn⟩∣ ≤ 2ε∥ξ∥
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for all γ. When k is big enough we have ∣⟨ξn∣hγ ∣ξn⟩− ⟨ξn∣hγk ∣ξn⟩∣ ≤ ε, accord-
ing to what we have just shown. All together we have
∣⟨ξ∣hγ ∣ξ⟩ − ⟨ξ∣hγk ∣ξ⟩∣ ≤ ε + 2∥ξ∥ε,
i.e. ⟨ξ, hγkξ⟩→ ⟨ξ, hγξ⟩ when ∥γk − γ∥sob → 0. Since h∗γ = hγ−1 we thus have
Proposition 3.3.1. The map γ → hγ ∈ B(Hj) ist strongly continuous, i.e.
lim
k→∞
∥γ − γk∥ = 0 ⇒ lim
k→∞
∥(hγ − hγk)ξ)∥ = 0
for alle ξ ∈ Hj .
4 The full Hilbert space and the representation of
quantum holonomy-diffeomorphism algebra
We are now ready to construct the representation ofQHD(M). The Hilbert
space we take is
H = L2(A)⊗L2(M,S).
The operators Uω simply act on H via acting on the L2(A) component as
described in section 3.1. Given a flow X we need to describe how eX acts
on H. Let ξ1, ξ2 ∈ L2(A) and η1, η2 ∈ L2(M,S). The matrix-valued function
x→ ⟨ξ1, hγxξ2⟩A,
with γx(t) = expt(X)(x) is according to proposition 3.3.1 continuous in x.
It is thus well defined to put (compare to (1))
⟨ξ1 ⊗ η1, eX(ξ2 ⊗ η2)⟩
= ∫
M
(η1(exp1(x)),∆exp1(x)⟨ξ1, hγxξ2⟩Aη2(x))edg(exp1(x)),
where (⋅, ⋅)e denotes the standard inner product on Cj,
This yields an operator eX acting on H. With the operators eX and Uω
acting on H we all together have a representation of QHD(M) on H.
4.1 The Infinitesimals
According to Proposition 3.1.1 the map ω → Uω is strongly continuous. It
follows from the theorem of Stone, that we have a self-adjoint operator
Eω = d
dt
Utω ∣t=0
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on H. Our representation consequently also gives a representation of the
dQHD(M) algebra.
We now turn to strong continuity of the eX operators. For this we need
a topology on the space of vector fields. We do this by defining
Xn →X ⇔ ∥X −Xn∥∞ → 0.
Note that if Xn →X we also have that each integral curve of Xn converges
to the corresponding integral curve of X in the norm (10). The convergence
is uniform in the choice of start point of the integral curve.
Note that the estimates leading to strong continuity given in section 3.3
only depends on the norm ∥γ − γn∥sob. It thus follows:
Proposition 4.1.1. The map
Vect(M) ∋ X → eX ∈ B(H)
is strongly continuous.
Putting Proposition 3.1.1 and 4.1.1 together
Theorem 4.1.2. The maps
Vect(M) ∋ X ↦ eX ∈ B(H),
and
Ω1(M,g) ∋ ω ↦ Uω ∈ B(H)
are strongly continuous, if we consider Ω1(M,g) equipped with the topology
arising from ⟨⋅, ⋅⟩s. We consequently have infinitesimal operators
∇ˆX = d
dt
etX ∣t=0 and Eω = d
dt
Utω ∣t=0.
Note that ∇ˆX is, modulo derivatives in the local volume, a quantized
covariant derivative.
5 A special case with the Hodge-Laplace operator
We now address the problem of finding a scalar product ⟨⋅, ⋅⟩s on Ω1(M,g)
and a system {ei}i∈N of vectors in Ω1(M,g) with the properties:
(i) That {ei}i∈N is an orthonormal basis of the completion Ω1(M,g) with
respect to ⟨⋅, ⋅⟩s.
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(ii) That
∞
∑
i
∥ei∥2∞ <∞.
For the metric g we consider the Hodge-Laplacian
∆ = dd∗ + d∗d ∶ Ωk(M)→ Ωk(M),
and restrict it to ∆ ∶ Ω1(M)→ Ω1(M). Note the following:
1) The operator is invariant under isometries,
2) Ω1(M) is a real vector space.
Next we extend the operator to ∆ ∶ Ω1(M,g) → Ω1(M,g) by choosing an
orthonormal basis for g. Let {fi}i∈N be an orthonormal set of eigenvectors
with eigenvalues {λi}i∈N for this operator. Orthonormal here means with
respect to
⟨u, v⟩2 = ∫
M
(u(x), v(x))dg(x).
For u, v ∈ Ω1(M,g) we define
⟨u, v⟩s = ∫
M
((1 +∆p)u(x), (1 +∆p)v(x))dg(x).
We want fix p in order to have condition (ii) for ei = fi√⟨fi,fi⟩s . It follows from
the proof3 in [Gri02] that we have
∥fi∥∞ ∼ λ d−14i ,
where d is the dimension of M , and according to Weyl’s asymptotic law
the number of eigenvalues smaller than n asymptotically behaves like n
d
2 ,
or alternatively we have λi ∼ i 2d . Consequently we have
∥ei∥∞ = ∥fi∥∞
1 + λpi
∼ λ
d−1
4
i
1 + λpi
∼ λ d−14 −pi ∼ i
1
d
( d−1
2
−2p),
and hence
Proposition 5.0.1. If 1
d
(d−1
2
− 2p) < −1
2
, then the conditions (i) and (ii)
are fulfilled.
For example for d = 3 the requirement is p > 5
4
.
3Private communication with Professor Daniel Grieser.
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5.1 Invariance under isometries
The construction of L2(A) depends on the choice of a basis of eigenvectors of
∆. Given ∆ this basis is, up to othogonal transformations of each eigenspace,
unique. Since the n dimensional Gaussian integral is invariant under the
orthogonal group O(n) it follows that a different choice of basis leads to
a unitary transformation of L2(A), which is compatible with the action of
the QHD(M) algebra on L2(A). In this way L2(A) is indenpedent of the
choice of basis of eigenvectors of ∆.
Also the operator ∆ is invariant under isometries of M . This makes the
construction, up to the choice of ∇0, invariant under isometries.
5.2 Support of the measure
In section 3 we constructed L2(A). This means that we have a measure on
some sort of completion of A. In this section we will look at this completion
and describe it in more detail.
We first start with the projective limit
R
∞ = lim
←
R
n.
We can consider subsets A ⊂ Rn as subsets of R∞ by mapping
A ↦ A ×R ×R ×⋯.
We denote this map by ιn.
We have constructed L2(A) by identifying A with a subspace of R∞ via
A ∋ ∇0 +
∞
∑
i=1
xiei → (x1, x2, . . . , xn, . . .) ∈ R∞
and considered the measure µ on R∞ given for a subset A ⊂ Rn by4
µ(ιn(A)) = ∫
A
e−(x21+...+x2n)
π
n
2
dx1⋯dxn.
Let a > 1. Put cn =
√
a log(n). For A ⊂ Rn we define
Aas = A × [−cn+1, cn+1] × [−cn+2, cn+2] ×⋯.
4When we constructed L2(A) we kept the Lebesque measure in the first finitely many
variables in order to write Uω in a simple way.
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We want to compute the measure of this set, or rather we want to show that
when A is not a zero set, then Aas is also not a zero set. Let µG,n be the
Gauß measure in Rn, i.e.
µG,n(A) = ∫
A
e−(x21+...+x2n)
π
n
2
dx1⋯dxn, A ⊂ Rn.
We have
µ(Aas)
= lim
k→∞
µG,n(A) 1
π
k−n
2
∫
cn+1
−cn+1
e−x
2
n+1dxn+1⋯∫
cn+2
−cn+2
e−x
2
n+2dxn+2⋯∫
ck
−ck
e−x
2
kdxk.
We can choose b with
1√
π
∫
cn+1
−cn+1
e−x
2
n+1dxn+1 ≥ 1 − be
−c2n+1
cn+1
,
1√
π
∫
cn+2
−cn+2
e−x
2
n+2dxn+2 ≥ 1 − be
−c2n+2
cn+2
,
etc.. We thus have
lim
k→∞
µG,n(A) 1
π
k−n
2
∫
cn+1
−cn+1
e−x
2
n+1dxn+1⋯∫
cn+2
−cn+2
e−x
2
n+2dxn+2⋯∫
ck
−ck
e−x
2
kdxk
≥ lim
k→∞
µG,n(A)⎛⎝1 − b
e−c
2
n+1
cn+1
⎞
⎠
⎛
⎝1 − b
e−c
2
n+2
cn+2
⎞
⎠⋯
⎛
⎝1 − b
e−c
2
k
ck
⎞
⎠ .
Taking the logarithm we get:
lim
k→∞
⎛
⎝1 − b
e−c
2
n+1
cn+1
⎞
⎠
⎛
⎝1 − b
e−c
2
n+2
cn+2
⎞
⎠⋯
⎛
⎝1 − b
e−c
2
k
ck
⎞
⎠ /= 0 ⇔
∞
∑
k=1
e−c
2
k
ck
<∞.
Inserting the value of cn we get
∞
∑
k=1
k−a√
a log(k) ,
which is a convergent series, and hence we have µ(Aas) /= 0. It follows:
µ(⋃
k
(Rk)as) = 1.
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We thus have: The support of µ is contained in the set
Sa = {(x1, . . . , xn, . . .) ∈ R∞∣ there exists l with ∣xk ∣ ≤√a log(k) for all k ≥ l} .
Note, had we chosen a ≤ 1, the set Sa would be a zero set.
Let Hs(M) denote the Sobolev space of weight s of one forms with values
in g. We have the following result
Proposition 5.2.1. Let us assume that we have used the system of eigen-
vector of the Hodge-Laplace operator to construct L2(A). The support of the
measure induced from the construction of L2(A) is contained in Hs(M) for
s < 2p − d, and not contained in Hs(M) for s ≥ 2p − d. In fact Hs(M) is a
zero set for s ≥ 2p − d.
Proof: We basically just need to transport Sa to A. The support is thus
contained in the set of connections of the form
∇0 +
∞
∑
k=1
akek,
with ( ak√
a log(k))k∈N bounded. We have
ek = fk
1 + λp
k
.
The question is therefore: For which q is
∞
∑
k=1
√
a log(k)λq−p
k
convergent. Here the factor
√
a log(k) is irrelevant. The asymptotics of λk
is k
2
d . We thus have q < p − d
2
. I.e. the support is contained in Hs(M) for
s < 2p − d, and for s ≥ 2p − d Hs(M) is a zero set.
6 How to construct physical important operators
A crucial question is if we with the help of the representation of QHD(M)
can construct operators relevant to quantum field theory, i.e. whether we
can construct Hamilton operators for various field theories based on gauge
fields. The curvature is in this setting straightforward to quantize, since we
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have quantized operators ∇ˆX . If, on the other hand, one wants to quantize
a classical quantity like
E2 = ∑
µ,ν,i
∫
M
gµνE
µ
i (x)Eνi (x) dg(x), (12)
where E is a vector field that takes values in g, then this is not as straight-
forward to quantize. With the notation used in this article the quantity
is
E2 = ∫
M
(E(x),E(x)) dg(x), (13)
where we have used the metric to identify vector fields with one forms. The
problem is that the appearance of the Sobolev norm rules out localizing the
operators that corresponds to Eµi (x), that is if one wants to localize Eω
in a point x, we need an ω sharply peaked around x. Such an ω would,
however, have a large Sobolev norm, thereby making the expectation value
of such an operator small. There exist, however, a quite canonical way
to quantize an operator like (13), and in general to approximately localize
the Eω operators. To this end we consider the heat kernel Kt(x, y), i.e.
the kernel of the operator e−t∆. We consider Kt(x, y) as a function over
M ×M with values in T ∗xM ⊗ g ⊗ T
∗
yM ⊗ g at the point (x, y). We denote
by (⋅, ⋅)2 the scalar product in the second variable, i.e. the scalar product
in the T ∗yM ⊗ g factor. For a vector v in T
∗
yM ⊗ g we consider the function
x → (Kt(x, y), v)2. This is an element in Ω1(M,g), and we hence get the
corresponding operator
E(Kt(x,y),v)2
acting on L2(A). Note that since e−t∆ → 1 when t→ 0 we formally have:
E(Kt(x,y),v)2 → Evδy for t→ 0,
where δy denotes the delta function in y. Thus the limit t → 0 (ignoring
the fact that it does not exists) gives an operator localized in y. We thus
have a canonical way of almost localizing operators. If we therefore want to
quantize (13) we can just take
K2t (x1, x2) = ∫
M
(Kt(x1, y)⊗Kt(x2, y))2dy,
where the tensor product means that we tensor T ∗x1M ⊗ g with T
∗
x1
M ⊗ g
and define5
Eˆ2t = EK2t (x1,x2). (14)
5There is a linear and continuous (in appropriate topology) map from Ω1(M,g) ⊗
Ω1(M,g) to the operators on H uniquely defined by ω1⊗ω2 ↦ Eω1Eω2 , ω1, ω2 ∈ Ω
1(M,g).
We will omit the technical details for now.
22
Note that in terms of the basis {fk} we have Kt(x, y) = ∑∞k=1 e−tλkfk(x) ⊗
fk(y). In this case the formula reads
Eˆ2t =
∞
∑
k,l=1
e−t(λk+λl)∫
M
EfkEfl(fk(y), fl(y))dy.
On the other hand in our case it is natural to consider
Eˆ2 =
∞
∑
k,l=1
∫
M
EekEel(ek(y), el(y))dy.
This would correspond to consider g(−∆) instead e−t∆, with g(x) = 1
1+xp .
If we let t → 0 in (14) then the products defined using this type of
operators do become local. If we for instance interpret t as the Planck
length (see [AG17a] for details), then the products become local up to the
Planck length. Also operators constructed in this way are invariant under
isometries.
With this construction we can now built physically interesting operators,
for instance Hamilton operators for various gauge theories. Consider for
example the Yang-Mills Hamiltonian, which has the form
HYM = 1
2
∫ d3x ((Eaµ)2 + (Baµ)2) (15)
where E is the conjugate field to the gauge field A, i.e.
{Eaµ(x),Abν(y)}Poisson = δ(3)(x − y)gµνδab
where {⋅, ⋅}Poisson is the Poisson bracket. Also, Bµ = ǫ νσµ Fνσ where F is the
field strength tensor of the gauge field A. There exist therefore a natural
candidate for a Yang-Mills Hamilton operator, namely
HˆYM = Eˆ2 + Fˆ2(∇ˆ)
where Fˆ(∇ˆ) is a curvature operator. This Hamilton operator together with
the representation of the QHD(M) algebra constitute a non-perturbative
quantum Yang-Mills theory on6 M . In a similar manner we can also con-
struct the Hamiltonian for general relativity when formulated in terms of
Ashtekar connections, see [AG17a] for details.
6Here M is the spatial manifold. The Hamilton operator will generate a time-flow,
which together with M then gives us a space-time manifold.
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