In many machine learning scenarios, looking for the best classifier that fits a particular dataset can be very costly in terms of time and resources. Moreover, it can require deep knowledge of the specific domain. We propose a new technique which does not require profound expertise in the domain and avoids the commonly used strategy of hyper-parameter tuning and model selection. Our method is an innovative ensemble technique that uses voting rules over a set of randomly-generated classifiers. Given a new input sample, we interpret the output of each classifier as a ranking over the set of possible classes. We then aggregate these output rankings using a voting rule, which treats them as preferences over the classes. We show that our approach obtains good results compared to the state-of-the-art, both providing a theoretical analysis and an empirical evaluation of the approach on several datasets.
Introduction
It is not easy to find the best classifier for a certain complex task. Different classifiers may be able to exploit better the features of different regions of the domain at hand, and consequently their accuracy might be better only in that region (Khoshgoftaar, Hulse, and Napolitano 2011; Melville et al. 2004; Bauer and Kohavi 1999) . Moreover, fine-tuning the classifier's hyper-parameters is a time-consuming task, which also requires a deep knowledge of the domain and a good expertise in tuning various kinds of classifiers. Indeed, the main approaches to identify the hyper-parameters' best values are either manual or based on grid search, although there are some approaches based on random search (Bergstra and Bengio 2012) . However, it has been shown that in many scenarios there is no single learning algorithm that can uniformly outperform the others over all data sets (Kotsiantis, Zaharakis, and Pintelas 2006; Rokach 2010; Gandhi and Pandey 2015) . This observation led to an alternative approach to improve the performance of a classifier, which consists of combining several different classifiers (that is, an ensemble of them) and taking the class proposed by their combination. Over the years, many researchers have studied methods for constructing good ensembles of classifiers (Kittler, Hatef, and Duin 1996; Rokach 2010 ; Kotsiantis, * This work was mainly conducted prior joining AWS. Zaharakis, and Pintelas 2006; Gandhi and Pandey 2015; Neto and Canuto 2018; Dietterich 2000) , showing that indeed ensemble classifiers are often much more accurate than the individual classifiers within the ensemble (Kittler, Hatef, and Duin 1996) . Classifier combination is widely applied to many different fields, such as urban environment classification (Azadbakht, Fraser, and Khoshelham 2018; Sun et al. 2017 ) and medical decision support (Saleh et al. 2018; Ateeq et al. 2018) . In many cases the performance of an ensemble method cannot be easily formalized theoretically, but it can be easily evaluated on an experimental basis in specific working conditions (that is, a specific set of classifiers, training data, etc.).
In this paper we propose an innovative ensemble classifier method, called VORACE, which aggregates randomly generated classifiers using voting rules in order to provide an accurate prediction for a supervised classification task. Besides the good accuracy of the overall classifier, the main advantage of this approach is that it does not require specific knowledge of the domain or good expertise in fine tuning of the classifiers' parameters. To the best of our knowledge, this is the first attempt to combine random generated classifiers to be aggregated in an ensemble method using voting theory to solve a supervised learning task without exploiting any knowledge of the domain. We theoretically and experimentally show that the usage of generic classifiers in an ensemble environment can give results that are comparable or better than using other state-of-the-art ensemble methods. Indeed, we show that VORACE reaches comparable (and often even better) performance than optimized domain specific classifiers or other ensemble classifiers.
Background and Related Work 2.1 Ensemble methods
Ensemble methods combine multiple classifiers in order to give substantial improvement in the prediction performance of learning algorithms, especially for datasets which present non-informative features (Gul et al. 2018) . Simple combinations have been studied from a theoretical point of view, and many different ensemble methods have been proposed (Kittler, Hatef, and Duin 1996) . Besides simple standard ensemble methods (such as averaging, blending, stak-ing, etc.), Bagging and Boosting can be considered two of the main state-of-the-art ensemble techniques in the literature (Rokach 2010) . In particular, Bagging (Breiman 1996a) trains the same learning algorithm on different subsets of the original training set. These different training subsets are generated by randomly drawing, with replacement, N instances, where N is the original size of training set. Original instances may be repeated or left out. This allows for the construction of several different classifiers where each classifier can have specific knowledge of part of the training set. Aggregating the predictions of the individual classifiers leads to the final overall prediction. Instead, Boosting (Freund and Schapire 1997) keeps track of the learning algorithm performance in order to focus the training attention on instances that have not been correctly learned yet. Instead of choosing training instances at random from a uniform distribution, it chooses them in a manner as to favor the instances for which the classifiers are predicting a wrong class. The final overall prediction is a weighted vote (proportional to the classifiers' training accuracy) of the predictions of the individual classifiers.
While the above are the two main approaches, other variants have been proposed, such as Wagging (Webb 2000) , MultiBoosting (Webb 2000) , and Output Coding (Dietterich and Bakiri 1995) . We compare our work with the state-ofthe-art in ensemble classifiers, in particular XGBoost (Chen and Guestrin 2016) , which is based on boosting, and Random Forest (RF) (Ho 1995) , which is based on bagging.
Voting rules
For the purpose of this paper, a voting rule is a procedure that allows a set of voters to collectively choose one among a set of candidates. Voters submit their vote, that is, their preference ordering over the set of candidates, and the voting rule aggregates such votes to yield a final result (the winner). In our ensemble classification scenario, the voters are the individual classifiers and the candidates are the classes. A vote is a ranking of all the classes, provided by an individual classifier. In the classical voting setting, given a set of n voters (or agents) A = {a 1 , ..., a n } and m candidates C = {c 1 , ..., c m }, a profile is a collection of n total orders over the set of candidates, one for each voter. So, formally, a voting rule is a map from a profile to a winning candidate 1 . The voting theory literature includes many voting rules, with different properties. In this paper, we focus on four of them, but the approach is applicable also to any other voting rules: 1) Plurality: Each voter states who the preferred candidate is, without providing information about the other less preferred candidates. The winner is the candidate who is preferred by the largest number of voters. 2) Borda: Given m candidates, each voter gives a ranking of all candidates. Each candidate receives a score for each voter, based on its position in the ranking: the i-th ranked candidate gets the score m − i. The candidate with the largest sum of all scores wins. 3) Copeland: Pairs of candidates are compared in terms of how many voters prefer one or the other one, and the winner of such a pairwise comparison is the one with the largest number of preferences over the other one. The overall winner is the candidate who wins the most pairwise competitions against all the other candidates. 4) k-Approval: Each voter approves k candidates, on m total candidates. The candidate with most approval votes wins. In what follow we will denote k-Approval with k = m 2 as HalfApproval. It is easy to see that all the above voting rules associate a score to each candidate (although different voting rules associate different scores), and the candidate with the highest score is declared the winner. It is important to notice that when the number of candidates is m = 2 (that is, we have a binary classification task) all the voting rules have the same outcome, since they all collapse to the Majority rule, which elects the candidate which has a majority, that is, more than half the votes. Each of these rules has its advantages and drawbacks. Voting theory provides an axiomatic characterization of voting rules in terms of desirable properties such as anonymity, neutrality, etc. -for more details on voting rules see Rossi, Venable, and Walsh; Seidl; Arrow, Sen, and Suzumura (2011; 2018; 2002) . In this paper we do not exploit these properties to choose the "best" voting rule, but rather we rely on what the experimental evaluation tells us about the accuracy of the ensemble classifier.
Voting for Ensemble methods
Preliminary techniques from voting theory have already been used to combine individual classifiers in order to improve the performance of some ensemble classifier methods (Kotsiantis and Pintelas 2005; Gandhi and Pandey 2015; Bauer and Kohavi 1999) . Our approach differs from these methods in the way classifiers are generated and how the outputs of the individual classifiers are aggregated. Although in this paper we report results only against recent bagging and boosting techniques of ensemble classifiers, we compared our approach with the other existing approaches as well, outperforming them. More advanced work has been done to study the use of a specific voting rule: the use of majority to ensemble a profile of classifiers has been investigated in the work of Lam and Suen (1997) , where they theoretically analyzed the performance of majority voting (with rejection if the 50% of consensus is not reached) when the classifiers are assumed independent. In the work of Kuncheva et al. (2003) , they provide upper and lower limits on the majority vote accuracy focusing on dependent classifiers.We perform a similar analysis of the dependence between classifier but in the more complex case of plurality, with also an overview of the general case. Although majority seems to be easier to evaluate compared to plurality, there have been some attempts to study plurality as well : Lin X. and S. (2003) demonstrated some interesting theoretical results for independent classifiers, and Mu, Watta, and Hassoun (2009) extended their work providing a theoretical analysis of the probability of electing the correct class by an ensemble using plurality, or plurality with rejection, as well as a stochastic analysis of the formula, and evaluating it on a dataset for human recognition. However, we have noted an issue with their proof 2 , thus in our work we provide a more compact proof which exploits generating functions and that fixes the problem, based on a different approach. Moreover, we provide a proof for the two general cases in which the accuracy of the individual classifiers is not homogeneous, and where classifiers are not independent. Furthermore, our experimental analysis is more comprehensive: not limiting to plurality and considering many datasets of different types. There are also some approaches that use Borda count for ensemble methods (see for example the work of van Erp and Schomaker (2000) ). Moreover, voting rules have been applied to the specific case of Bagging (Leon, Floria, and Badica 2017; Leung and Parker 2003) .
VORACE
The main idea of VORACE (VOting with RAndom ClassifiErs) is that, given a sample, the output of each classifier can be seen as a ranking over the available classes, where the ranking order is given by the classifier's expected probability that the sample belongs to a class. Then a voting rule is used to aggregate these orders and declare a class as the "winner". VORACE generates a profile of n classifiers (where n is an input parameter) by randomly choosing the type of each classifier among a set of predefined ones. For instance, the classifier type can be drawn between a decision tree or a neural network. For each classifier, some of its hyper-parameters values are chosen at random, where the choice of which hyper-parameters and which values are randomly chosen depends on the type of the classifier. When all classifiers are generated, they are trained using the same set of training samples. For each classifier, the output is a vector with as many elements as the classes, where the i-th element represents the probability that the classifier assigns the input sample to the i-th class. Output values are ordered from the highest to the smallest one, and the output of each classifier is interpreted as a ranking over the classes, where the class with higher value is the first in the ranking, then we have the class that has the second highest value in the output of the classifier, and so on. These rankings are then aggregated using a voting rule. The winner of the election is the class with higher score. This corresponds to the prediction of VORACE. Ties can occur when more then one class gets the same score from the voting rule. In these cases, the winner is elected using a tie-breaking rule, which chooses the candidate that is most preferred by the classifier with the highest validation accuracy in the profile. Example. Let us consider a profile composed by the output vectors of three classifiers, say y 1 , y 2 and y 3 , over four candidates ( For instance, y 1 represents the prediction of the first classifier, which could predict that the input sample belongs to the first class with probability 0.4, to the second class with probability 0.2, to the third class with probability 0.1 and to the fourth class with probability 0.3. From the previous predictions we can derive the correspondent ranked orders x 1 , x 2 2 Details in the supplementary material. and x 3 . For instance, from prediction y 1 we can see that the first classifier prefers c 1 , then c 4 , then c 2 and then c 3 is the less preferred class for the input sample. Thus we have:
Using Borda, class c 1 gets 6 points, c 2 gets 4 points, c 3 gets 1 points and c 4 gets 7 points. Therefore, c 4 is the winner, i.e. VORACE outputs c 4 as the predicted class.
On the other hand, if we used Plurality, the winning class would be c 1 , since it is preferred by 2 out of 3 voters. Notice that this method does not need any knowledge of the architecture, type, or parameters, of the individual classifiers.
Experimental Results
We considered 23 datasets from the UCI (Newman and Merz 1998) repository. Table 1 gives a brief description of these datasets in terms of number of examples, number of features (where some features are categorical and others are numerical), whether there are missing values for some features, and number of classes. To generate the individual classifiers, we use three classification algorithms: Decision Trees (DT), Neural Networks (NN), and Support Vector Machines (SVM). Neural networks are generated by choosing 2, 3 or 4 hidden layers with equal probability. For each hidden layer, the number of nodes is sampled geometrically in the range [A, B], which means computing (e x ) where x is drawn uniformly in the interval [log(A), log(B)] (Bergstra and Bengio 2012). We choose A = 16 and B = 128. The activation function is chosen with equal probability between the rectifier function f (x) = max(0, x) and the hyperbolic tangent function. The maximum number of epochs to train each neural network is set to 100. An early stopping callback is used to prevent the training phase to continue even when the accuracy is not improving and we set the patience parameter to p = 5. Batch size value is adjusted to respect the size of the dataset: given a training set T with size l, the batch size is set to b = 2 ceil(log2(x)) where x = l 100 . Decision trees are generated by choosing between the entropy and gini criteria with equal probability, and with a maximal depth uniformly sampled in [5, 25] . SVMs are generated by choosing randomly between the rbf and poly kernels. For both types, the C factor is drawn geometrically in [2 −5 , 2 5 ]. If the type of the kernel is poly, the coefficient is sampled at random in [3, 5] . For rbf kernel, the gamma parameter is set to auto. We used the average F1-score of a classifier ensemble as the evaluation metric, for all 23 different data sets, since the F1-score is a better measure to use if we need to seek a balance between Precision and Recall. For each dataset, we train and test the ensemble method with a 10-fold cross validation process. Additionally, for each dataset, experiments are performed 5 times, leading to a total of 50 runs for each method over each dataset. This is done to ensure a greater stability. The voting rules considered in the experiments are Plurality, Borda, Copeland and HalfApproval. We compare the performance of VORACE to 1) the average performance of a profile of individual classifiers, 2) the performance of the best classifier in the profile, 3) two stateof-the-art methods (Random Forest and XGBoost), and 4) the Sum method (also called weighted averaging). The Sum method computes x Sum j = n i x j,i for each individual classifier i and for each class j, where x j,i is the probability that the sample belongs to class j predicted by classifier i. The winner is the one with the maximum value in the sum vector: arg max x Sum j . We did not compare VORACE to more sophisticated version of Sum, such as conditional averaging, since they are not applicable in our case, requiring additional knowledge of the domain which is out of the scope of our work. The Random Forest classifier is generated with the same number of trees as the number of classifiers in the profile. Both Random Forest and XGBoost are generated using default values. We did not compare to stacking because it would require to manually identify the correct structure of the sequence of classifiers in order to obtain competitive results. An optimal structure (i.e. a definition of a second level meta-classifier) can be defined by an expert in the domain at hand (Breiman 1996b) , and this is out of the scope of our work.
To study the accuracy of our method, we performed three kinds of experiments: 1) varying the number of individual classifiers in the profile and averaging the performance over all datasets, 2) fixing the number of individual classifiers and analyzing the performance on each dataset and 3) considering the introduction of more complex classifiers as base classifiers for VORACE. Since the first experiment shows that the best accuracy of the ensemble occurs when n = 50, we use only this size for the second and third experiments.
Experiment 1
The aim of the first experiment is twofold: on one hand, we want to show that increasing the number of classifiers in the profile leads to an improvement of the performance. On the other hand, we want to show the effect of the aggregation on performance, compared with the best classifier in the profile and with the average classifier's performance. To do that, we firstly evaluate the overall average accuracy of VORACE varying the number n of individual classifiers in the profile. Table 2 presents the performance of each ensemble for different numbers of classifiers, specifically n ∈ {5, 7, 10, 20, 40, 50}. It is easy to see that for most voting rules the best accuracy for VORACE occurs when n = 50. In the table we report the F1-score and the standard deviation of VORACE with the considered voting rules. The last line of the table presents the average F1-score for each voting rule. We can see that, for Borda, Plurality, and Copeland, increasing the number of classifiers leads to an increase of the F1-score of VORACE, while HalfApproval is not significantly affected by it. For Sum, there is a small variation in the performance, but VORACE always outperforms it. Thus, overall, the increase in the number of classifiers has a positive effect on the performance of VORACE, as expected given the theoretical analysis in Section 5 3 . For each voting rule, we also compared VORACE to the average performance of the individual clssifiers and the best classifier in the profile, to understand if VORACE is better than the best classifier, or if it is just better than the average classifiers' accuracy (around 0.86). In Table 2 we can see that VORACE always behaves better than both the best classifier and the profile's average. Moreover, it is interesting to observe that Plurality performs better on average than more complex voting rules like Borda and Copeland.
Experiment 2
For the second experiment, we set n = 50 and we compare VORACE (using Borda, Plurality, Copeland, and HalfApproval) with Sum, Random Forest (RF), and XGBoost in each dataset. Table 3 shows that VORACE (using Copeland) outperforms the other approaches in 10 out of 23 datasets, and it behaves very similarly in the other datasets. Borda and Plurality behave similarly to Copeland and on average they perform better than Random Forest and XGBoost (see the average rank and the average line of the table, where we show the position of each method in the ranking defined by the F1-scores and the average of the F1-scores respectively). VORACE using either Copeland, Borda or Plurality performs better than Sum on average. Moreover, Plurality is both more time and space efficient since it needs a smaller amount of information: for each classifier it just needs the most preferred candidate instead of the whole ranking, contrarily to other methods such as Sum. We also performed two additional variants of these experiments, one with a weighted version of the voting rules (where the weights are the classifiers' validation accuracy), and the other one by training each classifier on different portions of the data in order to increase the independence between them. In both experiments, not shown for lack of space, the results are very similar to the ones reported here.
Experiment 3
The goal of the third experiment is to understand whether using complex individual classifiers in the profile would produce better final performances. To this purpose, we compared VORACE with standard base classifiers (described in Section 3) with three different versions of VORACE with complex base classifiers: 1) VORACE with only Random Forest 2) VORACE with only XGBoost and 3) VO-RACE with Random Forest, XGBoost and standard base classifiers (DT, SVM, NN). For simplicity we used the Plurality voting rule, since it is the most efficient method and it is one of the voting rules that gives better results. We fixed the number of voters in the profiles to 50 and we selected the parameters for the simple classifiers for VORACE as described at the beginning of Sec- Table 4 . We can observe that the performance of VORACE (column "Plurality" of Table 3 ) is not significantly improved by using more complex classifiers as a base for the profile. It is interesting to notice the effect of VORACE on the aggregation of RF with respect to a single RF. Comparing the results in Table  3 (RF column) with results in Table 4 (VORACE with only RF column), one can notice that RF is positively affected by the aggregationon many datasets (on all the datasets the improvement is in avarage 5%). Moreover the improvement is significant in many of them: i.e. on "letter" dataset we have an improvement of more than 35%. This effect can be explained by the random aggregation of trees used by the RF algorithm, where the goal is to reduce the variance of the single classifier. In this sense, a principled aggregation of different RF models (as the one in VORACE) is a correct way to boost the final performance: distinct RF models act differently over separate parts of the domain, providing VO-RACE with a good set of weak classifiers -see Theorem 5.2.
Theoretical analysis
In this section we analyze theoretically the probability that our ensemble method predicts the correct label/class. Ini- tially, we consider a simple scenario with m classes (the candidates) and a profile of n independent classifiers (the voters), where each classifier has the same probability p of classifying a given instance correctly. We assume that the system uses the Plurality voting rule, since is the rule that provides better results in our experimental analysis (see Section 4) and thus is the one we suggest to use with VORACE. Moreover, Plurality has also the added advantage to require very little information from the individual classifiers and to be computationally efficient. We are interested in computing the probability of choosing the correct class: Theorem 5.1. The probability of electing the correct class c * , among m classes, with a profile of n classifiers, each one with accuracy p ∈ [0, 1] , using Plurality is given by:
where ϕ i is defined as the coefficient of the monomial x n−i in the expansion of the following generating function:
and K is a normalization constant defined as:
Proof. The formula can be rewritten as:
and corresponds to the sum of the probability of all the possible different profiles votes that elect c * . We perform the sum varying i, an index that indicates the number of classifiers in the profile that vote for the correct label c * . This number is between n m (since if i < n m that profile cannot elect c * ) and n where all the classifiers vote for c * . The binomial factor express the number of possible positions, in the ordered profile of size n, of i classifiers that votes for c * . This is multiplied to the probability of these classifiers to vote c * , that is p i . The factors ϕ i (n − i)! correspond the number of possible combinations of votes of the n − i classifiers (on the other candidates different from c * ) that ensure the winning of c * . This is computed as the number of possible combinations of of n − i objects extracted from a set (m − 1) objects, with a bounded number of repetitions (bounded by i − 1 to ensure the winning of c * ). The formula to use for counting the number of combinations of D objects extracted from a set A objects, with a bounded number of repetitions B, is: ϕ i D!. In our case A = m−1 is the number or objects, B = i−1 is the maximum number of repetitions and D = n − i the positions to fill and ϕ i is the coefficient of x D in the expansion of the following generating function:
Finally, the factor (1 − p) n−i is the probability that the remaining n − i classifiers do not elect c * .
Notice that, as expected, Formula 1 is equal to 1 when p = 1, meaning that, when all classifiers are correct, our ensemble method correctly outputs the same class as all individual classifiers. Although this theoretical result holds in a restricted scenario and with a specific voting rule, as we noticed in our experimental evaluation in Section 4 the probability of choosing the correct class is always greater than or equal to each individual classifiers' accuracy. It is worth noting that the scenario considered above is similar to the one analyzed in the Condorcet Jury Theorem (Condorcet and de Caritat 1785) , which states that in a scenario with two candidates where each voter has probability p > 1 2 to vote for the correct candidate, the probability that the correct is chosen goes to 1 as the number of votes goes to infinity. Some restrictions imposed by this theorem are partially satisfied also in our scenario: some voters (classifiers) are independent on each other (those that belong to a different classifier's category), since we generate them randomly. However, some others are not: 1) 2-class classification task: VORACE can be used also with several classes; 2) p > 1 2 : since classifiers are generated randomly, we cannot ensure that the accuracy is p > 1 2 , especially with more than two classes. This work has been reinterpreted first by Young (1988) and successively extended by Nitzan and Paroush (1982) and Shapley and Grofman (1984) , considering the cases in which the agents/voters have different skills p i . Given the different conditions of our setting, we cannot apply the Condorcet Jury Theorem as such. However, we perform an analysis of the value of the formula in Theorem 5.1 for various numbers of voters and candidates. More precisely, we analyze Figure 1: Probability of choosing the correct class c * varying the size of the profile n ∈ {10, 50, 100} and keeping m constant to 2, where each classifier has the same probability p of classifying a given instance correctly.
the relationship between the probability of electing the winner (Formula 1) and the accuracy of each individual classifier p. Figure 1 shows the probability of choosing the correct class varying the size of the profile n ∈ {10, 50, 100} and keeping m = 2. We see that, by augmenting the size of the profile n, the probability of choosing the right class grows as well. This means that increasing the number of voters n in the profile allows for a smaller voter's accuracy p in order to elect the correct class c * . Thus, if p > 0.5 and n tend to infinite, then it is beneficial to use a profile of classifiers. This is in line with the result of Condorcet Jury Theorem. In other experiments (not shown for lack of space), we also see that the probability of choosing the correct class decreases if the number of classes increases. This means that the task becomes more difficult with a larger number of classes. Considering the same accuracy p for all the classifiers is not realistic, even if we set p = 1 n i∈A p i , which is the average accuracy in the profile. In what follow, we will relax this assumption by extending our study to the general case in which each classifier in the profile can have a different accuracy, while still considering them independent. More precisely, we assume that each classifier i has accuracy p i of choosing the correct class c * . In this case the probability of choosing the correct class for our ensemble method is:
where K is the normalization function, S is the set of all classifiers S = {1, 2, . . . , n}; S i is the set of classifiers that elect candidate c i ; S * is the set of classifiers that elect c * ; S * is the complement of S * in S (S * = S \ S * ); and Ω c * is the set of all possible partitions of S in which c * is chosen:
Until now, we assumed to have independent classifiers: the set of the correctly classified examples of a specific classifier is selected by using an independent uniform distribution over all the examples. We now relax this assumption, by considering dependencies between classifiers by taking into account the presence of areas of the domain that are correctly classified by at least half of the classifiers simultaneously. The idea is to estimate the amount of overlapping of the classifications of the individual classifiers. We denote by the ratio of the examples that are in the easy-to-classify part of the domain (in which more than half of the classifiers is able to predict the correct label c * ). Thus, equal to 1 when the whole domain is easy-to-classify. Considering n classifiers, we can define an upper-bound for :
In fact, is bounded by the probability of the correct classification of an example by at least half of the classifiers (which are correctly classified by the ensemble). Removing the easy-to-classify examples from the training dataset, we obtain the following accuracy for the other examples:
We are now ready to generalize Theorem 5.1. Theorem 5.2. The probability of choosing the correct class c * in a profile of n classifiers with accuracy p ∈ [0, 1[, m classes and with an overlapping value , using Plurality to compute the winner, is larger than:
The statement follows from Thm. 5.1 and splitting the correctly classified examples by the ratio defined by . This result tells us that, in order to obtain an improvement of the individual classifiers' accuracy p, we have to generate a family of classifiers with a small overlapping area among their predictions (in order to minimize the value of ). Choosing them randomly is a reasonable way to pursue this goal.
Conclusions and Future Work
We have proposed the use of voting rules in the context of ensemble classifiers, where the individual classifiers are randomly generated. Via a theoretical and experimental analysis, we have shown that this approach generates ensemble classifiers that are more accurate than existing ensemble methods. This is especially true when VORACE employs Plurality or Copeland as voting rules. In particular, Plurality has also the added advantage to require very little information from the individual classifiers and to be tractable. Compared to building ad-hoc classifiers that optimize the hyperparameters configuration for a specific dataset, our approach does not require any knowledge of the domain and thus it is more broadly usable also by non-experts. We plan to extend our work to deal with other types of data, such as structured data, text, or images. This will allow for a direct comparison of our approach with the work by Bergstra and Bengio (2012) . Moreover we are working on extending the theoretical analysis beyond the Plurality case and performing an axiomatic study.
A Discussion and comparison with Mu, Watta, and Hassoun (2009) .
In this section we compare our theoretical formula to estimate the accuracy of VORACE in Eq. 1 (for the plurality case) with respect to the one provided in Mu, Watta, and Hassoun (2009) (page 93 Section 3.2, formula for P id eq. (8)), providing details of the problem of their formulation. From our analysis, we discovered that applying their estimation of the -so called -Identification Rate (P id ) produces incorrect results, even in simple cases. We can prove it by using the following counterexample: a binary classification problem where the goal is "to combine" a single classifier with accuracy p, i.e. number of classes m = 2, and number of classifiers n = 1. It is straightforward that the final accuracy of a combination of a single classifier with accuracy p has to remain unchanged (P id = p). Before proceeding with the calculations, we have to introduce some quantities, following the same ones defined in their original paper:
• N t is a random variable that gives the total number of votes received by the correct class:
• N s is a random variable that gives the total number of votes received by the wrong class s th : The authors assume that N t and N max s are independent random variables. This means that the probability that the correct class obtains k votes is independent to the probability that the maximum votes within the wrong classes corresponds to j. This false assumption leads to a wrong final formula. In fact, applying Eq. (8) in Mu, Watta, and Hassoun (2009) to our simple binary scenario with a single classifier, we have that the new estimated accuracy is: Figure 2: Probability of choosing the correct class (P id ) varying the size of the profile n in {10, 50, 100} and keeping m constant to 2, where each classifier has the same probability p of classifying a given instance correctly, by using Eq. (8) in Mu, Watta, and Hassoun (2009) .
whereas the correct result should be p.
On the other hand, our proposed formula (Theorem 5.1) tackles this scenario correctly, as proved in the following, where we specify Equation 1 to this context:
where ϕ 1 (0)! = 1 and K = 1. Notice that, as expected, Formula 1 is equal to 1 when p = 1, meaning that, when all classifiers are correct, our ensemble method correctly outputs the same class as all individual classifiers.
As other proof of the difference between the two formulas, we created a similar plot as the one in Figure 1 , applying Eq. (8) in Mu, Watta, and Hassoun (2009) -instead of our formula -obtaining Figure 2 . The two plots are similar, with a less steepness in the curves generated by using our formula. In this sense, we suppose that the formula proposed by Mu, Watta, and Hassoun (2009) is a good approximation of the correct value of P id for large values of n (as we proved that for n = 1 and m = 2 is not correct).
