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Abstract
A one-dimensional, electrostatic Particle-in-cell code in spherical geometry has 
been used to simulate low pressure, asymmetric, rf discharges. The simulation consists 
of two concentric, spherical electrodes, between which a plasma is generated. The 
inner electrode is connected to a voltage source through an external circuit, which can 
include a variable capacitor and resistor; the outer electrode is grounded. Electrons and 
ions are modelled explicitly by the simulation, and neutrals are included implicitly as a 
background gas pressure. Ion and electron motion is included and both species can 
make binary collisions with the neutrals. The simulation uses realistic ion masses and 
collision cross-sections for each species. Electrons are presumed to make ionisation, 
excitation and elastic scattering collisions; ions charge exchange and elastic scattering.
The plasma is generated by operating the voltage source at a given voltage and 
frequency. An analytic model is derived for the sheath and bulk regions, based on a 
kinetic description of the plasma, in order to provide a comparison to the simulation. 
Results from the model are found to be in good agreement with those from the 
simulation for an atomic hydrogen discharge. The effect of changing the applied 
voltage and frequency, the background gas pressure and the radii of the electrodes on 
the steady-state parameters and structure of the plasma is examined and some scaling 
laws determined. The effect of changing the ratio of the electrode areas on the voltage 
distribution in the plasma is studied and the dependence is found to disagree with other 
predictions from theoretical and numerical models. Heating of the electrons by 
interaction with the moving sheath edge has previously been determined to be the main 
sustaining mechanism in low pressure, planar discharge models, and this effect is 
investigated for the asymmetric system. The relative distribution of power into ions and 
electrons is also determined. Ion energy and angular distributions at the electrodes are 
found to be dependent on both potential variation and ion collisions in the sheath.
A detailed Monte Carlo model of differential argon ion-neutral collision cross- 
sections is determined and used in the PIC code to simulate an argon discharge. Ion 
energy and angular distributions at the electrode, determined from the simulation, were 
found to be in good agreement with published experimental data.
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Chapter 1
Low pressure rf plasmas
The advent of plasma physics, although with a long pre-history including 
Franklin's experiments with lightning, can probably be said to have begun in 1879 with 
Crooke's demonstration of the magnetic deflection of cathode rays, which he presciently 
described as "the fourth state of matter" (Penning (1957), Introduction). By the turn of 
the century much of the early parameterisation of plasmas had been accomplished by a 
group at Cavendish which included such luminaries as J.J Thompson, E. Rutherford and 
J.S Townsend. In the 1920s Langmuir published much of the early theory on the 
"discharge of arcs", and in 1929 Tonks and Langmuir coined the term plasma to describe 
the collective oscillation of electrons, although with the vagaries of fashion it did not 
come into common usage until about the 1950's. Much effort has concentrated on the 
development and understanding of hot, magnetically confined plasmas for fusion since 
the 1940s. However, it is not until about two decades ago that the technological 
application of low pressure rf plasmas for materials processing was realised.
Despite a long history many of the physical processes sustaining rf plasmas is 
poorly understood, particularly in the complex geometries used in technological 
applications today. Processing applications require precise control over the plasma, 
particularly as micro-structures become smaller and more complex. To continue 
advancing these technologies it is therefore essential to fully understand the physical 
processes driving the plasma rather than to rely on an empirical knowledge of the 
behavioural dependence on various input parameters. Plasmas involve complex 
interactions between charged and neutral particles, the self-fields of the charged particles 
and the applied fields as well as chemical and surface reactions. Measurements are 
difficult to make and the results are often difficult to interpret, particularly when 
complicated by hysteresis effects and unreproducability. Much of the effort in 
understanding the basic physical processes in plasmas has therefore been carried out in 
simplified systems, ignoring the complex geometry of industrial machines. Even so 
results have been contradictory and in a recent venture (Hargis et al (1994)) six similar 
GEC reference cells were manufactured and sent to several different labs in the USA, in 
order to determine the congruence of the results. Agreement between machines for
1
various measurements of potential and current was found, within error limits, to be 
extremely good.
The complexity of even the simplest of laboratory devices has meant that 
theoretical and numerical models of these plasmas have often used considerably 
simplified systems. Analytic models are generally derived for one spatial dimension, the 
plasma is considered to be at steady-state so that time-dependent effects can be ignored 
(this can be particularly inappropriate for rf plasmas), and particle interactions and 
chemistry neglected. Many models examine only one particular region of the plasma, 
again to simplify the calculations. Even the numerical models leave out much of the 
complex interactions in order to get reasonable computer run times, although increasingly 
complex models are being designed as computational techniques and computers become 
more advanced. Even so computer models cannot yet model all of the physics in even the 
simplest plasmas.
This thesis looks at a particular numerical model of a plasma, discusses the results 
in terms of the physical laws derived and determines how well this model relates to a real 
physical system in order to promote better understanding of it. The use of numerical 
models is two-fold -  in the first place to understand the system, and then to improve it. 
The future goal for many of the numerical models is to determine the effectiveness of new 
system designs without having to actually build the system first.
This chapter gives a brief overview of the plasma processing industry, particularly 
with regard to semiconductor manufacturing, in Section 1.1. In section 1.2 types of 
reactors and their geometries are examined. Section 1.3 looks at previously published 
analytic and numerical models of rf plasmas, discussing both advantages and drawbacks. 
Finally Section 1.4 details the motivation for this thesis.
1.1 Plasma Processing
For approximately the past twenty years low pressure rf plasmas have been 
instrumental in the production of micro- and opto-electronic devices such as 
semiconductors, deep trench capacitors, buried waveguides and ridge lasers. These 
devices can be very complicated involving many layers of different materials, which are 
built up in a complex fashion involving successive sessions of depositing material and 
then etching parts of it away. These two techniques -  etching and deposition -  and their 
dependence on the plasma conditions are discussed in the next sections.
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1.1.1 Etching
Etching processes today are typically carried out in the presence of reactive gases, 
and hence are known as Reactive ion etching (RIE). RIE is believed to occur by two 
mechanisms (1) physical removal of the surface material by high energy ions, as in 
conventional sputter etching and (2) by chemical reactions of neutral radicals with the 
surface atoms to form volatile molecules which can then evaporate from the substrate 
surface. Bombardment by ions also plays a role in this process, by accelerating 
desorption of the molecule. The second process is much more efficient than the first and 
is believed to be the dominant process taking place in RIE, provided greater numbers of 
neutrals than ions are present at the substrate surface. RIE therefore requires lower ion 
energies than sputtering, reducing the risk of damaging the device. However it does 
require the use of volatile and often toxic gases.
The first process obviously depends on the energy with which ions hit the 
substrate surface, however recent work indicates that rates in RIE are also directly 
proportional to the flux of energy to the substrate. This seems to be independent of the 
type of ions arriving at the substrate (for example, when etching SiC>2 with SF6 a certain 
percentage of Ar can be introduced) provided there is a sufficient supply of neutrals (in 
this case F radicals). This suggests that a certain activation energy is required in order for 
a chemical reaction between the radical and neutral surface atoms to take place. Thus for 
both physical and chemical etching processes the arrival energy of ions at the surface is 
important in determining the rate at which etching occurs. (Austin et al (1991)).
Neutrals arriving at the surface will have fairly small, undirected energies, since 
they are unaffected by the electric fields in the discharge. Hence chemical etching should 
be a relatively isotropic process, unlike sputter etching which is carried out by ions which
ill!
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Figure 1.1 Schematic of ion and neutral motion through the rf sheath
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have very anisotropic (perpendicular to the surface) distributions due to the large average 
fields in the region between the bulk plasma and the biased wafer (known as the sheath 
region). Although neutrals can gain a small average drift velocity through charge- 
exchange interactions in the sheath, the average bombardment energy of the neutrals is 
much smaller than the ions. It would therefore appear that RIE should occur equally 
favourably in all directions, which would make deep, straight-sided trenches extremely 
difficult to produce. However two phenomena occur which favourably influence 
anisotropic etching -  firstly the ions, which provide the activation energy for chemical 
etching to occur, impact mainly on the horizontal surfaces; secondly, surfaces which are 
not directly bombarded by ions form a passivation layer, caused by chemical bonding of 
neutrals from the plasma with the surface atoms, which is not easily etched and so acts as 
a sort of secondary mask (Oehrlein et al (1990)).
This layer will also appear on the horizontal surface of the substrate if the 
bombarding ions are insufficiently energetic to remove it, and so for etching to occur the 
average sheath voltage must exceed a critical value. This is generally produced by 
creating a negative dc bias at the wafer surface. Once the critical voltage is exceeded, 
etching rates appear to be linearly dependent on bias voltage, until saturation in the 
etching rate is reached (Perry (1994), Tadokoro (1989)). Saturation indicates that the 
etching rate is limited by the availability of the etchant species, rather than the energy flux 
at the surface. A limitation on the bias voltage is that very large ion energies can cause 
electrical and structural defects, resulting in degradation of the performance of the device 
(Austin et al (1991), and references therein).
o
Isotropic ion distributionAnisotropic ion distribution
•  + Ions
O Energetic neutrals produced by charge-exchange with ions
Figure 1.2 Schematic of the effect of the ion angular distribution on the directionality 
of the etching.
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As previously mentioned, the anisotropy of the ion distribution is important, with 
ions trajectories perpendicular to the surface being the ideal. However elastic collisions 
with neutrals in the sheath direct the ion trajectories away from the perpendicular, 
resulting in a distribution of impact angles at the surface. The more collisions the broader 
the angular distribution, and so the angular distribution is inversely related to the ion 
mean free path, which to first order depends on the gas pressure. Large angular 
distributions can result in undercutting of the surface mask on a device, and produce 
sloped side walls, as shown schematically in Figure 1.2. Ions can also undergo charge 
exchange interactions with neutrals, in which the an electron is transferred from the 
neutral to the ion, resulting in a (nearly) stationary ion and a fast neutral. This can 
substantially reduce the average ion energy at the substrate surface, particularly when 
ions make multiple charge exchange collisions while traversing the sheath.
To characterise etching performance it is therefore important to have a knowledge 
of both the ion energy and angular distributions (IED and IAD) at the surface.
1.1.2 Deposition
In deposition the plasma again acts as a source of the reactive neutrals and ion 
species. Ions can sometimes play a part in reactions at the surface, and in the gas phase 
can be involved in the production of neutral radicals through collisional processes. In 
general it is desirable to keep ion energies as low as possible, otherwise etching tends to 
compete unfavourably with deposition. In some cases, however, it is desirable to have a 
small bias voltage, since this can help ensure a strongly bonded film. Substrate biases 
have also been found to be useful in the synthesis of cubic boron nitride films, by 
preventing the formation of (unwanted) hexagonal boron nitride (Ichiki et al (1994)).
1.2 Plasma Reactors
Radiofrequency (rf) and microwave (mw) plasmas are widely used in fabrication 
of micro-electronic devices, and in modification of surface materials. Typically rf plasmas 
are operated at 13.56 MHz, while mw sources are run at 2.45 GHz -  both of these 
frequencies represent industrial standards: the rf from radio transmitters and mw from 
microwave ovens.
Broadly speaking rf plasmas can be categorised as either capacitive or inductive 
discharges, so called because of their electrical characteristics. Capacitive, or E-type, 
discharges are generally associated with unmagnetised systems in which the electrodes
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are in direct electrical contact with the plasma, and the fields are due to the time-varying 
voltage applied across the electrodes. Inductive, or H-type, discharges are formed when 
the fields in the plasma are induced by a changing magnetic flux and generally occur in 
systems in which power is applied to the system via an antenna. However discharge 
physics is complex and plasmas can often be a mixture of both modes.
For processing applications there are a few important characteristics that the 
reactor must display:
1) Uniformity -  the plasma must be uniform across the processing surface (ie., 
the entire wafer or series of wafers), so that each devices undergoes the same 
degree of processing to obtain the correct profile.
2) Stability and reproducibility -  the plasma must be stable during the whole 
processing period (from minutes to hours), to obtain the correct etched profile and 
must behave in the same fashion every time it is turned on.
3) Controllability -  it is useful for parameters such as the plasma density, and the 
potential across the sheath to be separable since this allows conditions at the 
wafer surface to be optimised for whatever process is taking place there.
1.2.1 Parallel Plate Reactors
Grounded Electrode
Metal Walls
Powered Electrode
Tuning Box
rf Source
Plasma
Figure 1.3 Schematic of a parallel plate reactor
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A parallel plate reactor is represented schematically in Figure 1.3. First operated in 
the early 1970’s for semiconductor processing, parallel plate reactors are still the most 
commonly used source for industrial RIE applications. The system shown in Figure 1.3 
consists, as the name suggests, of two parallel electrodes one of which is connected 
through a tuning box to an rf source. Typically the other electrode is grounded, although 
there are "push-pull" systems in which both electrodes are powered.
Generally the walls of the chamber are made of metal and so these can also act as 
a ground for the plasma. In effect this makes the area of the "grounded electrode" much 
larger than that of the powered electrode. This has an important effect on the behaviour of 
the plasma, in particular the potential distribution within the plasma, and hence on the ion 
energy
distribution (IED) at the surfaces. As discussed in Section 1.1 the IED is critical in 
determining etching rates and so it is important to understand the effect of unequal 
electrode areas.
1.2.2 Inductive Sources
Plasma Source Chamber
Source Power
Dense Plasma
Magnetic Confinement
Diffuse Plasma
wafer Diffusion Chamber
RF bias voltage
Figure 1.4 Schematic of an inductive reactor, showing source chamber where the 
plasma is produced and diffusion chamber in which the wafer is placed.
Note that the wafer is biased using an rf voltage.
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More recently, inductive sources have been used for processing applications. 
Generally they are more efficient at transferring energy to the electrons than rf sources, 
producing a high degree of ionisation and resulting in much higher plasma densities. This 
allows a new configuration in which the source tube (where the plasma is produced) is 
physically separated from the processing chamber where the wafer is placed, and the 
plasma diffuses from the source into the processing chamber. The wafer can be biased 
separately using an rf source. The processing chamber can also include magnetic 
confinement in order to improve plasma containment and maintain higher plasma 
densities. A diagram of this type of reactor is shown in Figure 1.4. The energy for the 
source plasma can be produced by microwave coupling, or by an rf source such as a 
helicon antenna (Boswell (1984)).
The high degree of ionisation in these sources and the resulting large plasma 
densities result in very efficient etching and deposition processes. Since these sources can 
be run at low pressures, the ion mean free path can be made much larger than the sheath 
width, to give anisotropic angular distributions at the wafer surface. Using separate 
power sources to produce the plasma and to bias the wafer allows separation of the ion 
bombardment energy and ion current. This is unlike parallel plate reactors in which the 
voltage applied to the wafer directly determines the plasma density. The separate biasing 
of the wafer therefore allows much better control of the IED at the wafer surface, 
particularly since plasma potentials for these reactors are relatively low: of the order of 10 
-  20V. An rf bias voltage is generally used, since wafers are typically made of insulating 
materials and so must be capacitively coupled to the source, which precludes the use of 
dc biasing.
1.3 Plasma Modelling Techniques
Low pressure capacitively coupled rf systems have been intensively modelled 
over the past twenty years or so, because of their technical applications in the materials 
processing industry. A plasma can be fully described by a coupled solution of both the 
Boltzmann and Poisson's equation, but a general formulation can only be found 
numerically.
Boltzmann's equation, derived over 100 years ago, describes the continuity of/, 
the particle distribution function, in 6-dimensional space (3 dimensions each of position 
and velocity). For a single charged species, which can interact with j  neutral species, the 
generalised Boltzmann equation is given by:
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( 1 . 1 )
| ^  + v.V,f + ^ . V , f  = £ { { [ f ( v ', r , / ) r ; ( V ', r ,0 - f ( v . r , / ) F j (V; ,r,f)]
x vrj Oj{0,vX))dQ.jd \ j
where vrj = I v - Vjl
dQ  = sin 6d6 d(f),
f, v are the distribution and velocity of the charged species, and Fj, Vj are the 
distribution and velocity of the j th neutral species. The left hand side of (1.1) describes 
the evolution of f due to collisionless motion in an externally applied electric field, and 
the right hand side describes the changes due to binary collisions with the j th neutral 
species, where Gj is the velocity dependent differential cross-section of the j th neutral 
species, and 6 is the angle of collision. Separate equations must be derived and applied to 
each charged species of interest in the plasma.
Poisson's equation is given by:
V2<p = - P ^ ±  ( 1.2)
£
where 0 is the potential, p is the charge density and e is the plasma permittivity.
Obviously finding a coupled solution for both of these equations is extremely complex, 
and in general the system is too difficult to solve for all species using all dimensions, 
even numerically.
In deciding what method to use in modelling their plasma, researchers must 
decide on what will best suit the intended goals. Analytic models, for instance, tend to 
take a much more simplistic view, with the intention of predicting some of the generalised 
basic behaviour of the plasma without going into detail. Often this is accomplished by 
extensive simplification of the physics, and can neglect some of the more interesting 
phenomena occurring in the plasma. Numerical modelling on the other hand can 
reproduce in some detail effects which are observed experimentally, and have even been 
used to predict phenomena which were later measured experimentally, for example 
stochastic heating of electrons in the sheath (Graves (1987), Vender and Boswell (1991) 
and Turner and Hopkins (1992)). However numerical results tend to be specific to the 
parameters specified in the model (e.g. pressure, frequency, voltage, gas type) and are 
not very useful for predicting generalised behaviour. Numerical modelling of rf plasmas 
typically follows one of two approaches -  fluid or kinetic. The two methods are 
differentiated in the way they go about solving the Boltzmann equation.
One of the problems with modelling is that systems which are actually designed 
for processing applications, generally have complex geometric structures and produce
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plasmas with complicated chemistries, often with unknown compositions of charged and 
radical species. This makes it extremely difficult to model the systems, particularly since 
many models are restricted to one spatial dimension, and many of the reaction cross- 
sections are unknown. To facilitate development of models and to promote an 
understanding of the basic plasma physics, as distinct from the plasma chemistry, a 
number of experimental systems have been designed specifically for comparison to 
plasma models (Hargis et al (1994), Godyak et al (1990)). These use symmetric 
geometries and are generally run with non-reactive gases, such as helium and argon.
A brief (and by no means comprehensive) summary of analytic rf modelling is 
presented in Section 1.3.1. Some of the assumptions and drawbacks of these models are 
discussed. Section 1.3.2 looks at equivalent circuit models. Sections 1.3.3 discusses 
fluid methods, and Section 1.3.4 examines the kinetic approach. In section 1.3.5 a short 
history of Particle-in-cell (PIC) techniques is given, together with their application in 
studying low pressure rf plasmas. Finally Section 1.3.6 looks at the recent emergence of 
hybrid simulations to deal with restrictions inherent in both fluid and kinetic schemes.
1.3.1 Analytic Models
Analytic models of plasmas have a long history, going back some 100 years, and 
in that time many different methods have been used. Analytic models, by necessity, must 
include some quite sweeping assumptions and simplifications in order to make the 
equations tractable. Generally speaking analytic models are restricted to one spatial 
dimension, and often temporal and spatial averages of plasma parameters are used. 
Smirnov and Tsendin (1991), for example, average over the fast temporal and spatial 
variation of the electrons in a semi-analytic rf plasma model. Plasma species are limited, 
with most models considering only ions and electrons explicitly. Particle interactions are 
generally restricted to collisions with background neutrals (e.g., ionisation and elastic 
scattering for the electrons and charge exchange for the ions) and chemical effects are 
ignored altogether.
It can be difficult to classify analytic models as each uses different assumptions, 
depending on the simplifications intrinsic to the system to be modelled and the intentions 
of the modeller. The general intention of most analytic models is to determine simple 
expressions for the "internal" discharge parameters, such as the electron temperature, 
plasma density and current-voltage characteristics, as functions of the known applied 
parameters -  voltage, frequency, electrode spacing and gas pressure.
Langmuir developed one of the first analytic models of a dc plasma. He used a 
simplified kinetic model, assuming a Maxwellian electron distribution and cold ions, 
together with Poisson's equation, to obtain an integrodifferential equation (known as the
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plasma-sheath equation). This was solved separately for the sheath (Langmuir and 
Blodgett (1921)) and bulk regions (Tonks and Langmuir (1929)). Another approach to 
the sheath problem was derived in the late 1940's by Bohm, in which a minimum value is 
specified for the ion energy distribution at the bulk-sheath interface, where the cutoff 
energy is determined by requiring a monotonically decreasing potential in the sheath (see 
references in Emmert et al (1980)). Although derived for dc conditions, versions of both 
methods can be used to determine ion transport in rf plasmas when the applied frequency 
is much larger than the ion plasma frequency. Under these conditions inertia limits the ion 
response to the average (or dc) fields. Numerical kinetic models (Emmert et al (1980), 
Bissell and Johnson (1987)) have been used to examine density and potential 
distributions and the ion flux in the pre-sheath; and an analytic version for both sheaths 
and bulk is presented in this thesis (Chapter 3).
In the early 70's Godyak (1976) derived a quite complete analytic model of a low 
pressure, planar, rf plasma. The model used an equivalent circuit to describe the plasma 
in terms of bulk and sheath impedances, together with particle and power balance 
equations. This model was extended to include an inhomogeneous ion density 
distribution in the sheath together with ion collisions (Godyak and Ganna (1980)). 
Godyak and his collaborators have also looked at power dissipation in the rf plasmas 
(Popov and Godyak (1984), Godyak, Piejak, and Alexandrovich (1991a)), and the 
model has been used in an extensive comparison to the experimentally determined 
electrical characteristics of an argon plasma (Godyak, Piejak, and Alexandrovich 
(1991b)). Misium et al (1989) have also determined a self-consistent macroscopic model 
of a planar rf discharge, including particle and energy balance equations, to determine the 
sheath dynamics, electron temperature, density and the electron power balance; finding 
qualitative agreement with experimental measurements in an argon plasma.
In many cases researchers have derived models which deal specifically with one 
region or one process occurring in the plasma. Sheath dynamics, in particular, are of 
importance in low pressure rf plasmas, since most of the interesting particle-field 
interactions occur in this region and the sheath is instrumental in determining the charged 
particle distributions. Lieberman (1988) determined an analytic solution for a collisionless 
rf sheath which is similar to the dc Child-Langmuir sheath law, but also takes into 
account the non-zero time-averaged electron density in the sheath. At the densities typical 
of rf plasmas, the applied frequency lies somewhere between the ion and electron plasma 
frequencies, so the massive ions respond only to the average fields in the sheath, while 
the electrons respond directly to the rf variation. Godyak and Sternberg (1990) have used 
a semi-analytic approach, and Wood et al (1991) a circuit model, to derive the non-linear 
sheath dynamics in this frequency domain. Both obtained good agreement with 
experiment. Strongly non-Maxwellian electron energy distributions are a feature of 
electron interaction with the sheath. This effect and the resultant heating of the electrons
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due to stochastic or sheath heating has been well studied (Popov and Godyak (1984), 
Goedde et al (1988), Okuno et al (1992), Godyak and Piejak (1993), Katsch et al 
(1993)). Electron heating is examined further in Chapter 4.
As discussed in Section 1.2 the ion impact energy at the substrate is an important 
parameter for processing applications, which necessitates knowledge of the behaviour of 
the ion distribution in the sheath. Bimodal energy distributions in collisionless ion 
plasmas have been well studied (Cobum and Kay (1972), Metze et al (1989), Field et al 
(1991), Hamaguchi et al (1992)); Wild and Koidl (1989) and (1991) derived a model for 
asymmetric rf discharges, including the effects of charge-exchange with neutrals. The ion 
energy distributions are found to have a complex structure of peaks, due to the coupling 
between collisions in the sheath and the rf fields. The theoretical results are found to have 
good comparison with experiment.
The Bohm criterion is often used in models to couple the ion dynamics between 
bulk and sheath solutions, however rf effects on this criterion have been largely 
unexplored. Meijer and Goedheer (1991) derive the Bohm criterion for rf plasmas, and 
find it is somewhat lower than the dc limit. Boswell et al (1992) derive a limit for an 
electronegative rf plasma, and find the criterion is linked to the negative ion temperature 
(and is therefore of the order of the ion temperature). They present qualitative agreement 
of the theoretical results with a PIC simulation.
Most of the models discussed above have been for symmetric systems, in general 
asymmetric systems have not been extensively studied. Lieberman has developed analytic 
models to determine the voltage division in spherical geometry (1989a), as have Song et 
al (1990), and the bias voltage in a two-dimensional cylindrical model (Lieberman and 
Savas (1989)). Raizer and Shneider (1992) present a model, also in spherical geometry, 
to determine the sheath dynamics and the time-dependent behaviour of the rf current.
1.3.2 Circuit Models
Plasmas have well-defined electrical characteristics, which can be reproduced 
using an equivalent circuit, in which plasma impedances are modelled as the appropriate 
electrical components (resistors, capacitors, inductors etc). This method is simple and 
straightforward, and experimentally measured values of the impedance can be used 
directly in the equations. This allows determination of, for instance, rf and dc sheath 
voltages, as a function of input parameters such as the source voltage, frequency, and 
pressure, without requiring a fundamental understanding of the plasma physics. At rf 
frequencies the sheath is found to be essentially capacitive, with low conduction currents 
and large electric fields, while the bulk region is essentially field-free. Generally speaking 
models have reflected this by separating the sheath and bulk circuits -  a generalised
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model, from Godyak et al (1991b) is shown in Figure 4.19. The sheath impedances are 
mainly capacitive but include parallel resistive losses due to ion acceleration through the 
sheath. The bulk impedance is mainly resistive, due to electron-neutral collisions (and is 
therefore a function of the background gas pressure), but at high frequencies a parallel 
inductance must be included to take into account effects due to electron inertia. In the rf 
plasmas of interest to this thesis, the impedance is predominantly capacitive (i.e., the rf 
current lags the voltage by approximately 90°) and so the sheaths produce the dominant 
impedance characteristic of the plasma.
Logan, Keller and Simmons (1977) determined a model for an rf sputtering 
system, using a circuit model together with empirical fittings for the plasma density, 
sheath thicknesses and power. Keller and Pennebaker (1979) derive a model which 
includes ion flux to determine the rf and dc electrical parameters of the system from the 
input rf power and voltage at the target. This model was also used to characterise 
sputtering systems. Wood et al (1991) used an equivalent circuit to model a floating 
probe in an rf sheath, in order to relate the observed probe voltage to the non-linear 
sheath motion. Klick (1993) derived a 1-D resistive model for applied frequencies less 
than the ion plasma frequency (so that ions can respond to the instantaneous fields) which 
solves for the sheath potentials by expanding the sinusoidal sheath motion/voltage as a 
Fourier series. A dc ion current is included to model the effect of electrode asymmetry, 
and extra electrodes can be added to represent the effect of inserting probes on the 
plasma.
Circuit models have been extensively used to predict the effects of asymmetric 
electrode areas on the sheath voltages. Generally speaking the electrodes in processing 
reactors are not symmetric, particularly if the area of the walls is also taken into account 
(see Figure 1.3). Etching rates are dependent on ion energy, and hence on the average 
sheath voltage at the substrate. A number of models (Koenig and Maissel (1970), Cobum 
and Kay (1972), and Horowitz (1983)) have attempted, with varying degrees of 
sophistication, to determine the ratio of the average sheath voltages as a function of the 
area ratio of the electrodes.
1.3.3 Fluid models
Fluid theory, otherwise known as moment or continuum theory, involves the 
solution of one or more moments of the Boltzmann equation. The charged species in the 
plasma are modelled as a fluid using equations of particle continuity and energy 
conservation; particle density, momentum and energy can be determined from the 
moments of the Boltzmann equation and Poisson's equation is used to determine the 
potential distributions. However this system of equations is not closed and so generally
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an assumption of local equilibrium, in which the particle kinetics are assumed to be 
determined by the local electric field, is used to complete the specification of the system. 
Typically this is true for high pressure plasmas in which the mean free path for particle 
collisions is much smaller than the reactor length. This representation is therefore not 
very good at modelling non-equilibrium systems in which electron distributions are far 
from Maxwellian, as is typically true of low pressure rf discharges. Hence these codes 
are not really adequate for modelling the sheaths which have large, rapidly varying fields. 
Some researchers have circumvented this problem by introducing specific assumptions 
(discussed later in this section) or by using hybrid codes which combine fluid and kinetic 
techniques (see Section 1.3.6).
The moments of Boltzmann's equations give a set of coupled, time-dependent 
partial differential equations which must be solved in space and time. To make the 
problem more tractable, simplifying assumptions are introduced. Commonly these 
include representing the plasma by fewer than 3 spatial dimensions, and using total 
particle flux rather than particle momentum; often the electron energy distribution is not 
resolved. The coupling between moments of the Boltzmann equation and Poisson's 
equation is a difficult numerical problem, and as previously mentioned the assumption of 
local equilibrium has commonly been used as a closure condition. Some commonly used 
methods of solving the system of equations are described below, together with a brief 
description of their applications.
One of the first methods used is explicit finite difference solution of the equations 
on mathematical meshes in time and space. For rf applications the periodicity of the 
problem in time has been exploited by assuming harmonic steady-state solutions. Graves 
and Jensen (1986) used a series expansion of the equations to solve a two-moment fluid 
model, representing a parallel plate rf (13.56 MHz) argon-like discharge for a pressure 
range of 0.5 - 50 Torr. They found spatiotemporal results of the electron temperature, 
plasma density, and the potentials. Barnes et al (1988) use transport coefficients 
calculated using Monte Carlo techniques to determine plasma potentials, and bias voltages 
as a function of area ratio and rf power. They also discuss numerical instabilities 
associated with explicit techniques (see also Barnes et al (1989)) including numerical 
diffusion introduced in the presence of large moment gradients. Park and Ecconomou 
(1990) used a similar method to look at both argon and chlorine discharges, to determine 
the differences between electropositive and electronegative discharges.
One of the problems with using explicit finite difference methods is the stability 
restriction on the size of the time-step, which can make the codes relatively time- 
consuming to run. To allow the use of a longer time-step, and thus reduce run times, 
Boeuf (1987) introduced implicit methods of solving the fluid equations. A one-moment 
model was used to look at the effect of frequency and gas composition (electropositive or 
electronegative) on the plasma parameters, in particular examining the formation of
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double-layers at the sheath boundary in electronegative discharges. Belenguer and Boeuf 
(1990) modelled the transition from a  (low power) to y  (high power) modes in a helium 
discharge. This corresponds to a change in the sustaining mechanism of the discharge, 
from high energy electrons produced by the moving sheath edge, to secondary electrons 
accelerated through the sheath. To model the non-Maxwellian distributions inherent in 
electron-sheath interactions, high and low (bulk) energy electrons were modelled as two 
separate groups. Oh et al (1990) also used implicit methods to study an electronegative 
discharge. Meyyappan and Govidaan (1991) have included convective and local 
acceleration terms to derive a three-moment model of rf discharges in argon and chlorine 
at a pressure of 300 mTorr.
As previously mentioned numerical diffusion occurs when moment equations are 
solved in regions of steep gradients. A popular (ad hoc) solution to this problem is to use 
flux corrected techniques (Kunhardt and Wu (1987), Tsai and Wu (1990), Sato and 
Tagashira (1991)).
Fluid models have also been used to look at problems in the sheath and pre­
sheath. One-dimensional collisionless ion flux to a boundary is modelled in Bissell et al 
(1989) and for both collisional and collisionless regimes by Scheuer and Emmert (1990). 
Zawaideh et al (1990) examine the Bohm criterion for collisional to weakly collisionless 
ions. Ions are made collisionless by leaving out the explicit collisional terms in the code, 
although coulomb collisions, implicit in the formation of the fluid equations, remain.
1.3.4 Kinetic Models
Kinetic models (including PIC and convective schemes) fully resolve the particle 
distribution functions in space and time. This is done by integrating Boltzmann's 
equation, either statistically and using Monte Carlo techniques to model collisions, as in 
PIC, or directly as for convective methods. These methods, therefore, are ideal for 
studying non-equilibrium plasma conditions in which the particle distributions are not 
necessarily directly related to the local fields. They are also particularly useful for 
following individual particle trajectories, which is useful for determining ion energy and 
angular distributions at surfaces in the plasma. PIC simulations are discussed in detail in 
the next section, and so this section looks at Monte Carlo, convective and other kinetic 
models.
Monte Carlo (MC) models typically follow particle trajectories in imposed electric 
fields, and so the motion of the charged particles has no feed-back on the field 
distribution. However, despite the restrictions of not being self-consistent, they can 
provide useful information about the plasma. Kushner (1983) used an MC simulation of 
a parallel plate argon rf discharge to determine the plasma density and average electron
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energy as a function of position. May et al (1993) also simulated an argon discharge to 
determine the electron EDF for both primary and secondary electrons. A great many 
authors have looked at ion trajectories through the sheath to determine the ion 
distributions at the electrodes. In particular MC models have been used to study the effect 
of isotropically scattered collisions with neutrals in the sheath on energy and angular 
distributions (Kushner (1985), Thompson et al (1988), Manenschijin and Goedheer 
(1991)). Sommerer and Kushner (1991) look at the distribution of hot neutrals arriving at 
the electrode, due to charge exchange collisions in the sheath. Liu et al (1990) include a 
differential cross-section for argon, to determine the effect of anisotropic scattering on the 
energy/angular distributions. They compare results from their model to experimental 
measurements, and find reasonably good qualitative agreement.
The convective model was developed at University of Wisconsin by W.N. 
Hitchon and co-workers. This method uses an algorithm based on Green's functions to 
determine the transport equations, which allows a much larger time-step than possible for 
finite difference methods (Hitchon et al (1989)). The convective technique has been used 
in a number of applications, including examining the cathode fall in a helium dc discharge 
(Sommerer et al (1989a)) and determining electron heating and distribution functions 
(Sommerer et al (1989b), Sommerer et al (1991)) in an rf helium discharge. A reduction 
in the time taken for convergence is introduced by use of a "scaleup" procedure (Hitchon 
(1991)).
Emmert et al (1980) solved the plasma-sheath equation with a finite ion 
temperature in the presheath to determine an analytic solution for the bulk potential and 
the ion flux and energy entering the sheath. Paranjpe et al (1987) used a coupled electron 
and chemical kinetics model to determine self-consistent diffusion of etchant species to 
the wafer, and thus determine etch rate as a function of power, pressure and flow rate. 
Boiko et al (1989) solve the ion transport equations self-consistently with Poison's 
equation and include heating of the background gas, to study redistribution of neutrals in 
a chlorine discharge.
1.3.5 PIC Models
A comprehensive review of the history and development of particle-in-cell (PIC) 
simulations, together with a summary of the basic techniques is given by Ned Birdsall 
(1991), one of the pioneers of the use of PIC methods to model plasma processing 
technologies. PIC techniques were first used in the 1950s to investigate electrostatic 
effects such as plasma oscillations and the two-stream instability, with a method known 
as the electrostatic sheet model (Alder (1970), Chpt 1). The development of modem PIC 
techniques, as applied to low pressure processing plasmas, took place mainly in the
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1970s and early 80s with the introduction of a particle shape factor (Langdon and Birdsall 
(1970)), inclusion of Monte Carlo particle collisions (Hockney and Eastwood (1981), 
Chpt 10), and finally using realistic boundary conditions (Birdsall and Langdon (1985)). 
Much of the theoretical work on effects of the spatial grid (Langdon and Birdsall (1970)), 
and analysis of time integration (Langdon (1979)) occurred at about the same time.
The techniques used in modelling bounded systems have been well described in a 
number of books and review articles (Hockney and Eastwood (1981), Birdsall and 
Langdon (1985), Tajima (1989), Lawson (1989), Vahedi et al (1993)). Recent 
modifications include the addition of an external circuit (Verboncoeur (1993)) for more 
accurate representation of processing systems, and the use of multiple time/space grid 
scaling (Friedman et al (1991)) to increase computational speed. The numerical methods 
used in the work for this thesis are discussed in Chapter 2, looking in detail at effects of 
modelling in asymmetric geometries which have not been included elsewhere.
PIC techniques are an increasingly important tool for understanding modem 
plasma physics, with applications in modelling both laboratory and space plasmas. PIC 
has been used to study rf discharges in both symmetric (Morey and Boswell (1988), 
Vender and Boswell (1990), Trombley et al (1991)) and asymmetric (Alves et al (1991), 
Kimke et al (1994)) geometries, ion transport in rf systems (Barnes et al (1991), beam- 
plasma effects (Boswell and Morey (1989)), plasma source ion implantation (or plasma 
immersion ion implantation), (Vahedi et al (1991), Wood (1993), Faehl et al (1994)), 
negative ions (Vender and Boswell (1991), Lichtenberg et al (1994)) and dusty plasmas 
(Boeuf (1992), Belenguer and Boeuf (1992), Choi and Kushner (1994)). Recently a PIC 
model was used to study the accuracy of common assumptions and approximations used 
in fluid models, by direct evaluation of the ion and electron momentum equations 
(Surrendra and Dalvie (1992)).
Like other kinetic models, PIC is particularly adept at modelling non-equilibrium 
plasmas, in which the particle distributions are not solely a function of the local fields. In 
particular they can reproduce extremely accurately experimental measurements of electron 
and ion energy distributions in both bulk and at the reactor surfaces (Vahedi et al 
(1993b), Surrendra and Graves (1990)). However in modelling a plasma with individual 
particles PIC codes suffer the drawback of being computationally intensive, and are also 
subject to numerical noise on the density and field distributions, which can pose 
limitations on running conditions to maintain numerical stability. The first problem has, 
and is still being, reduced by increasing computer speeds and quite complex one­
dimensional simulations including several species and their interactions can be easily run 
on desktop workstations. Speed can also improved by using implicit techniques (Birdsall 
and Langdon (1985)), adjustable temporal and spatial grids (Friedman et al (1991)) and 
by vectorising code to run on parallel computer architectures (Liewer and Decyk (1989)). 
However, interactions between particles are very time-consuming as they are currently
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dealt with, and so far it has proved impractical to use PIC simulations in systems which 
contain many species and/or which are chemically complex. The second problem can also 
pose serious limitations on the conditions for which it is practical to run PIC simulations.
1.3.6 Hybrid Codes
Hybrid codes utilising two or more of the techniques discussed above are coming 
into increasingly common usage, as people try to solve more and more complex 
problems. By using a combination of fluid and kinetic techniques researchers can 
combine the advantages of both: computational speed while still accurately modelling 
non-equilibrium plasma conditions. The problem is, of course, numerically complex, and 
care must be taken to ensure that the two methods mesh compatibly. Particularly since 
these codes often employ other methods for reducing computational time, such as using 
different time scales for ions and electrons, or having a non-uniform spatial mesh. 
However, to self-consistently solve problems such as representing reactor geometry in 
two or three dimensions, modelling a larger range of plasma species and including 
complex chemical reactions between species, it is only possible to do this with hybrid 
techniques. Some hybrid codes and their applications are discussed below.
All modern PIC codes for modelling low pressure rf plasmas are actually hybrid 
PIC/Monte Carlo codes, but since they have already been discussed in the previous 
section no further comment will be made here. PIC/fluid schemes are also popular for 
modelling. Porteous and Graves (1991) have designed a two-dimensional cylindrical 
model of an inductive plasma, which includes magnetic confinement. Their technique 
uses fluid electrons and particle ions, since at high pressures with magnetic confinement 
the electron distribution is presumed to be essentially Maxwellian. Ion gyro-radii are of 
the order of the reactor geometry, and so ion trajectories are influenced mainly by the 
potentials in the system. This code has been used to model a typical ECR reactor which 
has a relatively narrow source region where power is deposited into the plasma (modelled 
analytically), opening out into a wider diffusion chamber (Porteous et al (1994)). Two- 
dimensional profiles of potential, electron temperature and ionisation rate have been 
generated, and the ion energy and angular distributions determined for an argon plasma. 
Li and Wu (1992) have derived an unusual PIC/fluid model which uses PIC methods to 
generate distribution functions, which are then evolved in time (including collisional 
effects) using moments of Boltzmann's equation. Results from three models, using from 
one to three moments of the Boltzmann equation, are presented in comparison to a 
standard PIC/MCC code, with good agreement between the three-moment model and the 
PIC code.
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Hybrid fluid/Monte Carlo codes are also popular, in which a Monte Carlo scheme 
is used to find the electron distribution function; collision rates and transport coefficients 
calculated from the EEDF are then used in the fluid equations. Sommerer and Kushner 
(1992) use this method together with a model for neutral transport and chemistry to 
simulate in two dimensions the kinetics and reactions for a range of different gases and 
mixtures of gases in rf discharge plasmas (see also Kushner (1992)). Sato and Tagashira 
(1991) use a similar method to model a monosilane-hydrogen rf discharge in one 
dimension. They present results for the spatiotemporal variation of electric field and 
charged particle density, and examine the effect of the sticking coefficient on the profile 
of the radical distribution.
Other work which can be included in the hybrid category include a combined 
plasma surface model by von Keudell and Möller (1994), which models deposition of 
C:H layers for an ECR discharge in methane. Power deposition into the plasma is 
determined from experimentally measured values, and a homogeneous absorption profile 
is assumed; transport coefficients are also determined assuming a homogeneous plasma 
with a Maxwellian electron distribution. A coupled model detailing surface interactions is 
used to determine deposition rates, including re-etching, adsorption, desorption and 
reflection interactions, giving good agreement with experimental measurements.
1.4 Scope of this thesis
From section 1.2 most of the reactor geometries used for both industrial 
applications and for laboratory experiments are, in effect, not symmetric. As discussed in 
the previous section there are a number of models, both analytic and numerical, which 
look at the functional dependence of the plasma parameters on the externally applied 
variables in planar systems. However relatively few examine the effects of asymmetric 
geometry, and those that do have concentrated mainly on the division of voltage between 
the sheaths as a function of the relative electrode areas, or the magnitude of the self-bias 
voltage. A Particle-in-cell code in spherical coordinates was therefore derived to explore 
in detail the effect of asymmetric geometries on the macroscopic properties of the plasma, 
in particular to determine the effect of different degrees of asymmetry, but also to 
examine the effects of changing applied voltage, frequency and pressure in an asymmetric 
system. To the author's knowledge there have only been two other studies published on 
PIC modelling of rf discharges in asymmetric geometries, Alves et al (1988) which 
determined voltage ratios and bias voltage as functions of area ratio for spherical and 
cylindrical geometries, and Krimke et al (1994) which presented a case study of a 
cylindrical discharge in an axial magnetic field with a fixed area ratio.
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An important aim of this thesis was to compare PIC results with existing analytic 
models, however when the time came it was found that there was a dearth of appropriate 
models to use (this is discussed in detail in the introduction to Chapter 3). Partially this is 
because in spherical geometry both sheath and bulk equations become non-linear, making 
them difficult to solve exactly. In this thesis both sheath and bulk equations have been 
solved using series method, and thus have approximate solutions which are not as neat as 
the corresponding planar equations. Nonetheless good agreement is found between the 
analytic model and the Particle-in-cell simulations, and some relatively simple equations 
have been derived to determine bulk properties, such as electron temperature and ion 
current in asymmetric systems.
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Chapter 2
Particle-in-cell Techniques
The Particle-in-cell (PIC) technique is a well-established method of modelling 
plasmas, and has been used for approximately the last 15 years to simulate low pressure rf 
reactors. Several books (especially Birdsall and Langdon (1985) and Tajima (1989)) detail 
the methods used in PIC and describe the advantages and limitations of the technique, 
therefore this thesis will only present a brief outline of the methods used, concentrating on 
modifications required by the spherical geometry and the external circuit. Birdsall and the 
computational plasma physics group at University of California, Berkeley pioneered the 
use of PIC techniques for low-pressure, bounded plasma simulations and so the methods 
detailed in Birdsall's book are followed most closely.
The system modelled by the simulation consists of two concentric spherical 
electrodes, separated by 20cm gap in which the plasma is formed, and an external circuit. 
This is shown schematically in Figure 2.1. The inner electrode is connected to an rf source
Plasma
vrf(t)
Figure 2.1 Schematic of plasma and external circuit, where ra and r\) are the radii of 
the inner and outer electrodes respectively, V(t) is the voltage on the inner, 
powered electrode and V ^ t)  is the rf source voltage.
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through a capacitor, and the external electrode is grounded. Note that in the thesis the inner 
electrode is also refered to as the live or powered electrode, and the outer as the grounded 
electrode, since this is always the electrical configuration used in the simulations. A 
variable resistor can also be included in the model, although none of the simulations were 
run with this present. Note that the external circuit used here is not designed to include an 
inductor, since circuit inductance is of no particular interest for these simulations and 
would complicate the circuit equations. The model of the external circuit is discussed in 
detail in Section 2.4.
The asymmetric electrode geometry is used to explore the effect of the difference in 
electrode areas on the potential distribution across the plasma, and the consequent effect on 
the ion energy distributions at the electrodes. A spherical system was chosen since 
symmetry allows the problem can be reduced to one dimension in the radial direction. This 
considerably simplifies the equations and reduces the number of particles required to 
realistically model the plasma, thus reducing run times to hours or days rather than weeks. 
In order to determine the degree of asymmetry of a particular system a standard method of 
measurement must be introduced: in this case the relative fraction of outer and inner 
electrode areas is used, i.e. a  = area outer electrode / area inner electrode = r£2/  ra2 .
Hence when a  = 1 the system is symmetric and as a  is increased the system becomes 
increasingly asymmetric. In modelling different area ratios the electrode separation is kept 
constant and the electrode radii are varied. This keeps the length of the plasma constant, 
but changes volume of the reactor for different area ratios.
In the code ions and electrons are modelled explicitly with real masses, while the 
neutral gas is implicitly included to form a uniform background of atoms with which the 
charged particles can make collisions. Since the plasma is only weakly ionised the neutral 
gas density is orders of magnitude larger than the plasma density, and is assumed to be 
invariant over the course of the simulation. The charged particles move about in the fields 
produced by electrostatic interactions between themselves and the applied rf voltage at the 
inner electrode. The plasma densities in the reactors being modelled are typically of the 
order of 1014 - 1015 m-3 and so it is not possible to model each particle individually, 
instead each simulation particle is actually a “superparticle” representing a large number of 
real particles, typically around 1010. Effectively this means that each particle in the 
simulation can be thought of as a shell with number density %, charge %e and mass %m.
The superparticle number is varied dynamically during the simulation so that the 
total number of simulation particles (ions plus electrons) is maintained at a value between 
20,000 and 80,000. Increasing the number of particles reduces the amount of noise in the 
simulation, leading to greater accuracy, but also increases the run-time of the simulation, 
on the other hand decreasing too far can result in unwanted numerical effects. Non­
physical effects introduced by superparticles are discussed further in Section 2.6.3.
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rf cycle
Determine new velocities 
and positions
Calculate fields at 
grid positions
Weight fields back 
to particle positions
Check for collisions 
Adjust trajectories 
Add new particles
Weight charges to grid
Figure 2.2 A schematic showing the algorithm for one time-step of the simulation.
Even using superparticles it is too time-consuming to calculate the inter-particular 
forces directly, since the number of calculations vary as the square of the number of 
simulation particles, which means 50,000 particles would involve 2.5xl09 calculations 
each time the particles are moved! Hence, in the early 1960s, as reviewed in Birdsall 
(1991), a mathematical mesh or grid across the length of the plasma was introduced for 
this type of numerical modelling creating the first true “particle-in-cell” simulations. In 
PIC the charge densities are determined at the grid points by interpolating charge from the 
particle positions, and Poisson’s equation is solved at the grid using finite difference 
methods. Electric fields on the grid calculated from the potentials can then be interpolated 
back to the particle positions, and Newton’s equations used to move the particles. A 
diagrammatic representation of one time-step of the simulation is shown in Figure 2.2.
It should be noted here that introducing a grid has two major purposes -  not only 
does it help speed calculations, but inter-particle forces at lengths of less than a grid cell are 
smoothed away . Therefore as two simulation particles approach zero separation the force 
between them goes to zero instead of infinity, and so coulomb singularities are avoided. 
Effectively the grid gives the particles a finite size, reducing short-range forces which 
would otherwise be artificially enhanced by the small numbers of simulation particles. For 
this reason simulation particles are also known as clouds since they have finite size, and 
can pass through each other.
The numerical scaling factors in the simulation: the time-step At, the grid-cell width 
Ar, the number of real particles per simulation particle £, are critical in determining the 
physical accuracy of the simulation. The choice of these parameters is a balance between 
the conflicting demands of accuracy (small values), and reasonable run times (large 
values). Generally the compromise is to chose values which are as large as possible 
without introducing numerical errors/instabilities. Some of these errors are easy to detect
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since they grow exponentially, and cause rapid failure of the simulation, while others are 
more subtle. Appropriate values for these parameters are determined in Section 2.6.
Particles have a radial position, a radial velocity and a perpendicular energy (which 
represents the two perpendicular velocity components) and so this code is commonly 
known as a 1-D spatial, 2 1/2 -  D velocity code. In the spherical system it is important to 
keep track of the perpendicular energy since this has an affect on the radial acceleration due 
to conservation of angular momentum (see Section 2.4.1). The fields only accelerate 
particles in the radial direction and so for collisionless particles it is assumed that the 
particle motion remains directed along the radius and the perpendicular energy can be 
ignored. However if particles make collisions with non-zero scattering angles then a 
substantial proportion of the particle energy can be transferred to the perpendicular 
direction and so for particles which make collisions conservation of angular momentum is 
important. The transfer of energy into the perpendicular direction tends to reduce motion in 
the radial direction, meaning that electrons can be trapped by lower potentials and the ions 
take longer diffuse across the plasma.
Two types of gas are modelled in these simulations: atomic hydrogen and argon. 
Hydrogen is used for the bulk of the simulations, since it has the lowest ion mass, which 
reduces the running time, and there are also many theoretical and computational models 
available for comparison. Simulations using argon are compared with actual experimental 
data. Positive ions and electrons, which are modelled explicitly as particles, can make 
collisions with the background gas, which is assumed to form a uniform, constant 
temperature distribution throughout the reactor volume . As the simulation is designed to 
model simulations which are only a few percent ionised collisions between charged 
particles are assumed to be unimportant. Furthermore, in order to keep the simulations 
simple, hydrogen plasmas are assumed to consist only of atomic hydrogen ions and atoms 
-  this is consistent with assumptions used for analytic models. Collisions are included in 
the simulation using Monte-Carlo techniques, as described in Section 2.5. For most of the 
results presented in this thesis the cross-sections have been modelled empirically by fitting 
curves to experimental data as a function of energy (see Appendix A), particles which 
make a collision are then scattered isotropically. Isotropic electron collisions are included 
for all runs; while hydrogen ions can either be collisionless or make isotropic elastic 
scattering and charge exchange collisions. Argon ions can make anisotropically scattered 
collisions, using an explicit model of the differential Ar-Ar1- cross-section, the derivation 
of which is described in Chapter 5. This is used to determine the effect of anisotropic 
scattering on the ion energy distribution and the results are given in Chapter 6.
In order to start a run particles are loaded uniformly across the length of the plasma 
with thermal velocities. The simulation is then run for an arbitrary number of time-steps, 
after which diagnostics are printed out. Runs are continued until the plasma reaches 
steady-state, at which point data is collected and analysed. The plasma is said to be at
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steady-state when quantities such as the plasma density, particle kinetic energies and the 
potential distribution across the plasma remains constant to within a few percent. Checks 
have been made on the stability of the plasma over long run-times, and on the consistency 
of convergence from densities above and below the steady-state value. On average systems 
in which ions are collisionless reach steady-state at roughly 50 ms of simulation time for 
hydrogen and 300 ms for argon; systems which include ion collisions can take up to 5 or 6 
times longer. Obviously the actual run times are going to depend on the speed of the 
computer, but, as an indicator, a collisionless hydrogen run takes approximately 36 hours 
on a DEC alpha to come to equilibrium and an argon simulation with differential ion 
collisions can take several days.
Sections 2.1 -  2.3 review the basic PIC methods for interpolating from particle 
positions to the mathematical grid (and vice versa), and the potential and field calculations. 
Particle motion and time-stepping is described in Section 2.4. The Monte Carlo collision 
methods, which determine collisions between charged particles and neutrals, are detailed in 
Section 2.5. In Section 2.6 the numerical limitations of finite difference methods, and the 
consequent restrictions on simulation parameters, are discussed. A listing of the parameter 
range used in the hydrogen simulations is given in Section 2.7.
2.1 Charge density assignment
In order to calculate the potential at each point across the plasma, the charge 
density at each grid point must be known. Particles can be anywhere within a cell, where a 
cell is defined as the region with boundaries ±A r/2 from a grid point (i.e. the Ith cell has 
boundaries at i - 1/2 and i + 1/2), so a way of assigning charge from the particle position to 
the grid point must be determined. For zero order weighting, also known as nearest grid 
point (NGP) weighting, the number of particles within a cell is counted and their total 
charge is assigned to the grid point. This effectively gives the particle a rectangular 'shape' 
with a length equal to the cell width. The NGP method has the benefit of being simple to 
implement and fast; but has the drawback that as the particle moves across cell boundaries 
large density fluctuations are experienced at the grid points. This can result in unexceptable 
noise in the field calculations, since each particle is really a "superparticle" and represents 
~1010 real particles. This can lead to numerical errors, such as non-physical heating of the 
electrons, as discussed in Section 2.6.3.
First order weighting is one degree more complicated than the NGP method and 
involves interpolation of the charge from the particle position to the two closest grid 
points, which helps smooth the density fluctuations. Higher order weighting (for example 
using a gaussian weighting over 3 or 4 grid points) further reduces the noise, but takes
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Figure 2.2 Allocation of charge from particle at position rp to two nearest grid points, 
i and i+ 1 using volume weighting
much longer to compute. Speed is one of the major limiting factors of PIC simulations and 
since the increase in accurately determining the density tends to be hidden by other sources 
of numerical noise only first order weighting is used for these simulations. In spherical 
geometry the volume of each cell is proportional to the radius cubed so a first order volume 
ratio method is used, in which the fraction of the particle charge assigned to the grid point 
is determined by the volume fraction of the particle within the corresponding cell. Figure 
2.2 presents a visual representation of this technique. For computational simplicity the 
particle width is chosen to be equal to the cell width. First order volume weighting of 
charge from a particle at position rp to cell boundary i+1 is therefore given by
and the fraction of charge weighted to the ith cell boundary is therefore 1 - fraction at /+ 1th 
grid point. Charge-assignation is one of the most time-consuming processes in the 
simulation, since each particle must be allocated to the appropriate grid points which 
involves around 10,000 -  50,000 sets of calculations each time-step.
Fraction of charge on i+1th grid point volume of particle in /+1 cell
total volume of particle
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X2.2 Potential Calculation
Having determined the densities at each grid point the next step is to determine the 
potentials using Poisson’s equation. In spherical coordinates this has the form
V20(r,<p,0) = - P(r,<p,d) ( 2 . 1)
where 0 is the potential, p the charge density, e0 the vacuum permittivity, r the radial 
coordinate and 0 and (p are the angular coordinates. Since the plasma properties are 
assumed to vary only in the radial direction, equation (2.1) can then be written with 0 and 
p in terms of r only:
d ^ j r )  2 dj(r) pjr)
- v  2 'dr r dr £0
To solve this equation it is necessary to obtain boundary conditions at the electrodes. The 
potential at the outer electrode is defined to be zero, and the electric field at the inner 
electrode can be determined using Gauss' Law, and so the the potential gradient at this 
position can be determined:
\E.dS= \-P-.dV + ^ & -  ,
J J c  c
live electrode V o  o
£(r„ + Ar /2) + A , ) | %  + A,)3 -  ra3] + )
where E(ra + Ar /2) = ;
and
(Xrb,t)= 0
(2.3) (a)
(2.3) (b)
where E  is the electric field, ra and rt, the radii of the inner and outer electrodes, Ar is the 
width of one grid-cell, oa is the charge density on the inner electrode and Aa is its area.
In finite difference form the radius is written using the notation r/ = r0 + iAr, where 
r0 = ra. Hence, variables which depend on r have the form </>; = 0(r/) = (f)(r0 + iAr) . Re­
written in finite difference form (2.2) has the is given by
f  A  1
-  2 </>,. +
r  a  ^
1 +  — !- 0 /+i 1 - — *-
l  r i ) l  r / )
where i = 1, iV+l (iV = number of cells).
(2.4)
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In order to reduce the computational cost of multiplying by constants such as the 
electron mass and Ar at each step variables are normalised internally to the simulation. The 
normalised position, potential and density are given by
r 0 . (2.5)
where At is the time-step and x  is the number of real particles per simulation particle. Re­
writing (2.4) in terms of the normalised variables gives
r 0 r n
i + — 0.+1 ~ 20- + i  —l nj 0;-i — P n P i ’
(2.6)
where
P n  =
n
4/3;rA r3
Converting equation (2.3)(a) to finite difference form, the boundary condition at the live 
electrode is given by
4 nrll22Em = j ^ w y c r ,  + ^ [ ( r „  + Ar/2)3 - r 03]p,|,
i.e.
giving
E  = - r° ^1/2
1
1
(  „ \ [ (  .  ^
J j L  
V r i/2 J \ r\n j
- r 0A r ( c  + Ar/2 )
cr„ + — A.
(2.7)
where ro = ra and r1/2 = ra + Ar/ 2 . Note that the boundary of the first cell is Ar /2 from 
the electrode, and so the cell is only 1/2 the volume of other cells in the body of the 
simulation (the same applies to the last cell adjacent to grounded electrode). Note also that 
while the densities and potentials are known at the grid points, the electric field is known 
half way between them (this is due to using leap-frog difference methods to determine the 
electric fields from the potentials), hence the boundary electric field is actually determined 
at rj/2. This is shown schematically in Figure 2.3
By rewriting equation (2.7) and converting to normalised coordinates the potential 
on the live electrode can be written as
P o  -  01 + Pv ( ? . ) [ a + a r o i
vri/2y [ 2  3 Jl/2 J j
(2 .8)
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1=0 i=  1/2
F ig u re  2.3 Schematic of the electric field Ej/2 at the boundary of the first cell
Assuming that all variables are in normalised form the tilde can be dropped. Equation (2.6) 
can be written together with the boundary conditions in (2.8) and (2.3) (b) in a general 
matrix form, which can then be solved using standard numerical tridiangonal techniques to 
determine the potentials.
(b0 a0 t  ) f  d0 \
q  b{ ax 0, d,
0 0 0 M =  _ M
C N - 2 b N _  2 a N - 2 0V-2 d-N-2
v C N - 1 ^v-i y \dfj~ i j
where
« 0 = 1, bo — 1, Cq — 0, d0 — pN
and for i = 1, NC- 1
at = (1 + 1/r;), bi = - 2, Q = (1 - 1/r;),
(2.9)
/
V
Zo_
r i/2
V
A
£ l +
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r i/2 J J
di =  PNpi
2.3 External Circuit
In order to more realistically model the reactor system an external circuit was 
included in the plasma simulation, as shown in Figure 2.1. The circuit included a capacitor 
and (optionally) a resistor, although the latter was not used in the simulation results 
presented here. The presence of the external blocking capacitor between the rf source and 
the plasma means that no net current can flow in the circuit. The charge flux to the 
powered and grounded surfaces must therefore be equal, and furthermore electron and ion 
losses to each electrode must balance over an rf cycle, or the electrode will become
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charged. During the initial time-steps of the simulation (corresponding to breakdown 
conditions) more electrons escape from the plasma than ions, due to their greater mobility, 
until the development of the sheaths prevent electrons from reaching the electrodes. At the 
live electrode this causes the external capacitor to charge up negatively, resulting in an 
average dc voltage at the electrode known as the bias voltage.
Modelling the external circuit introduces an extra degree of complexity determining 
the live electrode potential, since the current flowing through the circuit must now be taken 
into account as well as the flux of plasma particles to the electrodes. The circuit model 
presented here follows similar methods to those presented in Lawson (1989) and Birdsall 
and Langdon (1985), page 409. The finite difference form of the circuit equation must be 
chosen carefully, taking into account the circuit elements included in the simulation, since a 
circuit containing both inductors and capacitors can lead to problems with numerical 
instability resulting from circuit resonances. To avoid this at least second order accuracy in 
time is required for the finite difference equations used to model the circuit. However since 
an external inductor was not required for this work the equations were simplified 
significantly to reduce the computational time taken to run the simulation. The following 
equations model an external circuit with a capacitor (and a resistor).
The charge on the capacitor, Q, can be advanced in time using a finite difference 
form of Kirschof s voltage law
(cr-gp y
At C 4
( 2. 10)
where Q is the charge on the external capacitor, R is the external resistor, C is the external 
capacitor, V is the voltage on the live electrode, and Vrj  is the applied rf voltage. The 
superscript n refers to the variable at time, tn, and n+ 1 is one time-step advanced.
When solving (2.10) for time-step tn+j it is necessary to determine two unknowns: 
Qn+1 and Vn+1, hence another equation is required. To determine the second equation a 
relaxation method is used -  in the first step the potentials in the plasma due to the 
distribution of charged particles is calculated while holding the circuit current fixed, and 
then in the next step the change in potential, due to the flow of charge through the circuit, 
is determined while holding the plasma potentials fixed. The plasma potentials are then 
adjusted to take into account the new potential on the electrode.
The second equation required for the potential calculation can be determined from 
the system capacitance V = Q/C, assuming that the dielectric constant of the plasma is close 
to one. The potential on the live electrode at tn+j, after moving the plasma particles but 
before including the circuit current, Vn+X, is therefore given by
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(2. 11)
j>„*i = Act” +e(n, -<i„) _  A j 1*1
C  c r
where cr is the charge density on live electrode (n.b. a is dropped for convenience here) 
andn, and ne are the number of ions and electrons which hit the electrode in the period [tn, 
tn+j\. Note tha tA is used to refer to quantities that have been calculated after the plasma 
calculations, but before the circuit calculations and hence are intermediate values for tn+j. 
Cr is the capacitance of the reactor system, which for spherical geometry is given by
r
' “' r  ’
rb ~ ra
(2.12)
where ra and r\j are the inner and outer electrode radii. Holding the plasma particles fixed, 
the flow of charge in the circuit determines the revised value of the live potential at tn+j
r,„ Ad»1-(or1-?)
a
(2.13)
where Q is the charge stored in the circuit. The change in potential at the live electrode is 
therefore given by the difference between (2.11) and (2.13)
A 0 " +1 -  CTy r t+ l   y n + l    __ X-._____Se.
Cr
Substituting (2.14) into (2.10) gives an equation for Qn+j
(2.14)
R  Ö------Q _  +  Q ---= y n + l  +  1 + 5
C C
(2.15)
where Ctot is the total capacitance, i.e., l/Ctot = \/Cr + 1/C.
Equation (2.15) is only first-order accurate in time, however it can be made second-order 
accurate by doing a time-expansion on all the variables and including extra terms. This has 
the advantage of making the circuit solution much more numerically stable in time, 
otherwise oscillations between the plasma and circuit equations can lead to unphysical 
effects, which can eventually cause catastrophic failure of the simulation. This calculation 
is fully derived in Lawson (1989) and so the details are not presented here. The second- 
order version of (2.15) is:
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where Rm is a modified version of the resistance, used to force an exponential decay time 
for the external capacitor, and is calculated using
1 +
RC„
f
= exp
V
(2.17)
Finally the potentials initially calculated within the plasma must be modified due to 
the new potential at the electrode . The modification can be determined using Laplace’s 
equation and superposition of the potentials (since potential is a scalar quantity). In terms 
of r Laplace’s equation is given by
d 20i , 2 d(f)l 
dr2 r dr
=  0 , (2.18)
where, 0£ is the potential correction, which has the general solution
where a -  an(j t> = —— —  .
r b ~ r a r b ~  r a
Therefore the new potentials are given by 0(r) = 0 '(r) + <j)L(r) where 0' are the potentials 
calculated from the matrix in equation (2.9).
A second-order time derivation for the full RCL circuit has been derived by 
Verboncoeur et al (1993), for models in which it is desirable to model an external circuit 
which includes both a capacitor and an inductor.
2.4 Electric Fields and Particle Motion
Changes in particle motion are a result of the action of the electric field on the 
(charged) particle. New velocities for the particles are therefore calculated each time step 
using the electric field at the particle position. The finite difference form for the electric 
field calculations is simply
Qm  ~ fr (2.20)
Since a two-point finite difference scheme is used, the fields are determined at positions 
half-way between grid points. Care must be taken when calculating the field at the 
boundaries and in interpolating the field from the grid to the particles. The same weighting 
method described in Section 2.1 is used to determine the fields at the particle positions -  
this stops particle self-forces from occurring, in which particles move in the fields they 
themselves have produced. The force on the particle, due to the electric field, is
(2.21)
where the subscript m refers to the quantities relevant to the nth simulation particle.
2.4.1 Perpendicular energy
In the spherical model a particle moving in a straight line past the central electrode 
will appear to have a radial force acting upon it. This is shown diagrammatically in Figure 
2.6 (in two dimensions for simplicity) for the case when no potentials are applied to the 
electrodes, so there are no electrostatic forces on the particles. Figure 2.6 (a) represents a 
particle bypassing the electrode, and (b) plots the trajectory in the radial direction showing 
the action of an apparent force on the particle. This force is actually due to conservation of 
the particle conservation of momentum in spherical geometry. To account for this in the 
one-dimensional system, in which particles can only move in the radial direction, the 
perpendicular energy of the particle (representing the two perpendicular velocities) is 
determined for each particle and conservation of momentum is used to calculate the 
magnitude of the pseudo force.
The radial acceleration of the particle due to its perpendicular velocity is determined 
from the familiar equation for conservation of angular momentum:
where vr is the radial velocity, vp is the (total) perpendicular velocity. From equations 
(2.21) and (2.22) the total force on the mth particle, due to both the electric field and its 
angular momentum, is
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(2.23)F  = eE„ + [vl
rm
From Newton's equations of motion, the particle's new velocity and position can 
be calculated at each time-step. Using normalised variables v = (Af/A r) v, r = r/A r and
E = ( eA2 l m A r} E , Newton's equations can be written in finite difference form as
~ n+U 2  = ~ n - U 2  + g n  +  L P  J
rn
(2.24) (a)
~ n + 1 _  ~ n  ~ n + 1/2 (2.24) (b)
r  " in + l r  ~\n „
k  '  k > (2.24) (c)
where the superscript n refers to the time-step. The subscript m has been dropped since it 
is implicit that the set of equations is applied to each particle in the plasma. Note that the 
positions, electric fields and perpendicular velocities are known at integral time-steps, 
while the velocities lag 1/2 a time-step behind. This is a finite difference technique known 
as the leap-frog method, which is used because it is simple to implement, requires minimal 
storage of variables, and is numerically stable for a wide range of conditions. For 
example, Birdsall and Langdon (1985, page 56) show that using this scheme to
(b)
Figure 2.6 Particle trajectory in a spherical system when no potential is applied to the 
electrode (a) Particle motion showing radial and perpendicular velocities 
(b) radial position versus time of a particle passing the central electrode, 
showing the effect of the "pseudo" force acting in the radial direction.
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numerically integrate a harmonic oscillator with frequency co0, gives a solution which is 
exact in amplitude and accurate in phase to order (üVV)3 when Af < 2/fi)0 . Since the 
electron plasma frequency, copt is the highest frequency oscillation which needs to be 
resolved by the simulation the leap-frog scheme should be numerically stable for 
A, < 1 ns.
Note also from equation (2.24)(a) that the fields which accelerate the particles are 
only calculated at the original position of the particle, and no account is taken of changing 
field gradients as the particle moves. This implicitly assumes that particles will not travel 
far enough in one time-step for substantial changes in the field to occur. One problem with 
this assumption is that at certain times during the rf period the motion of the sheath can 
accelerate electrons in the vicinity of the sheath edge to very large energies (several 
hundreds of eV). This effect is especially noticeable at the live electrode in systems with 
very asymmetric geometries, due to the large sheath potentials in these systems. These 
energetic electrons can travel over several cells during one time-step without taking into 
account the field gradients which can occur over these distances. Only relatively few 
electrons attain these energies so it is inefficient to decrease the time-step for the whole 
ensemble of simulation particles. Hence a simple proceedure is implemented in which fast 
electrons are picked out and moved by fractions of the time-step with the force on the 
electron re-calculated for sub-step. Note that fields on the grid are not re-calculated for 
each sub-step, so there is an implicit assumption that only a very small fraction of the total 
electron density is moved in this manner and hence the fields remain relatively 
unperturbed. This is a reasonable assumption since generally only a small number of 
electrons close to the sheath edge are effected.
2.5 Particle collisions
Collisions are included in PIC simulations using Monte Carlo methods, a powerful 
and widely used computational technique in plasma simulations in which random numbers 
are used to determine particle behaviour. For this model the null collision technique is used 
to pick out a particle to test, and then the relative probability of collision is tested against a 
random number to determine if a collision actually occurs. In this code since there are 
actually three types of electron collisions and two of ion collisions, this technique is also 
used to determine the type of collision. The most straightforward way of including 
collisions involve testing all of the particles in the simulation each time-step however this 
would make the process extremely time-consuming processes and so a technique known 
as the null collision method is used. This is detailed in Section 2.5.1
For these simulations only electron-neutral and ion-neutral collisions are 
considered -  the plasma is weakly ionised, and so the plasma density is low enough that
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the probability of collisions between charged particles is considered to be small. This 
means that small angle Coloumb collisions, which tend to heat the coldest electrons, are 
not explicitly included in the code, although other authors have done so (see Birdsall 
(1991)). The technique tends to be computationally time-consuming, and in these 
simulations the pressure is sufficiently large that coloumb heating is not significant. All of 
the simulations include isotropic scattering of electrons, using energy dependent total 
cross-sections. In Chapter 4, results are presented from simulations of atomic hydrogen 
plasmas, both for the case in which ions are assumed to be collisionless and for the case in 
which ions make isotropically scattered elastic or charge-exchange collisions with neutrals. 
In Chapter 5 a detailed model of Ar-Ar* differential cross-sections is presented, which 
uses the interaction potential of the ion-neutral pair. This is then used in argon plasma 
simulations and results are compared to experimental measurements in Chapter 6. 
Collisions have an important effect on the particle motion since, especially for isotropic 
scattering, they tend to lead to transfer of energy from the radial into the perpendicular 
direction.
In order to select particles to test for a collision event the mean free time between 
collisions is calculated
_  1 _  1 
Tc '  vc ~ NnQ(e)v
(2.25)
where vc is the collision frequency,v is the particle velocity, Q(e) the energy dependent 
collision cross-section and Nn the neutral gas density. In order to determine which 
particles make collisions an incremental count is kept as each ion or electron is moved 
during the time-step until the accumulated time is equal to (or greater than) rc and that 
particle is selected to test for a collision; the count is set back to zero and testing is 
recommenced. Note that if the cross-section is proportional to v, the particle velocity, then 
Tc will be a constant for all energies. This saves a lot of time in testing, since rc does not 
have to be re-calculated for each particle, this leads to the concept of pseudo cross-sections 
and null collisions.
2.5.1 The null collision method
The process used for determining collisions is described for electrons, since 
electron collisions are used in all of the simulation runs; a similar method is used for 
isotropic scattering of the ions. Electrons make three types of collisions -  ionisation, 
excitation, and elastic scattering. Ionisation is the most important process, since in order to 
sustain the plasma it is necessary to include some source term of charged particles, to
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balance those lost to the walls. The main effect of excitation is to cool the electrons; and 
elastic scattering simply redistributes the velocity. Although electrons are known to scatter 
anisotropic ally, especially at high energies, this effect is considered relatively unimportant 
at the low electron temperatures seen in the simulation -  most of the electrons form a 
background 'sea' of randomly directed thermal electrons -  so the scattering angles are 
assumed to be isotropic
The total collision cross-section, Qtot, can be determined from the sum of the 
individual cross-sections for elastic scattering, ionisation and the various excitation 
collisions. For the purpose of this work, only the Is to 2p excitation cross-section is used. 
Empirical fitting of curves to experimental data was used to determine equations for energy 
dependence of the cross-section. Details of the cross-sections and their fitting is given in 
Appendix A. Having determined the total cross-section by summing over all of the cross- 
sections for the appropriate energy range, a pseudo cross-section is defined:
Qpseudo~ ~ » (2.26)
where Q0 is a constant, chosen so that Qpseuci0 is greater than Qtot for all energies (see, for 
example, Figure B .l for the e-H cross-sections). Then the time between collisions for the 
pseudo cross-section will be a constant for all electron velocities Tpseu(j0 = NnQ0.
Having picked an electron the relative probability of each type of collision is 
determined from the ratio of the individual cross-sections to the pseudo cross-section at 
that energy.
^  ion
Q i o n (g)
Qpseudo (r)
( e )
Qpseudo (r)
Pr —
1 ' elas
Qelas (^ )
Qpseudo (r) (2.27)
where Qion, Qexcn, and Qeias are the ionisation, excitation and elastic scattering cross- 
sections respectively. The collision probabilities are summed, as shown diagrammatically 
in Figure 2.7, and a random number, uniformly distributed between [0,1], is used to 
determine which type of collision takes place.
Figure 2.7 demonstrates schematically the relative probabilities of each type of 
collision and how a random number is used to select which collision will occur. Note that 
there is a category Prnuu -  this comes about because the pseudo cross-section is always 
chosen to be greater than the total cross-section, and so there is a finite probability that no 
collision will take place. This represents a null collision event, hence the name of this 
technique. Ionisation and excitation also have conditions on the mimimum energy of the 
electron, which must be fulfilled before the collision can take place, due to the forms of 
their cross-sections. When an ionisation event occurs a new ion and electron must be
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Figure 2.7 Schematic of the probabilities of collision -  each collision probability is 
summed, and then a random number is picked to determine the type of 
collision that occurs. In this case it is an ionisation collision.
added to the simulation. The velocity for the new ion is picked from a 0.025 eV 
Maxwellian distribution (since it was previously a background gas atom). The energy of 
the original electron, minus the ionisation energy, is shared randomly between the old and 
new electrons, and each of the electrons is isotropically scattered. When an excitation 
eventoccurs the electron loses the threshold energy and is randomly scattered. For an 
elastic scattering collision the electron loses a very small amount of energy, due to 
momentum transfer to the neutral, and is then isotropically scattered.
For isotropic ion collisions the ions to be tested are similarly chosen and a random 
number is used to determine whether an elastic scattering, a charge-exchange, or a null 
collision event occurs. If the ion is elastically scattered a scattering angle is chosen using 
another random number from cosö = [1 -  29t]. Note that this is the scattering angle in the 
centre-of-mass frame. The scattering angle is used to find the new parallel velocity and 
perpendicular energy in the centre-of-mass frame, which are then converted back to lab 
frame coordinates. The calculations are given in detail in Section 5.2.2. In the event of a 
charge-exchange collision, the neutral and the ion exchange an electron, resulting in a hot 
neutral, and a cold ion (this is indistinguishable from a 180° elastic scattering collision), 
and the new velocity distribution for the ion is again picked from a 0.025 eV Maxwellian 
distribution.
Finally it must be ensured that the time-step is smaller than the mean time between 
collisions, otherwise there exists a finite probability that a particle could make more than 
one collision during a time-step, which is not accounted for in the code. Normally this is 
not a problem, since the mean free time between collisions for both electrons and ions in
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hydrogen at a pressure of 20 mTorr is ~ 10 ns, much larger than the time-step At = 0.1 ns. 
However at larger gas pressures the time between collisions is reduced, so at 500 mTorr rc 
= 0.6 ns and a smaller time-step would be required. For the hydrogen simulations the 
maximum pressure used is 100 mTorr.
2.6 Scaling
Something needs to be said about the way the scaling in the plasma works, since 
this is fundamental in relating simulation plasmas to the 'real world'. In particular the 
effects of using finite difference techniques on linear wave dispersion and conservation of 
energy, and how grid cell size determines the stability and accuracy of PIC systems 
(Langdon and Birdsall (1970), Langdon (1979), Birdsall (1991))
The scaling of variables, such as the grid-cell width, An the time-step, At, and the 
"superparticle" density, n0, is very important since these parameters control the numerical 
accuracy of the simulation. They have to be carefully chosen in order to ensure that the 
results from the simulation are due to the physics included in the code, rather than 
numerical effects introduced by approximating the analytic equations with finite difference 
versions. Obviously the accuracy of the representation will improve as the size of the 
scaling factors is decreased (i.e. ^  as Ar —> 0 ), but this makes the simulation
very long to run -  the time taken to run the simulation scales directly with Ar and At and 
depends roughly on the number of particles squared. One of the major features of PIC is 
that it explicitly models individual particles and their trajectories. This has the drawback of 
making the codes computationally expensive, but on the other hand allows determination 
of macroscopic effects due to individual particle motions. PIC codes are particularly suited 
to examining sheath phenomena -  a region that is not well handled by other numerical 
methods, such as fluid codes. Hence At, Ar and n0 are chosen to be as small as possible, 
without introducing errors which are cumulative in time, or which are going to effect the 
representation of the physics. In the main the appropriateness of these parameters has been 
checked empirically, by doubling the quantities several times and checking for changes at 
steady-state conditions. The following sections give a brief summary of the main 
restrictions and accuracy of the scaling factors.
2.6.1 Grid cell width
The grid cell width Ar is generally chosen to be of the order of the debye length. 
The debye length represents the maximum distance over which the coulomb forces of
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F(r)
Figure 2.8 Coulomb force for a point charge (solid line), and for a particle of width 
Ar (broken line).
individual particles are important. By setting the cell width equal to the Debye length short- 
range particle interactions are reduced, these are unimportant to the overall coherent plasma 
behaviour and otherwise dominate force calculations in the simulation. Effectively what the 
grid does is to give particles a finite size equal to the cell width, so that as particles move 
"through" each other the inter-particular force goes to zero, instead of infinity as would be 
the case for point particles. This is shown schematically in Figure 2.8. For this reason PIC 
particles are often referred to as clouds to differentiate them from point particles. Reducing 
the cell width makes no change to the final equilibrium the plasma reaches, but increases 
the number of calculations required.
However, if the cells are made much larger than the Debye length, then important 
electric field gradients can be ignored, since the fields are only determined at the grid 
points. Furthermore since the cell widths define the particle size, values which are larger 
than the debye length lead to very unphysical particles. For a plasma in the density range 
1014 -  1015 n r 3, with an electron temperature of 3 eV, the debye length is approximately 
10-3 _  4x10-4 m; and so Ar is chosen to be 2x1 O'4 m. For the simulation results presented 
here the electrode separation is 0.2 m and so the simulation typically uses 1000 grid cells.
Although adding a spatial grid to the simulation makes density and force 
calculations very much more efficient, the grid can also introduce non-physical 
perturbations to the plasma. For example, with the inclusion of a grid the interaction force, 
F, between two particles depends on the mean particle position relative to the grid as well 
as particle separation -  spatial invariance is lost due to the presence of the grid. This effect 
can be mitigated by use of finite sized particles and smoother weighting techniques.
This dependence of the interaction force on the average position of the particles 
results in non-physical mode coupling. This effect is analysed in detail in Birdsall and 
Langdon (1985, Chpt 8) and Tajima (1989, Chpt 4). Briefly, mode coupling means that 
oscillations which differ by a factor of 2/r/Ar are indistinguishable to the simulation; this 
is shown schematically in Figure 2.9. The effect is known as aliasing and is due to the loss 
of information in going from a continuous system to a spatially discrete system. However,
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Figure 2.9 Wave-coupling (aliasing) for oscillations with wavenumbers which differ 
by an integral number of the inverse grid-cell width.
provided the grid cells are less than the smallest wavelength of interest, this coupling will 
not significantly effect the simulation results.
2.6.2 Time Steps
Time-stepping can be quite complicated since the time scales in the plasma typically 
vary by orders of magnitude. For example, at a densities of 1014 m'3 the electron plasma 
period is around 10'9 s, while the ions move on time scales of about 10'7 s, and the mean 
free time between collisions is of the order of 10-8 s. Generally speaking the electron 
plasma period is the smallest time-scale to be resolved, although for very high pressures 
care must be taken to resolve the collision period. Using the electron time-scale for the ions 
however over-resolves the ion motion and so involves more calculations than strictly 
necessary. Although it is possible to move the ions and electrons using different time-steps 
it makes the potential and force calculations very much more complicated, and so the time- 
step for these simulations is simply chosen to be small (~0.1 ns).
Using a finite time-step At results in a periodicity in time, similar to the effect of the 
grid mentioned in the previous section. Again this causes abasing of oscillations, but now
j2 i7 Zit occurs for those differing by harmonics of — -  effectively the time-step acts like a
stroboscope. As before this is not important provided the time-step is chosen to be less 
than the smallest period of interest in the plasma.
2.6.3 Superparticle Number
Numerical heating is mainly an undesirable side-effect of representing the large 
number of charged particles in a plasma by relatively few "superparticles", although it is 
also affected by the grid-cell width, time-step and simulation dimensions. Essentially it is 
non-physical heating of the electrons through potential oscillations which are caused by the
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"graininess" of the plasma. Particles moving across cell boundaries cause fluctuations in 
the density and this noise is then passed on to the potentials and the electric fields. As 
electrons are very sensitive to fluctuations in the field this can result in an unphysical 
increase in the electron energy. Ions are much slower to respond to the fields and so they 
are not affected by transient fluctuations. To a certain extent this noise is simply an 
ineradicable part of numerical simulations and it can be ignored, provided the fluctuations 
due to noise are smaller than the amplitude of the applied potentials and they do not result 
in unstable behaviour. If, however, this artificial boosting of the electron energy becomes 
large enough it can start to cause excess ionisation, leading to an increase in the plasma 
density, which magnifies the heating, and eventually results in an exponential, runaway 
increase in the plasma density and finally catastrophic breakdown of the simulation.
A rough calculation of the ratio of the potential fluctuations and the electron 
temperature is used to determine the conditions for which numerical heating is likely to 
occur. Since this is only meant to give a feel for the important parameters the derivation is 
presented for a planar rather than spherical system, which considerably simplifies the 
equations. The potential due to the fluctuation in space-charge is therefore
= — A(«,. - n e). (2.28)
dx £0
If the superparticle number is % -  N  then the density can only be known to a factor of 1/N, 
so the fluctuation in the density caused by one particle is given by n-JN (assuming that /it- 
* ne ), that is A(n{ -  ne) = n JN  . Assuming that in the case of no external voltages the
plasma potential has a roughly parabolic form (see Figure 2.10), then the equation for the 
potential distribution is given by
<t>(x) = 0max(L-)lI2)2. (2.29)
Differentiating (2.29) twice, and equating to (2.28) gives
Wmax _  ejh_
2  AT
L e° . (2.30)
Rearranging (2.30) and multiplying both sides by e/kTe , to determine the ratio of the 
maximum potential fluctuation to the electron temperature, gives
where
g 0max
kTe
1 r e2nl '
O
O
 I
{ £ ok T e J
1
8 N
XD ~ 4 e2ni/£okTe is the Debye length.
(2.31)
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Figure 2.10 Form of space-charge potential in a system with no applied potentials.
Hence for large systems and high densities (which generally means large N) care must be 
taken to ensure that the density fluctuations do not seriously affect the electron 
temperature. This can be accomplished by running with a large number of particles (i.e., 
reducing x), although it will result in much longer run times. In some cases reducing the 
grid cell width or the time-step can also help, since the density is then better resolved.
Another problem resulting from using a single massive particle to represent x  real 
particles is loss of resolution in regions of low density, such as the sheaths. Obviously 
regions with densities less than x  cannot be adequately represented. Porteous et al (1994) 
circumvented this problem by using a variable value of x, so that in regions of lower 
density superparticles are smaller, leading to improved resolution. The main effect on the 
simulations presented in this thesis would lie in overestimating the number of hot 
electrons. In low pressure, rf systems the plasma is maintained through ionising collisions 
made by a relatively small number of hot electrons created by interaction with the moving 
sheath edge. Superparticles could result in a slight overproduction of hot electrons, giving 
plasma densities which are larger than would be otherwise predicted. However, this effect 
has not been observed so far, and even if it occurs is expected to be very small.
This section details the range of parameters used in the different simulations. A 
large number of system geometries have been explored in order to determine the effect of 
asymmetry on the plasma parameters, since this is of particular interest in the spherical 
system. In all cases the electrode radii were altered and the electrode separation kept 
constant; the asymmetry of the system was measured using the ratio of the electrode areas, 
i.e., a  = rb2lra2. Simulation results are also presented for a wide range of applied voltage, 
Vrf, and background gas pressures, p, as well as for a few different source frequencies, 
frf. This was carried out in order to observe the plasma behaviour for a broad spectrum of 
physical conditions. The values of the parameters used in the simulations are shown in 
Figure 2.1.
A number of analytic and numerical models (Horrowitz(1983), Lieberman (1989), 
Alves et al (1991), Raizer and Shneider (1992)) of asymmetric systems have been used to 
examine the effect of changing the ratio of the electrode areas on the ratio of the sheath 
potentials, and on the formation of a self-bias voltage. However, to the author's
2.7 Run parameters
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knowledge, there has been no previous systematic study on the effect of asymmetric 
geometry on plasma parameters such as electron temperature, power deposition, density 
profiles, currents and so on. This study concentrates on the effect of changing the 
electrode area ratio on the plasma behaviour, in order to determine some analytic and 
empirical scaling laws for asymmetric discharges, and to determine the degree of 
agreement, or otherwise, with previously derived laws. The effect of varying the applied 
voltage in an asymmetric system was also examined in detail, in order to compare to 
previously PIC results in planar systems and to determine whether planar derivations still 
hold when extrapolated to spherical geometry.
It is not possible to run enough simulations to vary every single different parameter 
individually (it would require more than 2.4xl018 runs), and so a set of baseline 
parameters were chosen, shown as shaded values in Table 2.1. For each set of simulations 
three of the baseline values were held constant while the fourth was varied over its 
parameter range. Hence when studying, for example, the effect of changing area ratio 
seven simulations were run with values of a  between 1 and 15, while the other 
parameters were kept at Vrf -  1 kV ,/ry= 10 MHz and p = 20 mTorr.
This method does have a drawback, since the plasma characteristics depend on all 
of the parameters concurrently, while this method assumes that each parameter can be 
varied independently. For example, Figure 48 shows the dependance of bias voltage on 
area ratio, but this is only valid for one particular applied voltage, and for other voltages 
the dependance on a  could be quite different (e.g., decreasing instead of increasing). It 
must therefore be assumed that the plasma would behave consistently for other values of 
the baseline parameters.
Area Ratio, a Voltage, Vrf (V) Pressure, p  (mTorr) Frequency, f rf  
(MHz)
1 100 10 5
1.5 200 20 10
2 500 50 20
4 1000 100
6 2000
9 5000
15
Table 2.1 Range of parameters used in the simulation. The shaded values are those 
used as "baseline" parameters, e.g., when looking at variation in voltage 
the other parameters used are a  = 6, p  = 20 mTorr and f rf -  10 MHz
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Chapter 3
Analytic model of the 
simulation
This chapter presents analytic models for the bulk and the sheaths, results from 
which are compared to the PIC simulation. Results from other numerical codes are also 
compared to the PIC and analytic results. As mentioned in Chapter 1 most of the PIC 
simulations were run using atomic hydrogen gas with collisional electrons and 
collisionless ions. These conditions were chosen since cross-sections for hydrogen are 
well known, and having the lightest ion mass hydrogen reaches steady-state conditions 
quickly. These simulations were primarily designed to determine the effect of the 
"external" or applied parameters -  such as area ratio, voltage, pressure and frequency (as 
detailed in Table 2.1) -  on the "internal" plasma characteristics, that is the electron 
temperature, the average potential and density distributions, ion currents, sheath widths 
etc.
In numerical work the number of diagnostics included is essentially limited only 
by time constraints for computation -  this potentially means there is a vast body of 
information about the plasma for each different set of conditions. The problem is then to 
organise this information into some meaningful form, such as scaling laws relating the 
external input parameters to the internal plasma parameters, in order to further understand 
the physical processes driving the plasma. Furthermore it is desirable to check the 
validity of the PIC model, by determining whether the physical picture derived from it 
accords with other numerical and analytic models. Comparison to experimental results is 
not really possible for the parameters shown in Table 2.1, since these conditions were 
not chosen to represent a real physical system, rather they represent a simplified view for 
comparison with one dimensional models. Hence the analytic model presented here was 
designed to incorporate the physical features of the PIC code -  spherical geometry, 
collisionless ions - and by tailoring the analytic model to fit the simulation results an 
understanding of the important physics in the simulation and the consequent effect on the 
macroscopic behaviour of the plasma is obtained.
Low pressure capacitively coupled rf systems have been quite intensively 
modelled over the past twenty years or so, because of their technical applications in the 
materials processing industry. A number of analytic models, including assumptions and
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limitations, have been discussed in Chapter 1, unfortunately most of these are not useful 
for direct comparison with results from the PIC simulations. Self-consistent models, 
such as those developed by Popov and Godyak (1985); Godyak, Piejak, and 
Alexandrovich (1991a) and (1991b); and Misium, Lichtenberg and Lieberman (1989), 
give equations for the power/particle balance but are only relevant to planar electrode 
systems. Equivalent circuit models, such as those of Horowitz (1983) and Bletzinger and 
Flemming (1987), developed to determine the potential distributions and current-voltage 
characteristics of the plasma, disregard other macroscopic parameters of interest such as 
density and electron temperature. These models also use experimental results to 
determine quantities such as the plasma resistance and sheath capacitance for the model, 
and therefore tend to be specific to a limited range of conditions. Other numerical 
models, using fluid (Boeuf (1987), Graves (1987), Park and Economou (1990)) or 
kinetic (Paranjpe et al (1987), Hitchon et al (1991)) techniques, do provide complex and 
detailed information about the plasma for specific set of conditions (often chosen to 
represent a real experiment). However results are limited to the parameter ranges used in 
their simulations and, in concentrating on detail, lose the simplicity of an analytic 
description in predicting characteristic plasma behaviour . Analytic, 1-D models in 
spherical coordinate systems developed by Lieberman (1989) and Raizer and Shneider 
(1992) appeared initially to be applicable, however both models assume collisional ions 
in the bulk, and thus bulk conditions do not match those found in the PIC simulations.
To provide comparison to simulation results a simple self-consistent kinetic 
model of the plasma was derived in collaboration with Dr. R.K. Porteous, which treats 
bulk and sheath regions separately. The sheath is typically characterised by large average 
fields and steep density gradients and on average is positively charged; ion and electron 
energies are typically large and electrons form a beam-like distribution due to interaction 
with the moving sheath edge. The bulk, on the other hand, has small average potential 
and density gradients, is essentially charge-neutral and ion energies are low. The average 
electron energy in the bulk is also low, typically with a temperature of around 3.5 eV, 
and although electrons with energies of 10s to 100s of eV can diffuse in from the sheath 
region, these make up only about 10% of the total electron density in the bulk. Electrons 
in the main body of the plasma are therefore well represented by a Maxwellian 
distribution, while electrons in the sheath have a highly non-Maxwellian distribution. For 
both sheath and bulk models only the time-average potential and density distributions are 
derived -  time-dependent variations due to rf effects are not considered in this model. In 
effect this model examines the plasma on ion time-scales. Results from the PIC 
simulation were used in the development of the analytic model, providing useful insights 
into the processes occurring in the sheath and pre-sheath regions, and hence into the 
physics which needs to be included in the model.
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Figure 4.27 shows a phase space plot for the ions, radial position is plotted along 
the x-axis and velocity along the y-axis, with positive velocity indicating motion to the 
right and negative motion to the left. This shows clearly the separation between motion in 
the sheaths and the bulk - considering an ion moving out to the centre of the plasma, it is 
accelerated slowly until it reaches a critical velocity, whereupon it undergoes rapid 
acceleration. Due to inertia the ions can only react to the time-averaged fields and so the 
phase plot delineates the distribution of the average fields in the bulk and the sheath. In 
order to satisfy Bohm's criterion for the sheath, a region of the bulk with small average 
fields exists to accelerate ions to velocities greater than or equal to the ion acoustic 
velocity at the bulk-sheath interface. This region is known as the pre-sheath and in 
collisional plasmas it is restricted to the region immediately adjacent to the sheath, but in 
the simulation ions are collisionless and so the pre-sheath fields penetrate through the 
whole bulk. Once the ions have reached the sheath edge the large fields in the sheath 
accelerate them toward the electrode. The magnitude of the potential across the sheath can 
be related to the ion flux at the sheath edge and the sheath width through the sheath 
equation, which is derived in Section 3.1.
In Section 3.1.1 a dc sheath model is developed, following the technique 
originally used by Langmuir and Blodgett (1924). In Section 3.1.2 the effect of the rf 
voltage on the average density in the sheath is examined using results from the 
simulation, and an equation for the total charge density is developed. In Section 3.1.2 the 
sheath law for the rf case is derived. In Section 3.2 a model of the plasma bulk is derived 
from simple kinetic techniques, following the method used by Tonks and Langmuir 
(1929). The model includes equations for the bulk potential and density distributions, the 
average electron temperature, the bulk width and the ion currents at the sheath edges. 
Comparison of bulk parameters to kinetic and fluid models presented by Bissell et al 
(1989) is given in Section 3.2.7. Finally, in Section 3.3 some scaling laws are derived 
from the simulation, in order to close the set of equations required by the model to fully 
describe the plasma.
3.1 Spherical sheath law
Langmuir (1924) developed an equation to determine the relationship between the 
sheath width, the ion current density and the sheath potential for a collisionless dc 
discharge. This is still used today in the familiar form of the Child-Langmuir sheath 
equation. Although it was derived for dc conditions, it is also applicable in determining 
the ion sheath in rf plasmas, since in general the ions cannot respond at rf frequencies 
due to their inertia and so their behaviour is dependent on the time-averaged or dc
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potential across the sheath. Originally derived for a planar electrode system, Langmuir 
and Blodgett (1924) expanded the derivation to include cylindrical and spherical 
electrodes. One drawback in using this equation to compare to the simulation is that, 
since it was derived for a dc system, electrons are completely excluded from the sheath. 
However, for an rf system the sheath collapses once each rf cycle to allow electrons to 
escape and balance the ion loss from the system. This has a discernible effect on the 
average total density in the sheath and consequentially on the sheath potential, although it 
is often ignored. Lieberman (1988) has calculated the effect of the electron incursion on a 
planar rf sheath, and found that it modified the sheath law by a constant factor.
However, this has not previously been determined for the case of sheaths in a system 
with spherical electrodes.
The following describes the derivation of an equation for a collisionless sheath 
using Poisson's equation and current continuity. In section 3.1.1 the dc case is derived 
obtaining a similar result to that of Langmuir and Blodgett (1924), although the equation 
is presented in a different form. In section 3.1.2 the change in the average density in an 
the rf sheath due to the periodic incursion of electrons is determined and in Section 3.1.3 
the sheath law is modified for rf conditions.
First of all the sheath equations for the general case are derived. Poisson’s 
equation is used to describe the potential distribution in the sheath
2 ______
eQV (p(r,t) = - e (n i - n e) ^
where (f) is the time-averaged potential, ri{ and ne are the ion and electron densities in the 
sheath, and ni -  ne is the time-averaged total charge density. The ion current density at
any position is determined by the average ion flux, and hence is a function of the density 
and the average ion velocity
j(r) = eni(r)u(r) = - — r , 
4k  r
(3.2)
where u is the average ion velocity and n, the ion density at position r. There can be 
some slight variation of the ion density in the sheath at rf conditions but this is extremely 
small at applied frequencies of 10 MHz and is neglected here.
In order to simplify calculations in the sheath a new coordinate system in x is 
introduced which has the origin, x = 0, at the position of the sheath edge, rs, so that the 
electrode is at position x=5, where s is the maximum sheath width. Thus a position xp in 
the sheath has a radial distance from the centre equal to rp = rs ± xp, where + is used for 
the sheath at the outer electrode and - for the inner electrode. The sheath
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Figure 3.1 Schematic showing coordinate system in jc for the sheath (at the outer
electrode). The potential in the sheath relative to the bulk potential, V, is 
shown as a function of jc.
potential, V, is measured relative to the plasma potential, ())p, so the sheath potential at xp 
is given by V(x) = (f)p - (j)(rp), with the boundary conditions are V(0) = 0 and V(s) =  Vs 
= <Pp - (pelec• The new coordinate system is shown schematically in Figure 3.1. Note that 
in this model the thin sheath approximation is not used, so that sheath calculations are 
performed in the full spherical coordinate system.
According to the Bohm criterion the ions must enter the sheath with a directed 
velocity greater than or equal to the ion acoustic velocity, Uß. Assuming that the Bohm 
criterion is met exactly, and using equation (3.2), then the current at the sheath edge is 
given by
i = 4 n r s2j s = A n r 2ensuB, (3.3)
where ns is the ion density at the sheath edge and rs is the radius of the sheath edge. As 
ions enter the sheath they are accelerated by the fields. This model assumes collisionless 
ions, so from conservation of energy the ion velocity at any position x is determined by 
the potential drop between the sheath edge and x
jm^w(jc)2 - = -eV( x ) ,
u(x)
2eV(x)
(3.4)
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Note that V is negative, since the increase in velocity is due to a drop in the potential. As 
the ions are accelerated in the sheath fields there is a decrease in density approaching the 
electrode (this is shown schematically in Figure 3.2). The ion current, however, must be 
independent of position if there is no ionisation within the sheath since current continuity 
dictates that the number of ions hitting the electrode must equal the number entering the 
sheath. For low pressures, that is p < 100 mtorr, this is a reasonable assumption since 
the collision frequency per electron is small and the average electron density in the sheath 
is also small. Thus by comparing the current at the sheath edge to the current at position 
x the dependance of the density on position, n(x), can be determined. Equating the 
current at the sheath edge, equation (3.3), with the current at position x
i = 4 7t(rs + x)2eni(x) 2 2eV(x)
V/2
U n  ~ 4jir,2ensuB. (3.5)
J
Rearranging (3.5) then gives the ion density at any position in the sheath:
ni(x) = ______________ r s~ n s “ B
(r, + x U u 2 - 2  eV(x)/mi
n s
\ 2
1 + *
, r s )
1 -
2eV(x)
m .  ui "  B
(3.6)
Having determined the ion density in the sheath, it is necessary to find an 
equation for the electron density in order to obtain the total average charge density to use 
in Poisson’s equation (3.1). This depends on the assumptions used for the sheath 
physics -  the following sections derives equations for the dc and rf sheaths.
3.1.1 Spherical dc sheath equation: =
For the dc case the sheath width is constant and so electrons are excluded from 
the sheath region at all times (n.b. this derivation assumes no secondary electrons). 
Hence the average electron sheath density in equation (3.1) can simply be set to zero, 
thus making the total charge density equal to the ion density. Substituting equation (3.6) 
into (3.1) and expanding V2 in terms of one-dimensional spherical coordinates gives an 
equation for the potential in the sheath of
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(3.7)
d 2V 2 dV 
- — H---------------
ox~ ( /;+ * ) ök
ens
( V
1 + -
V rs )
2eV(x)
m(Ms:
Introducing normalised variables 77 = 1 - 2eV x--------- 7  and z = —  to make the calculation
m i  u b z r s
simpler reduces (3.7) to
d 2r\ 2 dr\ _ 2e 2n / 2 77 1/2 
dz2 1 + z dz £(>miuB2 (1 + z)2
(3.8)
This is a non-linear second order differential equation which seems to have no simple 
analytic solution, and hence it must be solved using a power series. For the planar case it 
is known that the solution has the form 77 = ß zm (Langmuir and Blodgett (1924)), so 
for spherical geometry it is assumed 77 will have a power series solution of the form
77 = ß zm (\ + + a2z2 +<23z3+...), (3.9)
where ß , m and ai are unknown constants. Note that (3.9) conforms with the boundary 
conditions, since at z = 0 (the plasma-sheath boundary) V = 0, by definition, therefore 
77 = 0. Differentiating (3.9) with respect to z, and including terms of up to z2
and
d 2rj
^  = ßrnzm~' 
oz
1 + ( m + \ \  ( m + 2\  2-------\a{z + \ ---------\a2z +...
V m ) V m )
-  ßm(m -  1 )zm - 1 1 + m + 13 (m + 2)(m + l)
V m ~ a' z+ m(m - 1)
a2z~ +..
(3.10) (a)
(3.10) (b)
Multiplying both sides of (3.8) by (z+1)2, and substituting for 77 using equation (3.9), 
and for drj/dz and d 2r\/dz using (3.10)(a) and (b) yields
ßm(m -  1 )zm 2\ 1 +( . ♦
m +1
r
ax + 2
L 777 — 1
z +
1
(m + 2)(m + l) 2(m + l)
a 2 -^--------- ~ a \ +  1m(m -1 )
+ ßmzm~' 2 +
2(m +1) a{+ 2 z +
m - 1
2(m + 2) 2(m + l)
--------------- ü-2 H------------------^1 +  0 ( Z 3)
2 e \ r 2 ß - l'2Z-ml2 
£omiuB (l + axz + ci2z~)
(3.11)
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A binomial expansion to second order on the denominator in brackets on the right hand 
side of (3.11) gives
(l + a]z. + a2z2) = l - y z  +
' j  2
a 9
r  +...
. 8  2 ^
Substituting (3.12) into (3.11) and rearranging coefficients of z gives
(3.12)
m(m -  \)ß zm 2<! 1 +
m +1 _ 2--a, +2 + --
m — l m — 1
(m + 1 )(m + 2)
z +
m(m - 1)
2(m + 1) (  n
a 2 +  - — —  i + —  k(m — l) V m J
+
m -1
+ 1
2e- nf r' -- ß-',2z-m,2[ l - ^ a lz + ({a,2 -  K ) z 2]+  (3.13)
e0uB m,
For small z both sides of equation (3.13) are to the same order in z if m — 2 = -  m /2 , 
i.e., m = 4/3. The assumption of small z is justified since for most area ratios the bulk 
width is very much smaller than the electrode radii, therefore x «  rs. Only at very large 
area ratios, corresponding to small electrode radii, does x = r  . By substituting m back
into (3.13) and equating constants, ß  can be determined:
ßin = 2e n/ s------L—  = -  2e nf ’ . (3.14)
eouB mi m(m -  1) 4 eouB mi
Going back to equation (3.13) and comparing powers of z values for the coefficients a 
can be determined:
a, = - —  = -1.067 and a, = —  = 1.086 (3.15)
' 1 5  2 35
Substituting these values back into (3.9), the equation for 77, in the limit of small z, is 
given by
(3-16.
An equation for the sheath voltage can be determined in terms of real variables by 
substituting for ß , rj and z in (3.16) and re-arranging to give
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+ 0
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V s )
3\3/2 (3.17)
where VB = l/2m,wß2 = \/2kTe, the minimum energy with which ions enter the sheath.
At the electrode x = 5, and V = -Vs. Using these boundary conditions in (3.17) 
and assuming Vs >> Vr , the sheath voltage can be determined as a function of maximum 
sheath width, current, and the radius of curvature
V. 9 ensuB
4 £
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(3.18)
Using equation (3.3) to substitute for the current density at the sheath edge (3.18) can be 
written in the form:
is " g £o Vs* V 2( ) - ^  + g Z/ + 0 ( Zs3)) 3/\  (3.19)
where = s/rs. Note that for the planar case (that is, when rs approaches infinity) z5 
approaches zero, and (3.19) reduces to the planar Child-Langmuir law. Since the current 
density is a function of position in the sheath, it is more convenient to write (3.19) in 
terms of the current, which is constant across the sheath. So using i = 47rrs2 j s (3.19) 
becomes:
16tt
~ 9~
16k 4? ’'•- /(a (3.20)
3.1.2 Time-averaged electron density in the sheath
In the previous section the sheath equation was derived assuming that the sheath 
voltage and width remain constant and the electron density in the sheath is zero. 
However, when an rf voltage is applied to the electrode the voltage across the sheath
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Electrode ^  Position Ion Sheath
Figure 3.2 Schematic of the ion (solid line) and electron (broken line) density
profiles. The step in the electron density represents the electron sheath 
edge and is represented at various phases of the cycle: (i) cot = 0 
(ii) cot= 7C/4 (iii) cot= n/2 (iv) cot= 3n/2. The maximum extension of the 
electron sheath corresponds to the position of the ion sheath, rs
varies periodically during the rf cycle. For applied frequencies in the range (Dpi > C0rf> 
CDpe, where C0pi/e is the ion/electron plasma frequency, the sheath voltage varies 
sinusoidally in time and once per cycle the voltage approaches zero and electrons can 
enter the sheath region (see Figure 4.2). Defining the sheath edge as the position at 
which the electron density drops to zero, it is therefore obvious that this will also vary 
periodically with time, and is in fact found to do so in an approximately sinusoidally 
manner (analytic derivations of the sheath motion are presented by Lieberman (1988) and 
Raizer and Shneider (1992), and experimental measurements are given by Wood et al 
(1991)). The sheath edge can therefore be represented by a variable s(t), where s = 0 at 
the plasma-sheath boundary and 5 = Smax at the electrode. In order to determine an 
expression for the sheath motion most analytic models assume that the electron density 
can be modelled as a step function with ne(x,t) = ni(x) for x < s(t) and ne(x,t) = 0 for 
x > s(t) (Meijer (1991), Lieberman (1988) and (1989b)). This is represented 
schematically in Figure 3.2.
In this section the effect of the periodic incursion of the electrons on the average 
charge density in the sheath is determined. The derivation of the sheath law in the 
previous section assumed that the time-averaged electron density in the sheath is zero. 
However, as discussed in the previous paragraph, this is not true for the case of rf 
sheaths and so the average charge density in the sheath can not be determined purely
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Figure 3.3 Results from the simulation showing ion density (dotted line), electron 
density (dashed line) densities and the difference ni -  ne (solid line)
plotted as a function of position, averaged over the rf cycle.
from the ion density. Figure 3.3 is a simulation plot of the time-averaged densities in the 
plasma, showing the average electron density, the ion density, and the difference 
between the two -  this amply demonstrates that the time-averaged charge density in the 
sheath is not given by the ion density.
In order to determine the effect of the sheath collapse on the dc sheath law 
calculated in the previous section, the effect of the regular incursion of electrons on the 
average charge density in the sheath must be used in the the derivation of the sheath 
equation. This can be accomplished by determining the relative fraction of the rf cycle for 
which each position in the sheath contains electrons. Results from the simulation indicate 
that the sheath collapses for approximately 15% of the rf cycle regardless of the plasma 
parameters. The effect of the electron incursion is calculated assuming that when the 
sheath is collapsed the electron density is equal to the ion density at all positions in the 
sheath.
Figure 3.4 (a) is a schematic diagram showing the motion of the electron sheath 
edge as a function of phase. The shading represents the regions where electrons are 
present (so the plasma is charge-neutral) and the blank area represents regions where 
electrons are excluded and which are therefore positively charged. For convenience the 
start of the rf cycle is chosen to be at the maximum sheath expansion. The variable £ 
represents the average length of time during each cycle that electrons are excluded from 
position x, in effect representing a temporal sheath "width" as a function of position. 
Close to the electrode £ is large, since electrons are excluded for most of the cycle. 
Conversely at the position of maximum sheath expansion, which electrons can diffuse to 
easily, £ is small. Dividing £ by k, gives the fraction of the rf cycle when there are no
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X = £(s) / n
Figure 3.4 (a) The sheath width shown as a function of phase and position. In
the sheath ntot =ni, outside it ntot = 0 (b) dependence of w (normalised 
temporal sheath width) on x/s (normalised position), assuming parabolic 
sheath motion.
electrons at x. When electrons are present ni -  ne is equal to zero, otherwise it is equal to 
the ion density, so £ hi is a measure of the ratio of the total and ion densities, averaged 
over the rf cycle
K ni(x)
(3.21)
Assuming that the sheath motion is approximately parabolic, w can be written as a 
function of x:
w = z ß <  (3.22)
where x  is a constant of proportionality dependent on the fraction of the rf cycle for 
which the sheath does not exist at the electrode, i.e., when the sheath is completely 
collapsed. Figure 3.4 (b) shows w as a function of x  Taking results from simulations 
over the whole range of parameters it has been found that the sheath collapse time 
averages about 1.5 ns out of an rf period of 0.1 ps, and hence x  ~  0.85. For planar 
simulations, Vender (1990) finds the sheath collapses for 17% of the cycle, i.e.
X = 0-83.
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3.1.3 Spherical rf sheath equation
Using (3.21) and (3.22) derived in the previous section, the average total density 
in the sheath is given by
(3.23)
Substituting equations (3.23) and (3.6) into Poisson's equation (3.1), the differential 
sheath equation is found to have the form
d 2V | 2 dV
dx1 rs + x dx
msx4xfs
1- f*
rsJ
2eV(x)
1 -
(3.24)
which is similar to equation (3.7), but with an extra term x l x/s . Using normalised 
variables 7] and z and solving as for the dc sheath, the power series solution for 77 is 
given by
77 =
where
ß 3 / 2  =
10 2885  ~
9  z +  2511 z +
f "s rs2 X '
y £ 0  m i  U B 2 V 5 J
(3.25)
Re-writing (3.25) the potential at the electrode, Vs, is given by
yiß  9 2
10 e / n , u 24 s
rrijUg
2e
2 x 3 / 2 /  \ 5 / 2
V
s
V s )
, 10 2885 3
1 - - - - - z  + - - - - - - - z +...
9 2511
40/r V 2e
9 \mi Ajir2{ensuB)/......  10 2885 3 x3/2
1 - - - - - z  +  —— z +...
(3.26)
s
V J 2511
Introducing i = 4nr02 (en0uß) and re-arranging (3.26) the sheath equation can be written 
in the form
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(1 + z)5/3
where
f l - — z + ^ ^ z 2+ ...l = 1 - 1.667z+ 0.591z2+...
V 9 2511 )
= (l + z)5/3 +0.036z2 + O(z3)
Replacing the normalised variable z gives (1 + z)5/3 = (1 + s/rs)5/3 = [(/; + s)/rs]5/3. At
the outer electrode rs = r^- s and at the inner rs = ra + s, hence the radius of the sheath rs 
can be replaced by rs = relec ± s ,  where reiec is the electrode radius and the sign depends
on which electrode sheath is being calculated. Substituting back into equation (3.27) 
gives an expression for the sheath current in terms of the electrode radius
V s )
i f
re lec± S  
\  ^elec
n 5/3
(3.28)
Figure 3.5 shows the values of the ion currents to the live and grounded 
electrodes calculated from (3.28), using x  -  0.85, plotted for different area ratios and 
applied voltages. Values of V and 5 were determined from the simulations. Plotted on 
the same graph is the ion current determined from an equation for the bulk derived in 
Section 3.3.5, and the actual ion currents measured in the simulation. Agreement 
between the simulation and both sets of calculated currents is very good over most of the 
range of area ratios and voltages. The largest discrepancies occur at very low currents. 
This could partially be an effect of numerical noise in the simulation since at currents of 
~0.5 A, fluctuations in the current are of the same order as the average value. The relative 
errors in the sheath widths and potentials from the simulation also increase at these low 
magnitudes and can lead to discrepancies.
A final point to note is that the ion currents at the live and grounded electrodes are 
not necessarily equal, since only the total current is required to be the constant across the 
plasma. However, since there can be no net accumulation of charge on the electrodes the 
total flux of electrons and ions to each electrode in one cycle must be equal.
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F igure  3.5 Ion currents from the simulation plotted in comparison with theoretical 
values calculated from the sheath (3.28) and bulk (3.50) equations as 
functions of area ratio and applied voltage. Note that ia is the current to the 
live electrode and it, to the grounded electrode.
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3.2 Determining bulk plasma potentials
As mentioned in the introduction to this chapter the results from the PIC 
simulations cannot be compared to analytic models published in the literature. 
Predominantly this is because these models are derived for planar, not spherical, 
coordinate systems and assume that ion transport in the bulk is dominated by collisions 
with neutrals. Although this is correct for most experimental conditions the simulation 
results with collisionless ions cannot be directly compared to results from these models 
since ion-neutral collisions have a profound effect on the average ion energies in the 
plasma, the currents, and the density and potential distributions. Hence potential, density 
and particle energy distributions in the bulk are determined using a modified form of the 
analytic kinetic theory originally developed by Langmuir and Tonks (1929). Results 
from this model are compared to the PIC simulations in Section 3.2.6; and to numerical 
results from Bissell, Johnson and Stangeby (1989) in Section 3.2.8.
3.2.1 Derivation of the bulk potential equation
As in the sheath derivation, Poisson's equation (3.1), is used to determine the 
potential distribution in the bulk. A schematic of the bulk distribution is shown in Figure 
3.6. At a position r0 the average potential reaches a peak, so r0 is used as the zero 
position -  ions generated at positions greater than r0 will drift in the positive direction 
toward the grounded electrode, while ions at positions less than r0 will drift in the
+ x
Figure 3.6 Schematic of average potential across the plasma. The live electrode 
is at the left and the grounded electrode at the right.
60
negative direction toward the powered electrode. Hence in the following theory the bulk 
is divided into the positive and negative regions -  the negative region being closest to the 
live electrode and the positive to the grounded electrode. The following equations are 
derived for the positive region of the bulk -  that is from r0 to rsb, the position of the 
ground sheath edge, and then generalised for both directions. As will be shown later it is 
convenient to treat the two halves of the plasma separately due to the different conditions 
which are generated at the powered and grounded electrodes.
Assuming that the bulk fields are small and that electron-neutral collisions quickly 
thermalise the high energy electrons, the electrons can be assumed to have a Maxwellian 
distribution, and so will have a well-defined temperature. The average electron density as 
a function of position is therefore given by
where n0 is the density at r0 and (j)(r) = Vp -V(r) is the difference in potential between rQ 
and r.
The ion density is determined by balancing the creation rate due to ionisation with 
the loss rate to the sheaths. The potential on each side of r0 decreases monotonically 
from the peak potential, Vp, toward the sheath-edge potentials, Vs, and so the ions are 
accelerated from the position they are created out toward the electrodes at speeds 
determined by the average local fields. If the number of ions created per second per unit 
volume at a position z (for z > r0 ) is Nz, then the density at a further position r, of ions 
which have travelled from z, is given by Nz 4nz2 dz/4nr2 uz, where uz is the velocity 
gained by the ions in travelling from z to r. Ions created at every position, z < r, will 
contribute to the total density at r, which is therefore given by:
Substituting (3.29) and (3.30) into equation (3.1) and using r = r0 + x, Poisson's 
equation can be re-written in the form
Since the electron temperature is assumed to be constant, the ionisation rate per electron, 
V/ will also be constant. Assuming, furthermore, that the creation rate for ions is 
proportional to the electron density, so that Nz , the number of ions generated at z per 
second, is proportional to ne(z), the electron density at z, then it follows that
(3.29)
(3.30)
(3.31)
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N. = v,nc(z) = v,n„e r0iz),kTe. I f  ions are created at rest at position z and they make no
\2kT
collisions, then their velocity at r is given by w.(r) = I---- -  77_)l/2, where pr and 77-
V mi
e(f)
are the normalised potentials at r and z , with 77 = Equation (3.31) can then be
simplified, by assuming quasi-neutrality in the bulk so that V2 ~ 0. Substituting for Nz 
and uz in equation (3.30)
e-n
M 42
dz = 0. (3.32)
Following the method used by Tonks and Langmuir (1929), equation (3.32) can be 
solved by changing the independent variable from77 to * and introducing the change of 
variable:
P = p2, Pz=Pz2 and pz = p  sinö. (3.33)
This gives an equation of the form
where y = yV/— is a new constant with dimensions n r 1. 
y2 uB
Equation (3.34) is quite difficult to solve since the functional dependence of x  on 
p is unknown. However, if it is assumed that x can be expressed as a power series in p, 
i.e.,
x = aQ + aj p + a2 p2 + as p3 + ..., (3.35)
then the integral in (3.34) can also be expressed as a power series and by equating terms 
of p, the coefficients of (3.35) can be determined. Using the boundary condition p = 0 at 
x = 0 gives a0 = 0. To determine the rest of the coefficients each term in the integral in 
(3.35) is expanded in terms of up to p 3
e~Pz = l - p ;2+...
(r„ + z)2 = ro- + 2 r0alpl + (2r„a2 + a,2 ) p 2 + + a2a, )p;’+...
—— = + 2a~,p. + 3 Q^ p. + 4a4p_ +... (3.36)
dPz
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Multiplying each side of (3.35) by (rQ + x)2 and expanding both sides in terms of p, 
using the expansions given in (3.36), the bulk equation can be re-written in the form
r,; +?-atrltp  + (2a,r,+ a{ -  r,;)p- + 2{r„a,+ a,a2 -  +... ,
= y j  1 \b<0 + />,psin0 + b2(psm 0)2 + 0 3(p sin 0 )’ + ...]</0,
TC , . K . 2 2 . 3
7 - b 0 + b,p + - b 2p2+ -/> 3p :’ +
where
bo = ai''„2-
b, = 2rM ;  + a 2r„),
b2 = 6axa2r0 + a\ + 3a2r2 -  axr2,
b3 = 8a p j 0 + 4a,2Oj + 4a\r0 + 4a^,2 -  2a2r0 -  2a2/;2.
(3.37)
Equating coefficients of p from each side of equation (3.37) gives values for ai of
a \
a2
a3
a.
KJ
x f r .
-8
3+rV
i - l
K
2
3 i ty '
-1  (  56 32^| 1 f  8 \
n2y * r 3 {  3k + k 2 J 7ry2r0 V3/r J
(3.38)
Substituting the coefficients determined in (3.38) into equation (3.34) and converting 
back from p to p gives x as a function of the normalised potential. Note that (3.34) is 
calculated only in the positive direction (ie from r0 to the outer electrode). In the negative 
direction x has the form
x. = a jp  - a2p2 + asp3 - a4p + ... (3.39)
The full solution for both directions, evaluating the numerical coefficients to four 
significant figures, is therefore
2  1/2—  p
izy
0.3634 1/2 
1 ± --------- rj -
yr
0.0191
(yr Y' o
+ 0.3333
( 0.0478 0.0756
(Vo? Vo
i f ' 2 +
J
0.0117 0.0743+
\
(Vo) (VoY
-0 .0333 p 2 + . . . (3.40)
J
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Equation (3.40) gives the position in the bulk as a function of the normalised potential 
(which is the inverse of the conventional functionality). As x is measured from the mid­
point of the plasma, rG, the radial position in the bulk is determined by r± = r0 ± x±. For
comparison with the spherical bulk equation, the solution for the planar (symmetric) case 
is
(3.41)
Note that in this case there is no dependence on r0 since the system is symmetric. The 
symmetry in the planar case dictates that the bulk width, the distance between rQ and the 
sheath edges, is the same for both negative and positive regions of the plasma. This is 
not the case for the asymmetric system, as will be shown in the next section.
3.2.2 Sheath-edge potential calculation
In order to use (3.40) or (3.41) to determine the potential distribution in the bulk 
it is necessary to know the normalised potential at the sheath edges, r\s±. This can be
determined from the value of 7] at which dr/dr\ —> 0, since this is the position at which 
the potential gradient starts to become extremely large, indicating the sheath edge. The 
spherical equations must be solved numerically to determine this value, since there is no 
simple analytic solution. The symmetric planar case, on the other hand, can be solved 
analytically to give the normalised potential at the sheath edge, r\p, and the distance 
between the sheath edge and the centre of the plasma, xp. Differentiating equation (3.41) 
and equating the result to zero gives
dx
dri
ri = r i p
(3.42)
Solving (3.42) for rip and substituting back into equation (3.41), gives the solution for 
the planar system
rip =0.857 and = (3.43)
7
To test the accuracy of equation (3.43) the calculated value for the total bulk width is 
compared to the simulation for the symmetric system. Assuming an electron temperature 
of 3.5 eV the ionisation rate is V/ = 1.4xl05 s_1 and the ion acoustic velocity up =
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1.83x104 ms-1, and therefore y = 5.36 m ~K Hence d = 2xs = 2 x 0.405/y  = 0.15 m, 
which is within 10% of the simulation value of d -  0.14 m.
As mentioned previously it is not possible to calculate the spherical values for the 
normalised sheath potential, analytically. However for systems which are reasonably 
close to planar an approximate solution can be obtained by expanding around the planar 
solution. Hence an equation is obtained of the form
11 s± r\„ ± + O
IV „
'  1 '
Vo )
(3.44)
where c is a constant, and ± refers to the relevant region of the plasma. The constants 
have been determined by fitting to results from the simulation and equation (3.40), 
giving the values c+ = 0.55, and c = 0.2. In Figure 3.7 simulation, numerical and fitted 
results for T]s  are plotted as functions of area ratio, voltage and pressure.
From Figure 3.7(a) it can be seen that the normalised sheath voltage in the 
negative region is fairly independent of area ratio, while the positive sheath voltage 
increases by a factor of 2 over the range of area ratio. The simulation results show quite a 
large degree of scatter, especially for the negative region, although there is good 
agreement between the numerically determined potentials from (3.40) and those fitted 
using (3.44). The scatter in simulation values of rj- is probably due to the steep potential 
gradient at the live sheath edge - an error of a few millimetres in determining the sheath 
position can result in an error in the measured potential of several tens of volts. For the 
numerical results it is conversely the negative region which will have the highest degree 
of error, since the potential slope tends to be more gradual (see a  -  15 in Figure 3.12(c)) 
which can make it difficult to determine the position at which dx/drj = 0. This effect turns 
out to be particularly important at high pressures and frequencies, since the potential 
gradients are often very shallow for these cases.
Figure 3.7(b), the normalised potential as a function of voltage, shows that both 
positive and negative sheath potentials are fairly independent of the applied voltage over 
the whole range. The simulation results for r]_ again show a lot of scatter but agreement 
between the fitted and numerical results is good. On the whole it can be said that the 
fitted results follow the correct trend and provide a simple and useful means of 
determining the sheath edge potential.
However, as pressure is increased, as shown in Figure 3.7(c), the discrepancy 
between the behaviour of the simulated and calculated results becomes very large. The 
simulation results, for both negative and positive sheath potentials, decrease with 
increasing pressure. As the normalised potential that is plotted (rj = VATe), this implies
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Figure 3.7 The normalised sheath potential for negative ( T j s . )  and positive ( r ] s + )  
sheath edges showing simulation data (filled symbols) and numerical 
solutions to equations (3.40) (crosses) and equation (3.44) (hollow 
symbols), as functions of (a) area ratio, (b) applied voltage and (c) 
pressure. A line is fitted to the numerical results as a guide for the eye.
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that in the simulation the potential drop across the bulk region decreases relative to the 
electron temperature, with increasing pressure. Conversely, both the fitted and the 
numerically calculated potentials increase with increasing pressure, indicating the 
opposite behaviour. Further, there is increasing disagreement between numerical and 
fitted results with increasing pressure. The difference between simulation and theory is 
most likely due to the substantial gradients in the average electron energy across the bulk 
occuring at higher pressures. This effectively means that the electrons do not have a 
single well-defined temperature in the bulk region, as assumed in deriving the bulk 
equations (3.40) and (3.41). Electron temperature gradients in the bulk are discussed in 
more detail in Section 3.4.
3.2.3 Bulk width
To first introduce a point of terminology: when reference is made to the bulk 
width the distance between rQ and the sheath position is meant, rather than the total body 
of the plasma , and so for the asymmetric system the negative and positive bulk widths 
will generally be different. When the distance across the plasma from sheath to sheath is 
referred to it is specifically called the total bulk width. Using equation (3.40) the bulk 
widths can be determined once values for the normalised sheath potentials are known. 
Simulation results for the bulk widths in the positive and negative directions, and jc+, 
are plotted in Figure 3.8 as functions of (a) area ratio, (b) voltage and (c) pressure.
Figure 3.8 (a) shows that the negative bulk width decreases and the positive bulk 
width increases with area ratio in such a way that the total bulk width remains 
approximately constant. Figure 3.8(b) shows that both positive and negative bulk 
widths, and hence the total width, are essentially independent of the applied voltage. 
However, from Figure 3.8(c) it can be seen that the total width increases with pressure. 
This is because as the pressure increases so also does the density, and since the sheath 
width is inversely proportional to density, the bulk width must consequently increase. 
Hence the total bulk width is approximately constant as a function of area ratio and 
voltage, and depends only on pressure (and frequency, although this is not plotted).
Results from planar parallel plate simulations (Vender (1990); Surrendra (1991)) 
also show that the sheath width remains constant with increasing voltage. This is an 
unexpected result since a simplistic consideration of the sheath equation (3.19) would 
indicate that the sheath width should increase with increasing applied voltage. However it 
turns out that the particle density increases with voltage approximately as V372, roughly 
cancelling the effect of the voltage on the sheath and so the sheath width stays constant.
The reason that the total sheath width remains constant for changing area ratio has 
a more complex explanation, since the live and ground sheath widths have a non-linear
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Figure 3.8 Negative bulk width, x5_, positive bulk width, xs+, and the total width as 
functions of (a) area ratio, (b) voltage and (c) pressure
dependence on the area ratio. However results from the simulation show that the average 
power per particle as a function of area ratio is constant (which covers a range of over six 
decades in the average power), indicating that the energy required per particle to maintain 
the electron and ion processes in the system must be independent of area ratio. The 
average electron energy is constant since Te is found to depend only on the pressure, 
which is held constant as area ratio is changed. (Note that this is the average electron
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energy - electrons in the sheaths can be accelerated to high energies which are very 
dependent on sheath voltage/width (see Chapter 4) but their densities are very low and so 
they contribute little to the average energy). The average ion energy on the other hand 
depends entirely on the sheath parameters, since ions in the bulk have energies of around 
0.025 eV, so even if only 1% of the ions are in the sheaths they still contribute to nearly 
100% of the total energy. The sheath potential determines the total energy each individual 
ion can gain, and the ratio of the total sheath width to the electrode separation is, to first 
order, a measure of the fraction of energetic ions in the plasma. So the product of the 
total sheath width and the voltage is roughly equal to the average energy per ion and from 
the previous arguments must therefore be constant. Hence for constant applied voltage 
the total sheath width must also be constant. As the average power per particle increases 
linearly with applied voltage a similar argument can be applied to also explain constant 
bulk width as a function of applied voltage. Note that this simple explanation ignores the 
effects of spatial variation in ion density and the spherical geometry.
3.2.4 Average Electron Temperature
In order to calculate the potential distribution in the bulk it is necessary to know 
the electron temperature - this gives the value of y needed to calculate r\s and is also used 
to re-scale the normalised potentials back to real values. In the derivation of the bulk 
equations in Section 3.2.1 it is assumed that the electron temperature is constant across 
the bulk. For the symmetric case at low pressures the temperature gradients are small and 
so this is essentially true, therefore the average electron temperature should depend only 
on the neutral pressure and the volume in which ionisation takes place within the plasma. 
This can be seen by rearranging equation (3.43) to obtain
v, 0.405
7  =  ^ -  = --------------- ’V2 ub xo
(3.45)
where, as previously noted, v/and up are functions of electron temperature. The 
equation for the ionisation rate, V/, is simply
Vi = Nn o(£)uth> (3.46)
where uth =
8 ekT
is the average thermal electron velocity, Nn is the number of
V K m e
neutrals, and cr is the energy dependent cross-section. By convolving a Maxwellian 
electron distribution for temperatures up to 60 eV with the ionisation cross-section for
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hydrogen, the average cross-section can be expressed as a function of kTe. Appendix A 
details the full derivation, according to which the cross-section can be written as 
o{kTe) = o 0 e~£,on/kTe, where cr0 = 8.2xl0~21 m2 and £ion = 13.6 eV. Substituting for the
ionisation rate and the ion acoustic velocity, (3.45) can be rewritten in terms of kTe :
'ion
U 0.8lV2
+ K
(3.47)
where K = In
v
8m.
K m
e )
-42 .03  for hydrogen plasmas.
For a background pressure of 20 mTorr Nn = 6.4x1020 n r 3; and from Section 
3.2.3 d = 0.147 m, essentially independent of area ratio and voltage. Therefore (3.47) 
gives a value for the electron temperature of kTe = 3.5 eV, independent of area ratio and 
voltage. It will however have some pressure and frequency dependence, since d is not 
independent of these parameters. From simulation results the average electron energy is 
approximately constant for all area ratios and applied voltages and is equal to 5.5 eV. The 
simulation has 3 velocity components, therefore asuming a Maxwellian distribution and 
using eav = 3/2 kTe, the temperature is 3.7 eV.
Equation (3.47), valid for planar systems, determines a single electron 
temperature for the entire bulk region and is simple to calculate. However, results from 
the simulation show that the average electron energy in the bulk can be quite strongly 
dependent on position, and that the electron distribution can deviate substantially from a 
Maxwellian distribution under certain conditions. In Figure 3.9 the electron energy, 
averaged over the rf cycle, is plotted as a function of position in the plasma (the live 
electrode is at 0 and the grounded electrode at position 0.2 m). Plots are shown for a  =
1, 2, 6, and 15, where a  is the electrode area ratio. The plots show that the average 
energy is high in the sheath region with a very steep gradient at the position of the 
maximum sheath edge, and decreases rapidly to a more constant value in the bulk. Both 
the peak energy in the sheath and the bulk value increase with increasing area ratio. The 
high electron energies in the sheath are due to interaction with the moving sheath edge, 
this phenomena is discussed further in Chapter 4.
Examining the bulk energy distribution on an expanded scale in 3.9(b) it can be 
seen that even in the bulk there is a noticeable gradient in the average electron energy, 
especially at larger area ratios. Clearly the electron temperature does not have a single 
well-defined value, or even two distinct values for the different bulk regions, in fact there 
is a gradient across the entire bulk region, sloping down from the live to the grounded 
sheath. This indicates that the assumption of a uniform constant Maxwellian electron
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Figure 3.9 Simulation results for the time-averaged electron energy as a function of 
position at a=15 (solid line), 6 (dashed line), 2 (dotted line) and 1 
(dash-dot line). Note in the second plot the vertical scale is expanded to 
show the bulk energies more clearly.
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temperature in the initial derivation is too simplistic. However, for plasma parameters 
where the gradients are not too large a reasonable first approximation is to model the 
temperature gradient using two different average temperatures for the positive and 
negative regions in the bulk calculation. Including a temperature gradient in the bulk 
would require a numerical solution of the bulk equation (3.31), and so would not give 
simple analytic expressions for the plasma parameters which was a major aim in deriving 
this model. Using two temperatures in some measure compensates for assuming that kTe 
is independent of position in the original derivations in section 3.2.1, while maintaining 
the simpler equation. In practice this turns out to work well except for the high pressure 
limit of the parameter range where temperature gradients are large.
Conservation of charge is used to derive an expression for the two bulk 
temperatures, noting that the creation rate in each region of the plasma must equal the 
loss rate to the corresponding electrode. Hence the ionisation rate per electron multiplied 
by the integral of the density over the volume of that region of plasma must equal the 
total ion flux at the corresponding sheath edge
f v,n{z)47r(r0 ± z ) 2dz = 4 n{r0± x sf n { x s). (3.48)
Jo
Assuming that the density distribution in the bulk is parabolic, the density can be written 
as a function of position x : n{x) = n() 1 -  (1 —f  )(x/xs)" j, where f  = e -^ , rjs is the
normalised potential at the sheath edge and nQ is the peak density (see Section 3.2.6). 
Substituting this expression into equation (3.48) together with (3.46) for the ionisation 
rate gives:
Nna 0e~£'JkT- [  « j1 - 0 -  0(z/*s)2]b ± 4 *  = (K, ±
N a  e- ^ r , p L y A v  + f a  ± i ( l  + + OU/)
Mn m\  3 2
~T=W±2  W o  + x?) 
Vm;
Rearranging this equation, and assuming that xs2/r02 —> 0 (i.e., the bulk width is smaller 
than the radial distance to the centre - true for all conditions presented in this thesis), then 
kTe can be written in the form
W e± =
Af j(2  + q ± ( l  + Q)x ,Jr„  
C Si 1±2  x j r c
(3.49)
+ K
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The results from equation (3.49) are plotted in Figure 3.10 in comparison with 
simulation results. The straight line is the temperature predicted by the planar equation, 
which is close to the simulation temperatures in the positive region of the bulk, but is 
often very different from those in the negative region. Figure 3.10 (a) is a plot of the 
temperature as a function of area ratio, and shows that the calculated temperatures are 
very close to the simulation values, giving agreement to within 5 - 10%. Intriguingly 
most of the difference between the two results seems to be due to a constant off-set of 
about 0.2 - 0.5 eV between the simulation and calculation rather than random errors. 
Temperature as a function of voltage plotted in 3.10 (b) shows a similar agreement, with 
both simulation and calculated results showing the same small difference.
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regions, with simulation results plotted in comparison to calculations 
from equation (3.49). The solid line is the planar electron temperature, 
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One of the difficulties in comparing simulation and calculated values is due to the 
fact that the average temperature is not actually a well defined concept. Equation (3.49) is 
derived assuming the idealised case in which the two bulk regions have two separate 
constant temperatures. As mentioned previously, this is not the true situation -  in reality 
the temperature increases from the centre position, r0, to the sheath edges. The gradient 
is fairly flat for the positive region of the plasma, and relatively steep for the negative 
region although in both cases the actual dependency is a function of all the plasma 
parameters. The "average" value from the simulation is actually obtained by fitting results 
numerically calculated from equation (3.40), to the potential distribution found from the 
simulation. The electron temperature is chosen so that the distribution has a good fit at 
the sheath edges. As the temperature increases toward the sheath edges this method tends 
to fit the high end of the temperature gradient and thus results in higher average 
temperatures being accredited to the simulation. Results from the simulation also show 
that the temperature gradients increase with gas pressure, and so it is harder to find a 
good "average" temperature at higher pressures (> 50 mTorr).
This method also turns out to be extremely sensitive to the mid-position rQ -  if rQ 
is moved closer to one electrode then the potential gradient will be steeper (to drop the 
same potential over a shorter region) and so a higher electron temperature will be 
required to give a good fit to the potential at the sheath edge. This further complicates 
matters since it is often difficult to determine the exact position of r0, as is discussed in 
the next section.
3.2.5 Mid-position
The relationship between the mid-position, rQ, and the electrode area ratio a, 
applied voltage Vff, pressure p  and applied frequency fr f has proved difficult to quantify 
precisely. Partly this is due to the nature of the potential distribution -  for many 
conditions, typically low voltages and area ratios, the bulk potentials are very flat in the 
centre and so r0 is indeterminate over a range over 2 - 3  cm. This in turn affects the 
determination of the average bulk temperature, as mentioned in the previous section. For 
all of the applied parameters r0 is fairly close (within a few centimetres) to the geometric 
centre of the plasma and so it is, to a first approximation, a function of the electrode 
radii. Figure 3.11 (a) shows r0 plotted in comparison with rcentre = ^(ra + rt,) as a
function of area ratio. At small area ratios the agreement between the two results is good 
but at high area ratios r0 is consistently less than rcentre. The same effect occurs for high 
pressures as shown in 3.11(b).
This is due to the non-Maxwellian behaviour of the electrons. Looking at Figure
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Figure 3.11 The position of peak voltage, rQ, plotted in comparison to the central 
radius, rcentre, as a function of (a) area ratio and (b) pressure
3.9 it can be seen that the average electron energy is much higher in the region of the live 
sheath edge. As mentioned in Section (3.2.4) this results in enhanced ionisation in the 
negative half of the plasma, and so to balance the ion currents to each electrode the 
volume in which ionisation can take place in the negative region must decrease, hence r0 
moves closer to the live electrode. This effect is more noticeable at high area ratios and 
high pressures, since the temperature gradients are much larger in these cases. In order to 
determine reasonable values for r0 an iterative technique to fit both electron temperature 
and r0 must be used. This is outlined in the next section.
3.2.6 Fitting the potential distribution
Having obtained equations for the potential at the sheath edge, the electron 
temperature and an approximation for the mid-position, the potential distribution in the 
bulk can now be determined as a function of the system parameters. However to solve 
for the potential distribution both the electron temperature and the sheath-edge potential 
have to be known concurrently since they depend on each other. To solve the equations 
simultaneously an iterative technique is used. Starting with an initial electron temperature 
of 3.5 eV (the planar temperature), r\s can be calculated from equation (3.44), and then 
used in (3.40) to determine the bulk widths. Then the electron temperature can be 
recalculated from (3.49). Determining the sheath widths from another source (say from 
the simulation, or using the sheath equation (3.28)) then a new value for mid-position r0 
can be calculated from the sheath and bulk widths ( i.e., r0 = ra + sa + x. or r0 -  - Sb -
x+). This process is continued until kTe±, ris±, xs± and ra reach steady-state values. For
relatively flat potentials in the bulk and small electron temperature gradients, this process
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only requires a few iterations. However, for large temperature gradients it can take a long 
time to converge to a solution, and in a few cases it will not converge at all unless the 
parameters are initialised with specifically chosen starting values.
In the following three figures the potential distributions are plotted together with 
the results from the simulation. The calculated normalised potentials are converted back 
to volts using the appropriate electron temperatures and are plotted relative to the peak 
potential determined from the simulation. Figure 3.12 shows the fits for three different 
area ratios: (a) a  = 1, (b) a  -  6 and (c) a  = 15. It can be seen that the qualitative 
agreement between simulation and calculated results is very good. The calculated results 
have the correct slope of the potential gradient for both regions, with higher temperatures 
in the negative region of the bulk. There is good agreement between simulated and 
calculated values of r0 and the potentials at the sheath edges. Note that r0 moves toward 
the live electrode and kTe. increases with increasing area ratio. However a detailed look 
at the potential fits, even at a  -  1, shows there is a slight discrepancy in the middle of the 
fit between r0 and the sheath edge. This comes about from using an average temperature 
rather than a temperature gradient in the bulk calculation. The potentials are effectively 
fixed at the sheath edges and at r0, so differences in the fitted and simulated potentials 
between rs and r0 are due to the temperature gradient in this region. With higher area 
ratios, which have steeper potential gradients, the mismatch in the fit is more noticeable.
In Figure 3.13 the potential distribution is plotted for three voltages (a) 100 V (b) 
500 V and (c) 5000 V for area ratio, a  =6. Much of what has been said for the potential 
distribution as a function of area ratio is also applicable here -  for low voltages, where 
the temperature gradients are small, the fits are better than at high voltages. Discrepancies 
between the simulation and the analytic model are of the order of a few volts and overall 
the qualitative fit is very good.
Figure 3.14 shows the fits for pressures (a) 10 mTorr (b) 50 mTorr and (c) 100 
mTorr. The fit to the simulation is very good at 10 mTorr, but decreases at higher 
pressures, especially in the positive bulk region. This is due to increasing temperature 
gradients in the system, for which the approximation of using an average electron 
temperature breaks down. 100 mTorr probably represents the limit of validity of this 
derivation of the bulk potentials. To derive potentials at higher pressures it would be 
necessary to include temperature gradients in Poisson's equation, which would then have 
to be solved numerically.
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Figure 3.14 P o t e n t i a l  d i s t r i b u t i o n  in  t h e  b u l k  fo r  d i f f e r e n t  gas
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3.2 . 7  Fitting to the bulk density
Assuming a Maxwellian distribution for the electrons in the bulk, the density 
distribution can be described by n(x) = noe u (equation (3.29)). However it is sometimes
more convenient to have the density as a function of position rather than potential (as 
when deriving the electron temperature in Section 3.2.4 and the bulk ion current in 
Section 3.2.6) and from equation (3.30) it would appear that the density distribution 
should be proportional to (x/xs)2. Looking at the simulation results the density is indeed 
found to have a parabolic dependance on position and can be empirically fitted with a 
function of the form
n(x) = n0 l - ( l - 0 { x / x sy (3.50)
where f  = e 7,5, so that atx = xs the boundary condition ns = n0e~ns is obtained.
The fit for an electrode area ratio of 6 is shown in Figure (3.15), which compares 
the simulation density distribution with the fit taken from equation (3.50), and with the 
Maxwellian density distribution. The parabolic fit is very good except close to the 
grounded sheath edge where the potential gradient is smaller; interestingly (3.50) 
provides a better fit in the negative region than the Maxwellian density equation. Overall
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Figure 3.15 Density in the bulk showing simulation results (solid line) fitted with 
parabolic equation (3.50) (dotted line) and the maxwellian density 
distribution (dashed line), for a=  6
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(3.50) fits the simulation results to within about 10% for all area ratios and voltages, but 
doesn't fit quite as well to the high end of the pressure scale due to the steep gradients in 
the electron temperature (neither Maxwellian nor parabolic fits work well in that case).
3.2.8 Ion Current Calculation
One of the main plasma parameters to be determined from the bulk calculations is 
the ion current at the sheath edge. This can be then used in the sheath equation to 
determine the average potential across the sheath as a function of the maximum sheath 
width. As with the electron temperature, the ion current is determined by balancing the 
creation rate of ions within the bulk with the loss rate to the walls (otherwise the bulk 
density would increase and the system would not be at steady state). Hence the ion 
current is essentially a function of the ionisation rate and the plasma density. Ions created 
in the bulk must be lost to their local electrode, as the ion drift velocity is determined by 
the average local potentials which monotonically decrease from r0 to the sheath edges. 
Therefore the total current at each sheath edge is determined by a volume integral over the 
total number of ionising collisions in the corresponding bulk region, i.e.,
i±(x)= [en ^z )  vI{z)/\K{r0 ± z f d z  . (3.51)
Jo
This equation can be simplified by assuming that vj is independent of position -  i.e., the 
temperature gradients are assumed to be small, so that the electron temperature is 
constant in each half of the bulk . Equation (3.50) is used to fit the spatial variation of the 
density, so that the integral in (3.51) depends only on x (the Maxwellian density, 
equation (3.29), is not used since it is dependent on the bulk potential which would make 
(3.51) much more complex to solve). The current at the sheath edge, is, is then given by
is± = 4 k e v,noxs±{0.S0Sro2 ±0 .712roxJ± + 0.218xv±2). (3.52)
The accuracy of the fitting is shown in Figure (3.4) where the ion current determined 
from (3.52) is plotted together with results from the simulation and equation (3.28).
The ion current to each electrode depends on the volume ionisation rate in the 
region of the bulk close to it. This in turn depends on the density in the bulk, the electron 
temperature, the potential distribution in the bulk and so on. The ion currents calculated 
from equation (3.52) are found to be particularly sensitive to the position of r0, since 
ions created at radii < r0 will go to the live electrode, while those at radii > rQ will go to
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Figure 3.16 Ratio of live to grounded ion currents as a function of area ratio. The 
dots represent results from the simulation, and the line was fitted using 
least squares methods.
the grounded electrode. The ratio of the ion currents at the electrodes is found to be 
relatively independent of applied voltage and pressure, and is mainly determined by area 
ratio and frequency. The dependence on area ratio is shown in Figure 3.16.
With increasing area ratio r0 moves closer to ra, since the average potential peaks 
closer to the inner electrode at higher area ratios and has a long tail-off toward the outer 
electrode. This can be seen in the bulk potential plots in Figure 3.12. This causes a 
decrease in current to the inner electrode relative to the current at the outer electrode, due 
to the decrease in the bulk region where ions can be created. However at the same time 
the average electron energy close to the live electrode is increasing with area ratio (see 
Figure 3.9), and so the ratio of the ion currents represents a balance between these two 
processes, leading to the relationship plotted in Figure 3.16
3.2.9 Comparison with other numerical models
Bissell, Johnson and Stangeby (1989) published a review of two kinetic and two 
fluid models of a one-dimensional collisionless bulk plasma. These models were used to 
examine the steady-state flow of plasma to a boundary, with particular application to 
fusion plasmas. Since in fusion plasmas the ionisation fraction is typically large and the 
ion temperatures are also large this means that some of the assumptions used in the 
models will not be applicable to the PIC results. They do, however, include some results
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for zero ion temperature, and these can be compared to results from the simulation and 
model derived in this chapter.
The kinetic models (Bissell and Johnson (1987) and Emmert et al (1980)) are also 
based on the derivation by Tonks and Langmuir (1929), the main difference in the 
models being that ions are no longer assumed to be created cold (since in fusion plasmas 
the background neutrals have temperatures of the order of Te ) and so a source function 
which models the ion temperature is included. This complicates the equations, requiring 
the models to be solved numerically rather than analytically. The two kinetic models are 
differentiated by different source functions. Since ions in processing plasma are created 
cold the limit as kTi —> 0 is used, for which both models give the same answer.
The two fluid cases are for an isothermal and an adiabatic model. The isothermal 
model assumes that the ion pressure is isotropic and the ion temperature is constant, i.e., 
P \\-P i -  nkTi, while the adiabatic model has different parallel and perpendicular 
temperatures. The fluid models were made to be collisionless by leaving out the explicit 
collisional terms in the momentum and energy equations, although this does leave 
implicit ion-ion collisions in the adiabatic model due to the closure condition used.
Analytic PIC
Kinetic Adiabatic Isothermal Model Simulation
Ps 0.854 0.783 0.693 0.857 0.88
0.426 0.457 0.5 0.424 0.35
< V > / U b 1.144 1.068 1.0 1.177 1.384
Table 3.1 Values of normalised potential, rfs, density ratio n j n 0, and ion velocity
<v>/ut> at the sheath edge are listed for the kinetic, adiabatic and isothermal 
models from Bissell et al in comparison to the analytic model presented in 
this chapter and the simulation results.
Results from the 7/ = 0 case for the different models in Bissei et al are compared 
with simulation and model results with an area ratio of 1 in Table 3.1. The comparison is 
made between the normalised potential at the sheath edge, ps, the density at the sheath 
edge normalised to the peak density, ns/n0, and the average velocity at the sheath edge
normalised by the ion sound speed, <v>/ut,. Obviously results from the kinematic model 
used by Bissell et al (1989) and the model derived in this thesis are very similar, which 
is to be expected since at 7) = 0 they are essentially the same model (although the model
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from Bisseil et al is solved numerically rather than analytically). The agreement with the 
adiabatic model is extremely good, while the isothermal model follows the general trend 
correctly. Overall the agreement between the models and the simulation is to within 20%.
3.3 Sheath scaling laws
The ion current calculated in section 3.2.7 can be used in the sheath equation 
(3.28), to determine the sheath voltage and width. However, further equations relating 
the sheath widths and average sheath potentials must be obtained to act as closure 
conditions for the model, and thus fully quantify the plasma. Once these equations have 
been found the sheath and bulk equations can be solved concurrently to determine the 
average potential and density distributions, the ion currents at the electrodes, the electron 
temperature(s), and the ion energies at the electrodes.
In Section 3.3.1 the relationship between the sheath width and average voltage is 
determined from the ion power which is derived from the total applied power to the 
simulations. In Section 3.3.2 the voltage division is determined from the sheath 
capacitance relating the sheath width to the rf voltage across the sheaths. Finally in 
Section 3.3.3 an equation for the peak density is derived empirically from the 
simulations.
3.3.1 Capacitive voltage division between the sheaths
In order to determine the average ion energies at the electrodes it is necessary to 
determine how the voltage is distributed across the plasma, since voltage division 
between the sheaths is complex in the asymmetric system and depends on all the applied 
parameters. Using a simple equivalent circuit model of the plasma, at frequencies of 
around 10 MHz and pressures less than 1 Torr the sheath impedance is predominantly 
capacitive. Therefore treating the sheaths as two capacitors in series the voltage across 
each sheath can be determined using capacitive division, where the individual sheath 
capacitances are calculated using CV = Q . Due to the moving electron sheath the charge 
in the sheath is constantly changing during the cycle, and so this equation must be 
differentiated with respect to time. Assuming that the sheath capacitance is independent 
of the rf period, the total rf current is a function of the changing voltage only:
r dV(t)
dt
dQ
dt
(3.53)
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Note that this equation uses the total discharge current, I . In the sheath I is mainly in the 
form of a displacement current, except for the brief period each cycle when the sheath 
collapses and electrons can enter. The rf current is approximately sinusoidal in shape (see 
Figure 4.13) and has the same period as the applied voltage with a phase difference of 0. 
Hence the rf current has the form I(t) = Iif sin (cot + 0); substituting this back into
equation (3.53) it is found that
^ T/ dsin cot _ dsin(cot + (f))
i~~dT~ * Jt ’
C - — (tana)fcos0 + sin0). (3.54)
where VVf is the amplitude of the applied voltage. For a purely capacitive system (i.e., if 
sheath impedance purely capacitive and the bulk impedance negligible) then the phase 
difference between the current and voltage, 0, would be equal to 90° and (3.54) would 
simplify to C = /coV^ . However results from the simulation indicate that this is not
the case, although it is often assumed so in deriving the electrical response of the sheath. 
Instead the phase difference is found to have an average value of 0 =73°, essentially 
independent of the input parameters. The high value of 0 indicates the system is 
predominantly capacitive as expected, although in Chapter 4 it is shown that both the 
sheath and bulk also have a resistive component. Experimental measurements by 
Bletzinger and Flemming (1987) in argon show that the phase shift between current and 
voltage is relatively independent of pressure in the range 0 . 1- 1  Torr, varying slowly 
between 80 to 70° (for pressures > 2 Torr 0 drops to -40°). Substituting for 0 in 
equation (3.54) gives
c  = -~(0-29 tan cot +0.96). (3.54)
Hence C is not independent of time, as previously assumed. Simulation results show that 
the capacitance is very close to constant for most of the cycle, but twice per cycle at 
cot -  n j4 and cot = 3tc/4, for periods of about 150 ns the capacitance suddenly becomes 
very large. These times correspond to the periods of sheath collapse at the live and 
grounded electrodes, at which time the sheath width effectively goes to zero and so the 
capacitance becomes infinite.
A geometric value for the sheath capacitance can also be determined by relating 
the sheath to a real capacitor of the same dimensions. The boundaries of the sheath are 
chosen to be the electrode on one side and the position of maximum sheath width on the
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other (to include the entire exclusion zone for the electrons). Hence the capacitance in 
spherical coordinates can be calculated using
c =£JBLkcL
S
(3.56)
where reiec is the electrode radius, rs the radius of the maximum sheath extension and 5 
is the maximum sheath width (= rs - reiec). Equating equations (3.55) and (3.56) relates 
the sheath width to the rf voltage across each sheath, that is
C
C
AKra(ra + s a)
~  K a
Sa
47Trh(rh- s h)
sb
4 d ’
(3.57)(a)
/ ,
(3.57)(b)
where ra and rt, refer to the radii of the powered and grounded electrodes respectively, 
and W a \ and ivy to the amplitude of the sheath voltage at each electrode (the sheath 
voltage is assumed to vary sinusoidally over the rf cycle). This assumes that in equation 
(3.54) (0.29 tan cot + 0.96) ~ k = constant for the whole cycle and neglects the period in 
which the capacitance becomes large, since this relates to only 1.5% of the cycle. 
Averaging simulation results over area ratio, voltage, frequency and pressure the two 
constants are found to be Ka = 0.765, and jq, = 0.59.
Using capacitive voltage division the ratio of the sheath amplitudes can be 
determined from equations 3.57(a) and (b):
Ini 1.297«
i f  1 zlill
*A1 + *./r. (3.58)
The results from (3.58) are plotted in Figure 3.17, in comparison with results from the 
simulation as a function of area ratio. The correlation is very good except at area ratio 1, 
where the method of averaging breaks down due to the large areas of the sheaths (10 m 
radii electrodes are used in this case). In the case where sb «  rb and sa «  ra (i.e., at
large electrode radii, so small area ratios) from equation (3.56) |V0|/|V j °c a — . In
Sb
Section 4.1 it is shown that the ratio of the sheath widths (neglecting density effects) is 
also approximately proportional to the area ratio, and hence the voltage ratio should 
roughly depend on the area ratio squared. This proportionality is shown in Figure 3.17, 
and while the approximation is fairly rough it is seen to follow the correct trend of the 
data. The middle range values are larger than a 2  due to neglecting the effect of the sheath
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Figure 3.17 Ratio of the sheath voltage amplitudes from the simulation (circles)
plotted in comparison with results from equation (3.58) (crosses). The 
solid line shows proportionality to a 2
density, while at high area ratios the voltage ratio saturates, as the sheath width 
approaches the magnitude of the electrode radius.
Equation (3.58) relates the amplitude of the rf voltage across each sheath, but 
does not determine the relationship between the time-averaged sheath voltages. It is 
generally assumed that the rf and dc components of the sheath voltage are linearly related 
provided the rf voltage is greater than 20V for pressures of around 10 - 100 mTorr 
(Godyak et «/(1991b)). The simulation results for the average sheath voltage as a 
function of the rf sheath voltage for the live and grounded electrode are plotted in Figures 
3.18(a) and (b). Note that the potentials plotted here are measured between the position 
of peak potential (at r0) and the electrode rather than the sheath edge and the electrode, 
since the former is easier to measure and there is only a few volts difference between the 
two methods. The linear relationship between rf and dc (average) voltages holds well for 
both electrodes, except at very low voltages at the grounded electrode. This is due to the 
development of a positive dc offset on the plasma potential at low voltages, as described 
in Section 4.1
To understand why the live sheath voltage is so much greater than the grounded 
sheath voltage in asymmetric geometries (at high area ratios it can be 70 times larger) 
consider first of all a symmetric system, which has equal sheath voltages and widths. If 
the area of one electrode is increased then it follows from C «= AH that the sheath at the 
larger electrode will have a larger capacitance and hence a smaller proportion of the 
voltage will be dropped across it. Consequently, for the system geometry described in
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Figure 3.18 The average sheath voltage plotted against the rf sheath voltage for (a) 
live and (b) grounded electrodes
this thesis, the proportion of the applied potential that is dropped across the live electrode 
sheath will be larger than that at the grounded sheath, purely from consideration of 
capacitive division. Thus, as the voltage ratio increases, from equation (3.58) the ratio of 
the live to grounded sheath widths, sa /sb, must also increase. Now from Section 3.2.3 
the total bulk width is constant (with respect to area ratio) and hence the sum of the two 
sheath widths must also be constant. Therefore as the live sheath width increases the 
grounded sheath must decrease until an equilibrium between the potentials and the sheath 
widths is reached. These values are not easily calculated since as the sheath width 
changes so also does the sheath capacitance, and therefore the sheath voltage.
Now consider the average (or dc) voltage across each sheath: this must be at least 
of sufficient magnitude to contain the electrons and maintain the plasma, and its lower 
limit can therefore be assumed to be the floating potential. The floating potential Vy is 
simply the potential of a plasma in an earthed container and it is found to be proportional 
to the electron temperature (see Vender (1990), pg 55): for a hydrogen plasma Vy~ 4kTe.
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Assuming a linear relationship between rf and dc voltages (as shown in Figure 3.18), the 
floating potential in effect places a lower limit on the rf voltage. As the area ratio is 
increased the ratio of the rf sheath voltages must also increase (since \ Va\ increases and 
IVy decreases), but from the above argument it is expected that at very large area ratios 
the rf voltage ratio must reach a steady-state value since the sum of the sheath voltages 
cannot exceed the applied voltage and the rf ground sheath voltage will be limited by the 
floating potential. This in turn places a restriction on the minimum sheath width at the 
grounded electrode via the sheath equation (assuming the ion current remains constant, 
or at least does not increase). Results from the simulation show this saturation in both the 
voltage and sheath ratios at very large a  (see Figures 3.17 and 4.y), but also indicate that 
the mechanism is more complicated than assumed above, since at high area ratios the 
plasma potential develops a positive dc offset. This retains the electrons even as the rf 
voltage across the grounded sheath continues to decrease, by allowing the rf voltage 
amplitude across the sheath to be smaller than the average voltage (i.e., there is a 
breakdown in the linear proportionality between rf and dc voltages at very low voltages). 
However, even with this effect the ground voltage cannot keep decreasing and at very 
large area ratios the ratio of the rf sheath voltages saturates as shown.
At the live electrode a large negative dc potential is created by charging the circuit 
capacitor negatively in the first few microseconds of running the plasma. This limits the 
maximum excursion of the live electrode voltage to approximately the magnitude of the 
bulk plasma potential, and thus reduces the number of escaping electrons so that electron 
and ion losses balance over an rf cycle. In actual fact simulation results show that, 
contrary to popular belief, the electrode potential can transiently reach values which are 
much larger than the bulk potential (see Section 4.1 for a detailed results). This is 
because under certain conditions the fields at the powered electrode are changing so 
rapidly (much faster than the plasma frequency) that inertia prevents electrons responding 
instantaneously to the fields. Therefore a positive sheath potential develops in order to 
accelerate the electrons out of the plasma and thus balance ion and electron currents 
during the cycle. This gives the electrons a beam-like velocity distribution, which has 
previously been observed in planar simulations (Vender and Boswell (1992)). The effect 
is magnified when the sheath width and potential are large and so is particularly 
noticeable at large area ratios and voltages. The ions are unaffected by the positive 
excursion of the sheath potential since they only react to the cycle-averaged fields due to 
their large mass.
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3.3.2 Ion Power Calculations
An alternative method of determining the average sheath voltage, especially when 
the voltage dropped across the sheath is small and the linear relationship between rf and 
dc no longer applies, is to use the ion power. Power derivations are discussed in detail in 
Chapter 4 and here it is sufficient to say that the power dissipated by the ions at each 
electrode is related to the ion current at the electrode and the sheath potential, by:
Pion = ia Va + ib Vb. (3.59)
For a  = 1 the currents and voltages at each electrode are equal and so (3.59) becomes 
Pion = 2ia Va\ and for a  > 2  the ion power at the live electrode is approximately an order 
of magnitude greater than power dissipated at the grounded electrode, therefore (3.59) 
can be effectively represented by Plon -  ia Va . From (4.27) the relationship between the 
total power dissipated by the plasma and the ion power is given by Pion = Pror/2, so the 
average live sheath potential can be related to the total power and the ion current by
Va = 0.99 ^  for a  = 1
h
Va = 0.495 A *  for a  > 2 (3.60)
la
Note that this method is only useful for finding the average potential at the live electrode, 
except for a -  1 where both live and ground potentials are equal.
3.3.3 Peak Density Measurement
In order to calculate the ion current from equation (3.52) it is first necessary to 
determine a value for the peak density in the plasma. The steady-state plasma density is a 
result of the balance between production rate through electron ionisation collisions, and 
the loss rate of particles to the walls. Consequently the density is expected to depend in 
some complex fashion on the deposition of power into the electrons, ionisation cross- 
section, neutral gas pressure, system volume and ion currents to the walls. Simulation 
results show that the power per charged species Ptot / N±, dissipated by the plasma is a 
function only of the applied voltage, and is therefore independent of the other plasma 
parameters. The dependence on voltage is shown in Figure 3.19. This plot shows that 
the data appears to have a different dependance on F,yfor low and high voltages -  for 
Vrf < 500 V Ptot IN oc VrfO-5, while for Vrf > 500 V Ptot IN oc Vrf. Fitting to the 
simulation results gives the equations:
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Figure 3.19 The applied power per plasma species as a function of the applied voltage.
^ -  = 2 .8 x K r l3V / 2 Vj  <500 (3.61)(a)
N±
L l = 1.2 x 10'14 V j  >500 V , (3.61 )(b)
where N± is the number of ions/electrons in the plasma.
The difference at low and high voltages could indicate different mechanisms by 
which power is transferred to the particles, or possibly just a lower limit on the power 
required to balance loss rates and maintain the plasma. Experimental results in argon 
(Godyaker al (1991b)) show a similar change in the power/voltage behaviour with Ptot 
Vrf at low currents and Ptot oc y ^2 at high currents.
Equation (3.61) therefore relates the input power and the applied voltage, known 
parameters of the plasma, to the total number of particles in the plasma. This can then be 
related to the average plasma density by dividing through by the system volume. The 
average plasma density is found by integrating over equation (3.50). The equation can be 
simplified by assuming the system is relatively symmetric, then from equation (3.43)
(1 -  £) = 1 - e'^P = 0.776, giving
navg
n o
L/2 KxsJ
dx
= no
L/2
0.808^, (3.62)
where L is the system length. Assuming L/2 ~ xs, then re-arranging (3.62) gives
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Figure 3.20 The peak density plotted as a function of the average density, showing 
simulation results (dots), and fitted equation (line).
nQ = 1.24 navg. Plotting the peak density as a function of the average density in Figure 
3.20, least-squares fitting gives the relationship between the two densities to be 
n0 = 1.2 navg over the entire parameter range, in extremely close agreement with the 
previous determination. Thus the average power dissipated by the plasma, the applied 
voltage and the system volume can be used to determine the peak density, giving values 
which are within about 20% of the simulation results.
3.3.4 Bulk and sheath calculations combined
Using the above derivations it is possible to iteratively solve both sheath and bulk 
equations. Using as given input parameters the electrode radii, gas pressure, input 
power, and the source voltage and frequency predictions for the potential and density 
distributions in the bulk, electron temperature, plasma density, ion currents to the 
electrode, sheath widths and dc and rf sheath potentials can be obtained. As for the bulk 
case a set of starting conditions are guessed at and the equations are iterated until the 
solutions reach a steady-state. Note that the system is complex so it is sometimes difficult 
to obtain convergence, and both convergence and accuracy can depend on the sequence 
in which the equations are applied. Good results can be obtained for most of the range of 
area ratios and voltages at low pressures (< 50 mTorr). The results for the standard case 
-  a  = 6,Vrf=  1000V, p  = 20 mTorr and f y f -  10 MHz -  are compared to the simulation 
results in Table 3.2.
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Simulation Model % difference
n„ ( n r 3) 5.0 x 1014 4.4 x 1014 -12%
sa (m ) 0.0463 0.05 +8%
Sb (m ) 0.0074 0.012 +62%
ia (A) 0.44 0.36 -18%
ib (A) 0.83 0.8 -3.6%
rf Va (V) 932 963 +3.3%
dc Va (V) 857 854 -0.3%
rf Vb (V) 32 38 + 19%
dc Vb (V) 27 38 +41%
Is- ( n r 3) 0.765 0.78 +2.0%
ris+ ( n r 3) 1.32 1.32 0%
r0 (m) 0.22 0.22 0%
x s. (m ) 0.035 0.0305 -13%
x s+ (m ) 0.108 0.106 -2%
kTe. (eV) 4.32 4.55 +5%
k T e+ (eV) 3.7 3.68 -0.5%
Table 3.2 Comparison between model and simulation for plasma parameters at the 
conditions a  = 6, Vrf— 1000V, p -  20 mTorr a n d /^ =  10 MHz.
In general agreement over the range of values is extremely good for this set
In general, agreement over the range of values is extremely good for this set of 
conditions, with, in most cases, the difference between the simulation and the model 
being less than 10%. The bulk parameters show even greater accuracy. The largest 
differences appear in the dc voltage at the grounded electrode, dc Vb, and the grounded 
sheath width, sb. As previously discussed in Section 3.3.1, the empirical relationship 
between dc and rf voltages does not hold well at low voltages. The sheath width 
calculation is dependent on the dc sheath voltage and so is also inaccurate at these values. 
Furthermore the simulation measurements have large errors at these low values, since 
noise levels are large relative to the average values presented here. Overall this model 
works extremely well in predicting the bulk and sheath parameters for rf plasmas at low 
pressures for a range of applied voltages and area ratios.
93
3.4 Conclusion
Analytic models of the sheath and bulk are presented here for spherical 
geometries. Both models consider the time-averaged potential and density distributions 
and hence are only able to predict events on the ion time scale. The sheath model 
considers the effect of a finite electron density in the sheath on the total space charge and 
uses this to derive a sheath law which relates the ion current, sheath width and average 
potential in asymmetric geometry. Calculations of the ion current using this law are 
found to compare well to simulation results.
The bulk calculations determine the average potential profile across the plasma, 
using a kinetic approach, similar to that of Langmuir and Tonks (1929). The model also 
determines analytic equations for plasma density profiles, ion current and electron 
temperature. These derivations show reasonable to very good agreement with simulation 
results. The model is limited to low pressures by the assumption of a constant electron 
temperature in the plasma, although by modifying this assumption, so that two different 
temperatures can be used in the positive and negative regions of the plasma, the range of 
application can be extended.
An analytic derivation of the sheath capacitance is used to determine the ratio of 
the amplitude of the sheath voltages. Analytic derivations and scaling laws derived from 
simulation results are used to find the total number of plasma particles produced for a 
given applied rf voltage and power, which can be used to determine the peak density in 
the plasma. These expressions are used together with the bulk and sheath equations to 
create a global model of the entire plasma, in which predictions of plasma parameters 
such as sheath widths, currents, potential and density distributions, average electron 
energy etc, can be made when the system geometry, gas pressure and applied source 
voltage and power is known.
In summary, the model provides some simple analytic expressions which 
produce results that agree well with the simulation data, provided the limitations of the 
model are recognised.
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Chapter 4
Simulation results in 
Hydrogen
Parallel plate reactors are often used for reactive ion etching (REE) processes. The 
reactor is used to produce a plasma of a molecular gas, such as SFö or CH4 , depending 
on the material to be etched. The gas is dissociated in the plasma to provide reactive 
neutral species (e.g., F or H) which can chemically react with the substrate to perform the 
etching, and also provides a source of energetic ions to drive the etching process (the role 
of the ions is discussed in Section 4.6). RIE is used as part of the production technique 
for many different micro-technologies, just a few examples include production of trench 
capacitors; planar, buried or ridge semi-conductor lasers and optical splitters. As 
microelectronic technologies become increasingly sophisticated more device components 
are included per circuit, which necessitates making each device smaller and packing them 
closer together. This requires extremely good control of parameters such as uniformity of 
the plasma density across the whole wafer; the energy and angular distributions of ions at 
the substrate surface; and ion and neutral fluxes. To accomplish this it is critical to have a 
good understanding of the plasma response to a wide range of running conditions.
Recent work suggests that the ion energy distribution at the substrate is critical in 
determining etching rates in RIE processing of SiC>2 (Perry (1994)) and also influences 
film properties in deposition processes (Ichiki, Momose and Yoshida (1994)). Fast 
etching rates are important for economical production of wafers since faster etching gives 
a faster turn-around on processing time. However conditions which produce fast etching 
are also conducive to substrate damage and so a balance must be maintained between 
etching rates and damage. Average plasma potentials determine the average energy of 
ions at the substrate, but rf effects can lead to ions arriving with much larger or smaller 
energies. Hence it is extremely important to determine the ion energy distribution function 
(IEDF) at the powered electrode surface, where the substrate is normally placed. 
Unfortunately this is a difficult experiment to perform, due to the large, time-dependent 
voltages on the electrode. Simulations are an ideal method of determining the dependence 
of parameters, such as the ion EDF, on a variety of externally determined variables, 
including the applied voltage, area ratio, source frequency, and background gas pressure.
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Used in conjunction with analytic theories and experimental results they can aid in 
interpretation of measurements and provide usefui insight into the important physical 
processes driving the plasma.
This chapter looks at a range of plasma phenomena, in particular those which play 
a part in determining particle energy distributions at the surfaces, and those which affect 
the power dissipation processes for both ions and electrons. The simulations look at the 
effect of changing the "applied" parameters, such as electrode geometry, background gas 
pressure and source voltage and frequency, on "internal" plasma-determined parameters 
(e.g., sheath widths, voltage distribution between the sheaths, power deposition into 
electrons and ions, currents etc). Most of the results are presented as a function of 
electrode area ratio, since very little information has previously been presented about the 
effects of asymmetry on plasma parameters, for either numerical or analytic models. 
Systematic studies of plasmas in planar coordinates have previously been undertaken 
using PIC simulations, in particular by Vender (1990) and Surrendra (1991), giving a 
wealth of information about the behaviour of plasmas in symmetric systems. However, 
while many of the same processes occur in the spherical system they are often found to 
be heavily modified, particularly in very asymmetric configurations. This chapter also 
looks at the effect of including isotropic elastic scattering and charge-exchange collisions 
for the ions on the discharge parameters. All simulations are run with atomic hydrogen 
ions, to reduce time of computation, and to allow comparison to other theoretical and 
numerical models.
In Section 4.1 the form of the potential distribution across the plasma is examined, 
with particular respect to the effect of changing area ratio, and various theoretical and 
numerical predictions are compared to simulation results. In Section 4.1.2 an analytic 
expression for the self-bias voltage at the powered electrode is determined and results 
compared to simulation values. The motion of the sheath width during the rf cycle is 
looked at in Section 4.2, and an analytic equation relating the time-dependent sheath 
widths at live and grounded electrodes determined. This section also examines the role of 
the sheath expansion and collapse in producing non-Maxwellian electron distributions in 
the sheath during periods of collapse and expansion. In Section 4.3 the modes of current 
transport in different regions of the plasma are examined. Power absorption processes in 
the plasma are determined in Section 4.4, particularly concentrating on power deposition 
into electrons by stochastic and ohmic heating. The sheath resistance is determined from 
the energy balance for the ions. In Section 4.5 a comparison between collisionless ion 
and collisional ion simulations is made. Finally, in Section 4.6 the ion energy distribution 
functions at the electrodes are found for both collisionless and collisional systems.
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4.1 Plasma Potentials
Knowledge of the average sheath potentials is essential in determining the average 
energy of collisionless ions at the electrodes. To determine the sheath potentials it is first 
necessary to examine the temporal variation of the potential across the whole plasma. In 
Figure 4.1 the plasma potential is plotted as a function of position for various area ratios
1500
1000
- 5 0 0
- 1 0 0 0
10.00 10.05 10.10 10.15
Posit ion  (m)
- 5 0 0
- 1 0 0 0
a  = 6cu - 1 5 0 0  
- 2 0 0 0
I 0.25
Posit ion (m)
- 5 0 0
- 1 0 0 0
£  - 1 5 0 0  
- 2 0 0 0
0.15 0.
Posit ion  (m)
Figure 4.1 Potential profiles across the plasma at phases cot = 0 (solid line), n/4
(dotted line), Till (dashed line), K (dash-dot line), 3tc/2 (dash-3 dots) for 
area ratios (a) a  = 1, (b) a  = 6 and (c) a  = 15.
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at phases -  cot = 0, tc/4, k/2, k and 3n/2. These plots clearly demonstrate that most of 
the potential variation occurs in the sheath regions and that potential gradients in the bulk 
are small. For each different geometry the simulations are run with an applied voltage 
amplitude of 1 kV and a frequency of 10 MHz, with a background gas pressure of 20 
mTorr and collisionless ions. In Figure 4.2 both the live and ground sheath potentials are
(a)
(b )
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Figure 4.2 Sheath potentials as a function of the rf phase for the live (solid line) and 
grounded sheath (dotted line). The sheath potential is the difference 
between the bulk and electrode potentials. Results are shown for area 
ratios (a) a  = 1, (b)a = 6 and (c) a  -  15.
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shown for the same set of conditions. The sheath potential is defined as the electrode 
potential measured relative to the potential in the centre of the plasma and hence is a 
measure of the magnitude of the voltage drop from the centre of the plasma to the 
electrode. Figure 4.1 (a) shows conditions for the symmetric system, a  -  1 -  the applied 
potential on the live electrode varies periodically between 1000V at cut = tc/2 and -1000V 
at cot = 37t/2 at the live electrode. The symmetry of the system can be seen even more 
clearly in Figure 4.2 (a) -  both live and grounded sheath potentials vary sinusoidally 
between 0 and 1000V in identical fashion with a phase separation of 180°. In effect they 
are mirror images of each other. The wobble in the curves close to zero sheath potential is 
due to the incursion of electrons during the period when the sheath is collapsed; this is 
discussed in detail in Section 4.3. As a  is increased (i.e., the area of the grounded 
electrode increases relative to the live electrode) the distribution of voltage between the 
sheaths becomes increasingly asymmetric. Looking at the potential plots in both Figures 
4.1 and 4.2 for cases (b) a  = 6 and (c) a  = 15, almost all of the voltage is dropped 
across the live sheath and only a small fraction across the grounded sheath.
From Figure 4.1 it can also be seen that as a  is increased the potential at the live 
electrode develops an increasingly negative dc offset -  this is known as the bias voltage, 
Vbias- The bias voltage develops because the circuit capacitor charges up negatively in the 
first few microseconds of running the simulation. This limits the maximum excursion of 
the voltage on the live electrode, which in turn reduces the peak value of the bulk plasma 
potential; this is represented schematically in Figure 4.3. As the area ratio increases the 
bias voltage becomes more negative and a larger percentage of the total voltage is dropped 
at the live electrode, leading to a large disparity in the average live and ground voltages. 
From Figures 4.1 (b) and (c) it can be seen that for a  = 6 and a  = 15, with respective 
bias voltages of -825 V and -880 V (i.e., Wbias\ ~ Vrf )» almost the full 2000 V peak-to- 
peak voltage is dropped across the live sheath. The magnitude of the bias voltage depends 
in a complex fashion on the area ratio of the electrodes and the sheath densities; the 
derivation is presented in the next section.
Another way of viewing the difference in magnitude of the voltages dropped 
across each sheath is presented in Section 3.3.3. Briefly it models the plasma as an 
electric circuit with the sheaths acting as two capacitors in series. The sheath capacity is 
proportional to the area of the sheath divided by the maximum sheath width, where the 
sheath area can be approximated by the electrode area. For asymmetric systems the live 
electrode area is smaller than that of the grounded electrode resulting in a smaller live 
sheath capacitance (at high area ratios it can be an order of magnitude less than the 
grounded sheath capacitance), and so there will be a larger rf voltage across the live 
sheath.
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Figure 4.3 Schematic of the applied voltage at the live electrode as a function of rf 
cycle, demonstrating the decrease in the bulk plasma potential due to the 
creation of a negative bias voltage.
One other important point to note from Figure 4.1 is that for area ratios > 1 the 
electrode potential can transiently reach values which are much larger than the bulk 
potential, as the wall potential rises the plasma potential lags behind, creating a field 
reversal at the wall. This can also be seen in Figure 4.2, in the period when the sheath 
potential becomes negative. For area ratios of 6 or more the live electrode potential can 
reach values twice that of the bulk potential at cot = k/2. Electrons in the vicinity of the 
field reversal are accelerated out to the wall, enhancing electron losses from the bulk. As 
more electrons are lost the plasma potential rises and loss rates decrease. The electron 
current to the wall during the period of sheath collapse must be sufficient to balance the 
total ion current for the whole cycle. Field reversal and the formation of beam-like 
electron distributions (discussed in Section 4.3) are two mechanisms by which this is 
accomplished.
4.1.1 Ratio o f live to ground sheath potential
The ratio of the average sheath potentials at the live and grounded electrodes as a 
function of the electrode area ratio is an important parameter in asymmetric systems. For 
simulations in which ions make no collisions this directly determines the ratio of average 
ion energies at each electrode. In RIE reactors the substrate is generally placed at the 
powered electrode and so the average ion energy at this position will affect the 
processing. Figure 4.6 (a) shows a plot of the voltage ratio as a function of area ratio for 
collisionless ions and 4.6 (b) the same for collisional ions. Plotted on the same graphs are 
results from another spherical PIC model by Alves et al (1991), and from an analytic
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and the average sheath potentials of the form
K
v.
f
V
(4.1)
where Lieberman determines different values for the exponent q, depending on the 
physics included in the bulk and sheath regions. For the collisionless ion case, q = 1.33, 
and for the collisional case q = 1.25 . Note that Lieberman's theory is not expected to 
give exact agreement with the simulation since the derivation assumes ions are collisional 
in the bulk. However (4.1) represents a straight-forward relationship between voltage 
and area ratio, and it is interesting to compare to simulation results.
100
£ 0
>
10
Area Ratio
Area Ratio
Figure 4.4 Ratio of the average live to ground sheath voltages as a function of the 
area ratio, showing results with (a) collisionless ions (b) ion-neutral 
collisions. Solid dots are results from the simulation, crosses are results 
from Lieberman's theory (4.1) and diamonds are results from another 
spherical PIC simulation (Alves et al (1991)).
101
Interestingly the two PIC simulations give quite different results even though both 
use similar techniques and both model an atomic hydrogen plasma; the theoretical 
calculations from Lieberman lie somewhere in between the two . Alves et al use two 
perpendicular velocities instead of a perpendicular energy, but this should not cause 
significant differences for one dimensional spherical geometry. The main difference 
between the simulations is that Alves et al run at slightly higher pressures and half the 
applied voltage i.e., p = 30 mTorr and Vyj- 500V. It would therefore seem that either, or 
both, voltage and pressure are important in determining the voltage division, even though 
this is not accounted for in the conventional theories. The Alves results and the theory 
both predict a power-law dependence on the area ratio, but results in this thesis show a 
definite saturation at higher area ratios, indicating that the ratio of the average sheath 
voltages does not follow a simple power-law dependance on the ratio of the electrode 
areas. The main effect of adding collisions seems to be to slightly lower the voltage ratio 
for all results.
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F igure  4.7 Voltage ratio for collisionless ions as a function of (a) applied voltage at 
p -  20 mTorr and (b) pressure at Vrf= 1 kV, for a constant area ratio 
a .  =  6 .
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To determine the effect of applied voltage and pressure on the ratio Va/V h (for
collisionless ions) results are plotted in Figure 4.7 (a) and (b) respectively for a constant 
area ratio of a. = 6. There is obviously a strong power-law dependence on the applied 
voltage, with the form Va/V b ^  Vrf0 b. The dependance on pressure is more complex,
appearing to peak at intermediate pressures. Obviously, according to these results, the 
voltage ratio depends on Vrf and p , and is not solely a function of the electrode area ratio. 
All theoretical calculations of the voltage ratio known to the author (Koenig and Maissel 
(1970), Coburn and Kay (1972), Logan et al (1977), Keller and Pennebaker (1979), 
Horowitz(1983), Lieberman (1988), Song et al (1990), Raizer and Shneider (1992)), 
including the equation used to compare to the simulation results in Figure 4.6, were 
determined using this assumption, indicating an over-simplification of the physics in the 
derivation.
4.1.2 Bias Voltage Calculation
This section looks at how the bias voltage is determined from the applied voltage 
and the area ratio. The derivation follows a similar method to that used by Meijer (1991). 
An equation relating the voltages across the system can be determined from Kirchoff s 
law
Vb (0 ~ Va (0 = Vbias + VrfSinCOt t (4.2)
where Va and Vb are the voltage drops across the live and ground sheaths respectively, 
and Vbiasls the dc bias voltage at the live electrode. At time cot = k/2 the sheath at the live 
electrode collapses (i.e., sa =0), so assuming that the electrode potential is always less 
than or equal to the plasma potential, the sheath potential at the live electrode should be 
approximately zero, Va ~ 0. Similarly at time cot = 3tc/2, the ground sheath collapses and 
Vb~ 0, thus giving two linked equations for the sheath potentials. Writing (4.2) in terms 
of the normalised potential, rj = e(pATe gives
Tib = Tirf+ ribias at cot = k/2, (4.3)(a)
and
- r\a =-Tlrf+ ribias at cot = 371/2. (4.3)(b)
In order to obtain the sheath potential as a function of the position in the sheath the sheath 
equation derived in Section 3.1.3 is used. Taking equation (3.25), expanding ß  and 
ignoring higher order terms of z gives
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Re-arranging (4.4) the normalised potential can be written in terms of the normalised 
sheath width, g = s /k D, where is the debye length =
.flSzf'3
ne*
m e£ „
n =  g 4/3 l  5 J (4.5)
where £  is The average percentage of the cycle that the sheath exists at the electrode; from 
Section 3.2 ^  = 0.85.
From Section 4.4 a quantity s0, the sum of the live sheath and the grounded 
sheaths weighted by area and sheath density ratios, is found to be independent of rf cycle 
and is given by equation (4.15). Re-writing this in terms of normalised sheaths widths 
gives the equation
$. + « - &  = ?.• (4 -6)
where ga and gh are the normalised sheath widths at the live and grounded electrodes. 
Now at cot = 7i/2 the live sheath is collapsed so ga = 0, and similarly at cot = 37C/2 gh = 0, 
so from (4.6)
n a
a n b'So
and
So =  So
at cot = ti/2,
at cot = 37t/2
(4.7)(a)
(4.7)(b)
Using (4.5) to determine the sheath potentials in terms of the widths gives the equations
(  _ V / 3 / i o  \ 2/3
t n a S o '
V nba  J ( f = rtr, + %<„,at n!2,
and
So l  5
Tlrf T]hia$ at cot = 371/2
(4.8)(a)
(4.8)(b)
Solving (4.8) simultaneously with (4.7) the normalised bias voltage can be found as a 
function of the area ratio and the sheath densities.
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From the simulation the maximum value for naln h is found to be 1.5 at a  = 15. By 
approximating the bias voltage using na/nh = l, rit>ias can be written solely as a function 
of the area ratio
Vbias
a 4' 3 -  O
U 4,3 + lJ %
(4.10)
Normalised bias potentials calculated from equations (4.9) and (4.10) are 
converted to real values (by multiplying by the electron temperature) and plotted in Figure 
4.8 (a) for collisionless ions, along with the simulation values and the results published 
by Meijer. Meijer's results are determined by solving sheath equations analytically as far 
as possible, and then using numerical integration techniques to solve the final equations. 
The correspondence between equation (4.9) and the simulation is remarkably good, 
fitting to within 10%. The values calculated using equation (4.10) are too low at small 
area ratios but correspond well to Meijer's numerical results, which are derived assuming 
equal densities in both sheaths. Interestingly the assumption that the electrode potential is 
always less than the bulk potential does not appear to have much effect on the accuracy of 
the bias voltage derivation. Possibly this is because the amount by which the electrode 
voltage exceeds the bulk potential is small relative to the maximum sheath potential, even 
at high area ratios.
The bias voltage for collisional ions is plotted in Figure 4.8 (b) showing results 
from the simulation and the theoretical curves from (4.9) and (4.10). Meijer did not 
present results including ion collisions. Interestingly this shows that results from the 
simulation have dropped significantly at a  = 2, but changed relatively little for higher area 
ratios. Lack of further data at small area ratios makes it difficult to determine the extent of 
the differences between collisionless and collisional simulations. The theoretical curve 
from (4.9) also still fits well at high area ratios but is much too low at a  = 2. The curve 
calculated from (4.10) has, of course, remained constant, since it depends only on area 
ratio. The fact that equation (4.9) does not accurately predict the bias voltage for a  = 2 is 
most likely due to the derivation, since the normalised sheath equation (4.4) was 
determined assuming collisionless ions. This is apparently not so important at higher area 
ratios, possibly because the bias voltage “saturates” at high values making the differences
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Figure 4.8 Bias voltage plotted as a function of area ratio for (a) collisionless ions 
and (b) collisional ions showing results from simulation (solid dots) and 
Meijer (hollow triangles), with theoretical curves (I) (solid line) from 
equation (4.9) and (II) (dotted line) from (4.10).
4.2 Rf Sheath
4.2.1 Time-dependant sheath widths
At a fixed rf frequency, the maximum sheath extension determines the velocity of 
the sheath since the sheath moves in phase with the applied voltage (i.e., when the 
voltage is increasing the sheath expands and vice versa). This is important since when the 
sheath velocity exceeds a critical value, the sheath motion can strongly influence the 
electron energy distribution in the sheath (see Section 4.2.2). The maximum extension of 
the electron sheath width can therefore be used in determining a rough estimate of the
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energy that the electrons gain through interaction with the sheath. The sheaths move in 
anti-phase to one another, so when one is expanding the other is contracting.
The sheath width can be determined as a function of cycle from conservation of 
the total current. The total current Irf is given by the sum of the conduction and 
convection currents, and must be equal in magnitude and opposite in direction at each 
electrode
A J d _ a  } =  - [ h ~ e b -  A J d . b  ]< ( 4 - 1 1 )
where i is the ion current, e is the electron current and jd  the displacement current; 
subscript a refers to the inner electrode and b to the outer. Considering the moving sheath 
edge as a step function the displacement current at the sheath edge can be related to the 
sheath velocity and the ion density in the sheath by (Godyak and Sternberg (1990))
dx
j j  = - eni(x )—  (4.12)dt
where x  is the phase-dependant position of the electron sheath edge. Ignoring the period 
for which the sheath is collapsed, assume that the displacement current is much greater 
than the particle currents, i.e., A jj »  i - e. Then substituting (4.12) into (4.11) gives
4  ^  (G + ) 2 n i ( x a ) ^  +  4 x { r b - x b ) 2 n i ( x b ) ^  =  ° -  (4 -13)
where xa and xt, are the time-dependant live sheath and grounded sheath widths 
respectively, ra and rt, are the electrode radii and ri[ is the ion density. The ion density in 
the sheath is independent of phase and approximately equal to the density at the electrode 
(see Figure 4.12), so equation (4.13) can be re-written as
dxn n.— -  + a  —  
dt na
f  X ' \
1 - ^
rb
1 +
V r a
0, (4 . 14)
where na and nb are the electrode ion densities (note na is not necessarily equal to rib). 
This is a differential equation for the sheath width as a function of time. Integrating this 
equation over time and truncating to first-order terms, it is found that the sum of the time- 
dependent live sheath width and the grounded sheath width (weighted by the term on the 
left-hand side of equation (4.14)) is constant over the rf cycle, and is here defined as s0
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Figure 4.9 Time-dependant live (solid line) and grounded (dotted line) sheath width,
Note that for systems in which sa «  ra and st>«  r^, both xa/ra and xh/r h —» 0 
validating the approximation on the right-hand side of equation (4.14). The second case 
is always true for these simulations and the first case holds well except at large area ratios 
(i.e., a  > 15). In Figure (4.9) s0 is plotted as a function of the rf cycle together with the 
actual individual sheath widths for a  -  6. The relationship given in (4.14) is shown to 
hold to within 10% variation over the cycle, even though the sum of the sheath widths 
varies by a much larger amount.
The maximum sheath widths can be related directly to each other, rather than 
through s0, by using the assumptions that (1) the sheaths move exactly 180° out of phase 
with each other, and (2) during the period of collapse s —> 0. Therefore from equation 
(4.15) the sheath widths can be directly related using
Note that for the symmetric case equation (4.16) correctly predicts that the sheath widths 
will be equal. The results from this equation are plotted in Figure 4.10, in comparison
and s0 from equation (4.15) (thick line), plotted as a function of the rf 
cycle for a  = 6. Note that sQ varies by less than 10% over the cycle.
(4.15)
f l u
S a = C (  —  S b • 
n a
(4.16)
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Figure 4.10 Ratio of sheath widths as a function of area ratio, with results from 
simulation (dots) plotted in comparison to equation (4.16)
with simulation results. Agreement is very good at small area ratios but becomes worse at 
higher area ratios and by a=  15 is twice the simulation value. This is a result of
X
neglecting the term 1 + — in (4.15), since at a  -  15 sa ~ r a which introduces a factor of
r a
0.5 to (4.16).
4.2.2 Effect of sheath motion on electron EDF at the 
live electrode
In Section 4.1 field inversion at the electrode at the time of the sheath collapse is 
discussed -  this is one method by which electrons can be accelerated out of the plasma. 
Another mechanism which can enhance electron losses to the walls occurs only when the 
sheath motion is sufficiently rapid. For this case thermal electrons drifting into the ion 
sheath region are not sufficient to provide neutralisation of the ion space charge in the 
sheath. This drives a field reversal in the vicinity of the retreating sheath edge which 
accelerates electrons from the bulk toward the walls even before the sheath has collapsed, 
resulting in a beam-like electron velocity distribution in the sheath region. This result has 
been previously observed in planar PIC simulations (Surrendra and Graves (1991) and 
Vender and Boswell (1992)) and in a fluid model (Okuno, Ohutsu and Fujita (1992)). 
From Vender and Boswell a critical value for the sheath velocity is found to be
vm- ,= |(v e) (4.17)
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where (vc,) is the thermal electron velocity in the bulk. For sheath velocities less than vcnr
the electron velocity distribution will be undisturbed, while for values greater than this the 
distribution will become increasingly beam-like. Enhancing electron loss rates by creating 
beam-like distributions in the sheath is necessary to balance the ion loss rates throughout 
the cycle. For a hydrogen plasma the bulk temperature is approximately 3 eV, which 
corresponds to a thermal velocity of (ve) = 1 x 106m s'‘. Simulation results show that
sheath velocities can be in excess of 3 x 106 ms-1, and in some cases reach more than an 
order of magnitude larger than the critical sheath velocity, especially at high area ratios 
and applied voltages. Figure 4.11 shows the electron energy distribution at the live 
electrode for a  -  6 -  the distribution is essentially a displaced Maxwellian and is well 
fitted assuming a temperature of 3 eV (dotted line), which is approximately equal to the 
bulk temperature. The energy offset of the beam is about 60 eV, which compares well to 
the negative sheath potential of -75V at cot = tc/2 for a  -  6 (see Figure 4.2 (b)). Increased 
densities of energetic electrons close to the electrode in the first few microseconds of the 
sheath collapse have been observed experimentally for a hydrogen plasma, using the 
emission spectrum of the Ha line (Booth et al (1993)).
The energy distribution at the grounded electrode is much more complex, since 
some of the energetic electrons accelerated in the live sheath can traverse the plasma to 
reach the grounded sheath. Some electrons cross the sheath, and others are reflected 
depending on their energy and the phase of arrival.
200
Energy (eV)
Figure 4.11 Electron energy distribution at the live electrode for a  = 6 (solid line).
Also plotted is a 3 eV gaussian with a 57 eV off-set (dotted line).
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The electron distribution function after the sheath has reversed and is expanding 
away from the electrode is also of interest. In this case inertia becomes an important 
factor, since electrons are not immediately expelled from the sheath region as is generally 
assumed. In fact it can take several nanoseconds to reverse the electron motion in the 
sheath, by which time the sheath potential can be very large. The inability of the electrons 
to immediately respond to the reversal in sheath motion initially results in cooling of the 
electrons -  at this stage they are diffusing against the local fields and so lose energy -  but 
a short time later electrons still in the sheath are accelerated to high energies due to the 
large sheath potentials. Evidence that electrons are still present in the sheath during the 
expansion period of the sheath can be seen in Figure 4.12, which shows the electron 
density as a function of position for various phases in the cycle at a  = 6. Potentials from 
Figure 4.2 (b) are also reproduced here for comparison. The phases cot = 0 - 7t/2 show 
the contraction phase of the sheath -  electrons "fill in" behind the retreating sheath edge
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Figure 4.12 Comparison between (a) sheath potential and (b) electron density at 
cot = 0 (solid line), k/4 (dotted line), 7t/2 (dashed line), 3ti/4 (dash-dot 
line), K (dash-3 dots) and 3k/2 (long dash) of the rf cycle. The thick line 
represents the ion density.
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reaching the same density as the ions. As the sheath starts to expand again at cot = n/2, 
the electrons do not move out of the sheath as rapidly as they came in -  at cot = 3tc/4 the 
edge of the electron density profile is much closer to the electrode than at cot = tc/4 and 
there is still a substantial electron density in the sheath even though the potential has 
reached -100V. At cot = n the electron density in the sheath is still higher than at cot = 0, 
for the same potential distribution. Electrons remaining in the sheath at this time are 
therefore strongly accelerated by the local fields out into the bulk . This effect is therefore 
very important in maintaining the plasma, since the high energy electrons thus created 
produce enhanced ionisation rates in the bulk. This mechanism, often known as sheath or 
stochastic heating of the electrons, is discussed in detail in Section 4.4.2.
4.3 Plasma Current
The external circuit contains a capacitor, so no net current can flow in the system 
during an rf cycle; therefore currents to live and grounded electrodes must be equal and 
the ion and electron currents at each electrode must be equal when averaged over the 
cycle. Furthermore, since the plasma is a good conductor, the instantaneous rf current 
across the system length must be constant. Figure 4.13 (a) plots the current form at the 
live electrode for a  -  6, the applied voltage is plotted on the same graph. The current is 
basically sinusoidal in character -  the fundamental harmonic from the Fourier transform 
is overlayed in the dotted line -  but shows high frequency modulations due to higher 
order harmonics. The source of these oscillations in the current is discussed later in this 
section. The phase shift of the current relative to the potential is close to 90° indicating the 
plasma impedance is predominantly capacitive. The phase shift is found to be 
approximately constant for the entire range of area ratio, voltage, pressure and the 
frequency investigated, with an average value of 73°. The shift in the phase from 90° is 
due to an inductive component in the plasma impedance introduced by electron inertia 
(i.e., electrons cannot respond instantaneously to changing voltages). The components of 
the current at the live electrode are plotted in Figure 4.13 (b) -  in the sheath the current is 
carried mainly by the displacement current since electrons are excluded for most of the 
cycle except when the sheath collapses at cot = tc/2. The ions provide a small, constant 
current, independant of the rf cycle.
The current modulations indicate the presence of high frequency 
oscillations in the bulk electric field, and the source is attributed to the interaction of the 
electrons with the oscillating plasma-sheath boundary, producing standing waves in the 
plasma current. The effect has also been noted in planar PIC simulations (Vender (1990)
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and Surrendra (1991)). As mentioned in Section 4.2.2 rapid expansion of the sheath 
creates a beam-like electron distribution directed into the bulk. Interaction between the 
high velocity electrons with the expanding sheath edge sets up a potential well in the 
electric field which acts to trap some of the electrons relatively close to the electrodes, 
increasing the probability of making an ionising collision in this region. The progression 
of the beam of high energy electrons from the live electrode across the plasma to the 
grounded electrode can be seen in Figure 4.14, a greyscale plot of the ionisation rate as a 
function of phase and position. Dark regions indicate enhanced ionisation, denoting the 
presence of electrons with energies greater than the threshold ionisation energy. Note also
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Figure 4.13 Current at live electrode as a function of phase for a  = 6.(a) Total current 
(solid line) overlaid by its fundamental harmonic (dashed line). Also 
plotted is the electrode potential (thick line) (b) Components of the total 
current (solid line) -  displacement current (dashed line), electron current 
(dotted line) and ion current (dash-dotted line).
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Figure 4.14 Greyscale plot of ionisation as a function of position and phase. Darkness 
scales linearly with increasing ionisation rate.
the presence of high-energy electrons in the live sheath as it collapses -  these are 
accelerated toward the electrode by fields set up to balance electron and ion losses during 
the cycle, as discussed in Section 4.2.2.
Although the total rf current is constant across the whole plasma, the means of 
transmission is different in the bulk and the sheaths. In the sheath it is carried mainly by 
the displacement current, as previously mentioned, but in the bulk the displacement 
current is small and electrons are the predominant carrier; while the ion current provides 
little to the magnitude of the total current in either region. In the bulk, therefore, the 
electron current is essentially a measure of the rf current. Figure 4.15 (a) shows a 3-D 
graph of the electron current as a function of position and phase for the conditions a  = 6, 
Vrf=  1 kV and p =20  mTorr. The convention used is that positive current flows in the 
direction of the live electrode (to the left on the graph) and negative in the direction of the 
grounded electrode. For cot < n il, the current in the bulk is therefore flowing toward the 
live electrode; currents close to the live sheath edge are slightly higher due to field 
reversal in the sheath. At approximately cot = 7t/2 there is an increase in the electron 
current close to the live electrode as the electrode potential exceeds that of the bulk, then 
immediately afterward there is an abrupt change in the current direction as the sheath 
motion reverses. This creates a series of standing waves across the plasma, which 
quickly damp out with increasing time. These are the high frequency oscillations 
observed in the average live electrode current in Figure 4.13 (a). As cot increases a series 
of electron beams are accelerated from the expanding sheath edge, the largest occurring 
just after reversal of the sheath direction when the electron density in the sheath is high
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Figure 4 .15  (a) 3d p lo t of th e  e le c tro n  c u r r e n t  as a fu n c tio n  of 
p h a se  an d  p o s itio n , fo r a  = 6
(b) Im age p lo t of th e  e le c tro n  c u r r e n t .  C u rre n t m oving  
to w ard  th e  live e le c tro d e  is show n in  b lack , zero  
c u r r e n t  is o ran g e , an d  c u r r e n t  m oving  tow ard  th e  
g ro u n d e d  e le c tro d e  is w hite .
and the sheath is moving most rapidly. The production of multiple beams occurs due to 
rotation of the electrons in phase space, as they are trapped in the large amplitude plasma 
wave created by the electron beam-plasma interaction. This effect has also been observed 
in a planar simulation of an rf plasma (Vender (1990)). The high energy electrons, which 
can escape the potential well, move across the plasma with an essentially constant 
velocity, producing the enhanced ionisation noted in Figure 4.14. The electron beams 
decrease in magnitude with at increasing phase but are still observable until approximately 
cot = 371/2. Note that the sheaths are clearly delineated in this graph as regions of zero 
current.
Figure 4.15 (b) shows the same conditions plotted as an image, with colour used 
to indicate the direction and magnitude of the current. Positive current is represented by 
increasing darkness, negative by white and zero current is orange. This clearly 
emphasises the abrupt change in the current direction across the whole plasma as soon as 
the live sheath motion reverses direction. It also clearly shows the longitudinal waves in 
the current, and the directed electron beams originating from the sheath edge. Note also 
that at cot -  3tu/2, when the sheath starts to collapse again the bulk electrons start moving 
back toward the live electrode (shown as the black region at the top of 4.15 (b)), but that 
the high energy electrons are still moving toward the grounded electrode.
Most of the electrons in the bulk have a temperature of about 3 eV -  the density of 
the high energy electrons, created by interaction with the moving sheath edge, is around 
two orders of magnitude lower than the bulk density. As discused previously, in the bulk 
region the rf current is carried almost entirely by the electrons, and it is of interest to 
determine the relative fraction of the rf current carried by the high energy “beam” and 
low-energy bulk electrons. Figure 4.16 is a plot of the time-averaged electron current as a 
function of position in the plasma, showing the currents carried by high (> 3eV) and low 
energy electrons and the total current. This shows that almost all the rf current is carried 
by the small number of high energy electrons. In fact the low and high energy electrons 
can move in opposite directions, depending on position in the plasma and the phase of the 
cycle. On average the low energy electrons are moving toward the grounded electrode, 
while the high energy group is moving toward the live electrode. This indicates that the 
high energy group of electrons depends only on conditions at the live sheath, and the rf 
current is therefore expected to be relatively insensitive to the bulk electric fields.
This is further illustrated in Figure 4.17, which shows (a) the electric field and (b) 
the electron current as a function of position at various phases of the rf cycle. At cot = 0, 
7E/4 and 3tu/2 the electrons are moving in the direction of the field and are therefore 
heated, while at cot > k/2 the current is in opposition to the electric field, leading to 
electron cooling. This is discussed further in Section 4.4.2
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Figure 4.16 Time-averaged electron current density in the plasma, showing the total 
current (solid line), and the relative magnitudes carried by the high energy 
(> 3 eV) (dotted line) and low energy electrons (dashed line).
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Figure 4.17 Plots of (a) electric field (b) total electron current as a function of 
position, shown at various phases of the rf cycle: cot = 0 (solid line), 
n/4 (dotted line), n/2 (dashed line), 3n/2 (dash-dot line).
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4.4 Power Absorption
The power absorbed by the plasma is an important parameter, since it determines 
the steady-state density of the plasma. The average power requirement over the rf cycle is 
determined by the loss rates for the ions and electrons, i.e., average power supplied by 
the generator = power lost to plasma by particle processes. Section 4.4.1 treats the 
average power loss in the cycle, while Section 4.4.2 and 4.4.3 deals with the individual 
loss rates due to the electrons and ions respectively.
4.4.1 Total Power Loss
The instantaneous power supplied to the plasma by the rf generator is given by
P(t) = Vffsin (cot) Ifj(t) (4.18)
where l ^ t )  is the instantaneous current across the plasma. To first order the plasma 
current can be considered sinusoidal with the form Iffsin(cot + 0) where 0 is the phase 
difference between the current and the voltage. The instantaneous power therefore has a 
period of twice the applied voltage, since 0 ~ 90° due to the capacitive nature of the 
plasma.
Due to inertia the ions do not respond strongly to the instantaneous rf fields, 
therefore most of the instantaneous power transferred from the generator to the plasma 
goes into the redistribution of electrons between the sheaths as they expand and collapse. 
Since the rf current in the bulk is carried mainly by the electrons this simply represents 
the current flow through the system. This does not result in a change in the average 
electron energy, it merely imposes a drift velocity on the bulk distribution with no net 
transfer of power from the generator to the electrons. The net amount of power that has to 
be supplied by the source to maintain the plasma is determined by averaging over the rf 
cycle, and so the average total power, Ptot, can be determined by integrating (4.18)
_  V-fl-t r ln
P = ——— I sin (cot) sin (car+0) d (cot)
2 n  Jo
~ \ V r f  Irf COS0. (4.19)
The phase difference, 0, is found to be approximately constant over the range of 
parameters used in the simulations and equal to -73°. Hence equation (4.19) can be 
written simply as Ptot = 0.151 Vrflrf- Results from the simulation (for all parameters) are
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Figure 4.18 Average plasma power as a function of Vrf-Irf, showing simulation 
results and the fitting from equation (4.19) (solid line)
plotted in Figure 4.18, and agreement with (4.19) is found to be extremely good over a 
range of seven orders of magnitude.
For a system at steady state the average power supplied to the plasma represents 
the energy required per cycle to balance loses through inelastic processes, and to maintain 
the density by balancing particle creation rates with the loss rates to the walls. Ions gain 
energy from the plasma through acceleration in the sheaths and this energy is 
consequently lost to the plasma when the ions reach the electrodes - in experimental 
systems the energy is dissipated as heat, secondary electron emission and sputtering, but 
in the simulation the walls are assumed to be perfectly absorbing. Electrons gain energy 
in the bulk through momentum transfer collisions with the neutrals in a process known as 
ohmic heating, and through interactions with the oscillating sheath edge in what is called 
stochastic or sheath heating (see Section 4.4.2). Electrons lose energy through inelastic 
collisions (ie ionisation and excitation collisions) and to the walls when the sheath 
collapses.
Many authors (including, but not exclusively, Koenig and Maissel (1970); Keller 
and Pennebaker (1987); Horwitz (1983); Bletzinger and Flemming (1987); Godyak, 
Piejak and Alexandrovich (1991b); Wood, Lieberman and Lichtenberg (1991)) have 
designed equivalent circuit models of rf plasmas in order to predict parameters such as the 
plasma density, ion currents to the electrodes, the sheath behaviour and the dependence 
of the sheath voltage ratio on the electrode area ratio. In order to design a useful model 
the electrical characteristics of low pressure plasma need to be well understood. Typically 
the sheath and bulk regions are modelled using separated sub-circuits. Following
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Figure 4.19 Equivalent circuit model of an asymmetric plasma, separating the 
components into the bulk and the two sheath regions.
Godyak’s model, shown in Figure 4.19, the bulk is assumed to have two resistive 
components, R v, corresponding to ohmic heating, and Rst to stochastic heating. These 
resistors are in series with an inductor, Lb, which represents the inertia of the electrons in 
the rf field; and in parallel with a capacitor, Cb, which represents the amount of 
displacement current in the bulk. For most conditions in weakly ionised rf plasmas 
electrons in the bulk effectively react instantaneously to the fields, which means that Lb 
can be ignored. The displacement current in the bulk can also be assumed to be negligibly 
small compared to the conduction current, so the bulk capacitance is infinite and Cb can 
also be neglected. Note that this final assumption breaks down at high pressures and very 
small discharge currents -  for these conditions the plasma permittivity approaches 1, 
which can result in significant penetration of the rf field into the plasma bulk, and hence 
the assumption of a negligible displacement current is no longer true. According to 
Godyak et al Cb becomes significant for pressures of 1 Torr and currents of less than 
0.01 A, and at increasing current for higher pressures. Since the simulation is limited to 
pressures of less than 0.5 Torr, it is assumed that Lb and Cb can safely be ignored.
Hence the series resistance of the plasma is simply given by Rp = Rst + R v.
Each sheath is modelled using a capacitor, Csh, in series with a resistor, Rsh- 
Note that in the symmetric system, the sheaths are equivalent so they can be conveniently 
modelled by a single capacitor and resistor, but in the asymmetric system the sheaths 
must be modelled individually. However, for large area ratios most of the power 
dissipation in the plasma occurs at the live sheath and under certain conditions it can be 
sufficient to model that sheath only. Section 4.4.2 gives a detailed analysis of the electron 
energy gain and loss mechanisms in the plasma, and compares simulation results to 
theories developed by Godyak et al (1991b) and Misium et al.{ 1989). In Section 4.4.3 
the ion energy gain in the sheath is determined and related to the sheath resistivity, again 
comparing theory and simulation.
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4.4.2 Energy balance for the electrons
Since the bulk discharge current is carried mainly by the electrons most of the 
instantaneous power goes into transporting the electrons between the sheaths. However 
the process is not perfectly elastic and energy is dissipated by the electrons through 
ionisation and excitation collisions, and when the electrons escape to the walls. The 
average power during the rf cycle supplied to the electrons must therefore balance these 
energy losses in order to maintain steady-state conditions. There are two primary 
mechanisms by which electrons are heated in rf discharges with negligible secondary 
emission (Surrendra and Graves (1991)):
(1) electrons in the vicinity of the sheath region are heated by the oscillating 
sheath fields.
(2) electrons in the man body of the plasma are heated by the bulk fields which 
drive the rf current.
The first method is generally known as sheath (or stochastic) heating and the second as 
bulk or ohmic heating.
As mentioned in the previous section, the rf current in the bulk of the plasma is 
carried mainly by the electrons. The fields which drive the current can therefore heat the 
electrons, provided that the electron motion is in phase with the local electric field -  this 
is ohmic heating. Ohmic heating is known to be particularly effective in heating the 
electrons when the oscillating fields in the bulk are relatively small, i.e., when the applied 
voltage is low or the gas pressure is high (Godyak et al (1991b), Surrendra and Graves 
(1991)). An equation describing ohmic heating Pv in planar geometry is given by 
Missium et al (1989). This equation has been modified to take into account the spherical 
geometry giving
where v  is the electron-neutral collision frequency and is assumed to be constant across 
the plasma (i.e., electrons are assumed to have a constant, well-defined temperature), and 
rsa and rsb are the radii of the live and ground sheath edges respectively. Godyak et al 
(1991b) and Surrendra and Graves (1991) derive a similar equations to Misium et al but 
use the average plasma density instead of integrating. For the simulation parameters 
results for both methods are very close for most conditions. Using the area at the centre 
of the plasma and the average density instead of integrating over r works very well except 
at large area ratios (e.g., a  > 15). Results from equation (4.20) and the simulation are 
plotted in Figure 4.23, together with sheath heating results.
(4.20)
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Sheath heating results from the interaction of electrons with the oscillating sheath- 
plasm a boundary. In the 1950s it was observed that ionisation is enhanced at the sheath 
edges, from  which it was assumed that the m otion o f the sheath m ust som ehow be 
involved in heating the electrons. According to Goedde et al (1988) the underlying 
m echanism  for heating is Fermi acceleration, in which the electrons can gain energy 
through reflection from the m oving sheath when the correct plasm a conditions exist. In 
determining whether Fermi acceleration will heat the electrons it is necessary to consider 
transport through the bulk plasma as well as the sheath properties. At extrem ely low 
pressures ( «  1 mTorr) the electrons make no collisions when traversing the bulk and so 
their m otion becom es correlated with the sheath motion, and no energy is transferred. At 
interm ediate pressures (1 -  100s of mTorr) collisions random ise the phase with which 
electrons arrive at the sheath, so that energy can be exchanged between particle and field. 
At higher pressures the electron mean free path becomes very small, so the m oving 
sheath can impart little energy to the electrons -  in this case ohmic heating dominates.
Goedde et al (1988), Godyak et al (1991), and M isium  et al (1989) have 
determined models o f sheath heating which treat the sheath edge as a step-like profile 
with which the electrons make hard-wall collisions. From  conservation o f m om entum  an 
electron hitting the "wall" with a velocity vQ will be reflected with a velocity o f + v0, 
where vw is the sheath-edge velocity. W hen the sheath is expanding into the plasm a 
electrons m oving toward the electrode will be reflected with increased energy; and when 
the sheath is collapsing the electrons will lose energy. Using this m odel the authors 
m entioned above have determined equations for the power gained by the electrons 
through sheath heating.
Again the equation for the planar system is taken from  M isium  et al and modified 
for the spherical system. (Godyak et al derive a similar equation, but M isium  et al 
include an extra term  to take into account for non-uniform  ion density in the sheath, and 
the tim e-varying electron density). In spherical geometry the pow er gained by sheath 
heating is given by
.= 0 .3 3 6 - ■<v.> ■5, Y
V^oy n s o A s
(4.21)
where the subscript o = a at the live sheath and b at the grounded sheath, (ve) is the
electron thermal velocity, ns is the density at the sheath edge, and As the area at the 
m axim um  sheath expansion. In the asymmetric system the heating should be calculated 
separately at each electrode, although for large area ratios essentially all o f the electron 
heating occurs in the vicinity of the live sheath (see Figure 4.21), so the grounded sheath 
can be ignored. Experim ental detection o f stochastic heating in an argon plasm a has been 
inferred from m easurem ents of the plasm a resistance (Bletzinger and Flem m ing (1987)).
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To determine the rate of transfer of energy into the electrons, measurements of the 
electron power can be determined from the simulation from the product of the electron 
current density and the field at each grid point J.E . Figure 4.20 (a) shows a 3-D graph of 
the power deposition into the electrons as a function of position and phase for a  = 1. 
Positive values of the power indicate electron heating, while negative values indicate 
cooling. Figure 4.17 (b) is an image plot overlayed with contour lines of the same 
conditions; the darkness of the image indicating increasing power deposition. Figure 4.21 
shows the same plots for a=  6. Figure 4.20 clearly shows that the power deposition is 
heavily dependant on phase and position. Heating occurs predominantly at the moving 
sheath edge -  most of the heating occurs during the expansion phase of the sheath (i.e., 
for nJ2 <cot < n  at the live electrode), but some heating can also be seen when the sheath 
is collapsing (0 < cot < Till). This is contrary to the expectation of the hard-wall model, 
which predicts that the electrons should lose energy during the contraction phase, but 
concurs with experimental measurements of the electron energy in a low pressure 
nitrogen plasma (Turner and Hopkins (1992)). There is also a brief period close to the 
live electrode at cot ~ tt/2 (and correspondingly at cot ~ 3k/2 close to the grounded 
electrode) for which power deposition becomes negative. This can be seen in Figure 4.20 
(b) in the white dot at -100°. This represents the electron cooling which occurs when 
electrons are moving in opposition to the local electric fields. It occurs at the beginning of 
the expansion phase of the sheath since electrons are still diffusing toward the electrode 
due to inertia, even after the fields in the sheath have reversed. As noted in Section 4.2.2 
the electron density in the sheath is still substantial for this phase, even when the sheath 
potential is several hundred volts negative (see Figure 4.12). In other words there is a 
phase-lag between the sheath expansion and the reversal of the electron velocity 
distribution which is obviously not representative of a hard-wall interaction. It can be 
seen from this plot that ohmic heating, which occurs mainly in the bulk where the 
densities are high, is small compared to sheath heating. Similar forms for the electron 
power deposition have been found in planar models of rf discharges (Graves (1987), 
Sommerer, et al (1989b), Surrendra and Graves (1991)).
A comparison of Figures 4.20 and 4.21, shows that at a  = 1 the power 
deposition is very symmetric with equal peaks at each electrode, but for the higher area 
ratio case power deposition occurs almost entirely at the live sheath edge. The live sheath 
increases and the grounded sheath decreases with increasing area ratio, resulting in a 
much larger live sheath velocity and therefore a higher rate of energy transfer to the 
electrons. For a  > 1 most of the heating takes place at the live electrode, and the 
grounded sheath can be ignored. For a  = 6 the power transferred to the electrons peaks 
much higher at the live electrode than the symmetric case due to the increased sheath 
velocity, but the total power transferred to the electrons has decreased. Note in Figure 
4.21 (a) beams of energetic electrons can be seen streaming out from the expanding
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sheath edge, these can also be seen in the 3-D current plot. Figure 4.15, for the same 
conditions. Electrons in these beams often have energies in the order of tens to hundreds 
of electron volts and can be tracked by regions of higher ionisation. Energetic electrons 
which traverse the interelectrode gap without making a collision can then escape to the 
grounded electrode or be reflected from the sheath, depending on energy and arrival time.
Figure 4.22 shows the time-averaged power as a function of position for various 
area ratios . The sheath heating is delineated by the position of the maximum sheath edge, 
so that as area ratio increases the peak in the sheath heating broadens, due to the 
corresponding increase in sheath width. The height of the peak decreases at increasing 
area ratio, since the total power decreases with increasing area ratio due to a 
corresponding drop in plasma density. Note that the power deposition at the grounded 
electrode is negative on average, due to electrons diffusing against the local fields at this 
position. At the live electrode the effect of cooling is negligible compared to heating.
Integrating simulation values for the electron power separately for the sheath and 
the bulk regions, a rough determination of ohmic and sheath heating can be determined. 
This method is only approximate, since it differentiates between heating mechanisms only 
by position, assuming that power changes in the bulk are entirely due to ohmic heating, 
and in sheath region to sheath heating. Results thus derived from the simulation are 
plotted in comparison to results from equations (4.20) and (4.21) in Figure 4.23 as a 
function of area ratio; and the sum of the (4.20) and (4.21) is compared to the sum of the
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Figure 4.22 Time-averaged electron power as a function of position shown for area 
ratios: a  = 1 (solid line), a - 2  (dotted line), a  -  6 (dashed line) and 
a -  15 (dash-dot line)
126
Simulation values (which is just equal to the total electron power). For small area ratios 
the agreement between simulation and calculated values is fairly good, and the total 
powers compare well. However at increasing area ratio the correspondence becomes 
increasingly worse -  simulation results for ohmic heating are much less than the 
calculated values, and for sheath heating are much smaller than predicted. This indicates 
that modifying the planar equations for a spherical system does not adequately represent 
the physics at large area ratios. Note that for area ratios 2 and 4 the simulation indicates 
that on average there is electron cooling in the bulk (the power is therefore negative and 
do not appear on the plot). That is electrons appear to be losing energy though ohmic 
heating rather than gaining it.
Results in planar PIC simulations (Surrendra (1991)) also find lower rates of 
ohmic heating than those calculated from the planar version of equation (4.20). This can 
be related to transport of the rf current in the bulk. In Section 4.3 it was found that the rf 
current is carried predominantly by high energy (>3 eV) electrons, which are decoupled 
from small variations in the bulk electric fields, and that at certain phases the rf current 
moves in opposition to the bulk fields. The electrons carrying the current will therefore 
lose energy at these times, and under certain conditions this could lead to a net cooling 
effect in the bulk.
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Figure 4.23 Power deposition into the electrons from Pv (dots) and Psh (triangles) 
calculated using equations (4.20) and (4.21) plotted in comparison to 
simulation results. The sum of the calculated results are also compared to 
the total electron power from the simulation.
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For sheath heating the difference between simulation and calculation is difficult to 
determine -  possibly equation (4.21) needs to be re-derived specifically for the spherical 
geometry, since simplifying assumptions used for planar systems do not apply in the 
asymmetric case. It is also possible that the hard-wall model of the sheath is simply not a 
good representation of the electron-sheath dynamics -  as previously mentioned in this 
section there are results which suggest that this model is not applicable, particularly for 
the case of field reversal in the sheath resulting in beam-like electron energy distributions. 
This effect occurs particularly at high area ratios, where agreement between simulation 
and theory is worst.
As a further test of the simulation results the energy lost through collisions with 
neutrals and the walls can be compared to the total power deposited into the electrons. At 
steady-state the losses and gains would be expected to balance when averaged over a 
cycle. Walls are assumed to be perfectly absorbing so the energy lost by colliding 
electrons can be calculated by integrating over the energy distribution at the electrode.
This is approximately equal to the product of the average flux ,r, and the average energy 
of the escaping electrons, £ (in eV). The average electron flux over one cycle must be 
equal to the average ion flux, so the electron power loss to each wall can further be 
simplified to the product of the ion current and the average electron energy at the electrode
mcor
wall
Jv2f(v)dv  
_0_________
I f(v)dv
= e(TaAa£a + r  (4-22)
a+b
The energy lost through ionisation and excitation collisions can be determined by 
integrating the collision rate per electron over the whole population of electrons. This 
integral is simplified by assuming that the collision frequency is constant for all electrons 
(i.e., electrons are assumed to have a constant temperature, independant of position or 
phase) and that only ionisation and excitation collisions result in an energy loss (equal to 
the threshold energy for the interaction)
P ad, = e( Vhn£ im +  Vm £ txe) [ n dz. (4.23)
Note that this equation only includes collisions in the bulk. Assuming that the cross- 
sections for excitation and ionisation have roughly the same form, as is the case for 
hydrogen, then the excitation rate can be written as a multiple of the ionisation rate -  
vexc = nViow where n depends on the average electron temperature. From equation 
(3.51) 4/reJ v, z2n(z)dz is equal to the ion current, so (4.23) can be written as
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Figure 4.24 Electron power losses P wall and Pcoll calculated from (4.22) and (4.24), 
and their sum (dashed line) compared with the total electron power gain 
(solid line) as a function of area ratio.
Pcou = (e,on+nem )(ia + ih). (4.24)
For an average electron temperature of 3 -  4 eV in atomic hydrogen n =3.3. Equations 
(4.23) and (4.24) are solved for different area ratios using simulation values for the 
average electron energies and the ion currents, and the results plotted in Figure 4.24. The 
sum of the losses is compared to the total electron power transferred to the electrons. The 
results show very good agreement between simulation and the sum of equations (4.20) 
and (4.22), although at high area ratios the total loss rates are slightly smaller than the 
energy transferred to the electrons. The relative proportion of energy lost through 
collisions drops compared to loss rates to the walls at higher area ratios, probably due to 
the assumption of constant collision frequency in deriving (4.21). Results from Chapter 
3, show that in fact the average bulk temperatures are not independant of position, 
particularly at large area ratios. Furthermore using an average temperature to determine 
collision rates does not take into account the high energy tail of the electron energy 
distribution, which will have disproportionately higher collision rates, and this tail 
increases at large area ratios due to the electron-sheath dynamics.
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4.4.3 Ion Energy Balance
Power is transferred from the plasma to the ions as they are accelerated through 
the sheaths by the time-averaged electric field, and is consequently lost when the ions hit 
the electrodes. The ion power loss can therefore be easily calculated by integrating over 
the ion energy distribution at the electrodes for one cycle. An average value can also be 
determined from the product of the ion current at the electrode and the average sheath 
potential, although this is more approximate since it does not take into account the spread 
in the ion velocity distribution due the rf voltage oscillation.
Pion  =
M;
4 Tie *7
j u 2f(u) du 
_0__________
J / O )  du
la+h
(4.25)(a)
(4.25)(b)
Comparing results from both methods of calculation gives essentially the same 
results. Only when the transit time of the ion through the sheath is much shorter than the 
rf period will there be any noticeable discrepancy between the two values (the effect of 
sheath transit time on the ion energy distribution is discussed in Section 4.6.1). Note that 
in the symmetric system the currents and voltages at each sheath are equal, but for 
asymmetric simulations iaVa »  ibVb • Therefore in the symmetric system (a=  1) the 
total ion power is P i o n  = 2iaVa ; while for a  > 1 it can be approximated by P lo n  = iaVa. 
In effect the grounded sheath contributes negligibly to the total power, this has also been 
noted for stochastic heating in the electrons.
Although the sheath impedance is considered to be dominantly capacitive, there 
must also be a resistive component to account for power transfer to the ions as they are 
accelerated through the sheath. The power dissipated by ions falling through the sheath 
can therefore be related to the sheath resistance, since the capacitive impedance effects 
only the electrons. From Godyak et al (1991a) the power deposited into the ions is 
related to the sheath impedance by
p  ___ j  p  ‘
■*ion ^  1 rf (4.26)
Godyak et al (1991a) also give an equation determining the sheath resistance of a 
symmetric system as a function of the sheath voltage and width and the ion current. Re­
writing this for a spherical coordinate system, the following expression is determined
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Figure 4.25 Comparison of calculated and simulation values for the total sheath 
resistance
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where o = a for live sheath quantities and b for the grounded sheath. The resistances 
calculated from equation (4.27) are plotted as a function of V^/Z^and compared to 
simulation results determined using equations (4.25) and (4.26). The results are plotted 
in Figure 4.25 and are found to have remarkably agreement for the whole range of 
parameters.
Finally to determine the relative power deposition into ions and electrons, the 
fractions PioJPtot and P  elec!P tot are plotted in Figure 4.26. This clearly shows that at low 
input powers approximately half the total power goes into each of the ions and electrons, 
but at higher values the ions gain a much larger fraction than the electrons. The reason for 
this can be seen using quite simple arguments. Taking equations (4.22) and (4.24) for the 
electron power losses, and assuming that the ion currents to the live and grounded 
electrodes are approximately equal (true to within a factor of ~ 2), then for a  > 1 
Pelec = ia(2eion + 2neexc + ea) , where Elo n  = 13.6 eV, eexc = 10.2 eV and the average
energy of electrons escaping to the wall ea is approximately 100 eV (the value at a -  15). 
This gives a rough value for the electron losses of Pelec ~ 200 ia . The total power 
depends on the applied voltage, and from (4.25) so also will the ion power loss through 
the average live sheath potential. The minimum total power will therefore be at Vrf = 100 
V, for which P wn ~ 90 ia , and the maximum at Vrf-  5 kV, when P wn ~ 4400/a . So 
from this rough argument the ion power will vary from roughly half the electron power at
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Figure 4.26 The relative values of ion and electron powers plotted as a function of the 
total power.
low total powers, to approximately 20 times larger at high powers. In fact, from Figure 
4.26, the electron power drops to only about 1/10 of the ion power at large total powers. 
This is because energy losses to the wall also increase with increasing applied voltage due 
to field reversal effects, but the flavour of the argument still holds, since the difference 
between electrode and plasma potential will never be larger than the average potential 
across the sheath.
In summary, both electron and ion heating occur almost entirely at the live sheath 
in low-pressure asymmetric systems. The calculated electrons losses concur well with the 
heating determined from the simulation, but the calculated stochastic and ohmic heating 
values are too low. The sheath resistance calculated from the ion power loss, matches 
well to theoretical values for the whole parameter range. Power is shared almost equally 
between ions and electrons at low input powers, but at high powers almost 80% goes 
into the ions.
132
4.5 Comparison between collisionless 
and collisional ion simulations
Most of the results presented in this thesis so far have concentrated on the 
collisionless ion model. However for experimental conditions at these pressures the mean 
free path is on the order of millimetres and so ions would be expected to undergo many 
collisions, particularly in the bulk. It would therefore be instructive to have a comparison 
between collisional and collisionless simulation parameters in order to identify the effects 
due to collisions. Table 4.1 presents a comparison between a number of different 
parameters for a  = 6,Vrf= 1 kV, p  = 20 mTorr and f ^ =  10 MHz. From the table it can 
be seen that the biggest variation occur in the plasma density, with the peak density 
increasing by nearly an order of magnitude; in the average kinetic energy of the ions 
which decreases by the same amount and in the ion current to the grounded electrode 
which decreases by 50%. The average power dissipated and the average sheath voltages 
are almost unchanged by the inclusion of collisions. The ion currents decrease with the 
introduction of collisions, while the total rf current increases.
The large increase in density occurs due to the reduced ion mobility in the bulk -  
ions can only move a few millimetres before making a collision and therefore gain little 
energy from the small bulk fields. This sharply increases the time taken to diffuse from 
the centre of the plasma to the ion sheath edge, and so reduces the loss rates 
considerably. Reduced loss rates lead to a drop in the creation rate required to sustain 
steady-state conditions, hence the reduction in the average electron energy -  the 
ionisation rate similarly shows a decrease of ~ 40%. Evidence for a reduced ion mobility 
can also be seen in Figure 4.27 which plots the parallel velocity phase space for (a) 
collisionless (b) collisional ions. Figure 4.27 (a) clearly shows evidence of extensive 
penetration of the pre-sheath fields, giving ions well-defined drift velocities, while in (b) 
ion velocities are much more thermalised, and pre-sheath fields are closely restricted to 
the edge of the ion sheath. The points at which ions are accelerated in the sheaths are 
clearly discernible in the collisionless case and the sheath velocities are well defined, 
while for collisional ions the sheath edges are not well-defined and ions have quite 
random velocities in the sheath due to collisions. Charge exchange collisions in the sheath 
reduce the average kinetic energy of the ions -  charge exchange is a process in which an 
ion exchanges energy with a neutral, resulting in a low (-1/40 eV) energy ion and a fast 
neutral. The charge exchange mean free path is much smaller than the sheath width, so 
there is a high probability of ions making at least one charge exchange collision in the 
sheath. This causes the large drop in the average ion energy.
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Collisionless Ions Collisional Ions % difference
npeak (m ^) 4 .5 x l0 14 2 .6 x l0 15 + 580 %
P ave (W) 556 550 - 1 %
ia (A) 0.42 0.36 - 14%
ib (A) 0.76 0.31 - 5 9 %
Iff 4.46 6.12 +37%
Va (V) 880 910 +3%
Vb (V) 38 44 + 15%
Vbias -842 -856 +2%
sa (m) 0.048 0.031 - 3 5 %
sb (m) 0.009 0.008 -10%
kTeion (eV) 3.5 0.31 -91 %
kTeeiec (eV) 5.5 3.4 - 3 8 %
Table 4.1 Comparison of plasma parameters between collisionless and collisional 
ion simulations for a  =6, V r f -  1 kV, p = 20  mTorr and f r f -  10 MHz.
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Figure 4.27 Ion parallel velocity phase plot for (a) collisionless ions (b) ion-neutral 
collisions. Conditions are a  = 6, V^=  1 kV and p = 20 mTorr
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From the data in Table 4.1, the power and live sheath voltage for both collisional 
and collisionless ions are very similar, so from the previous section the ion flux to the 
live electrode must also be equivalent. The density increases by an order of magnitude for 
collisional ions and so for a constant flux the ion velocity must decrease by the same. 
However, this would appear to result in a violation of Bohm's law at the sheath edge, 
since to maintain a positive potential in the sheath the velocity of ions entering the sheath
0.25
P o sitio n  (m )
n  ‘
0.25
P o sitio n  (m )
0.25
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Figure 4.28 Average values of (a) ion velocity (b) ion density (c) electron energy
plotted as a function of position. Results are shown for both collisionless 
(solid line) and collisional (dotted line) ions. The vertical lines show the 
respective positions of the ion sheath width.
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must be at least equal to the ion sound speed. To determine if this violation does occur it 
is necessary to have a closer look at the ion flux close to the sheath edge. Plotted in 
Figure 4.28 as a function of position are (a) the average ion velocity (b) the ion density 
(c) the average electron energy, for both collisional and collisionless ion cases. From (c) 
the average electron energy close to the ion sheath width for the collisionless ion case is 
about 7 eV. Assuming that the temperature can be related to the average energy by 
kTe = 2/3e then kTe = 4.7 eV, giving an ion sound speed of us = 2.6xl04 ms-1, which 
corresponds exactly to the average velocity at the sheath edge in Figure 4.27 (a). From 
Figure 4.28 (b) the density at the sheath edge is 1.5xl014 n r 3, giving a flux of 
F=4.2xl0nr?srl.
For the collisional ions, from Figure 4.28 (c) kTe = 2.7 eV, giving an ion sound 
speed of us = 1.6 x 104 ms-1 (so roughly 2/3 of the collisionless ion sound speed).
Again this corresponds well to the average velocity in Figure 4.28 (a) of 1.8 x 104 ms-1, 
so obviously Bohm's criterion is obeyed in the collisional case. The density at the sheath 
edge from (b) is approximately 7 x l0 14 rrr3, giving a flux of F =  1 lx lO 18 m-2s-1, so in 
fact the collisional flux is about 3 times that of the collisionless at the sheath edge. 
However, due to the reduced ion mobility in the sheath, the average collisional ion 
velocity at the electrode is only 1/3 of the collisionless ion velocity, and although density 
at the electrode is still higher the relative fluxes for the collisionless and collisional cases
are rnc= 1 lx 1018 m '2s_1 and rc = 13xl018 n r2s_1 respectively. Hence Bohm's criterion 
is preserved in the case of ion collisions and the fluxes at the electrodes are approximately 
equal for both collisionless and collisional ions, as expected from the results in Table 4.1.
4.6 Ion distribution functions at the 
electrodes
For systems in which ion collisions can be neglected the average ion energy at the 
surfaces can be easily determined from the average sheath potentials. For asymmetric 
systems the sheath potential at the live electrode is the sum of a dc bias voltage and the 
plasma potential, while that at the grounded sheath is simply the average plasma potential 
(see Section 4.1.2). In very asymmetric systems the bias voltage is very large and the 
plasma potential very small, making the bias voltage a good measure of the average live 
sheath potential. The ion energy distribution can also be substantially broadened by rf 
effects, depending on the length of time the ion spends in the sheath compared to the 
period of the rf cycle, so to fully characterise the ion energy distributions at the electrode
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surfaces it is important to know the amplitude of the sheath voltage and the maximum 
sheath width, as well as the average potential.
For systems in which ion collisions are important -  and this includes most of the 
pressure range used in RIE -  collisions play a substantial role in determining the energy 
distributions. Ions will typically make many collisions in the bulk, but have little directed 
energy due to the low fields in the bulk, so energies remain essentially thermal. In the 
sheath, however, ions are accelerated by the field and gain substantial energy parallel to 
the field direction. This energy can then be transferred into angular momentum through 
elastic collisions with neutrals, resulting in broadening of the angular distribution at the 
electrode. Charge exchange collisions in the sheath will substantially lower the average 
energy of ions arriving at the substrate, and also produce highly energetic neutrals which 
can effect the substrate surface. To determine energy and angular distributions at surfaces 
in the reactor it is therefore important to model these collision processes.
Ion energy distributions are examined for various plasma conditions in the 
following sections.
4.6.1 Collisionless ions
The phase of the rf cycle at which the ion enters the sheath determines the 
potential across the sheath at the time of entry, and therefore the initial acceleration of the 
ion. If the ion spends many rf cycles traversing the sheath this information will be lost 
and the ion will arrive at the electrode with the average sheath potential. If, however, the 
time taken to transit the sheath is of the same order as the rf period, then the entry 
conditions will be important in determining the final velocity and ions will not all reach 
the substrate with the average energy. In this case the IEDF will have more structure than 
would occur in a dc system. Figure 4.29 and Figure 4.30 show the ion energy 
distributions with area ratio, and pressure as parameters respectively. The double-peaked 
distribution is typical of rf systems, since the sheath potential varies sinusoidally with 
time (see Figure 4.2) and so more time is spent at values close to the minimum and 
maximum voltages. The distribution therefore peaks at the extremes and a local minimum 
at the average potential, which the sheath sweeps through rapidly. The EDF is symmetric 
about the average energy, so that the peaks are equidistant from the centre. IEDFs have 
been intensively studied for rf discharges and this distribution has been experimentally 
verified for collisionless ions by many authors (see Cobum and Kay (1972), Kuyper and 
Hopman (1988), Greene et al (1988), Wild and Koidl (1991), Flender and Wiesemann 
(1994))
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Figure 4.29 Ion energy distribution of collisionless ions as a function of area ratio at 
(a) live electrode (b) grounded electrode.
Figure 4.29 (a) is a plot of the live IEDF as a function of area ratio, this shows 
that the average ion energy increases with area ratio as expected, since the average sheath 
potential is known to increase with a  (see Figure 4.6). The average ion energy from the 
IEDF is defined to be the energy mid-way between the two peak energies, rather than the 
true average of all ion energies at the electrode, comparison between the average ion 
energy and the average sheath potential is presented in Figure 4.31. The energy 
separation of the peaks also increases with area ratio -  this quantity depends on the 
sheath potential and width, and results from an analytic expression is compared to the 
simulation later in this section. The energy peaks show some asymmetry -  for example 
distributions at the live electrode have larger peaks on the high energy side. According to
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Field et al (1991) this is typical of distributions of light ions; although simulation results 
at the grounded electrode have a higher low energy peak which would appear to 
contradict this explanation. Another point to note from Figure 4.29 (a) are the small 
features at low energy, which also appear to show a double-peaked distribution. These 
are due to ionisation in the sheath region during the period of the sheath collapse, 
resulting in the creation of very low energy ions in the middle of the sheath which are 
then swept up by the advancing sheath edge. The effect is more noticeable at higher area 
ratios, since more energetic electrons are produced.
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Figure 4.30 Ion energy distribution of collisionless ions as a function of pressure 
at (a) live electrode (b) grounded electrode.
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For the grounded electrode. Figure 4.29 (b), it can be seen that the energy 
distribution moves to lower average energies as the average grounded sheath potential 
decreases, and that the peak separation also decreases, until at a  = 15 there is only a 
single peak. A single peaked structure indicates that the ions are spending many rf cycles 
in the sheath until their energy is entirely averaged and independant of the entry phase.
Figure 4.30 (a) shows the IEDF at the live electrode for a range of pressures. 
There are a few differences from Figure 4.29 to note, namely that at higher pressures 
more structure can be seen in the distributions, and at p = 50 mTorr the IEDF has three 
peaks rather than two. This is again due to ionisation in the sheath by energetic electrons 
-  at higher pressures the ionisation rate is large enough to produce a substantial numbers 
of low energy ions in the sheath, resulting in a distribution function which can interact 
with that of ions entering the sheath from the bulk.
Figure 4.31 is a plot of the average ion energy (i.e., the energy mid-way between 
the peaks) plotted as a function of the average sheath potential for all simulation 
parameters. Agreement between the two parameters is extremely good for the whole 
range of parameters for both live and grounded sheaths. Hence IEDFs of collisionless 
ions can be used to determine the average sheath potential in experimental set-ups, where 
it can be difficult to make measurements of the bulk potential. This would only work for 
a limited range of conditions (i.e., at low pressures, when ions can be considered 
collisionless) and since most processing reactors have complex chemistries, with many 
different charged molecules present, the IEDFs can be difficult to interpret.
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Figure 4.31 Average ion energy determined from the mid-position of the two peaks in 
the IEDF, plotted as a function of the average sheath potential for live 
(dots) and grounded (crosses) sheaths.
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Various authors have determined analytic expression for the energy separation of 
the peaks in the rf ion energy distribution, however the derivations typically have the 
same form and differ only by a constant factor. Using the expression from Manenschijn 
eta l (1991)
AE
2ne\V\ 2 qV 
cos mi
(4.30)
where q and m; are the charge and mass of the ion, co is the rf frequency, IVI is the 
amplitude of the sheath voltage and V the average, and n is a constant which depends on 
the collision dynamics. Manenschijn et al specify a value of n -  4/3, for collisionless 
ions. However in comparison to the simulation it was found that n = 2/9, gave a better 
fitting. The results from equation (4.30), with n -  2/9, are plotted as a function of area 
ratio in Figure 4.32 in comparison to simulation results. The results compare extremely 
well at low area ratios, but do show slight disparity at the higher area ratios. Simulation 
values for the live electrode are a little lower than those calculated from (4.30) while the 
reverse is true for the grounded electrode. This seems to indicate that equation (4.30) 
does not work quite as well for very asymmetric systems, possibly due to the field 
reversal effects at the electrode mentioned previously in this chapter.
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Figure 4.32 Energy separation of bimodal peaks in IEDF peaks as a function of area 
ratio. Simulation results are plotted in comparison to results from (4.30).
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As mentioned previously, the form of the IEDF depends on the phase of the cycle 
that the ion enters the sheath, and on the length of time spent in the sheath. Wild and 
Koidl (1991) give an analytic expression for the collisionless ion transit time as a function 
of the sheath parameters:
t^ _ = cos_ r^r
T K V 2eV ’
(4.31)
where vlon is the transit time across the sheath, and T the period of the rf cycle. The 
results from (4.31) are plotted in Figure 4.33 and indicate that the transit time for both 
live and grounded sheaths is approximately equal for all area ratios, despite the 
differences in sheath potential and width. This would appear to contradict the results for 
the IEDFs at high area ratios, which show large peak separations at the live electrode -  
indicating very little averaging of the ion energy, and therefore short transit times -  and 
almost single-peaked distributions at the grounded electrode, indicating long transit times. 
Possibly the transit times cannot be so simply discerned from the peak separation, or 
perhaps equation (4.31) does not hold well for asymmetric systems. Simulation results 
are not generally available for ion transit times, so it is difficult to determine agreement 
between the simulation and equation (4.31), but some results for a  = 6 are discussed 
next.
To gain a better understanding of ion motion in the sheath, trajectories of a 
number of ions in the live sheath were determined for a  = 6. Ions were chosen randomly 
as they entered the sheath, and their total energy stored as a function of position until the
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Figure 4.33 Ratio of ion transit time in the sheath to rf period plotted for live and 
grounded sheaths
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Figure 4.34 Collisionless ion trajectories in the live sheath for oc= 6, showing the total 
ion energy as a function of position. Flattening of the ion trajectories 
indicate periods of sheath collapse.
electrode was reached. Results are plotted in Figure 4.34 for 9 ions. These plots indicate 
that ions enter the sheath with approximately the same energy (determined by the Bohm 
criterion) and on average spend 3 - 4  cycles in the sheath. The intermissions when the 
sheath is collapsed can be seen as periods of constant energy. In the first cycle the ions 
gain little energy, but by the third cycle they have reached substantial fractions of the 
sheath potential, and differences in the final energy are apparent. This shows that ions 
can essentially be considered as a mono-energetic beam on entering the sheath edge, so 
that the structure in the energy distribution at the electrode is due to difference in phase at 
the time of entry. Note that the average number of cycles spent in the sheath predicted by 
equation (4.31) is 2.2, which is slightly lower than the value estimated from Figure 4.34; 
although it must be noted that only a small number of ions were sampled, and that the 
estimation for the number of cycles depends very strongly on where the sheath edge is 
chosen.
4. 6.2 Collisional ions
The introduction of ion collisions to the simulation results in a substantial drop in 
the average ion energy, as is shown in Table 4.1. This can be directly attributed to the 
effect of charge exchange collisions on the IEDF in the sheath. For pressure in the 10 - 
100 mTorr range the charge exchange mean-free pathlength is of the order of 8 - 2 mm,
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while the maximum sheath widths are approximately an order of magnitude larger. Most 
ions will therefore make many charge exchange collisions in the sheath before reaching 
the electrode, and each collision results in complete loss of the energy previously gained 
through acceleration by the sheath fields. Charge exchange therefore acts to cool the ion 
energy distribution at the electrode, and furthermore randomises the ion arrival time at the 
electrode with respect to the phase of entry to the sheath .
Elastic collisions, while having little effect on the total energy of the ions, 
determines the ratio of the energy distributed between the parallel and perpendicular 
direction, which results in broadened angular distributions at the electrodes producing 
detrimental conditions for etching. Transferring radially directed energy into angular 
momentum also results in the ions spending more time in the sheaths.
Figure 4.35 and 4.36 show the total ion energy for the same conditions given in 
Figure 4.29 and 4.30. Fooking at Figure 4.35, the area ratio case, the IEDFs have 
completely changed from the distinctively bimodal peaks of the collisionless ion 
structure, instead they feature a much broader structure, with a large number of noisy 
peaks, which extends across the whole energy range. The distributions now show a large 
number of ions at the low energy range, with only a very few reaching the electrode with 
the peak energy, indicating a substantial drop in the average energy of ions arriving at the 
electrode. From this it is expected that most of the ions have undergone at least one 
charge exchange collision in the sheath, and in fact the ion mean free path for charge 
exchange at 20 mTorr is on the order of a few millimetres, indicating that ions would be 
expected to make several collisions in sheaths with widths of a few centimetres.
Figure 4.36 shows the variation with pressure emphasising the role of collisions 
in determining the IEDF. At 10 mTorr quite a few ions still arrive at the electrode with the 
peak energy, indicating that these ions manage to cross the sheath without making a 
collision. As the background pressure is increased more collisions occur in the sheaths 
and the distribution moves to lower energies, until at 50 mTorr the distribution 
approaches an exponential form with a large peak close to zero energy, indicating a 
highly collisional sheath. Although the sheath width decreases with pressure, from a live 
sheath width of 5.7 cm at 10 mTorr to 2.8 cm at 50 mTorr , the mean free path for charge 
exchange decreases at the same time from 6 mm to 1.2 mm. Therefore the ratio of sheath 
width to mean free pathVA increases from 9.5 to 23.3 over the pressure range.
Wild and Koidl (1991) have modelled the effects of charge exchange in the sheath 
on the IEDF. Their distributions show pronounced structure of peaks, which occur when 
the local electric field approaches zero at the moment a stationary ion is created by a 
charge exchange collision. The distributions found from the simulation also exhibit a 
peaked structure, but the peaks are broader and have more internal structure. This could 
be due to elastic collisions (which Wild and Koidl ignore) effectively smearing out the 
charge exchange peaks. Or it could be connected to other approximations in the theory,
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such as using a linear electric field in the sheath, or assuming that the charge exchange 
cross-section is independant of energy. In the simulation the fields are quite non-linear 
particularly in asymmetric geometries and there are other effects such as field reversal at 
the electrode which could effect the distributions. The charge exchange cross-section for
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Figure 4.35 Ion energy distribution of collisional ions for different area ratios at 
(a) live electrode (b) grounded electrode.
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Figure 4.36 Ion energy distribution of collisional ions for different pressures at 
(a) live electrode (b) grounded electrode.
hydrogen decreases by an order of magnitude in going from 1 eV to 100 eV, which ions 
can quite easily do when crossing the sheath. Ions at low energies are therefore more 
likely to make a collision, which increases the probability of ions making more than one 
collision in the sheath. However the differences between the model and the simulation
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results are still puzzling since Wild and Koidl have obtained good agreement with 
experimental measurements using their model; and their distributions have been 
reproduced using planar PIC simulations (Surrendra and Graves (1990)) for similar 
dimensionless sheath conditions.
Another important parameter for etching which is effected by collisions in the 
sheath is the angular distribution of ions (IAD) arriving at the electrode -  with broader 
IADs producing non-perpendicular etching. Figure 4.37 shows a plot of the IAD for 
a  = 6, Vff= 1 kV and p = 20 mTorr. The angles are measured relative to the 
perpendicular to the electrode surface, so in the collisionless case ions all arrive at zero 
degrees. The live distribution has an spread of only a few degrees, indicating that most of 
the ions are coming in with small perpendicular energies relative to their parallel energies. 
The distribution at the grounded electrode is much broader, with a spread of up to 10°. 
The ions in the live sheath experience high average voltages and therefore gain large 
energies parallel to the field. This tends to narrow the distribution, and also means ions
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Figure 4.37 Angular distribution of ions at (a) live and (b) grounded electrode, for 
a  = 6, p = 20 mTorr.
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travel quickly through the sheath and so have a smaller likelihood of making collisions. 
The fields in the grounded sheath are smaller so the ratio of parallel to perpendicular 
energies is likely to remain higher, and as ions spend longer in the sheath they are more 
likely to have a collision.
Finally Figure 4.38 shows collisional ion trajectories through the sheath. 
Collisions are immediately obvious as abrupt changes in the ion energy. In a charge 
exchange collision ions transfer almost all their energy to the neutral, and so are 
immediately obvious as a decrease to 0 eV. The energy loss for elastic collisions on the 
other hand varies between 0 and 100 %, depending on the angle of collision, with an 
average loss of about 50 %. There are no obvious elastic collisions in the sample of ions 
plotted in Figure 4.38. This is not surprising, since the mean free path for elastic 
collisions is more than an order of magnitude larger than that for charge exchange, so 
ions are much less likely to make elastic collisions in the sheath. The ions appear to be 
spending between 4 to 5 cycles in the sheath although it is a little difficult to determine 
from this plot due to the added effects of collisions. The trajectories indicate that at 20 
mTorr the ions are making multiple charge exchange collisions in the sheath, as expected 
from the arguments given above. Note that fewer ions are plotted than for the 
collisionless case, for the sake of clarity.
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Figure 4.38 Collisional ion trajectories in the live sheath for oc= 6, showing total 
energy as a function of position. The ion energy drops to zero when a 
charge exchange collision takes place. Only 4 ion trajectories are plotted.
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4.7 Conclusion
This chapter has presented results for both collisionless and collisional ion 
simulations in asymmetric geometry. The sheath voltage ratio has been determined for a 
range of plasma parameters and is found to depend on the applied voltage and 
background gas pressure, as well as the electrode area ratio. This was not taken into 
account in the analytic expression derived by Lieberman (1989), nor is it commented on 
in other PIC simulations in asymmetric geometry (Alves et al (1991). An expression for 
the bias voltage has been determined as a function of the applied voltage, electrode area 
ratio and the ratio of the sheath densities, and a good approximation can be found by 
ignoring the differences in sheath density. The results from this expression agree well 
with results from the simulation.
Heating of electrons through interaction with the moving sheath edge is found to 
be critical in sustaining the discharge, as has previously been determined from planar 
simulations. However in the asymmetric system heating is found to occur almost 
exclusively at the powered electrode sheath, due to asymmetry in the voltage distribution 
across the plasma. The power balance for the electrons was also examined and results 
from analytic expressions for sheath and ohmic heating of the electrons were found to 
agree with results from the simulation only for the symmetric case. The overestimation of 
ohmic heating by equation (4.20) has been related to high energy electrons in the bulk. 
The balance of power losses by the electrons through inelastic collisions and to the walls 
was found to agree well with the power gained by the electrons.
The sheath resistance was determined from the simulation using the ion power 
balance, and results were found to compare well to an analytic expression from Godyak 
et al (1991a). The relative power transferred to ions and electrons is found to depend on 
the total power absorbed by the plasma -  at low values the power is divided equally 
between ions and electrons, while at high values more power goes into the ions.
Ion collisions on the simulation was found to substantially increase the plasma 
density and decrease the average ion energy. This is mainly due to reduced ion mobility 
in the collisional system. The IEDs at the electrodes are found to be dependant on both 
the rf field variation in the sheath and the number of collisions made by the ions in the 
sheath.
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Chapter 5
Differential Cross-sections
for Ar-Ar+
Laser-induced fluorescence measurements in low pressure ECR reactors 
(Sadeghi et al (1991), den Hartog et al (1990)) have found that argon ion temperatures 
perpendicular to the applied electric field can be 10 times greater than that of the neutral 
gas temperature within the bulk. Hence ion collisions with the background gas atoms 
must be involved in transferring energy obtained by the ions through acceleration in the 
field, to directions perpendicular to the field. However, experimental measurements 
(Vestal et al (1978)) show that for ion energies greater than ~1 eV the differential cross- 
section for ion collisions with atoms is highly anisotropic -  having scattering angles 
close to 0° or 180° in the centre-of-mass frame -  which should result in negligible 
perpendicular heating. This seems to indicate that there is some feature in the cross- 
sections, at least for low energies, which has a large effect on the ion trajectories but is 
not well understood.
In manufacturing of micro-electronic devices it is desirable to have control of the 
angular distribution of the ions at the surface to ensure vertical etching of the substrate. 
It is therefore necessary to have a detailed understanding of how the ion trajectories are 
effected by collisions, both within the bulk and in the sheath, and their consequential 
effect on the angular distribution at the substrate. To understand therefore how ion- 
neutral collisions modify the ion velocity distribution, the effect of finite scattering 
angles is investigated by developing a highly accurate model of these collisions. The 
interaction potentials for Ar-Ar+ were represented by using a Morse curve fit, and 
classical techniques used to determine the scattering angle as a function of energy and 
impact parameter. The details of the derivation are presented in Section 5.1. In Section 
5.2 the collision model was used in a one-dimensional Monte Carlo code to determine 
the differential cross-sections, which were compared to the experimental measurements 
given in Vestal et a l . This code simulates argon ions travelling through a background 
of neutral argon gas allowing determination of the energy division between the parallel 
and perpendicular directions. Simulation results for drift velocities of ions in constant 
fields and pressures are compared to theoretical and experimental results in Section 5.3.
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5.1 Theory
5 . 7.7 Fitting the interaction potential
The post-collision trajectories of two colliding particles are determined by their 
interaction potential. By fitting a curve to the potential, it can be used in a classical 
calculation to determine the scattering angle of the particles in the centre-of-mass frame. 
In order to accurately determine the ion scattering as a function of the particle energy 
and the impact parameter it is important to correctly reproduce the width, c, depth, £, 
and position of the potential minimum, rw.
The potential was fitted using a Morse curve, which consists of two 
exponentials fitted with results from spectroscopic measurements. This method of 
representing the interaction potential was originally developed by P.M. Morse in 1929 
(Varshni (1957)) for spectroscopic work and accurately models the short range 
repulsive forces and the potential well, which is important in determining the large 
scattering angle component of the cross-section. The curve is fitted with theoretical 
parameters obtained from Lorents et al (1973).
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Figure 5.1 The interaction potential for argon, represented using the Morse form 
given in equation (5.1).
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V(r) = e(e2 c v - T v ), (5.1)
where x  = / - —
f  w
rw = the position of the potential well = 2.438 A 
£ = well depth = 1.25 eV
c = parameter controlling well width = 1.623
5.1.2 Calculating the Scattering Angle
Once the potential has been determined the scattering angle can be calculated 
classically using conservation of energy and momentum. In order to simplify the 
calculations the two-body scattering problem is reduced to a single reduced mass 
“virtual” particle scattering about a stationary centre by converting to the centre-of-mass 
reference frame. This single-body scattering problem is represented schematically in 
Figure 5.2.
Figure 5.2 Diagram of a reduced mass particle scattering about a point in the centre- 
of-mass frame. Mr is the reduced particle mass, vc is its initial velocity, 
and (p(r) the instantaneous angle between the particle and the scattering 
centre; b is the impact parameter, 6 is the scattering angle, rmin the 
distance of closest approach and (f) the angle at this distance.
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In the centre-of-mass frame (p , the angle the virtual particle makes with the 
scattering centre at the distance of closest approach, is given by
0 = -
(5.2)
where (p =  instantaneous angle of virtual particle with scattering centre. From 
conservation of energy and momentum the rate of change of (p with particle 
separation, r, can be obtained from
d(p
dr
(5.3)
where £0 = relative centre-of-mass energy of the particle = Mr is the mass of
Ma
the virtual particle = — u0is the initial velocity of the particle and b is the impact 
parameter. Substituting (5.3) into (5.2)
<P(£0 ,b ) =
(5.4)
From symmetry in the centre-of-mass frame, 0 = n -  2 ( f ) , and so the scattering angle, 
6, is given by
0 ( e  0 , b)  = n -
(5.5)
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Note that when b = 0 the ion is reflected, since the scattering angle 6(e0, b) = n.
The distance of closest approach, rmin, is determined from the largest real root 
of the equation
{ V( r min) b 2 = Q
a " 2
0 rmin . (5 .6 )
If rmin is real and non-zero then (5.5) is integrable.
The distance of closest approach, rm;n, is shown in Figure 5.3 for energies of 
0.001, 0.2, 1.0, 10.0, and 500.0 eV. The behaviour of rm;n can be divided into two 
different regions. At large impact parameters the potential V ~ 0 for all energies, so
o #
from equation (5.6) rm[n ~ b. For impact parameters in the range 3 - 9 A, which 
corresponds to the region of the potential well, the behaviour of rm;n is highly 
dependant on the energy, e0. At very small impact parameters the distance of closest 
approach will be equal to the distance, r, corresponding to the maximum potential
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Figure 5.3 Distance of closest approach, rmi„, as a function of impact parameter for 
energies 0.001 eV (solid line), 0.2 eV (dotted), 1.0 eV (dashed),
10.0 eV (dash-dot), 500.0 eV (dash-three dots).
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barrier, V(r) = e„, that the ion can climb. Ions with small energies can be trapped by the 
well at large impact parameters, and will therefore attain values of rmin ~ 2 A (the 
distance at which the potential becomes positive) before being scattered. Ions with 
energies larger than the well depth of 1.25 eV will be less effected by the well and will 
be reflected from the potential barrier at much smaller impact parameters. The position 
of the discontinuity in rm[n is therefore inversely proportional to the ion energy.
Some modification to the scattering angle calculation is introduced at this point 
as numerically integrating equation (5.5) is awkward at impact parameters approaching 
rmin, since the integrand (5.6) becomes infinite at this point. In order to remove the 
singularity at rmin and make the region of integration finite a change of variables is 
introduced
cosjc =_  '  m in (5.7)
Equation (5.5) can then be re-written as
Q(£rs,b) = n — 2l 71/2 dxV 1 + F(x) (5.8)
where F{x)
1
b2 sin2 X
r ^ ~ b 2- r j
v(  -CmiiL )
y  c o sjc  )
V )
For equation (5.8) to be integrable at rmin , F(x) needs to be finite as jc —> 0. 
To test whether this is true first consider the behaviour of V as x —» 0. At small values 
of x
rmin
COSJC
~ Tmin
2
l l4t (5.9)
and therefore the potential at small jc can be approximated using
2 v dr J rmi<
(5.10)
At jc = 0 r = rmin and so equation (5.6) can be re-written as
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Substituting (5.10) and (5.11) into the equation for F yields the result that for small x
(5.12)
sin2xSince— -------> 1 as x —> 0, F(x) will be finite provided that the gradient of the
potential is finite at the distance of closest approach, which will be true for all impact 
parameters which are larger than the repulsive core of the potential.
Finally (5.8) is re-arranged to make the difference implicit, which should reduce 
the incidence of numerical errors for small values of 6:
Figure 5.4(a) is a three-dimensional plot of the scattering angle as a function of 
energy and impact parameter. At large impact parameters most of the surface is flat and 
has a value close to zero: this clearly shows that for most parameters the scattering 
angle is very small and so the scattering will be highly anisotropic. This corroborates 
the experimental measurements of Vestal et a l . However, there is a distinctive region at 
fairly small impact parameters where the scattering angle can reach large negative 
numbers, after which it slowly becomes positive, reaching a value of n at b = 0. This 
structure can be more clearly seen by looking at the individual energies plotted in Figure 
5.4 (b). This clearly shows that there is a small range of impact parameters for which 
the scattering angle quite suddenly becomes extremely large -  these are the same 
regions of impact parameter for which the discontinuity in the distance of closest 
approach graph occurs (in Figure 5.3). Note that this feature depends on energy as well 
as impact parameter -  the position of the peak (negative) angle occurs at decreasing 
impact parameters for increasing energies. In other words, the ion and the neutral have
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to approach more closely at large energies in order to scatter at large angles. The feature 
is very distinctive at low energies 0.001 -  1.0 eV (although the absolute magnitude has 
a large degree of scatter over this range) but decreases with energy, so that at 500 eV it 
has entirely disappeared. At very small impact parameters, the scattering angle becomes 
positive, increasing to a maximum scattering angle of K at b = 0. This sinusoidal 
scattering dependence is typical of hard-sphere collisions and represents scattering from 
the hard core of the potential.
Since the scattering angle is determined using classical considerations, an 
intuitive picture of the event can be built up by considering the interaction potential as a 
two dimensional surface along which the ion travels. This is represented schematically 
in Figure 5.5, with scattering shown for three different impact parameters. In case (a), 
where b is much larger than the radius of the potential well, the particle trajectory is 
relatively undisturbed, and the scattering angle is essentially 0. For case (b) where the 
impact parameter is of the order of the well radius, rweu, the particle enters the well and 
spirals toward the centre -  the ion and neutral are trapped into orbiting one another as a 
"pseudo particle" before scattering, and a large scattering angle results. As b decreases 
the time spent in the well decreases and so does the scattering angle. Case (c) occurs
Figure 5.5 Schematic of an ion scattering in a 2D interaction potential, showing
scattering behaviour for three different ranges of the impact parameter, 
b. (a) when b »  rweu, the radius of the potential well, the scattering 
angle, 6, is very small, (b) when b ~rweu, orbiting occurs and 0 is 
very large, (c) when b ~rcore, the repulsive core of the potential, 
isotropic scattering occurs and 6 2cos~lb.
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when b approaches rcore, the radius of the repulsive core potential. The interaction 
between ion and neutral is then similar to hard-sphere scattering and the scattering angle 
has a cosine dependence on b (cos 6/2 °c b) so that as b —> 0 the scattering angle 
approaches n.
This particular picture is only valid for relatively low energy ions - say for the 
0.001 - 1.0 eV range. As the ion energy increases the effect of the well potential has 
less and less effect on case (b) ions, since the impact parameter at which orbiting occurs 
decreases with increasing energy and so the likelihood of particle trapping also 
decreases. Therefore as the ion energy increases the position of the peak in the 
scattering angle becomes smaller; so that at very high energies ions experience only 
scattering corresponding to cases (a) and (c). This picture of the scattering explains the 
effects noted in Figure 5.4, and as well explains the dramatic drop in distance of closest 
approach at impact parameters corresponding to the well position (Figure 5.3). The 
sign of the scattering angle is determined by the form of equation (5.5) -  the scattering 
angle is negative when the integral on the right hand side is > 7t/2, and positive when it 
is < 7i/2.
The unexpectedly large scattering angles for case (b) ions are known collectively 
as the rainbow angle, in analogy to critical angle scattering of light (see also Section 
5.1.3). The impact parameter at which the rainbow angle occurs is inversely 
proportional to the ion energy, since higher energy ions need to be closer to the well 
minimum to be trapped, and very high energy ions will not be trapped at all. Hence the 
magnitude of the rainbow angle is proportional to the ratio of the ion energy and the 
maximum well depth.
5.1.3 Singularities in the scattering angle
There are several forms of singularity in the scattering angle, due to the form of 
the interaction potential, which have important physical effects on the scattering.
Orbiting
It is possible for the scattering angle, 6, to be greater than k , which means that 
the particle makes more than one revolution around the scattering centre. This 
phenomenon is known as orbiting. The conditions for this to take place can be 
determined by rewriting the numerator of (5.5) in terms of the classical angular 
momentum J = MrVjb. An effective potential, Veff, for the relative radial motion can 
then be written as
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(5.14)
V e f f  (') = v<r) +
2 M rr
where V(r) is the true interaction potential, J is the angular momentum, Mr is the 
reduced mass and r is the radial distance. The radial velocity can therefore be 
determined from
\ M y 2r = e0 -Veff(r)
(5.15)
where £0 is the initial energy of the particle. If the radial velocity is small in the vicinity
of the potential well minimum, and in particular if = 0 at rmin , then
,~rmin
orbiting will occur.
Rainbow scattering
There is a singularity in the scattering angle which occurs for potentials with 
attractive minima, known as the rainbow effect, in analogy with the formation of 
rainbows by scattering of light at a critical angle. According to Mason and McDaniel
dQ
((1988), pg 151) this effect occurs at impact parameters for which the slope ^  = 0, 
since the differential cross-section, a, becomes infinite at this point:
a(b,0)
b db 
sinö dS  ’
(5.16)
Effectively the scattering probability is large at this angle, but not infinite, since 
in the simulation the resolution is limited to the bin size for the impact parameter and in 
the “real world” the interaction potential is blurred by the effects of neighbouring 
particles.
Physically this corresponds to a range of energies and impact parameters which 
cause the particles to orbit each other as a pseudo-molecule before scattering. The 
magnitude of the rainbow angle varies inversely with the energy (see Section 5.3.1), so 
ions with energies of the order of a few eV will typically scatter at much larger angles 
than expected for small-angle elastic scattering. Since the rainbow angle has a large 
cross-section, and hence a large probability, it plays a major role in determining the 
transfer of energy into the perpendicular direction.
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Glory scattering
This singularity occurs when the scattering angle 6 —> n7t, where n is an 
integer. Zero and even values of n represent forward scattering, odd values of n 
backward scattering. This effect is difficult to detect experimentally, since ions scattered 
in the forward direction are impossible to distinguish from the beam of unscattered 
ions, and ions scattered in the backward direction do not reach the detector.
The effect of these three singularities is shown schematically in Figure 5.6. 
Figure 5.6 (a) shows a general form the scattering angle as a function of impact
Impact Parameter
Scattering Angle
Figure 5.6 (a) The scattering angle as a function of the impact parameter for a
given energy, showing the regions of impact parameters corresponding 
to glory and rainbow scattering (b) Scattering probability for the same 
energy, with the contribution from each region. The total probability, 
shown as a thick line, is the sum of I, II and III.
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parameter at a given ion energy (c.f. simulation results in Figure 5.4 (b)). The 
scattering angle is divided into three regions which are bounded by impact parameters 
which correspond to glory scattering {6=  0° or 180°) and rainbow scattering (6 = 
drain)- Figure 5.6 (b) presents the total scattering probability as a function of scattering 
angle, which is determined from the likelihood of scattering at a particular angle for 
each region, assuming that all values of b is equally likely. For example, in region III 
the scattering angle varies from very small at b —> to 0rain at b = brain, and since
there is much larger proportion of small scattering angles (over the impact parameter 
range) the probability curve peaks as 6 -»  0. There is also a small local peak at 
d-drain, since the curve d (b) flattens out as b — > brain and hence a relatively larger 
proportion of ions will be scattered at this angle.
These calculations determine d for elastic scattering only. For collisions at 
small separations there is a high likelihood of charge exchange taking place -  this is the 
phenomenon in which the neutral and the ion swap an electron during the collision (in 
fact the electron may be transferred several times, depending on the duration of the 
event). This results in a hot neutral atom and a thermal ion, and hence charge exchange 
has the effect of cooling ions accelerated in the sheath. In order to include charge 
exchange in the model, the charge exchange probability must be determined as a 
function of energy and impact parameter.
5.1.4 Charge Exchange
In a charge exchange collision an electron swaps from the neutral over to the 
ion. This makes a scattering angle of d look like scattering at K -d, since the ion and the 
neutral have interchanged during the collision. Charge exchange is intrinsically a 
quantum effect and it cannot be obtained from the classical elastic scattering calculation, 
so it must be included empirically into the model using experimental values of the total 
charge exchange cross-section (the cross-sections are given in Appendix A). Each 
collision is then tested to determine whether charge exchange takes place and if the 
criteria are fulfilled then the scattering angle, 6, is swapped to n -d.
At a given energy, the probability of the collision involving a charge exchange 
interaction varies sinusoidally with impact parameter between 0 and 1, due to orbital 
resonances. At a critical impact parameter, which is dependent on energy, the 
probability decreases exponentially to zero (Rapp and Francis (1962)). This is shown 
schematically in Figure 5.7. For the purposes of the simulation, the charge exchange 
probability can be taken as ^ for b < a and as an exponential for b > a; with the
maximum b for which a charge-exchange collision can occur chosen to be an arbitrary
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chxjimit
Impact Parameter
Figure 5.7 Variation of charge exchange probability with the impact parameter
limit, bchx [imit. The function used to model this charge exchange probability is given 
by (Porteous (1993))
P r *  =
sinh(b/a) 6
2 b/a ^5 + cosh(Z?/tf)y
(5.17)
where b is the impact parameter, and a is the value at which the function starts to turn 
over. This function was chosen since it is flat at low impact parameters, decays as e~b/a 
for b > a and is integrable. The turn-over point, a, is found using the total charge 
exchange cross-section, using
a .. 2.JP.M* , - «»•
where Qex is the total charge exchange cross-section as a function of energy. An 
equation has been determined for Qex, using the expression (Mason and McDaniel 
(1988) pg 344)
0 c J /2= « . - t f 2l n e  (5.19)
where a j and <22 are constants which depend on the gas type, and e is the ion energy in 
eV. Fitting to experimentally measured cross-sections from Rapp and Francis (1962) 
gives values of aj = 7.0 and «2 = 0.38.
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The charge-exchange limit, bchx nmit, is chosen to be 6a, which effectively 
means that collisions with probabilities of < 1% are ignored. As this is an empirical, 
rather than a quantum mechanical description of charge exchange, the cross-sections 
derived using this method will not exhibit the peak structure due to orbital resonances 
which is typically associated with charge exchange, but they will have the correct shape 
and the right order of magnitude.
5.1.5 Impact parameters
In determining the scattering angle using equation (5.13) it is neither practical, 
nor possible, to integrate out to infinite impact parameters although the interaction 
potential has no limits in theory. Hence practical limits on b must be determined in 
order to integrate 6 numerically. From Figure 5.4 it can be seen that at large impact 
parameters the scattering angle decreases very slowly toward 0. It is not necessary to 
include the infinitely small scattering angles at very large impact parameters, since these 
have almost no effect on the ion trajectory but take the same amount of computer time 
as a larger, more effective collision. At each energy, therefore, the impact parameter
c h x _ lim it
Ion Energy (eV)
Figure 5.8 Limits on impact parameter used in the simulation, bminj nt_angle 
corresponds to the minimum angle of interest and bchxJim it is  the 
maximum charge-exchange limit
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corresponding to a scattering angle of 1°, bmin int angie , was chosen as an arbitrary 
cut-off for elastic collisions. However all charge exchange collisions (with impact 
parameters less than bcflx are included, since these do have a big effect on the ion 
velocity. Thus the limit of b at each energy is taken to be the maximum of bmin int ang[e 
and bcilx and any event with an impact parameter larger than this is assumed to be 
a null collision. The limits are shown in Figure 5.8. It is found that bc^x nmit is larger 
than bmin int angie for all the impact parameters of interest, and so bcfvc nmit is chosen 
to be the maximum impact parameter used in determining the scattering angle.
5.2 Monte Carlo Code
The code models two parallel plates separated by a distance L, with a spatially 
uniform electric field, E, and a constant neutral gas pressure, p. Ions are injected at one 
electrode and accelerated in the field, making collisions with the neutral gas as they 
travel between the electrodes. The relative probability of an ion travelling at a given 
energy scattering at any angle between 0 and K is determined statistically from the ion 
collisions. Multiplying this "differential probability" by the correct scaling factor will 
give the differential cross-section -  this scaling factor is difficult to calculate 
theoretically so it is determined from the experimental cross-section of Vestal et a l . The 
relative forms of the simulation and experimental cross-sections are then compared. 
Various other measurements are made using the code, including the ion mobility, the 
division of energy between the parallel and perpendicular directions, and the angular 
distribution of the ions at the far electrode.
Although in general Monte Carlo codes will use distance- or time-of-flight 
techniques for generating ion paths, this simulation uses fixed time-steps which are 
much shorter than the mean free time between collisions. Although using fixed time- 
steps is a less efficient technique, the cross-section model is intended to be 
incorporated into a PIC plasma simulation and so must use methods which are 
compatible with the way particles are transported in the PIC code. At the end of each 
time-step an impact parameter, which is dependent on the relative energy of the ion, is 
chosen and this is used to determine whether the ion makes a collision. If a collision is 
found to occur then the energy and impact parameters are used as indices to look up the 
scattering angle from a predetermined table, and the new ion trajectory is calculated.
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5 . 2 .1 Choosing an impact parameter
In order to determine an impact parameter for the ion at each time-step a virtual 
cylinder is calculated from the ion trajectory. The length of the cylinder is determined 
by the distance traversed by the ion, and the radius is chosen so that the cylinder 
contains one neutral atom
1
(5.20)
where nn is the neutral density, L is the length of the cylinder = u0 At, u0 is the ion 
velocity and At the time-step. Assuming that the neutrals have a spatially uniform 
distribution, the position of the neutral can be anywhere within the cylinder. The 
cumulative probability of the impact parameter having a certain value b is therefore
rb
27 tL rdr O-
Pr(£) = —— —~2-----= — . (5 .21)
X L r ,„a*
Inverting this relationship, and using a random number , R, uniformly distributed 
between 0 and 1 to represent Pr(b), an impact parameter can then be chosen by
b = -JH rmax . (5.22)
One Neutral Radius
Neutral
max
Vion At
Figure 5.9 Virtual cylinder determined by the motion of the ion over one time-step - 
rmax is chosen so the cylinder contains one neutral.
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5.2.2 Centre-of-Mass Frame
Once a collision has occurred, the new ion velocity must be calculated after scattering. 
The scattering angle is determined for the centre-of-mass (c-o-m) frame and so the pre­
collision ion velocity must be converted to this coordinate system. The new velocity is 
calculated using the scattering angle in the centre-of-mass system, and then is converted 
back to the lab frame. This is shown schematically in Figure 5.10, where the dashed 
axes represent the c-o-m coordinate frame, V[_com  is the ion velocity relative to the c-o- 
m reference frame, 6 is the scattering angle, (j) is the azimuthal scattering, and a  and ß  
the angles of the c-o-m frame relative to the lab frame.
First a 3-D velocity distribution for the neutral is chosen by random sampling 
from a 300 K Maxwellian velocity distribution. The ion and neutral velocities in the lab 
frame are then given by
' v ' ' Un _ x '
V«m = V ’  ^neul Un_y
0 )
where vpri is the parallel ion velocity, vprp is the perpendicular velocity, and un x, un_y 
and un_z are the components of the neutral velocity in the direction of the x, y and z 
axes respectively. Note that for this calculation the perpendicular ion energy is 
converted to velocity and assigned to the y-direction. This is purely for convenience, 
since once the new ion velocity is calculated the perpendicular component will be 
converted back to energy.
The centre-of-mass velocity is calculated using
5c»™=r(n„„+«,„,)• (5.24)
The ion velocity relative to the centre-of-mass frame is given by:
f  \
V prt ~  Un_x
Vic ~  Vion Vcom V rrP ~ Un~y
' U n- Z  /
(5.25)
The new x axis x' is determined from the direction of the centre-of-mass 
velocity, since this forms the axis of the collision. The y' and z' axes are chosen 
perpendicular to x ' (see Figure 5.10). After scattering around x' by angle 0 , the post-
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collision trajectory is rotated by a random angle </>, uniformly distributed between 0 and 
2n, to take into account the random orientation of 6 around the collision axis. The new 
velocity in the centre-of-mass frame is
_com
r cos#  N 
sin # cos (f) 
vsin #cos</>y
(5.26)
The new ion velocity must then be converted back to the lab frame coordinate system. 
The relation between the centre-of-mass and lab axes is given by
x lab = cosa  cos/3 x ' - since cos/3 y' - sin/3 z' 
yialy = since - sin# cos0 y '
ziab = cos a  cos/3 x ' - since cos/3 y ' - sinß z' (5.27)
ion_com
/
Figure 5.10 Diagram of the ion velocity after a collision with scattering angle 6 ;
whercvion_com is the ion velocity relative to the centre-of-mass frame 
frame (which is unchanged by the collision). (xiai„ yiab, ziab) are the 
lab coordinate axes, and (x \  y  \  z )  the c-o-m coordinate axes, the 
two coordinate systems are related by angles a  and /3.
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where cos a =
cosß
1 2 2A/ ^ion_coin _ x v ion _com_z
\ K n _ com \
i
com _x
_ ^  ion com v, sin a  = -p -=— = j
Iv ion_com |
2 2 
^ion com x ^tot
, sinß Vio
V2 4- V2ion com_x non _com _z
and Vion_com_x etc, refer to the x, y and z components of the ion c-o-m velocity. 
Converting the post-collision ion velocity back into the lab frame coordinate system
on_com
^cos 6 cos a  cosß -  sin 6 cos 0 sin a  cosß -  sin 6 sin 0 sin /T 
cos 6 sin a  + sin 6 cos 0 cos a
K cos 6 cos a  sin ß -  sin 0 cos 0 sin a  sin ß -  sin 6 sin 0 cos ß ,
(5.28)
To return the ion velocity in the lab frame, the centre-of-mass velocity must be added 
back to the ion velocity
=  K b  +  K , m (5.29)
And finally the velocities in the y and z directions must be combined to give the new 
perpendicular ion velocity.
v2prp ~  Vion_y +  VL (5.30)
5.3 Comparison with experimental 
results
To determine the accuracy of the model, results from the Monte Carlo 
simulation have been compared to available experimental results. In Section 5.3.1 the 
magnitude of the rainbow angle, and its relation to the well depth in the interaction 
potential is discussed. In Section 5.3.2 the differential cross-sections (which are 
determined statistically from many scattering events) are scaled to fit the experimental 
cross-sections determined by Vestal et al (1989), allowing a comparison between the 
shape of the simulation and experimental cross-sections. Section 5.2.3 determines the 
total elastic cross-section as a function of energy and compares this to total experimental 
cross-sections. Drift velocities, obtained by running the simulation for many different 
conditions of electric field and background gas pressure, are compared to experimental 
drift tube data from Ellis et al (1976), and to simple theory developed in Section 5.3.4.
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Finally in Section 5.3.5 results showing the energy division between parallel and 
perpendicular directions and the resulting angular distributions at the end electrode are 
presented, and the effect of the cross-section shape on the transfer of energy into the 
perpendicular direction is discussed.
5.3.1 Rainbow Angle
From theoretical considerations (Vestal et al (1978), Lorents et al (1973)) the 
product of the rainbow angle and the ion centre-of-mass energy should be a constant. 
That is, over a range of energies £. drain = C0, where C0 (known as the reduced 
rainbow angle) depends on the well depth and is unique for each ion-neutral pair. 
Vestal et al determine the rainbow angle in reduced coordinates to be 130 ± 2 eV° from 
their experimental measurements, and calculate a potential well depth of 1.4 eV.
Lorents et al determine an experimental value for £.0rain of 115 eV°, and calculate a 
theoretical value of 116 eV°, using a well depth of 1.25 eV. Experimental 
measurements of the well depth (quoted by Vestal et a l ) vary from 1.23 ± 0.02 eV to 
1.33 ±0 .02  eV.
A well depth of 1.25 eV was used in the simulation. This gave a reduced 
rainbow angle of 127 eV° for most of the energy range from 0.001 eV to 100 eV (see 
Figure 5.11), which compares reasonably well to the experimental and theoretical
200
Energy (eV)
Figure 5.11 The product of the rainbow angle and the energy plotted as a function 
of energy, giving the relation £.drain -  127 eV°
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results obtained by Lorents et al for the same well depth. At high energies the rainbow 
angle is less well defined, since it is inversely proportional to energy and at energies 
greater than ~ 100 eV it becomes difficult to differentiate from small angle scattering, 
leading to the numerical noise observed.
5.3.2 Differential Probability o f Scattering
When the Monte Carlo code is run the scattering angles are stored as a function 
of energy for each collision to determine the differential probability of scattering. The 
probability is normalised at each energy, so the total probability of scattering, summed 
over all angles, is one. The differential probability is plotted as a function of energy and 
angle in Figure 5.12 (a), with the plot oriented so that energy decreases from front to 
back to clearly show the rainbow angle. At high energies the scattering probability is 
very anisotropic -  with angles close to 0° and 180° -  and clearly shows the symmetry 
in the probability for forward (elastic) and backward (charge exchange) scattering. For 
a collision at a given energy and impact parameter typically half of the ions will be 
forward scattered (i.e., scattered with angle 9) and half backward scattered (scattered 
with angle n -  9). There is a break in the symmetry at low energies, as the probability 
of backward scattering goes to zero. Low energy ions tend to make glancing collisions 
with large impact parameters, which are very unlikely to involve charge-exchange. This 
can be clearly seen in Figure 5.12 (b) for energy 0.01 eV: there is a peak at small 
scattering angles but no corresponding peak close to k .
For intermediate energies -  between about 0.5 and 10.0 eV -  the rainbow angle 
is clearly visible as a sharp drop in the scattering probability. In Figure 5.12 (b), for 
energies 2 and 5 eV, it can be seen that the rainbow angle is actually a local peak. At 
this range of energies the probability of scattering at angles less than or equal to the 
rainbow angle is relatively large, with a local maximum at the rainbow angle. For 
angles greater than the rainbow angle the scattering probability is extremely small. Ions 
in this intermediate energy range can scatter at larger angles than is conventionally 
expected for forward scattering collisions, due to the effect of the rainbow angle. The 
rainbow angle becomes smaller with increasing ion energy, so the peak in the 
probability becomes indistinguishable from the small angle scattering peak at ion 
energies greater than 10 eV, and the scattering becomes strongly forward-peaked as is 
conventionally assumed.
The existence of the rainbow angle therefore means that ions in the energy 
range 0.5 - 10 eV have a greatly increased probability of scattering at angles larger than 
a few degrees, which can result in enhanced transfer of energy into the perpendicular
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Figure 5.12 (a)  D i f f e ren t ia l  p r o b a b i l i t y  of  co l l i s ion  p l o t t e d  as 
a f u n c t i o n  of an g le  a n d  ion  e n e rg y  
(b) P ro b a b i l i t y  vs ang le  fo r  ion  en e rg i e s :
O.OleV (sol id  l ine) ,  2.0eV (d o t t e d ) ,  5.0eV (d a s h e d ) ,  
1000.OeV ( d a s h - 3 d o t s )
direction. To determine the effect on the angular distribution at the electrodes consider 
an ion traversing the sheath of a low pressure rf plasma. Ions will tend to have at least 
one charge exchange collision in the sheath, since the average mean free path for charge 
exchange at a pressure of 20 mTorr is of the order of a few millimetres, while the 
maximum sheath width is typically 3 cm . After a charge exchange collision the ion 
energy will be low, and so there is an increased probability that the ion will make a 
second elastic collision with a large scattering angle. Ions which make multiple 
collisions in the sheath can therefore impact the electrode with substantially non­
perpendicular trajectories.
Results of the differential probability of scattering are compared to the 
measurements of Vestal et al (1989) at discrete energies in Figure 5.13. Cross-sections 
derived from the simulation were all multiplied by a single scaling factor in order to 
compare to experimental results, since only relative values of the differential cross- 
section can be obtained. As can be seen the qualitative agreement between simulation 
and experimental results is very good, especially for the higher energies. The 
experimental measurements do not show the rainbow angle as clearly as the simulation, 
possibly because the measurements are limited by the experimental accuracy of the 
apparatus. In the experimental system also quantum interactions between the electron 
shells of the colliding ion and neutral lead to the ripples observed in the cross-section, 
which blur the shape of the cross-section. Quantum effects are not included in the 
simulation (Section 5.1.5) so the ripples are absent from the numerical cross-sections.
5.3.4 Total Elastic Cross-section
Assuming that most elastic collisions have scattering angles in the range 0 to 
7t/2, integrating the differential cross-section from Gmin to 7t/2 will give the total elastic 
cross-section as a function of energy
K
^eial£) = f  2<?(&’£) sin(0) d6
. (5.31)
Integrating from Till to 7t just returns the fitted total charge exchange cross-section.
In order to determine the total elastic cross-section from the simulation it was 
found to be easier to substitute for the differential cross-section using <7sin 6 dO = bdb 
from (5.16), since, as mentioned in the previous section, only relative values of the 
differential cross-sections are known. Equation 5.31 therefore becomes
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5.13 Comparison of simulation (solid line) and experimental (dashed line) 
results (from Vestal) for different centre-of-mass energies of the ion 
(a) 10.2 eV (b) 5.6 eV (c) 2.76 eV (d) 1.35 eV
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(|0O)|> 0mln)
(5.32)
However, limits for the integral in (5.32)) are not simple to calculate, since if 
conditions for a rainbow angle exist at a specified energy, then the scattering angle at 
this energy can be less than Qmin at three separate impact parameters due to the form of 
the dependence of 9 on b. This is shown schematically in Figure 5.14. Instead it is 
easier to re-write (5.32) in terms of the impact parameter limits.
a\
d{nb2) +1d{nb2)a 2
1
— (ax a2+ t f 3 )  
I k
(5.33)
In general a / and as are very close in value for most energies, even when the 
rainbow angle is present, and so a reasonable approximation is to simply use as to 
determine the total cross-section. The total elastic cross-section calculated using 
equation (5.32) is plotted in Figure 5.15, together with the cross-section obtained by 
fitting to experimental values (see Appendix A) and discrete values obtained by 
integrating over the differential cross-section from Vestal et a l . The first thing to note is
Scattering Angle
Figure 5.14 Schematic of scattering angle as a function of the impact "area", Tib2, 
showing the intercepts aj, a2 and as at which I0| < 0min
the discontinuity in both the calculated cross-sections at an energy which is found to 
depend on the value used for 0min. Looking at Figure 5.8 it can be seen there is a 
sudden drop in bminj nt_ang at the same energy. This is due to the inverse 
proportionality of the rainbow angle to energy -  at a critical energy the rainbow angle 
becomes less than 6min and since the highest probability of scattering is for angles less 
than 6rain, this causes a noticeable drop in the integrated cross-section. The energy of 
the discontinuity can be determined from
e -0rainbow  127 e V °
From Figure 5.15 the discontinuity occurs at a value of -  120 eV, which 
corresponds well to the minimum angle of 10 used in the simulation. The experimental 
cross-section does not have the same discontinuity, since experimental conditions 
generally limit measurements to scattering angles of 20° - 80°, and so the small angle 
peak is not actually included for any of the cross-section measurements. Hence it would 
be expected that for energies greater than e ^ c, the numerical cross-section should be
0.1 1.0 10.0 100.0 1000.0
Energy (eV)
Figure 5.15 Total elastic scattering cross-section plotted as a function of energy, for 
the experimental fit (solid line with crosses), simulation (dashed line), 
and the integrated differential cross-sections in Vestal (asterisks)
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equal to the experimental measurements, as neither include small angle scattering. 
Instead there is a factor of 5 difference between the results. Possibly this is due to 
errors in determining the absolute values of the experimental total cross-sections -  
differences of factors of 2 have been found between different experimental charge 
exchange cross-section measurements (Appendix A). The integrated differential cross- 
sections from Vestal et a l , also plotted in Figure 5.15, have a very steep gradient at low 
energies, so although results at 5.6 eV and 10.2 eV agree well with the simulation 
cross-section, the value for 1.35 eV is almost an order of magnitude larger. This is 
possibly due to extrapolation of the results to zero degrees in order to integrate them.
5.3.5 Comparison of simulation drift velocities with 
theoretical and experimental values
The Monte Carlo code, having constant electric field and pressure, is essentially 
a model of a drift tube experiment. Drift velocity experiments have been performed 
since the early 1960’s to study the behaviour of slow ions in gases and thus determine 
quantities such as the reaction rate coefficients and charge-exchange cross-sections 
(McDaniel 1988); and so there is a large body of experimental and theoretical results 
available for comparison to the simulation results.
The drift velocity of ions in a background gas of the same type is proportional to 
the ratio of electric field over pressure -  as the field is increased ions can gain more 
energy in one mean free path, while increasing the pressure decreases the average 
distance between collisions. The parallel ion energy is primarily dependant on the 
charge exchange cross-section, as every charge exchange collision essentially drops the 
ion energy to zero, and is relatively insensitive to the elastic scattering cross-section, 
since scattering angles are small for ion energies greater than a few eV.
A simple theoretical model, derived in collaboration with Dr R. K. Porteous, is 
used to determine an analytic relationship between E/p and the drift velocity. The 
derivation assumes that the drift velocity is essentially determined by the mean free path 
for charge exchange and that elastic collisions have little effect. The mean free path 
between collisions can therefore be assumed to be constant for most conditions, as the 
charge-exchange cross-section is relatively invariant over the energy range 1-1000 eV 
(Mason and McDaniel (1988), pg 147). The derivation considers the temporal and 
spatial evolution of the ion energy distribution, considering the competing effects of 
collisions and acceleration in the electric field. At an initial position and time the ions are 
assumed to have an energy distribution F(K), where K = 1/2 mv2. At a later time and 
position the distribution will have evolved to the form F(K'), where the change in
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average energy of the distribution, due to acceleration in the field, is given by AK -  
eEAx. Since the mean free path, A, is defined to be constant for each set of field 
conditions, the characteristic energy of the ions can be defined as Ka = eEX . Particles 
which have collisions drop out of the distribution, so at the later time the distribution 
will have the form
Ac -AK_ -AK_
F(K') = F(K) e ^ =  F{K) = F(K)e~*7 (5.34)
As AK 0
F <£') =F(K+AK) = F{K) + ---- AK
ÖK (5.35)
Equations (5.34) and (5.35) suggest that the energy distribution must be of the form
-K
F(K) = F( 0 )e K° (5.36)
The energy distribution can be converted to a velocity distribution using
f {v )dv  = F(K)dK/mv,  where m is the mass of the ion, and v is the velocity. The drift
velocity is then obtained by integrating over the entire distribution
V drift ~
Substituting for F(K) in (5.37)and setting x = —  gives
K-O
The average drift energy of the ions, is then given by
1 2 K 0 eEX
e d = 2 m v drift = —  = -------
Z K K
(5.37)
(5.38)
(5.39)
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Re-arranging (5.39) and substituting A = — ^ ----- , where nn is the neutral density
nn kiexch
and Qexch is the charge exchange cross-section, gives the equation
E
P
k G
e Qexch & d) (5.40)
where p  is the pressure, and G is Loschmidt’s number = 3.2xl022 rrr3T o r r1 (used to 
convert the pressure, in Torr, at 300K to the atomic number density). This has the same 
general form for E/p as given in Mason and McDaniel (1988, pg 149), but with an 
additional multiplying factor of k/ V2 . Mason and McDaniel derive their equation 
using kinetic techniques, assuming that ions make hard sphere collisions.
At low field conditions, vdrift, the drift velocity of the ions approaches the 
average thermal velocity of the neutrals, and so the random component introduced to 
the drift velocity through collisions with the neutrals becomes important to the 
distribution . A generalised form for the average ion energy, £av, must therefore include 
both the directed drift energy (due to the field) and the average neutral temperature, i.e., 
£av = £d + kTn . Equation (5.40) must then be re-written as
(5-41)
p e
This equation includes the randomising effect of the neutrals at small drift 
energies, and reduces to (5.40) for high energies. If kTn is constant for all conditions 
and the charge-exchange cross-section is only slowly varying with energy, then at high 
field conditions E/p will be proportional to the drift energy, and at low E/p to the 
square-root of the drift energy. The change in gradient is due to the importance of the 
neutral temperature at very low fields, since for these conditions the thermal velocity of 
the neutrals will be of the same order as the drift velocity.
The simulation results are plotted in Figure 5.16, together with experimental 
results of argon drift velocities determined from drift tube experiments by Ellis et al 
(1976), and calculations from the theory derived above, and quite outstanding 
agreement is found between the results from all three methods. The change in gradient 
in going from high field/low pressure conditions to low field/high pressure conditions 
can be seen very clearly. The solid lines are empirical fits to the theoretical results at 
low and high values of E/p, which show that vdrift00 E/p for E/p < 10 and vdrift ^  
(E/p)0-6 for E/p > 10. These relationships match well to the predictions given above, 
and agree with theoretical work by Mason and McDaniel (1988).
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Figure 5.16 Drift velocity of argon as a function of E/p (in V n r 1 m T orrl),
showing experimental results (from Ellis et al 1976); numerical results 
from the simulation; and calculations from (5.42). Two fittings are 
shown for low and high values of E/p.
5.3.6 Average energy
As ions traverse the length of the drift tube they are accelerated by the electric 
field, and decelerated by collisions. When the energy as a function of position is 
determined for many ions (to obtain good statistics 106 or more ions are used in the 
Monte Carlo simulation) it is found that the average energy in both the parallel and 
perpendicular directions rapidly reaches a steady-state value within a few mean free- 
path lengths from the anode. The magnitude of this steady state value is determined by 
the ratio of electric field to gas pressure E/p, since the period of acceleration in the field 
is restricted to the mean free time between charge-exchange collisions, after which the 
ions lose most of the energy they have gained. The average total ion energy is therefore 
determined by the magnitude of the charge exchange cross-section.
In an elastic scattering event only a small fraction of the ion energy is lost 
through momentum transfer to the neutral, the rest is partitioned between the parallel 
and perpendicular ion energies, according to the angle of scattering. The relative 
proportions of energy in the parallel and perpendicular directions is therefore largely 
determined by the elastic cross-section. For most energies the scattering angles are
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small and so most of the energy is stored in the parallel direction, however at very small 
values of E/p this can reverse.
From Figure 5.17 (a) the product of mean free path and pressure for both 
charge exchange and the total mean free path (which includes both charge exchange and 
elastic scattering) are plotted. At high E/p both exhibit the same power-law dependency 
on E/p, since for large ion energies the probability of charge exchange and elastic 
scattering collisions are approximately equal. Experimental measurements of the total 
energy also show this (Appendix A). At low E/p the mean free path for charge 
exchange decreases more rapidly since low energy ions are less likely to make charge 
exchange collisions.
In Figure 5.17(b) the steady-state values for parallel and perpendicular energies 
are plotted as a function of E/p. Both energies are found to have a power law 
dependence on E/p for values greater than the thermal energy. The parallel energy is 
found to be proportional to (E/p)1-2. Hence the average parallel velocity is proportional 
to (£//?)0-6 -  the same dependence found for the drift velocity for E/p > 10 (see Figure 
5 .1 6 )- since at high field conditions the drift velocity is large and primarily in the 
parallel direction. The power law dependence of the energies is lost for small E/p, since 
the ion energy is no longer independent of the neutral temperature. Instead, at very low 
values of E/p, the parallel energy is equal to the neutral thermal energy in one 
dimension, ^ kTn -  0.025 eV. The perpendicular energy is twice this value, since it
includes the two perpendicular directions. Hence at low E/p the ion energy distribution 
becomes isotropic.
In Figure 5.17 (c) the ratio of parallel to perpendicular energy of the ions is 
plotted as a function of E/p. For most of the range the ratio of the energies is almost 
constant and can be fitted with the relation Epri/Eprp oc (E/p)0-5, although Epri/Eprp 
appears to saturate at high and low field values. At low field values saturation occurs 
because the ion energy distribution is determined by the neutral temperature and 
becomes isotropic, but the reason for high field saturation is not well understood. It 
looks to be due to a relative increase in the perpendicular energy at high E/p, which 
could possibly be a result of the shape of the differential cross-section at high energies. 
Whether this effect is physical or introduced by assumptions in the derivation of the 
cross-section is uncertain at this stage.
The ratio of average energy in the parallel and perpendicular directions is 
expected to be highly dependant on the shape of the differential cross-section. To test 
this the interaction potential was altered to determine the effect on the parallel and 
perpendicular energy distributions. The average parallel energy was found to be 
relatively insensitive to the shape of the interaction potential. This is because for most 
E/p a large proportion of the energy goes into the parallel direction, and so the parallel
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Figure 5.17 (a) The product of the mean free path and the pressure, for both
charge exchange and total mean free paths, (b) The steady-state values 
of the parallel (dots) and the perpendicular (crosses) energies and 
(c) the ratio of parallel to perpendicular energy, all plotted as a 
function of E/p.
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distribution is primarily determined by the rate of charge exchange collisions, which is 
relatively independent of small changes in the shape of the potential. The perpendicular 
energy, on the other hand, is strongly dependant on the width, depth and position of 
the potential well in the interaction potential, and any change in these parameters had a 
strong effect on the amount of energy transferred into the perpendicular direction.
5.4 Conclusion
This chapter details the development of angle- and energy-dependant cross- 
sections for Ar+-Ar collisions. Classical collision techniques are used to determine 
elastic scattering due to the ion-neutral interaction potentials, and charge exchange is 
included empirically using fitted curves to experimental measurements of the total 
charge exchange cross-section.
The cross-section model was included in a dc Monte Carlo simulation and used 
to determine the relative differential cross-sections for comparison with experimental 
measurements by Vestal et al (1978); extremely close agreement was found between 
the two forms. Other measurements determined from the MC code, such as the reduced 
rainbow angle, the total elastic cross-section and the drift velocity as a function of E/p, 
are also compared to experiment, with excellent general agreement between the 
experimental results and simulation data. In particular the drift velocity results from the 
simulation showed quite remarkable agreement with both experimental measurements 
and with theoretical calculations outlined in this chapter.
The ion energy distribution in the parallel and perpendicular directions was also 
studied. For most of the range of E/p, the average energy parallel to the field was found 
to be dependant on the total charge exchange cross-section, while the average energy in 
the perpendicular direction was more a function of the elastic cross-section and heavily 
dependant on the form of the interaction potential.
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Chapter 6
Particle-in-cell simulation of 
an argon plasma
As mentioned in Chapter 1 the energy and angular distribution of the ions at the 
substrate have a significant effect on the etching process. The form of these distributions 
will be largely determined by ion-neutral collisions within the sheath, and a considerable 
number of theoretical and numerical models have been developed in recent years to study 
this problem. As shown in Chapter 4 collisions between ions and neutrals within the 
main body of the plasma also have a significant effect on the bulk parameters -  there is a 
substantial increase in the plasma density, a drop in the electron temperature and 
flattening of the potential profiles, as compared to the case in which ions are 
collisionless. Pressure is the main determining factor for the degree of collisionality in 
the plasma, increasing the pressure reduces the ion mean free path, and increases the 
number of collisions ions make over a given distance. The ratio of ion mean free 
path/sheath width determines the average number of collisions an ion will make in the 
sheath, which in turn strongly effect the ion distributions at reactor surfaces.
Recently a number of models have been used to study the effect of collisions on 
both the energy and angular distribution of ions hitting the electrodes, in particular at the 
powered electrode, since this is the position of the substrate in RIE etching reactors 
(Kushner (1985), Thompson et al (1988), Liu et al (1990), Manenshijn and Goedheer 
(1991), Wild and Koidl (1991)). Kushner and Wild and Koidl determine the ion energy 
distribution at the electrode, including only the effects of charge exchange collisions, and 
using cross sections which are independent of energy. Wild and Koidl find very good 
agreement between their theoretical LEDs and experimental measurements. Thompson et 
al (1988) determine both energy and angular distributions of SF5+ ions in SFö, using a 
Monte Carlo model that can include either isotropic (hard sphere) or anisotropic elastic 
scattering and charge exchange interactions. They find that the distributions do not 
substantially depend on the elastic cross section, since in the isotropic model ions make a 
small number of large angle collisions, while in the anisotropic model more small angle 
collisions are made. Manenschijn and Goedheer (1991) determine impact energy and 
angular distributions for both ions and neutrals, using isotropically scattered elastic and 
charge exchange collisions.
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According to work in Chapter 5, scattering cross-sections in argon are very 
anisotropic for high energies, but become much more complex for energies in the range 
0.1 to 10 eV. Modelling elastic collisions using hard sphere, isotropic interactions should 
considerably underestimate small angle scattering effects and overestimate large angle 
scattering. The results of Thompson et al are therefore surprising and need to be 
investigated further. Particularly since Mason and MacDaniel (1988) suggest that 
interaction potentials of the form used by Thompson et al are not good at predicting the 
intermediate-range forces which are critical in determining large scattering angles. A 
further drawback of the Monte Carlo investigations is that they do not self-consistently 
determine the sheath fields, but instead use an analytic expression, with most assuming 
linear or averaged electric fields with perfectly sinusoidal variation. This does not 
properly take into account the periodic variation of the fields, nor the non-linearity 
introduced by the incursion of the electrons, as discussed in Chapter 3. Using the 
differential cross-section model in a PIC code allows a fully self-consistent simulation of 
the ion collision processes taking place in the bulk and the sheath, and hence a better 
approximation what is really happening in the plasma. This should give a better 
understanding of the important processes and how these effect the distributions.
Although argon is not typically used as an etchant in RIE applications there are 
many other theoretical and experimental results available for comparison, as the collision 
processes are relatively simple, and there are no chemical/dissociation processes to take 
into account. The availability of detailed cross-section measurements has also allowed 
development of an accurate model of the ion-neutral collisions (Chapter 5). The PIC 
simulations were designed in particular to model the system used by Liu et al (1990), in 
which experimental measurements of the ion energy and angular distributions were made 
at the electrodes of an argon discharge. Liu et al (1990) have also derived a Monte Carlo 
code, which includes differential collision cross-sections for Ar-Ar+ (determined by 
fitting to the experimental cross-sections of Vestal et al. (1978)), to model the ion 
distributions. The experimental set-up is described in section 6.1 and results from the 
PIC simulation are compared in detail to experimental data in Sections 6.2. Some 
comments are made comparing the relative agreement between the Monte Carlo and PIC 
models of the ion distributions. In Section 6.3 comparison is made between distributions 
produced by a simulation using isotropic elastic collisions for the ions, and the 
simulation results using anisotropic collisions. Section 6.4 concludes the chapter.
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6.1 Experimental set-up
A schematic of the experimental apparatus taken from Liu et al is shown in Figure 
6.1 (a). The system consists of two parallel plate electrodes separated by a 3 cm gap. 
Each electrode has an area of 0.00117 m2. A symmetric 1-D PIC code was therefore 
chosen to model this system - it includes similar features to the spherical model but 
solves the equations for planar geometry. Experimental results were taken for a peak- 
peak electrode voltage of 130V, a source frequency of 13.56 MHz and pressures of 10, 
50 and 500 mTorr. Similarly simulation results were run with Vpp = 130 V ,/^-= 13.6 
MHz and p -  10, 20, 50, 100 and 500 mTorr.
The ion analyser is shown in Figure 6.1 (b). It is described in detail by Liu et al 
so only a brief description is given here, in reference to comments made later in the 
chapter. The analyser consists of a series of concentric annular rings, which are 
electrically insulated from one another, and from the current collected by each ring the 
relative angular distribution can be determined. Each ring has an angular width of about 
4.5°, and are positioned at (average) collection angles of 2.3°, 6.8°, 11.3°, 15.8°,
20.3°, 24.8°, 29.3°, 33.8° and 37.3°. Three stainless steel meshes in front of the 
collection rings can be biased to allow only ions of a specified energy to be detected.
Py* ex charrtbcr
tefkxn rings
to  ItfSo  pump lo cryogenics pump 
Prjcitance rnonomelcf
(b)
loo
Grid # 1
Grid 9 2
Grid 9 3
electrically isololcd 
annular collection rings
Figure 6.1 Schematic of experimental apparatus used by Liu et al (1990) (a) shows 
the reactor system and (b) is a detailed view of the detector for the ions. 
Annular rings are used to determine the angle of incidence and the grids 
are biased so that only ions of a given energy are recorded.
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6.1.1 Plasma parameters
Unfortunately the paper does not give many experimental results for the plasma 
parameters, so it is a little difficult to determine the congruence between simulation and 
experimental conditions. Liu et al do give the sheath width as a function of pressure, and 
results for both experiment and simulation are plotted in Figure 6.2. Agreement between 
the two is extremely good, with less than 15 % discrepancy, over the whole pressure 
range. This is fortunate since good agreement between the sheath widths is necessary to 
make even a first order comparison between simulated and experimental ion 
distributions. The simulation results were fitted with a power law, as shown in Figure 
6.2, indicating that the sheath width depends on the pressure according to 5 «  /T l/4.
The average plasma density and the sheath voltage from the simulation are plotted 
in Figure 6.3. As the pressure increases the mean free path of the charged species in the 
plasma decreases. This leads to a higher creation rate (from increased ionisation by 
electrons) and a reduced loss rates (due to a decrease in the ion mobility). Hence the 
average plasma density increases with pressure. The average sheath potential on the other 
hand remains constant over the pressure range, since the applied voltage is kept constant.
The dependence of density on pressure has been empirically fitted in Figure 6.3 
(a), giving nav), p 5/8. This, together with the fitting for the sheath width as a function
10.00 o-
Simulation
Experiment
S = 15 p
Pressure (mtorr)
Figure 6.2 Sheath width as a function of background gas pressure showing
experimental and simulation results. The simulation results have been 
fitted with a power law
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Figure 6.3 Pressure dependence of (a) the average plasma density (b) the sheath 
potential.
of pressure, gives the dependance of the sheath width on the average density as 
5 °c n~2/5. Lieberman (1988) calculated the law for a collisional sheath, assuming a 
constant ion mean free path, and found nsus °c V3l2s~512, where ns and us are the ion
density and average velocity at the edge of the sheath. Assuming us is given by the Bohm 
criterion and is constant, then, for a constant sheath voltage, this gives the same 
dependance of the sheath width on density as found from the simulation. Figure 6.3(b) 
shows that the sheath potential is relatively independent of pressure.
As discussed in Chapter 4 most of the electrons gain most of their energy through 
interaction with the moving sheath. At low pressures these high energy electrons traverse 
the plasma, with some making collisions in the centre and others reaching the opposite
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sheath. As the pressure increases and the mean free path between the collisions is 
reduced, the range of the electrons decreases until finally energetic electrons cannot move 
very far from the sheath before dumping their energy into inelastic collision processes. 
This effect can be seen very clearly from Figure 6.4 (a), in which the density profiles of 
electrons with energies greater than the ionisation energy are plotted for different gas 
pressures. At the lower pressures the average energy is highest in the middle of the 
plasma, since the mean free path is of the order of the system length and so energetic 
electrons contributed from each sheath can travel into the centre of the plasma. At 500 
mTorr, however, the mean free path is only a few millimetres, and so the electron energy 
is rapidly reduced by collisions, hence the density peaks close to the sheath edge.
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Figure 6.4 Density profiles across plasma for pressures of 20 mTorr (solid line), 
50 mTorr (dotted line), 100 mTorr (dashed line), 500 mTorr (dash-dot 
line) for (a) electrons with energies greater than the ionisation energy 
(b) the ion density.
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Figure 6.4 (b) shows the corresponding ion density profiles for the different 
pressures. The form of the ion profile is determined by two factors: where most of the 
ions are created, and by their mobility. At the low pressures the electron energy peaks in 
the centre and so this is the region of highest ion creation. High penetration of the pre­
sheath fields (as discussed in Chapter 4) and relatively large ion mobilities give the 
profile quite steeply sloping sides. At high pressures, where most of the ions are created 
close to the sheath edge, large pre-sheath fields are not required and so the profiles 
become very much flatter, and there is an increase in density (and a small reduction in the 
average electron energy)
6.2 Ion Distributions at the Electrode
This section gives a detailed comparison between simulation and experimental 
results for the ion energy and angular distributions and angle dependent energy 
distributions at the electrodes. Similarities and differences are discussed in context of the 
sheath physics and ion interactions within the sheath.
6.2.1 Total energy distributions
Figures 6.5 to 6.7 show the total energy distributions for pressures of 10, 50 and 
500 mTorr, for both simulation and experiment. According to Liu et al the experimental 
results are normalised so that the area under each curve is equal, and the simulation 
results are normalised in a similar fashion so that the area under each curve is 1. In 
Figure 6.5 (a) it can be seen that at 10 mTorr the experimental results are double peaked. 
Although this appears similar to IEDFs found in collisionless rf systems, from equation 
(4.30) the peak separation for these conditions should be about 0.7 eV, so rf peak 
splitting is an unlikely explanation. It will later be shown that the low energy peak is 
actually due to ions which have had collisions in the sheath. The high energy peak occurs 
at an energy of about 36 eV. The simulation result also has a high energy peak close to 
40 eV but shows no sign of a low energy peak. The high energy peak is equal to the 
average voltage across the sheath (see Figure 6.3 (b)) and so represents the average 
energy for ions crossing the sheath without making collisions. Results from Liu et al's 
Monte Carlo code (not shown) also display a high energy peak at around 40 eV, but with 
almost no ions at lower energies. This is probably due to the use of a spatially uniform
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electric field in the MC code, resulting in equal acceleration of ions at all positions in the 
sheath.
Figure 6.6 shows the IEDF for 50 mTorr. The simulation results differ 
somewhat from the experimental distribution, showing a much steeper decrease in the 
distribution at higher energies. The peaks in the distribution, which Liu et al describe as 
being very reproducible, are less noticeable -  this is partially due to smoothing of the
lOmtorr V pp=130V
Energy (eV)
(b)
0 .0 0 0 8
0 .0 0 0 6 10 m T o r r
0 .0 0 0 2
0 .0 0 0 0
0 10 2 0  3 0  4 0  5 0
Energy (eV)
Figure 6.5 Total ion energy distribution at the electrodes, for a pressure of 10 mTorr 
(a) experimental results (Liu et al (1990)) and (b) simulation. Both 
curves are normalised as described in the text.
191
distribution. Computational speed limits the number of ions used to calculate the 
distribution to around 2000, so the IEDFs tend to be quite noisy and smoothing is used 
to pick out the main features of the distribution. However the loss of the small high 
energy peak is not simply due to statistics. This is discussed further, later in the section.
The IEDF at 500 mTorr is plotted in Figure 6.7. The experimental results show a 
very smooth distribution, peaked at about 6 eV, with a tail of up to 45 eV. Liu et al 
describe this as a fully developed distribution, and state that the shape of the IEDF 
remains unchanged at higher pressures. Although the simulation results have a similar 
form -  peaked at low energies, tailing down to higher energies -  the simulation
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Figure 6.6 Total ion energy distribution (normalised) at the electrodes, at 50 mTorr 
(a) experimental results (Liu et al (1990)) and (b) simulation
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distribution is shifted to much lower energies, and has more visible structure. The lowest 
energy peak occurs at about 1 eV, with a second peak at about 3 eV (and multiple 
smallerpeaks at higher energies); the maximum energy of ions arriving at the electrode is 
about 20 eV. At a pressure of 500 mTorr the mean free path between charge exchange 
collisions is only about 0.2 mm. The electric field in the sheath is approximately 9000 
V n r1, and so ions should gain roughly 2 eV in between collisions. This would explain 
the small energy peak seen in the simulation IED. The Monte Carlo code similarly shows
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Figure 6.7 Total ion energy distribution (normalised) at the electrodes, at
500 mTorr.(a) experimental results (Liu et al (1990)) and (b) simulation
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a shift to much lower ion energies, with peaks at 1 and 2 eV and a maximum energy of 8 
eV.
This seems to indicate that the models are producing more collisional LEDs than 
determined experimentally. As a test of this hypothesis a simulation was run for a 
pressure of 100 mTorr, to determine the effect on the LED of reducing the number of 
collisions by a factor of 5. This is plotted in Figure 6.8. At the lower pressure the 
distribution extends to higher energies and looks much more like the experimental EEDF 
in Figure 6.7 although with more ions at very small energies (< 2 eV), and more 
structure. The experimental IEDs are unlikely to resolve very low energies, since Liu et 
al report an analyser resolution of 1 - 2 eV, and they say that ions with less than 5 eV are 
likely to be deflected by electric field distortion at the analyser orifice.
The lack of agreement between the experimental and simulation IEDFs at 500 
mTorr (and to a lesser extent 50 mTorr) therefore seems to be due to differences in the 
number of collisions ions undergo in the sheath. Liu et al suggest that the shift to lower 
energy of the Monte Carlo LED is due to an overestimate in the magnitude of the charge 
exchange cross-sections at low energies. They use cross-sections which are fitted to the 
experimental measurements of Vestal et al (1978) and must extrapolate the results to low 
energies. However the differential cross-section model used in the PIC simulations 
(described in Chapter 5) uses the interaction potential of Ar-Ar+ to derive the cross- 
section down to energies of less than 0.001 eV. The accuracy of the cross-section would 
appear to be confirmed by comparison to drift velocity experiments.
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Figure 6.8 Total IEDF at a pressure of 100 mTorr determined from the simulation, 
than 1 eV the charge exchange probability decreases.
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One factor which would affect the distribution is a large difference between the 
simulated and experimental sheath widths. From Figure 6.2, the experimental sheath 
measured at 500 mTorr is about 25 % larger than the simulation sheath, which would 
actually indicate that in the experiment the ions are more likely to make collisions as they 
travel through the sheath. This would tend to shift the distribution to smaller energies, 
closer to the simulated distribution.
One curious aspect of the experimental LED is that ions are measured crossing the 
sheath with the full average potential, which -  regarded simplistically -  seems very 
unlikely, since ions should make around 50 collisions while traversing the sheath. It 
would seem therefore that the simulation is not adequately representing some aspect of 
the experimental system. Possibly this is due to simplification of the physics used to 
model the plasma, such as neglecting the presence of doubly ionised argon, or energetic 
neutrals, in the sheath region and ignoring effects of coloumb collisions. According to 
Ellis et al (1976) Ar++ has double the mobility of Ar+ in argon, so there is a higher 
probability of crossing the sheath without making collisions. Ions making charge- 
exchange collisions with energetic neutrals could possibly gain, rather than lose, energy, 
particularly if they are at low energies. Another aspect of this is that fast neutrals created 
by charge exchange will tend to leave the sheath region, and at high pressures this could 
lead to a reduction in the effective neutral pressure in the sheath (anecdotal evidence of 
this was given by Dr. R. Porteous, in a hybrid PIC-fluid simulation of an inductive 
reactor, described in Porteous et al (1994), which does include neutrals explicitly).
Conversely, the difference could be related to the experimental apparatus used to 
measure the IED. There will be some reduction in neutral density just above the ion 
sampling hole of the ion analyser due to differential pumping, which, if sufficiently 
large, would artificially increasing the ion mean free path in this region. The sheath fields 
are quite non-uniform and highest close to the electrode, and so, in theory, ions could 
gain relatively large energies before entering the analyser. At 100 mTorr the ion mean 
free path is approximately 2 mm, over which distance the ion can gain approximately 35 
eV. This could explain why the experimental results at 500 mTorr are better matched by 
simulation results at 100 mTorr. Most likely the difference is due to a combination of 
simplifying both the plasma physics and the reactor system modelled by the simulation.
6.2.2 Total Angular Distribution
The total angular distributions at each pressure are plotted in Figure 6.9, with 
simulation results plotted in direct comparison with the experimental results from Liu et 
al., which are represented by the stars. Simulation results are normalised so that the area
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Figure 6.9 Angular distributions showing simulation results (solid line),
experimental results (*) and experimental results with area correction (+) 
for pressures of (a) 10 mTorr (b) 50 mTorr and (c) 500 mTorr
under the curve equals 1. This indicates that simulation results have a similar form but a 
much smaller magnitude than the experimental measurements, particularly at large 
angles. A possible reason for the larger measurements in the experimental distribution is 
the difference in the areas of the annular rings of the analyser -  larger angles have larger 
collection areas and therefore can collect more current. No mention is made in the paper
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Figure 6.10 Diagramatic representation of the relative area of each annular ring.
of whether or not the relative measurements at the different angles were corrected for 
this.
Assuming that the ion analyser (shown in Figure 6.10) is approximately spherical 
then the area of each annular ring is given by
A q = 2nr d6  (r sinO ) ( 6 . 1)
where 6 is the average angle of the collection ring, d6 is the angular width of the rings 
and r is the separation between the electrode and the analyser. The area of the central ring 
is Aa = K{rd0)2, so the area of a ring at angle 6 relative to the central ring is
Ag _  2sin 6
~Ä„~~de~
(6 .2)
The measured angular distribution was divided by (6.2) and re-plotted in Figure 6.9 (as 
the crosses). Dividing through by the relative area of the rings reduces the I AD, 
particularly at large angles, resulting in distributions which look much closer to the IADs 
found from the simulation.
In Figure 6.11 the average energy and average angle of impact are plotted as a 
function of pressure for both simulation and experiment. The average energy at small 
pressures is similar for both simulation and experiment, but at higher pressures 
simulation values are much smaller than those measured experimentally. Hypotheses for 
this difference have been discussed earlier in this section. Monte Carlo codes by Kushner 
(1985) and Manenshijn and Goedheer (1991) also find small ion energies at high 
pressures. Manenshijn and Goedheer predict an average energy of less than 1 eV at 
500 mTorr. The average impact angle of the ions is also much smaller for the simulation
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Figure 6.11 Average impact (a) energy and (b) angle as a function of pressure.
Experimental results are shown as filled squares and simulation results as 
hollow circles. Modified experimental angles (asterix) are obtained by 
integrating area corrected results from Figure 6.9.
than the experiment, although much better agreement is obtained by integrating the 
modified experimental results from Figure 6.11 to obtain an average angle (plotted as 
crosses).
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6.2.3 Angle-dependent energy distributions
Figures 6.12 - 6.14 below show IEDs measured at specified incident angles, for 
pressures of 10, 50 and 500 mTorr. In the experimental system the angle subtended by 
the annular rings is 4.5° and the average angles used for the distributions are 2.3°,
11.3°, 20.3° and 29.3°. In the simulation the ion distributions were similarly binned into 
angular ranges of 4.5°, with the same average angles.
As seen from Chapter 5 both charge exchange and elastic collisions can change 
the direction of the ion trajectory. However in a charge exchange collision almost all of 
the ion energy is transferred to the neutral, producing a thermal ion -  in effect charge 
exchange looks like an elastic collision with a scattering angle close to 180°. A thermal 
ion created in the sheath will accelerated by the sheath fields, and if it has no further 
collisions then its parallel energy (i.e., its energy parallel to the field direction) will be 
much larger than its perpendicular energy at the electrode, so the trajectory will be nearly 
normal to the electrode surface. The energy it can gain depends on the average potential 
difference between the electrode and the position at which it was created. Charge 
exchange collisions (on their own) can therefore shift the IED to lower energies, but have 
little effect on the IAD.
In elastic encounters a certain amount of energy is transferred from ion to neutral, 
depending on the scattering angle. Very small scattering angles (< 1°) have little effect on 
either particle, but in large scattering angle collisions a substantial amount of energy is 
transferred to the neutral, and the ion trajectory considerably deviated from its original 
direction (due to redistribution of the remaining energy between parallel and 
perpendicular directions). The effect of elastic collisions on the distributions at the 
electrode depends both on the energy of the ion and its position in the sheath -  an elastic 
collision close to the sheath-bulk interface can redistribute a large fraction of the ion 
energy into the perpendicular direction, but the total ion energy is low at this position and 
after acceleration through the sheath the perpendicular energy will be negligible compared 
to the parallel energy gained. Hence there will be little effect on either energy or angular 
distributions. The largest impact angles are obtained when the ion makes an elastic 
collision close to the electrode. However at this position an ion which has made no 
previous collisions will have a large energy (close to the sheath potential) and from 
Chapter 5 ions with large energies (> 10 eV) make only glancing, small-angle collisions. 
Substantial broadening of the IAD is therefore due either to ions which have made 
multiple elastic collisions in the sheath, or ions with relatively low energies (e.g. ions 
which have made one or more charge exchange collisions) which make an elastic 
collision close to the electrode surface.
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Figure 6.12 (a) shows the experimental results at 10 mTorr. The IED at 2.3° 
indicates the ions with near normal incident angles. The high energy peak is due to ions 
which have crossed the sheath without making a collision, and have therefore gained the 
full average sheath potential. The ions at lower energy are likely to be those which have 
made one or more charge exchange collisions while crossing the sheath. The 
distributions at 11.3° and higher angles are most likely to be ions which have made one 
or more elastic collisions. As previously mentioned, large impact angles are most likely 
to occur when a low energy ion makes an elastic collision close the electrode, hence the 
low energy peaks which dominate the distributions at higher angles. Note that the near 
normal distribution has no low energy peak -  the peak seen in the total energy 
distribution is actually due to the low energy ions at higher angles. The resemblance of 
the total IED to a collisionless bimodal distribution is therefore purely coincidental.
The simulation results at 2.3°, seen in Figure 6.12 (b), show very good 
agreement with the experimental results. The distributions at higher angles also show a 
very similar form to the experimental results, but are much smaller in magnitude 
particularly at the larger angles (n.b. simulation results for angles higher than 2.3° are 
multiplied by a factor of five in Figure 6.12 (b)). This effect has previously been 
discussed in terms of the total angular distributions -  it is surmised that experimental 
measurements at non-zero impact angles have been unfairly weighted due to the larger 
relative areas of the annular collecting rings in the analyser. Hence the total IED for the 
simulation (Figure 6.6 (b)) does not have a low energy peak, because the relative 
magnitudes of the larger angle distributions are very much smaller than the near normal 
distribution. The IEDs from the Monte Carlo model by Liu et al also have much smaller 
magnitudes at non-normal angles and are scaled by a factor of 10.
The results for a pressure of 50 mTorr are shown in Figure 6.13. Experimental 
results at 2.3° show a strong shift toward lower energies, and prominently feature 
multiple peaks. Multiple peaked distributions are characteristic of charge exchange 
interactions in an rf sheath (Wild and Koidl (1991)). Distributions at higher angles are 
strongly weighted toward lower energies with large peaks between 0 and 10 eV, 
although 11.3° still has a small peak at about 40 eV. As for the 10 mTorr case the near 
normal distribution is primarily due to ions which have crossed the sheath without 
making a collision (although there are fewer of these at the higher pressure) or which 
have only made charge exchange collisions (or possibly a glancing elastic collision at 
high energies). The distributions at 11.3° and above are mainly due to ions which make 
multiple collisions.
The simulation results are very close to the experimental IEDs; particularly for 
2.3°, which has a similar peaked distribution, although with the peaks shifted to slightly 
lower energies. The simulation results for larger angle IEDs are sharply peaked at low
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Figure 6.12 Energy distributions at specified incident angles at a pressure of 
p = 10 mTorr for (a) experiment (Liu et al (1990) (b) simulation 
(simulated results have been multiplied by 5 for 11.3°, 20.3° and 29.3°)
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Figure 6.14 Energy distributions at specified incident angles at p = 500 mTorr for 
(a) experiment (b) simulation
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energies, as for the experimental distributions, but also show a shift to lower energies 
and fewer ions are detected with the full 40 eV. As in the 10 mTorr case the relative 
magnitude of the non-normal distributions is much smaller than those measured 
experimentally and in Figure 6.12 the distributions are multiplied by a factor of two.
Finally the IEDs at a pressure of 500 mTorr are shown in Figure 6.14. The 
experimental results show that the distributions are very similar for all angles, all 
strongly peaked at low energies with roughly the same magnitude (although the 
distribution at 11.3° is very slightly larger than the rest). This is what Liu et al term a 
fully developed distribution, since ions undergo a large number of collisions when 
traversing the sheath and so the distribution is essentially isotropic.
The simulation results show a similar isotropic distribution, but shifted to lower 
energies. The IED at 2.3° has a low energy peak but at 3 eV rather than 7 eV and the 
maximum impact energy of the ions is 15 eV, rather than 45 eV. At 500 mTorr the mean 
free path is approximately l/50th of the sheath width and so it is expected that ions make 
multiple collisions in traversing the sheath. The simulation IEDs also show low energy 
structure at 1 - 2 eV which is not seen in the experimental distribution, since the energy 
analyser cannot measure ions with less than 2 eV. When comparing the LEDs at different 
angles to the total LED it can be seen that the large peak at 1 eV is mainly due to ions 
impacting with angles of 11.3° and higher, while the second peak at 3 eV comes from 
the distribution at 2.3°. The Monte Carlo IEDs are also at lower energies than measured 
experimentally.
Possible reasons for the shift in the simulation IEDs to lower energies relative to 
the experimental distributions have been discussed previously in Section 6.2.1.
6.3 Isotropic Scattering
As mentioned in the introduction, Thompson et al (1988) found that using either 
isotropic or anisotropic elastic scattering collisions made little difference to the final ion 
energy and angular distributions. To test this a simulation was run at a pressure of 
50 mTorr in which ions collisions are modelled using the total, energy-dependent cross- 
sections for charge exchange and elastic scattering presented in Appendix B. When an 
ion makes an elastic collision an isotropic scattering angle is chosen in the centre-of-mass 
frame, as described in Section 2.5.1. When a charge exchange collision occurs a new 
velocity is chosen for the ion from a Maxwellian distribution, with a temperature of 
0.025 eV.
The simulation run with isotropic scattering produced plasma conditions which 
were slightly different than those found using anisotropic collisions -  the average density
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increased by 10%, while the average ion energy decreased by 30% and the elastic 
collision rate by 50%. Power, electron temperature, ion current, sheath width and the 
charge exchange collision rate remained the same. The decrease in elastic collision rates 
occurs because isotropic scattering uses a "hard sphere" sphere model, in which an ion 
collisions occur only if the ion-neutral separation is equal to or smaller than one argon 
diameter. The diameter is determined from the total cross section and is therefore a 
function of the ion energy, with an average value of the order of 2.5 Ä. The differential 
scattering angle model has a much larger range over which ions and neutrals can interact, 
and collisions can occur at impact parameters of up 3 nm. Collisions are therefore much 
more probable in the differential model. However, for most energies differential 
scattering is restricted to angles of a few degrees, whereas in the isotropic case scattering 
angles are much larger on average. In the isotropic simulation therefore ions have fewer, 
larger-angled collisions, and for anisotropic simulations they have many, small-angled 
collisions. Charge exchange collision rates are unaffected since both simulations use the 
same total cross-section. The effect of using isotropic elastic scattering on the ion 
distributions at the electrode is studied below.
Figure 6.16 plots the angle-dependent IEDs at 2.3°, 11.3°, 20.3° and 29.3°. The 
results plotted here are quite different from the anisotropic IEDs plotted in Figure 
6.13(b). At 2.3° the distribution is shifted to much lower energies, with a large peak at 
approximately 5 eV, and the maximum energy attained by ions crossing the sheath is
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Figure 6.16 Angle dependent IEDs at p = 50 mTorr for isotropically scattered ions.
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reduced to 20 eV. The distributions at higher angles are much larger (note they are not 
magnified as is the case for the anisotropic distributions) and also show a shift to lower 
energies. The average impact energy of ions at the electrode for the isotropic case is 10 
eV, which is 10 % lower than for the anisotropic case.
The charge exchange collision rate is unchanged from the anisotropic case, so the 
differences between the two cases must be entirely due to elastic collisions. The increase 
in magnitude of large angle scattering distributions comes about because in the isotropic 
case scattering angles are on average much larger than for anisotropic scattering. The 
shift to lower energies occurs because at large scattering angles more energy is 
transferred to the neutrals. Hence, although the elastic collision rate has reduced, more 
energy is lost per interaction leading to a net greater energy loss from the ions. It 
therefore seems apparent from these results that the form of the elastic collision cross 
section is important in determining distributions at the electrode.
6.5 Conclusion
In this chapter results from PIC simulations of a planar argon plasma, which 
includes a differential cross-section model for ion-neutral collisions, have been compared 
to experimentally measured ion distributions at the electrodes. In particular total ion 
energy and angular distributions and angle-dependent energy distributions have been 
examined. For a range of pressures the simulation distributions have a similar form to the 
experimental measurements, and at certain conditions (near normal incident angles and 
low pressures) both match exactly. There are two main differences found between 
simulation and experiment, one related to angular and the other to energy measurements. 
Experimental measurements made at non-normal incident angles were found to be much 
larger than simulation results -  this has been attributed to the ion analyser, and corrected 
values are presented in Section 6.2.2. Simulation results also show IEDs which are 
shifted to lower energies at high pressures than the experimental results. It has been 
hypothesised that this could be due to a reduction in the number of plasma species and 
their interactions in the simulation, and also a simplification of the reactor/analyser 
geometry.
The form of the elastic scattering was also found to be important, contradicting 
the findings of Thompson et al (1988). Isotropic elastic scattering collisions were found 
to shift the ion energy distribution to lower energies, and substantially increase the 
magnitude of the IAD at large angles, in comparison to results from anisotropic 
scattering. These results therefore underestimate the average ion bombardment energy at 
the electrode and overestimate the average impact angle.
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Appendix A
Fitting to Experimental Cross-sections
Binary collisions between charged particles and neutrals are modelled in the 
simulation using Monte Carlo techniques. Most of the simulations assume isotropic 
scattering of electrons and ions and a description of this collision process is given in 
Chapter 2. In order to determine the collision probability it is necessary to know each 
cross-section as a function of energy -  this Appendix details the ion and electron cross- 
section for atomic hydrogen and argon. All simulation cross-sections are determined by 
fitting to experimental data.
Electron Cross-sections:
Ionisation and excitation cross-sections are both fitted by an equation with the
form
where * = e /e th, e is the ion energy (in eV), eth is the threshold energy for the 
collision to occur and Q0, a , b and c are fitting factors dependent on the neutral species.
Elastic cross-sections are fitted individually, depending on the form of the 
cross-section.
Ion Cross-sections
Both charge exchange and elastic scattering cross-sections can be fitted using
where e is the ion energy in eV, and a and b are fitting parameters depending on the 
gas type.
Pseudo cross-sections for both electrons and ions are fitted using:
A. 1
0 (e )  = ( a - b  In e f  x lO "20 (A.2)
(A .3)
where Q0 is a fitting parameter and v is the particle velocity.
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Figure A .l e-H  cross-sections as a function of energy, including elastic scattering 
(dotted line), ionisation (dashed line), excitation (dash-dot line), total 
cross-section (solid line) and pseudo fit (thick line). Experimental 
results are shown as symbols.
Ionisation:
£th = 13.5 eV 
Qo= 1.81xl0-17 m2
0  = 0.333, b=  1.05 and c -  1.5
Experimental data is from Kieffer and Dunn (1966)
Excitation:
£th =10.2 eV,
Qo = 3.50x10*18 m2
a = \ . l ,  b = 0.10 and c -  1.0
Experimental data is from McDowell et al (1975)
208
Elastic Scattering
The elastic cross-section is fitted using an exponential with the form 
0 ^  = 7 .6 8 x 1 0 - ' V 10834'" ’ 
where e is the electron energy in eV.
Experimental data for: 0.4-14 eV is from Brackman et al (1958)
16.48 - 200 eV is from Dimitry et al (1991)
Pseudo cross-section fit:
Qpseudo=1.875x10‘ i3/v m2
A. 2 e--Ar cross-sections
The elastic cross-section for electron-argon collisions is a little more difficult to 
fit due to the presence of the Ramsauer minimum at 0.345 eV. To take this into account 
the elastic cross-section has been separated into three energy regions and each region is 
fitted with a separate power law. To reduce the number of null collisions that the 
electrons make at low energies the pseudo cross-section is also divided into two 
separate fitting regions.
Ionisation:
eth = 15.759 eV 
Q0 = 6 .5 x l0 '17 m2
a = 0.5, b = 0.87 and c = 1.4
Experimental data is from Krishnakumar and Srivastura (1988)
Excitation:
£th = 11.6 eV 
Qo= l.lx lO -17 m2
<3 = 0.18, b = 0.85 and c = 1.0
Experimental data is from de Heer et al (1979)
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Figure A.2 e_-Ar cross-sections as a function of energy, including elastic scattering 
(dotted line), ionisation (dashed line), excitation (dash-dot line), total 
cross-section (solid line) and pseudo fit (thick line). Experimental 
results are shown as symbols.
Elastic Scattering:
0 < e <0.34 eV 
0.34 < £ < 12.0 eV 
£ > 12.0 eV
Qelas = 8.324x 10-22£ -U5  m2 
Q elas-  1. 105x 10' 20£ 1-26 m 2 
Qelas =1.17x10-18 e -0.07 m 2
Experimental data for: 0.0 - 20.0 eV is from Ferch et al (1985)
20.0 - 3000.0 eV is from de Heer et al (1979)
Pseudo cross-section fit:
0 < £ < 1.9 eV Qpseudo- 1.6xl0-14/v m2
£>  1.9 eV 0 ^ o = 5.7x10-13/v m2
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A. 3 H+-H cross-sections
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Figure A .3 H+-H cross-sections as a function of energy, including elastic scattering 
(dashed line), charge exchange (dotted line), the total cross-section 
(solid line) and pseudo fit (thick line). Experimental results are shown 
as symbols.
Elastic scattering:
a = 2.35 b = 0.40
Experimental data is from McDaniel (1964, pg 253)
Charge exchange:
a -  8.5 h — 0.6
Experimental data is from McDaniel (1964, pg 253)
Pseudo cross-section fit:
Qpseudo = 2.0xl0_14/v m2
211
A A  Ar+-Ar cross-sections
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Figure A .4 Ar+-Ar cross-sections as a function of energy, including elastic
scattering (dashed line), charge exchange (dotted line), the total cross- 
section (solid line) and pseudo fit (thick line). Experimental results are 
shown as symbols (triangles are charge exchange data)
Elastic scattering:
a = 6.45 b = 0.365
Experimental data is from McDaniel (1964)
Charge exchange:
a -  8.5 b -  0.6
Experimental data for: 4 - 400 eV is from McDaniel (1964)
0 - 8  keV is from Rapp and Francis (1962)
1.5 - 200 keV is from Hegerberg et al (1978)
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Pseudo cross-section fit:
Qpseudo -  3.5xlO'14/v m2
Note that the experimental charge exchange cross-sections shown in Figure A.4 are 
quite different for high and low energies. Although the data at high energy (Hegerberg 
et al (1978)) is more recent, the fitting was made to data from McDaniel (1964) and 
Rapp and Francis (1962), since these are in the energy range of interest. However it is 
interesting to note that either the cross-sections alter drastically at high energies, or else 
there is a large discrepancy between experimental measurements. Figure A.4 also 
shows that the pseudo cross-section used here is only valid for ion energies up to 2000 
eV. This value was chosen as a cutoff in order to reduce computational time, which 
increases with increasing magnitude of Qpseudo due to the reduced mean free time 
between collisions.
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Appendix B
Ionisation cross-section of hydrogen as a
function of kTe
The electron-hydrogen collision frequency for a given interaction is N(Qv), 
where N is the neutral gas density, Q the cross-section for that interaction and < > 
denotes the average over the electron velocity distribution f(v). The average cross- 
section is then given by:
Q = M
<v>
(B .l)
mv2
Asuming that the electrons have a Maxwellian distribution, then /(v )  v2e 2kTe 
Averaging over the distribution (Qy) is given by
(Ö.v)
\ ()Qvf(v )dv
j~ f(v)dv
UJ r e - 'l2e
J o
(B.2)
where me, e and e are the mass, charge and energy (in eV) of the electron respectively. 
It should be noted that the average ionisation rate is very sensitive to the electron 
temperature, and a slight non-Maxwellian increase in the tail of the electron distribution 
can have a large effect on the calculated value of (Qv}.
Combining (B.l) and (B.2) and substituting in the average velocity of a
I $JcT
Maxwellian distribution, (v) = ------ gives
7tme
Q(kTe) =
f  Q{e)e~8lkT’de
r e -v2e-cßr,de ■
J o
(B.3)
then Qion(kTe) can be integrated numerically, using Qion(£) determined from equation 
(A .l), with the appropriate constants. This is plotted in Figure B .l.
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Fitting (B.3) with an exponential curve, gives an equation of the form
Q,„(kTe) = Q„e-e~"‘T',
where Q0 =  8.2x1 O'21 m2. This is also plotted as a dotted line in Figure B .l, and 
shows good agreement with the numerical derivation to electron temperatures of 
around 20 eV, which is adequate for most applications to the simulations, which have 
an average temperature of 3.5 eV.
Electron T em perature  (eV)
Figure B .l The average ionisation cross-section Qlon determined as a function of 
the electron temperature. The solid line shows the numerical solution of 
Qion using (B.3), and the dotted line the exponential fit to this.
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