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Abstract:
Impact ionisation is the basis for the method yielding the highest sensitivity for detection of
dust particles in space. To cover a sufficiently big energy range for the investigation of dust
particle impacts and the calibration of impact ionisation instruments, we attempted to supply
the dust accelerator at the MPI for Nuclear Physics with laser ionisation. Therefore it is nec-
essary to investigate the properties of both processes with respect to their comparability. For
this, the characteristics of the emerging plasma, such as the velocity distribution of the ions,
and the ion appearance in the TOF mass spectra are analysed and compared. The findings of
this study show that, in general, laser ionisation plasma is not comparable to that generated by
hypervelocity particle impacts. However, particular aspects of the the laser ionisation process
can be used as a rough substitute for particle impacts, i.e. optimising and testing electronic
components for impact ionisation instruments.
Furthermore, the dependence of the plasma properties on the impact parameters were studied.
Here, the experimental results imply that the defining parameter of the impact process is either
the impact velocity or the energy density.
Zusammenfassung:
Die effektivste Methode zum Nachweis von kosmischen Staubteilchen direkt im Weltall beruht
auf dem Prozeß der Einschlagsionisation. Zur Kalibration der dabei verwendeten Instru-
mente muß einen genu¨gend großen Energiebereich abgedeckt werden. Deshalb wird daru¨ber
nachgedacht, den Staubbeschleuniger am MPI fu¨r Kernphysik in Heidelberg mit einem Auf-
bau zur Laserionisation zu erga¨nzen. Nun ist es aber notwendig, die Vergleichbarkeit beider
Prozesse zu untersuchen. Hierfu¨r werden die Eigenschaften des beim Einschlag entstehenden
Plasmas mit dem der Laserionisation verglichen. Dies sind z.B. die Geschwindigkeitsverteilung
der Ionen oder die Ha¨ufigkeiten, mit fu¨r das Massenlinien in Flugzeitmassenspektren auf-
tauchen. Hier zeigen die Experimente, die fu¨r beide Prozesse unter gleichen Bedingungen
mit dem gleichen Aufbau durchgefu¨hrt wurden, daß im Allgemeinen nicht von einer Vergle-
ichbarkeit ausgegangen werden kann. Jedoch kann Laserionisation zur Simulation von bes-
timmten Aspekten des Teilcheneinschlags genutzt werden. Zum Beispiel kann ein Laser zum
Test und zur Kalibration von Einschlagsionisationsinstrumenten genutzt werden.
Daru¨ber hinaus wurden untersucht, wie die Eigenschaften des Einschlagsplasmas von den Pa-
rametern des Teilcheneinschlags abha¨ngen. Hier weisen die Experimente darauf hin, daß die
bestimmenden Parameter des Einschlags die Geschwindigkeit des Teilchens und oder oder die
Energiedichte sind.
vi
Fu¨r Brigitte und Rolf.
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1. Introduction
Dust plays an important role in may astrophysical processes. These tiny particles, often called
”micro-meteorides”, have sizes of few tenth nm up to 200µm, can be divided into three groups:
planetary, interplanetary and interstellar dust (Gru¨n et al., 1994). Different origin and orbits
are reflected in this categorisation.
Interstellar dust Outside the solar system, space is not empty: it is filled with rarefied but
filthy, filthy gas (Hillier et al., 2010) and dust forms vast dark clouds, recognisable by the
extinction of star light.
On one hand, the interstellar dust is an annoyance for astronomers, it is the dominant source
of obscuration of starlight in galaxies. The true degree to which dust obscures was recognised
by Trumpler (1930) while studying an open start cluster. The key to his realisation was that
dust not only dims the light from distant stars , but also reddens is. This is accomplished in two
ways. First, light is scattered out of the line of sight towards the observer. Second, dust absorbs
photons, converting their energy into heat. This absorption of the light by dust constitutes an
important source of energy in the interstellar medium and has the overall effect of making
some galaxy emit their energy in the far infrared (at wavelengths λ≈ 200µm). Opposite to the
surrounding gas, dust is able to emit continuous thermal radiation. Thus, it plays a major role
during the cool-down of the interstellar medium and during the formation and development of
stars in galaxies. This lesses the thermal pressure, and the cloud will continue to collapse.
On the other hand, interstellar dust is a major component to form starts and planetary systems
and can be repeatedly recycled by the galactic evolution process (Dorschner and Henning,
1995).
The origin of interstellar dust is not yet completely clear, a possible process could be con-
densation in the cool atmospheres of red giants (Binney and Merrifield, 1998). Another major
source are envelopes of novea and supernovea explosions and Wolf-Rayet stars (Amari and
Lodders, 2007).
Currently, the Sun is flying through one of the warm clouds embedded in the hot medium of
the local bubble called Local Interstellar Cloud (LIC) (Holzer, 1989). The cloud measures few
parsecs in diameter and consists of dusty plasma with an electron density of about 0.1cm−3
and a temperature of approximatly 104 K. Recent measurements confirmed the relative veloc-
ity between the Sun and the LIC to be about 26 kms−1 (Witte et al., 1993). Although the
existence of interstellar dust within the solar system was predicted theoretically since the mid-
70th, (Levy and Jokipii, 1976; Gustafson and Misconi, 1979; Morfill and Gru¨n, 1979), it was
not before 1993, when the first unambiguous in-situ detection of interstellar dust grains was
successfully achieved with the Ulysses dust instrument (Gru¨n et al., 1993).
The dynamics of interstellar dust grains in the solar system are governed by solar gravity,
radiation pressure, and the Lorentz force induced by the radically expanding solar wind mag-
netic field. These forces shape the trajectory of an individual grain and determine the ISD flux
distribution at any given location in the solar system (Altobelli et al., 2006).
1
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Figure 1.1.: Sombrero Galaxy (M104), one of the largest galaxies in the nearby Virgo Cluster
of Galaxies. It has an diameter of ∼ 50,000 light years. The dark band of dust that
obscures the mid-section of the Sombrero Galaxy in optical light as shown in the
left picture taken by HST. Courtesy Hubble Heritage Team (AURA, STScI, NASA).
The right image shows the infrared glow, recently recorded by the orbiting Spitzer
Space Telescope, superposed in false-color on an existing image taken by NASA’s
Hubble Space Telescope in optical light. Courtesy R. Kennicutt et al. (Steward
Observatory, SSC, JPL, Caltech, NASA).
Interplanetary dust particles move on orbits between planets around the sun.
There is a number of dust sources in the Solar System, i.e. collisions of bigger bodies in
the asteroid or Edgeworth - Kuiper belt and impacts onto planetary moons and, infrequently,
planets themselves (Hillier et al., 2007a). Dust can be also generated from sources within
the giant planet systems; some moons have active volcanoes which eject material as gas and
dust. If the emission speed of these grains is sufficient enough, the material is released into
interplanetary space, moving on orbits around the sun.
In the inner Solar System, at heliocentric distances less then 2.5AU, comets and asteroids
are believed to be the dominant sources of interplanetary dust.
Dust played a key role in the formation process of the sun and the planets (Weidenschilling,
2000). During the formation process the dust grains are altered by the heat of the collapsing
cloud and accretion shocks. The composition of the particles will change depending to their
location within the disk and the consequential environment temperature. For example, volatile
components are vaporised on grains closer to the protostar and recondensate later, representing
the temperature profile of the accretions disk. Moreover, dust in the outer regions remains
almost unaltered, reflecting the properties if interstellar dust.
Comets were formed from the solar nebular material during the formation phase of the solar
system. Hence, they are believed to have preserved their original material composition.
As a comet approaches the Sun on a high elliptical orbit, the volatiles and the dust compris-
ing the nucleus of a comet sublime due to solar heating. Two tails result from a coma cloud
expanded radially around the nucleus, the dust tail and the plasma tail.
Planetary dust describes the population of dust grains bound by gravity to a central planet
or its moons. It is well known by the formation of dust rings as in the Jovian or Saturnian sys-
tem, as well at Uranus and Neptune. Despite the latter, planetary dust is present in dust clouds
around small bodies and the active ice geysers on the surface of planetary moons like Ence-
ladus (Fig. 1.3). Dust clouds around planetary moons were discovered by the dust detector
onboard Galileo (Kru¨ger et al., 1999; Krivov et al., 2003). The moon’s surface is continuously
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Figure 1.2.: Halley’s comet on the Bayeux Tapestry, a medieval embroidery depicting the Nor-
man Conquest of England in 1066. It is remarkable as a work of art and important as
a source for 11th-century history and one of the most famous depictions of a comet
in the history of art.
bombarded by particles originating from the ring background, interplanetary micrometeoroids
and interstellar dust grains. They generate a faint shell above the surface filled with ejecta par-
ticles produced on the moons surface upon the primary dust impacts. This process is ongoing
on all surfaces in the planetary system, which are not protected by an atmosphere.This includes
asteroids, comets, the Earth’s moon and all planetary moons, in the Jovian system extensively
studied by Krivov et al. (2002) and Sremcˇevic´ et al. (2005).
Another phenomenon of planetary dust, here defined by its origin within a planet’s system,
are the high-velocity dust streams of the jovian and saturnian system. These grains are ex-
tremely small, they have sizes between 5 and 50nm. Thus, these particles, charged due to the
environmental plasma and UV radiation, are expelled by electromagnetic acceleration in mag-
netic fields and can reach velocities up to a few 100kms−1 (Hora´nyi et al., 1993; Hamilton and
Burns, 1993; Hora´nyi, 2000; Kempf et al., 2005b).
Detection and characterisation of cosmic dust The existence of dust in the solar
system is fairly well known since centuries. It was first recognised in its characteristic nature
by trying to explain the phenomenon of the zodiacal light. This cone shaped illumination of the
sky in the ecliptic plane accrues by reflection or dispersion of the sun light with interplanetary
particles.
Due to the investigation of the dispersion and spectral properties of the light, it was possible
to gain knowledge about the properties of the dispersing particle, such as sizes, temperatures
and chemical composition of their surfaces (see Section 2.4.1).
Yet another important possibility to gain insight in the dynamical, physical and chemical
properties of the dust in the solar system are in-situ measurements, meaning direct collection
and analysis of the the particles by instruments on space probes. Several methods have been
used to conduct in-situ experiments since the beginning of space age.
Dust compositional information may be obtained via either impact ionisation time of flight
mass spectra or, in rare cases, direct sample return, meaning the investigation of surfaces in the
laboratory which have been previously exposed in space.
Perhaps the most dominant method, determined from the analysis of samples on Earth-
3
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Figure 1.3.: Left: Saturns outer blueish E ring along the orbit of the moon Enceladus. Cassini
acquired this global view during a Sun occultation of the planet. Right: Image of the
dust plumes at the south pole of Enceladus. (NASA/JPL/SCI PIA08329 PIA08386)
whether delivered naturally and collected from sediment samples, ice cores and stratospheric
collection techniques or collected in situ and returned to Earth.
There is a variety of methods for in-situ dust measurements. Each method described below,
either alone or in combination, can reveal the particles’ velocity, trajectory, mass and even
chemical composition (Auer, 2001).
• Thin-Foils penetration A fast particle striking a thin foil (thickness of the foil < particle
diameter) causes compression and shock waves in the projectile as well as in the foil.
This may then lead to deformation or even a rupture of the foil. There are two different
detection methods using this effect:
– One detector type registers an impact when the cell’s gas pressure (monitored by
a pressure switch) drops, because gas leaks into space through a penetration hole
in the cell wall. One of the first dust detectors, yielding reliable near-Earth dust
fluxes, was the thin-walled pressurised ”beer-can” cell on the Explorer 16 satellite,
flown in 1962 (Hastings, 1964). A decade later, a similar detector was put on the
Pioneer 10 and 11 spacecraft to Jupiter and beyond (Meshejian et al., 1970).
– For the other type, the striking particles cause a capacitor discharge or depolarisa-
tion due to local removal of polarised material in the foil volume. A typical sensor
consists of a thin (≥ 1.5µm) foil of permanently polarised polyvinylidene fluoride
(PVDF).
• Impact flash detection Hypervelocity particle impacts produce light. The light flash
from impact on a solid target was used for dust impact detection by Berg and Meredith
(1956) on a sounding rocket and by Kissel (1986) on the VeGa 1 & 2 and Giotto space-
craft to comet Halley. In the laboratory, this phenomenon and its dependence on the
particle impact parameters were studied with photomultipliers, i.e. by Jean and Rollins
(1970) and by Eichhorn (1972; 1974; 1975; 1976; 1978b; 1978a).
• Inductive measurement of the particle charge Cosmic dust particles are charged due
to the environmental plasma and UV radiation(Whipple, 1981). Such particles, approx-
imating a metal electrode, will induce a charge within the electrode. A number of elec-
trodes, i.e. grids or wires, can be used to determine the particle charge and velocity
and, depending on the geometrical alignment of the electrodes, even reveal the particles’
trajectory and orbit (Shelton et al., 1960; Srama et al., 2004b).
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• Impact ionisation detectors When a dust particle impacts onto a solid target, parts of
the impactor and the target are vaporised and ionised by the energy released during the
impact. This leads to the formation of an impact plasma, expanding rapidly into the
surrounding vacuum. The constituents of the impact plasma are electrons, positive and
negative ions, neutral atoms or molecules, and residual fragments of the impactor and
target. The constituents of the plasma are separated due to an electrostatic field, af-
terwards, depending on their polarity, accelerated towards either an ion detector or the
target plane, and amplified and recorded. Impact ionisation is the fundamental physical
mechanism involved in the cosmic dust detection as discussed in this work. In the early
60s, the residual ionisation of a gas cloud generated upon impact of a high-velocity pro-
jectile onto a solid target was discussed theoretically by Raizer (1959). The first experi-
mental verification of the theory succeeded as soon as facilities were built to accelerate
micrometer-sized particles in vacuum to high speeds (some kms−1) (Friichtenicht and
Slattery, 1963).Then, impact ionisation appeared to be the detection method yielding the
highest sensitivity for the detection of dust particles in space. The first dust instrument
based on the impact detection method was flown on the HEOS2 spacecraft in 1972. The
descendants of the HEOS 2 dust instrument were launched in 1989 and 1990 on board
of the Galileo and Ulysses spacecraft, respectively (Gru¨n et al., 1992a,b). As the most
recent instrument of this type, the Lunar Dust EXperiment (LDEX) onboard the LADEE
space craft is supposed to map the spatial and temporal variability of the dust size and
density distributions in the lunar environment (Hora´nyi et al., 2009).
• Time-of-flight mass (TOF) spectroscopy The greatest sensitivity is provided by an
impact ionisation detector combined with a TOF mass spectrometer. Here, the separated
and accelerated ions are focused on an ion detector, registering the ions sequentially.
Due to conservation of energy
1
2
mv2 = q ·Uacc
(with v being the ion speed, m its mass, q its charge, and Uacc the separating potential),
the ion flight time can be assigned to a q/m and subsequently to an ion species. Thus,
a mass spectrum can be obtained and the chemical composition of the particle can be
revealed to some extent depending on the spectrometer’s quality. The advantages of such
detectors are the simplicity and the possibility of simultaneous measurements of the the
dynamical properties of the particle and its chemical composition. The first, simple TOF
mass spectrometer flown in space was the dust instrument on the Helios spacecraft in
1974 (Dietzel et al., 1973). The last upgrade of this type of dust instrumentation is the
Cosmic Dust Analyser (CDA) onboard the Cassini spacecraft - currently investigating
Saturn, its moons, and rings (Srama et al., 2004a). To obtain significantly higher mass
resolutions an electrostatic ion reflector with a folded drift tube and a first-order energy
focusing was used for the design of the dust instruments PIA and PUMA on the VeGa
1 & 2 and Giotto spacecrafts encountering the comet Halley in March 1986 (Sagdeev
et al., 1987). The CIDA instrument onboard Stardust is a direct descendant of these
mass spectrometers (Kissel et al., 2004, 2003). An instrument combining the advantages
of both, the high mass resolution of a reflectron TOF mass spectrometer and the large
target area of the CDA-type instrument, is the Large Area Mass Analyser (Sternovsky
et al., 2007).
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2.2 General Description
inclination of 9◦ for the inner two grids, the path length between the grids depends on the
angle of incidence, and allows a determination of the directionality of the incident particle in
one plane. The choice of 9◦ is a compromise between angular resolution and tube length of the
detector. The larger the angle the better the angular resolution, but the bigger and heavier the
instrument. The detection of particle charges as low as 10−15 C has been achieved although
the grid capacitance is high (≈200 pF). The speed obtained by the entrance grid system is used
to verify and calibrate the indirect determination of particle speed based on the rise times of
the impact ionisation signals.
Impact Time Impact Time
Multiplier
Entrance Grids  QP
Chemical Analyzer Target CAT
+1000 V   QC
Impact Ionization
Detector  IID
QT
MP
Dust Particle
Ions
Dust Particle
Ion Collector
-350 V  QI
MP Multiplier
QI Ion Grid
QT
Impact Ionization
Detector
QA Chemical
Analyzer Grid
QC Chemical
Analyzer Target
QI
MP
QT
QA
QC
QP
QP Primary Charge
QA
Impact onto big target (IID) Impact onto small target (CAT)
Figure 2.5: Cross section of the instrument and impact signals of the two target locations. Left: Signals
of IID impacts. Right: Signals of CAT impacts with a time-of-flight mass spectrum at the multiplier
channel.
A particle can impact either on the big gold plated Impact Ionisation Target (IIT, 40 cm
diameter) or the small rhodium Chemical Analyzer Target (CAT, a 16 cm diameter plate with
a thickness of 0.3 mm). In both cases the impact physics is the same: The impact produces
particle and target fragments (ejecta), neutral atoms, ions and electrons (impact plasma). An
electric field separates electrons (collected by the targets) and ions (collected by the ion grid).
Charge sensitive amplifiers collect the charges at the various targets and grids. Amplifiers
are connected at the Chemical Analyzer Target (QC), the Chemical Analyser Grid (QA), the
Impact Ionisation Target (QT), the Ion Grid (QI), the Entrance Grids (QP), the Multiplier An-
ode (QMA) and the Multiplier Dynodes (DLA). In order to increase the dynamic range, the
amplifiers for QC, QT and QI are working with two measurement ranges.
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Introduction: The lunar dust environment is ex-
pected to be dominated by submicron-sized dust parti-
cles released from the Moon due to the continual bom-
bardment by micrometeoroids, and due to plasma-
induced near-surface intense electric fields. The pro-
posed Lunar Dust EXperiment (LDEX) is designed to 
map the spatial and temporal variability of the dust size 
and density distributions in the lunar environment. 
LDEX is an impact detector, capable of measuring the 
mass of dust grains with m ! 1.7x10-16 kg (radius rg ! 
0.3 µm), in a ~50 km altitude circular orbit about the 
Moon. LDEX will also measure the collective current 
of the dust grains that are below the detection threshold 
for single dust impacts; hence it can search for the pu-
tative population of grains with rg ~ 0.1 µm lofted over 
the terminator regions by plasma effects. LDEX has 
been developed at LASP and has a high degree of heri-
tage based on similar instruments on the HEOS 2, 
Ulysses, Galileo, and Cassini missions. The LDEX 
engineering model has been successfully tested and 
calibrated at the Heidelberg dust accelerator facility. 
Scientific Objectives: The LDEX instrument will 
address the dust science  objective of the Lunar At-
mosphere and Dust Environment  Explorer (LADEE) 
mission, as stated in the NASA Science Definition 
Team (SDT) Study Report (May 21, 2008): 
LADEE science objective 2: “Characterize the lu-
nar exospheric dust environment and measure any 
spatial and temporal variability and impacts on the 
lunar atmosphere.” 
This science objective is addressed by measuring 
the temporal and spatial variability of the density and 
size distributions of dust in orbit around the Moon. The 
SDT report identified the measurement requirement to 
detect submicron sized particles, in order to gauge the 
relative importance of the two expected sources of 
dust: a) ejecta production due to continual bombard-
ment by interplanetary meteoroids, and b) lofting due 
to plasma effects.  
LDEX instrument: LDEX is an impact ionization 
dust detector with a sensor area of ~ 0.01 m2, derived 
from the heritage of the dust instruments operating on 
HEOS 2, Galileo, Ulysses, and Cassini. LDEX is a low 
risk, compact instrument with no deployable or mov-
ing parts, and uses no flight software (Figure 1). In 
addition to individual dust impacts of grains with radii 
rg > 0.3 µm, LDEX can identify a large population of 
smaller grains (0.1 < rg < 0.3 µm) by measuring their 
collective signal.  
 
Figure 1. LDEX schematics. 
A dust particle impacts the hemisphericaltarget and 
generates a plasma cloud. The -200 V bias applied on 
the ion focusing grid creates a radial electric field and 
separates the electrons and ions. The electrons are col-
lected on the target and measured by a charge sensitive 
amplifier (CSA). The ions are detected by the micro-
channel plate (MCP) placed behind the focusing grid. 
The MCP anode is divided into two sections with equal 
area each collecting about half of the signal. Both 
MCP outputs are connected to currentto-voltage (I/V) 
amplifiers to measure the current pulse of the impact. 
The two MCP signals are used for coincident detection 
ensuring the identification of dust impacts. Single par-
ticle events, such as cosmic rays or high-energy solar 
particles, will generate a signal only on one MCP 
channel. The impact charge is obtained independently 
from the CSA and the MCP signals. The mass and size 
of the dust particle is calculated from the impact 
charge using laboratory calibration.  
 Besides individual impact detection, LDEX can 
identify a large population of small (rg < 0.3 µm) dust 
grains. Dust grains in the size range of 0.1 µm < rg < 
0.3 µm generate 100 e- < QI < 3,000 e
-. If these parti-
cles impact LDEX at the predicted rate of 103 s-1, their 
cumulative impact charge, > 105 e-s-1, is comparable to 
or larger than the charge from individual impacts with 
rg ! 0.3 µm. LDEX integrates the MCP signal for 0.1 s 
to measure the cumulative charge from small dust im-
Figure 1.4.: Impact ionisation instruments for the detection and analysis of cosmic dust particles
in space. Right: Sch matical drawing LDEEX instru en , represen ing the
simple impact ionisation ins ruments of the HEOS type(Hora´nyi et al., 2009). Right:
Schematics of the CDA m ss spectrometer (Srama, 2010).
Simulation in the laboratory The accurate and reliable interpretation of collected space-
craft data requires a comprehensive program of terrestrial instrument calibration. This process
involves accelerating suitable cosmic dust analogue particles to hypervelocity speeds in the
laboratory. There are basic ly t ree types of accelerators in use for producing test particles at
these high velocities. As shown in Figure 1.5 they provide different ranges of masses and ve-
locities. The electrostatic dust accelerator covers the entire speed range needed for most of the
applications except for i.e. extremely high velocities similar to those of the stream particles.
For this study, the 2 MV Van-de-Graaff accelerator located in the Heidelberg dust laboratory
was used, which accelerates charged micron and sub-micron sized dust particles to speeds in
excess of ∼80 kms−1. Due to its the working principle, as described by Friichtenicht (1965),
the velocity of particles is related to their masses. This type of accelerator works only for
small particles (0.01 · · · 3µm). The plasma drag accelerator and the light gas gun produce
projectiles, having sizes ranging from 10µm to 100µm, though achieving lower speeds. The
velocity-mass ranges obtained with these different types of particle accelerators are shown in
Figure 1.5. Besides the development, calibration, and testing of instruments dedicated to the
investigation of dust particles in space, hypervelocity impact experiments provide the opportu-
nity to gain a better understanding of the impact process itself and to study matter at extreme
conditions, i.e. high pressures and temperatures.
But, although the dynamical properties particles match those of the main fraction dust parti-
cles in space, some cosmic dust populations like dust stream particles have speeds not accessi-
ble with particle accelerators in the lab (Kempf et al., 2005a) . For such conditions, calibration
is not possible, leading to less reliable interpretation of impact signals recorded with the dust
instrument in space.
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Figure 1.5.: The mass versus velocity ranges for the three common microparticle accelerators
(Auer, 2001).
Soon after their introduction in 1962 (McClung and Hellwarth, 1962), high-powered pulsed
lasers were to be recognised as a flexible and powerful tool for the studying the interaction
of intense electromagnetic field with solid bodies (Ready, 1963; Friichtenicht, 1974). The
formation of a hot plasma from the irradiated surface was found to be depending sensitively
on laser parameters, such as energy density, pulse duration, wave length etc. as well as the
properties of the irradiated material (Linlor, 1963; Mulser et al., 1973). In general, the resulting
ablation plasmas or ”plumes” have high ion and electron temperatures of the order of several
thousand Kelvin and high degrees of ionisation. Due to this, laser set ups were designed to
create plasma plumes in order to test and optimise time-of-flight mass spectrometer and other
particle impact ionisation instruments or their components (Austin et al., 2002; Sternovsky
et al., 2007).
Although there have been experimental and subsequent theoretical investigations of the sim-
ilarity of both ion emitting processes, these studies, conducted mainly by Krueger (1982), Kn-
abe and Krueger (1982), and Kissel and Krueger (1987), took place under specific experimental
conditions and for a very particular choice of investigated materials.
Outline of this thesis Subject matter of this thesis is the investigation of the comparability
of the impact ionisation process and the formation of a plasma cloud due to the irradiance if
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ly describe the interaction. Also, op- 
tical and thermal properties of  the 
material vary during the laser pulse, 
which makes it difficult to accurately 
predict the amount of  energy cou- 
pled to the target and the quantity of  
mass removed.  Howevel;  the inter- 
ac t ion  is p r e d o m i n a n t l y  thermnal. 
Melting is common and fractional 
vaporization is possible; elements of  
higher vapor pressure will be en- 
riched in the vapor relative to their 
concentration in the solid. Amazing-  
ly, this vaporization laser-material  
interaction is considered the easier 
case! When the irradiance is highel; 
the interaction is more complicated. 
Ablat ion .  At higher irradiance, 
beyond 10 9 W/cm 2 with nanosecond 
and shorter laser pulses focused onto 
any material, an explosion occurs. 
The term "laser  ablation" has been 
adopted to describe this interaction; 
it must sound better than " laser  ex- 
plosion".  Phenomenologically,  the 
surface temperature is instantane- 
ous@ heated past its vaporization 
temperature through linear one-pho- 
ton absorption, multi-photon absorp- 
tion, dielectric breakdown, and ad- 
ditional undefined mechanisms.  8,9.~ 
The vaporization temperature of  the 
surface is exceeded within a fraction 
of the laser pulse duration; energy 
d i s s ipa t ion  th rough  vapor i za t ion  
from the surface is slow relative to 
the laser pulse width. Before the sur- 
face layer can vaporize, underlying 
material will reach its vaporization 
temperature. Temperature and pres- 
sure of  the underlying material are 
raised beyond their critical values, 
causing the surface to explode. The 
pressure over  the irradiated surface 
from the recoil of  vaporized material 
can be as high as 10 5 MPa (10 6 at- 
mospheres)? 3 This explosive inter- 
action has been described as "non-  
thermal" ,  and melting is often not 
observed around the crater. Fraction- 
al vaporization should be negligible! 
However,  during an ablative inter- 
action, a p lasma is initiated at the 
sample. Plasma temperatures are in 
excess of  10 4 K, and radiative heat 
transport can establish a plasma-ma- 
terial interaction. 8,9,~4 The plasma du- 
ration is microseconds,  which is long 
FtG. 2. Photograph of laser ablation "crater" in copper surface with the use of 30-ps 
pulses from a Nd:YAG laser at A = 1064 nm. 
Ft6. 3. Photograph of laser ablation "crater" in copper surface with the use of 30-ps 
pulses from a Nd:YAG laser at A = 266 nm. 
APPLIED SPECTROSCOPY 15A 
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Figure 1.6.: Photographs of laser ablation ”craters” in a copper surface generated with a 30ps
pulse from a Nd:YAG laser at wave lengths of λ = 1064nm (left) and λ = 266nm
(right) (Russo, 1995).
a solid target. For this, one has to define what ”comparability” exactly means in this context.
Laser ionisation is regarded as a simple method to emit ions from a surface comparable to
p rticle impact in a high repetition rate with much less effort and costs and in a wider energy
range as with a micro-particle accelerator.
T e guiding themes of this work were three questions concerning the processes of impact
and laser ionisation:
• How reproducible are mass spectra produced by hypervelocity impacts and by laser ab-
lation under similar physical conditions?
• Is laser ablation a useful analogue for the impact ionisation process?
• How deep is our understanding of the impact ionisation process?
For answering these questions, a program of hypervelocity impact and laser induced ionisa-
tion experiments was performed to investigate these themes.
These measurements were conducted with a time-of-flight mass spectrometer designed to
provide as comparable as possible impact conditions and optimised to obtain direct informa-
tion about the process, i.e. the velocity distribution of the generated ions. The results provide
constraints for the comparability of the processes and for the possibility of simulating particle
impacts with laser bombardment of solid surfaces. The laser used in this study is a Nd-YAG
solid state laser with a wave length of 355 nm, pulse durations of about 5 ns and a pulse power
of up to 200kW. For the laser ionisation measurements, the laser beam was focused to a focal
spot of about 10µm diameter on metal (iron and a copper/silver alloy) as well as silicate targets
(gold coated olivine). These materials were chosen to be comparable to the particle impact ex-
periments shots, which had been performed with iron particles as well as with orthopyroxene
and olivine dust on metal targets.
In the following Sections 2.1 and 2.2 a brief overview of the involved processes will be
given, followed by a discussion of the used method of investigation, namely time-of-flight-
mass spectroscopy (see Section 2.3). Since the background of this study is the investigation
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of physical and chemical properties of cosmic dust particles, the experiments have been con-
ducted using analogous materials prepared to be accelerated. The general properties of these
materials will be described in Section 2.4.
This is followed by an overview of the experimental set up in Section 3. The presentation
and interpretation of the experimental results in Section 4 is focused on the the impact charge
signals and the TOF mass spectra. The results are summarised in Section 5. In the appendix of
this work, the resulting experimental data are listed and some of the used experimental methods
and techniques are described.
The findings of this study show that, in general, plasma generated by laser ablation or des-
orption is not comparable to that created by hypervelocity particle impacts. However, partic-
ular aspects of the the laser induced ionisation process can be used as a rough substitute for
hypervelocity particle impacts: once found and optimised, a particular laser set up can be used
to produce many similar impact events at a high repetition rate, which can then be used for
optimising and testing detectors, amplifiers and other electronic components for time-of-flight
mass spectrometers developed for the investigation of impact ionisation plasmas.
Furthermore the experimental results imply that the defining parameter of the impact process
is either the impact velocity or the impact energy density. Due to the the bias in the accelerated
particles’ velocities and masses introduced by the functional principle of the dust accelerator,
the question, which parameter dominates, could not be answered. Further investigations over
a wider range of kinetic energies of the particles are necessary in the future.
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The following section gives a short overview of the basic principles playing a role in the physi-
cal processes studied in this thesis. First the hypervelocity impact of micrometer sized particles
onto solid surfaces and the consequential emitted plasma plume is described. Then an overview
of the laser ionisation process is given, followed by a discussion of the chosen method of in-
vestigations, TOF mass spectroscopy. Finally, because the background of this study is the in-
vestigation of physical and chemical properties of cosmic dust particles, the experiments have
been conducted using analogous materials prepared to be accelerated and shot at. The gen-
eral properties of this materials will be described in Section 2.4 as well as the most important
compounds of cosmic dust particles.
2.1. Shock wave ionisation of dust particles
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Figure 2.1.: Principle of the shock wave ionisation process (Hornung and Drapatz, 1979).
High velocity impacts of particles on a solid surface produce ions from the particle as well as
from the target material. An attempt to explain this fact is the model of shock wave ionisation
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developed by Drapatz and Michel (1974). As shown in Fig. 2.1, this model describes the
impact process in sequent phases.
1. The particle is compressed by a strong shock to high pressures and temperatures. Depen-
dent on the impact velocity and its mass, the particle will be partially or even completely
evaporated. For sufficiently high temperatures molecules are considered to be dissoci-
ated and the atoms as strongly ionised. The corresponding timescale is of the order of the
impact’s duration. For a particle with the diameter of 1µm and a velocity of 5kms−1 this
can be estimated to τimp = 1µm/5kms−1 = 0.2ns. The resulting gas cloud is assumed
to be in thermodynamic equilibrium (Zel’dovich and Raizer, 2002).
2. When the shock wave within the dust particle reaches its outer boundary, rarefaction
waves travel inward. This results in a release of the wave pressure into the gas phase,
accelerating the material in all directions. This expansion is assumed to be isentropic
(Hornung and Drapatz, 1979).
3. During the early state of the subsequent sudden expansion, at high densities and tem-
peratures, all relaxation processes proceed rapidly and the gas remains in equilibrium.
Characteristic state variables of the gas, e.g. the degrees of ionisation or dissociation,
follow the expansion and cooling. Thus, the ionisation degree may be determined from
Saha’s equation
N+
N0
n =
Z+
Z0
· 2(2pimekT )
3
2
h3
· 1
Ne
e−
I0−∆I
kT , (2.1)
where Z+ and Z0 are the partition functions of the ions and atoms, N+, N0, and Ne are the
numbers of ions, atoms, and electrons per unit volume, and I0 is the ionisation potential
(Kegel, 1998).
4. The equilibrium degrees of ionisation (Saha-equilibrium) and dissociation (chemical
equilibrium) are established as a result of the mutual compensation of the direct and
reverse process, the recombination of either ions and electrons to atoms or of atoms to
molecules. The rates of ionisation and dissociation scale with temperature
Ri/d ∼ e−
I
kT . (2.2)
as a consequence of the expansion the gas cools rapidly (Section 2.1.5)
T ∼ ργ−1→ 0,
with γ being the specific heat ratio. This implies that the exponential term in (2.1.5)
drops rapidly with temperature and consequently with time. On the other hand, the rates
of the revers recombination processes have only a power law dependence on density and
temperature.Therefore, ionisation and dissociation will stop at a certain instant, after
which the degrees of ionisation and dissociation will decrease with time following a
power law, whereas the equilibrium values drop exponentially.
5. The recombination rates also decreases as a result of the expansion and may cease en-
tirely. Therefore, the gas expands to infinity in the partially dissociated state with some
residual ionisation. This phenomenon is called ”freezing” of ionisation and of the atoms.
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Figure 2.2.: Generation of shock waves moving through dust particle (Sp) and target (St). v terms
the impact velocity, up and ut the material velocities behind the shock front in either
the dust particle and the target.
6. Further in the expansion process, gas-kinetic collisions in the gas also cease almost en-
tirely. At this point the dynamics of the impact plasma cloud is not any longer governed
by gas kinetics.
2.1.1. Shock dynamics
Upon hypervelocity impact of a dust particle on a solid surface, two shock waves are generated,
one traveling into target, St, (Fig. 2.2) and one into the dust particle, Sd. For both, the target
and the dust material, the shock dynamics shock is equivalent and can be described as follows.
Hugoniot curves of compressed media
The change of the state variables mass, momentum, and energy caused by a an one dimensional
shock wave in a solid can be easily from the conservation laws. In the rest frame of the shock
wave they are represented by
ρ2 ·u2 = ρ1 ·u1 conservation of mass, (2.3)
p2+ρ2u22 = p1+ρ1u
2
1 conservation of momentum, (2.4)
ε2+
p2
ρ2
+
u22
2
= ε1+
p1
ρ1
+
u21
2
conservation of energy, (2.5)
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where ρ1, u1, p1 are the density, material velocity and pressure before the shock wave and
ρ2, u2, p2 behind it. Since the density ρ1 can be considered as a known quantity, this relation
provides three equations for four unknowns, the density ρ, the pressure p, the velocity of the
shock wave D and the velocity of the material behind the shock wave u. Thus, a fourth equation
will be needed to completely describe the conditions behind the shock front. Even though any
algebraic equation involving any two of the four unknowns would be sufficient, a relationship
describing the thermodynamical properties of the material is required. This relationship is
termed equation of state (EOS) (Gault and Heitowit, 1963).
The specific enthalpy h = ε+ p/ρ before and after the shock wave is
h1+
u22
2
= h0+
u21
2
. (2.6)
After replacing density by the specific volume V = 1/ρ, and inserting Eq. 2.3 and Eq. 2.4 into
Eq. 2.5 one yields
ε2− ε1 = p1ρ1 +
u21
2
− p2
ρ2
− u
2
2
2
= p1V1− p2V2+ 12 (p2− p1)(V1+V2) ,
and thus,
∆ε=
1
2
(p2+ p1)(V1−V2) . (2.7)
Equation 2.7 relates the initial and final pressures and volumes and is termed either shock
adiabatic or Rankine-Hugoniot relation (Landau and Lifshitz, 1959).
The Hugoniot curve is represented by the function
p2 = H (p1,V1,V2) ,
which can be written in an explicit form, provided that the thermodynamic function ε= ε(V, p)
is sufficiently simple.
Whereas isentropes depend only on the entropy S, the Hugoniot curve is a function of two
parameters, the initial pressure p1 and Volume V1.
Rest frame of the unshocked material: As shown in the previous section, the velocities u1
and u2 in Eq. 2.3 - Eq. 2.5 can be substituted by the shock front propagation velocity D and
the jump in the particle velocity u. In laboratory coordinates, the velocity u is equal to the
velocity of the material behind the shock front. Measurable parameters are the shock front
velocity us = u2 and the velocity of the material up = u2−u2 in the frame of reference for the
unshocked material (see Fig. 2.3 right). Thus, it is useful to rewrite the equations 2.3 and 2.4
ρ2
ρ1
=
V1
V2
=
u1
u2
=
D
D−u , (2.8)
p2− p1 = D−uV1 , (2.9)
ε2− ε1 = 12 (p2− p2)(V1−V2) . (2.10)
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Figure 2.3.: Frames of references for the shock front within the impacting particle or the target.
left Rest frame for shock front. right: Frame of reference for the unshocked material
Contrary to the representation in the rest frame of the shock wave (Eq. 2.3 to Eq. 2.5) there
are now five parameters, ε, p, V, D and u. With three of the parameters constrained by the
three equations above, this is leading to system with two degrees of freedom. Thus, Eq. 2.8
to Eq. 2.10 can be emphasised to describe the hydro- and thermodynamic characteristics of
shock-compressed material, provided that any two of the five parameters ε, p, V, D and u are
recorded (Fortov and Lomonosov, 2010).
The obtained internal energy is
ε2− ε1
1
2u
2
=
p2+ p1
p2− p1 (2.11)
(Michel and Wagner, 1971). For very strong shock waves, i.e. p2 p1, this leads to
∆ε >=
1
2
u2. (2.12)
It is to be noted that to the same degree of approximation, the total work done on the medium
by the shock compression is p(1/ρ1−1/ρ2). Thus equation indicates that the energy added
by the shock process is equally partitioned in the compressed material between the specific
kinetic energy EH = 1/2u2 and an increase in the specific internal energy (ε2− ε1) (Gault and
Heitowit, 1963). This corresponds to the Virial theorem. For strong shocks, the shock pressure
Ps is
Ps = p2 = p1+ρ1Du≈ ρ1D ·u (2.13)
(Hornung and Kissel, 1994). Laboratory measurements on solid state shock waves imply that
the relation between the shock wave velocity D and the flow velocity up behind the shock wave
is linear and can be represented by
D = A+Bu (2.14)
(Michel and Wagner, 1971). This corresponds to a specific form of the Hugoniot curve, which
relates the flow velocity to the pressure within the compressed material. In the case of no
phase transition during compression, A corresponds to the speed of sound in the uncompressed
material, whereas B is related to the Gru¨neisen parameter Γ (see next Section 2.1.1) via
Γ= 2(B−1).
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For strong shocks, the shock velocity is large compared to the speed of sound. Hence, the
shock velocity is
D =
1
2
(Γ+2)u. (2.15)
Gru¨neisen parameter
Microscopically the Gru¨neisen parameter describes the volume dependence of the ith mode of
vibration ωi of the lattice of a solid body
Γi =− ∂ lnωi∂ lnV
(Gru¨neisen, 1912). It has been shown, e.g by Barron (1957), that summation over all modes
ωi within the first Brillouin-zone leads to a macroscopic, i.e. thermodynamic, definition of the
parameter
Γ=
αV kT
cV
, (2.16)
where α is the thermal expansion, V is the volume, kT is the isothermal bulk modulus, and cV
is the heat capacitance at constant volume.
Integrating Equation 2.16 with respect to temperature leads to the Mie-Gru¨neisen expression
Γ=
pthV
Eth
, (2.17)
where pth and Eth are the thermal pressure and the thermal energy respectively. Thus, the
Gru¨neisen parameter describes the volume dependence of the thermal pressure and energy. It
is an approximately constant dimensionless parameter varying slowly as a function of pressure
and temperature (Vocˇadlo et al., 2000).
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Figure 2.4.: Hugoniot curve of a shock wave. The line PHconnecings the points A= (V1, p1) and
C = (V2, p2), is the Hugoniot curve, whereas the isentrope PI originates in A and
ends in D. The line between A and C is the Rayleigh line, which is characteristic
for a specific propagation velocity. The rectangle FBCE corresponds to the total
energy, the trapezoid FACE to the internal energy per mass unit. The area under
the isentrope PI matches the internal energy, which would be gained under isen-
tropic compression to the same fine volume V2. Thus, the horizontally hatched area
determines the gain in entropy through the shock wave (Michel and Wagner, 1971).
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2.1.2. Shock dynamics on a particle impact
To determine the impact conditions for the shock pressure Ps and the material velocity u, the
Hugoniot curve for the impacting dust particle as well as the target is needed. The intersection
of the curves then represents these impact conditions as shown in Figure 2.5. The particle’s
Hugoniot curve starts at impact velocity v towards slower speeds. The shock decelerates the
dust material from the impact velocity down to v-u (Hornung et al., 1996).
Besides the conservation of mass, momentum and energy (Eq. 2.3 - Eq. 2.5) for the particle
impact it is required, that the shock pressures Pi and material velocities ui have to be equal on
both sides of the contact surface:
v−ud = ut ,
Pd = PT ,
ρdDdud = ρtDtut (from Eq 2.13). (2.18)
From Eq. 2.15 follows that
ud =
(√
ρt (Γt +2)
ρd (Γd +2)
+1
)−1
· v (2.19)
In the strong shock limit, the Gru¨neisen parameter is the same for all materials, implying
ud ≈
(√
ρd
ρt
+1
)−1
· v. (2.20)
Thus, the total specific internal energy (Eq. 2.12) of a strong shock is approximated by
∆ε≈ 1
2
(√
ρd
ρt
+1
)−2
· v2. (2.21)
For lower impact speeds and masses typical for dust accelerators (Fig. ??), experimental
data for p and up is available. If there are no experimental data available for particular impact
conditions, i.e. faster and more massive particles, the corresponding equations of state (EOS)
ε(ρ,T ) and p(ρ,T ) have to be derived from theoretical models like the Thomas-Fermi model
mentioned in Section 2.1.3, in order to solve Equations 2.9 to 2.12.
2.1.3. High pressure equation-of-state
The total internal energy in Eq. 2.12 and the pressure are sums of elastic and thermal contribu-
tions, whereas the thermal contribution can be broken up into two parts: one part representing
the thermal motion of the nuclei and the other part the motion of the electrons (Appendix A
and Zel’dovich and Raizer (2002)).
∆E = ∆Ec+∆ET
=−
∫ V
V0
Pc dV +Et (2.22)
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Figure 2.5.: Hugoniot curve (p, u diagram) for the impact of a dust particle on a target.
The total thermal energy εth = (εt)atoms+(εt)electrons is the sum of the energy of the harmoni-
cally vibrating lattice (εt)atoms and the thermal energy of the electrons (εt)electrons
(εt)atoms = 3NkT D(Θ(V )/T ) ,
d lnΘ(V )
d lnV
=−Γ(V )
(Hornung and Michel, 1972), where D(Θ(V )/T ) is the Debye function, Θ the Debye temper-
ature, Γ the Gru¨neisen parameter, and N the number of atoms per unit weight.
For temperatures T ¡ 30,000K, the thermal energy of the electrons is
(εt)electrons ∼=
1
2
β0
√
V
V0
T 2, (2.23)
with β0 being the electronic specific heat constant.
Also the pressure is - analogous to the energy - a sum of three constituents
p = pc+(pt)atoms+(pt)electrons . (2.24)
The thermal pressure of the atoms is given by the Mie-Gru¨neisen EOS Eq. 2.17.
Furthermore, the elastic pressure is
dEc
dV
=−pc, (2.25)
while the thermal pressure of the electrons is
(pt)electrons ∼=
1
2
(εt)electrons
V
. (2.26)
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To solve Eq. 2.8 to Eq. 2.10, one has to know the equation of state (EOS) for the compressed
material.
The EOS describes fundamental thermodynamical properties of matter either in functional
form like
f (x1, · · ·) = 0, (2.27)
where x1, · · · are thermodynamical properties like volume or temperature, or in the form of
graphs and tables (Fortov and Lomonosov, 2010). This information can be obtained using
theoretical models or from fits to experimental data (Al’tshuler, 1965).
2.1.4. Experimental investigation of Hugoniot adiabatics
To derive the EOS of a material under high pressure experimentally, one has to measure two
of the five parameters in Eq. 2.8 to Eq. 2.10. Depending on the method of the experiment
listed in the following, the compression of the material, the pressure, shock wave velocity
and the velocity of the shocked material can be measured. Shock wave data in a large range
of conditions have been collected and put together to Hugoniot curves for a wide variety of
materials (Al’tshuler et al., 1981; Fortov and Lomonosov, 2010; Ross, 1985).
Static methods
• Determination of the dependence P(V, T=0) by isothermal compression in diamond anvil
cells. (∼ Mbar)
• Measurements of the dependence T(P) with high pressure vessels or with melting exper-
iments in laser heated diamond anvils
• Measurements of electrical and optical properties
Dynamic methods Shock wave experiments allow to study a large part of the phase di-
agram from the compressed solid to hot dense liquids, plasma, liquid vapour, and quasi-gas
states. The experimental data on shock wave compression of solids and porous materials, as
well as on isentropic expansion, cover by today nine orders of magnitudes in pressure and four
ordersin magnitude in density.
• Explosive drivers (p ∼ 1Mbar − 10Mbar)
• Spherical cumulative systems (p < 100Mbar)
• Underground nuclear explosions (p < 100Mbar)
• Laser driven shock waves (p ∼ 750Mbar)
• Nuclear explosions (p ∼ 4000Mbar)
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Fig. 1 The investigated
pressure scale for the elements.
Maximum pressures achieved
using traditional explosive (gray
region), lasers, diamond anvil
cell static measurements (black),
and underground nuclear
explosions (points) are shown
pressure surface for aluminum, calculated by a semi-
empirical multi-phase EOS [38]. It is well illustrated that
besides the shock compressibility, measurements of release
isentropes of shocked materials are of especial importance.
Such results traverse states in the intermediate region between
the solid state and gas, occupied by a hot dense metallic liq-
uid and strongly coupled plasma [7,8], which is a region
poorly described by theory. Experimentally studied release
isentropes for aluminum have as initial high-energy states,
solid, and melted and compressed liquid metal. The range of
thermodynamic parameters covered in the adiabatic expan-
sion process for these states is extremely wide (Fig. 2), cov-
ering five orders of magnitude in pressure and two orders of
magnitude in density. It extends from a highly compressed
metallic liquid, characterized by a disordered arrangement of
ions and degenerate electrons, to a quasi-nonideal Boltzmann
plasma and a rarefied metallic vapor. Upon expansion of the
system, the degree of degeneracy of the electronic subsystem
is decreased and a marked rearrangement of the energy spec-
trum of atoms and ions occurs. A partial recombination of the
dense plasma also takes place. In the disordered electron sys-
tem, a “metal-insulator” transition takes place and a nonideal
(with respect to different forms of interparticle interactions)
plasma is formed in the vicinity of the liquid–vapor equilib-
rium curve and the critical point. Where the isentropes enter
the two-phase liquid–vapor region, evaporation occurs; on
the gas-side, condensation occurs [7,8,27].
Only a few temperature measurements in shocked met-
als are available [39] as well as analogous measurements in
release isentropic waves [27]. This information is of great
importance in view of a limitation of purely theoretical cal-
culation methods. From this point of view, thermodynami-
cally complete measurements obtained with the use of the
isobaric expansion (IEX) technique [40] are of a special
significance. In this method, metal is rapidly heated by a
powerful pulsed current, then expands into an atmosphere
of an inertial gas maintained at constant pressure. This data
range in density form solid to the critical point and intersect,
therefore, the release isentrope data for metals (see Fig. 2).
Data on slow electric discharge in metallic foil, “Enceinte
à Plasma Isochore” (EPI) [41], are attributed to case of the
isochoric heating and occupy the supercritical domain on the
phase diagram.
The region between principal shock adiabat and isotherm
can be accessed with the use of compression in reflected
shock waves [42–44] or with the isentropic compression
technique. These methods allow one to obtain simultaneously
high pressure and high densities in the material under study.
In practice, the sample is loaded by a magnetically driven
impactor [45] or by a sequence of reverberating shock waves
in a multi-step compression process [46].
The final conclusion is that shock-wave techniques allow
one to investigate material properties in a very wide region
of the phase diagram—from compressed solid to hot dense
liquid, plasma, liquid–vapor, and quasi-gas states. Though
the resulting high pressure, high and temperature informa-
tion covers a broad range of the phase diagram, it has a het-
erogeneous character and, as a rule, is not complete from the
thermodynamic point of view. Its generalization can be done
only in the form of a thermodynamically complete EOS.
3 Shock compression and adiabatic expansion
As we see from the brief introduction to EOS problem, shock-
wave methods allow one to access very unique states of
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Figure 2.6.: Maximum pressures achieved by using traditional explosives (grey), lasers, static
measurements with diamond cell anvils (black), and nuclear explosions (points)
form. From Fortov and Lomonosov (2010).
Theoretical equation-of-state
There are several methods to solve th pro lem of a theoretical description of thermodynamical
prop rties of matter at high pressures and high temperatures: classical and quantum mechani-
cal methods (Gandel’man, 1966) , diagram techniques (Metropolis et al., 1953), Monte-Carlo
simulations, and molecular dynamics methods. The disadvantage of these methods is that the
applicability of each method is restricted to small regions in the phase diagram.
F r particle impacts faster then 25 kms−1, modification of the Thomas-F rmi-Model for
very high high pressures and temperatures has been proven to to be useful (Metropolis and
Feynman, 1949). In its original form, it is a semi-classical model, developed for approxi-
mate calculations of potential fields and charge densities in metals as a function of lattice
spacing. The classical part assumes a Z-fold charged nucleus surrounded by a continuously
distributed cloud of electrons with a radius of R0 = 3
√
3/4pin, where n is the atoms’ number
density (Thom s, 1927). The non-classical part describes the occupa ion of he continuous
electron en rgy stat by the Fermi-Dirac st tistics.
At such conditions, the individual energy levels of electron shells of a solid broadens and
shifts by collective interaction. Finally, they form a more or less continuous distribution of
electronic state , populated according to the rules of Fermi statistics. This model had been
modified for very high pressures and tempe atures at which the pressure and energy distribution
of the nuclei can be regarded as that of an ideal gas with only translational degrees of freedom.
Further corrections for exchange and quantum effects are not required, because they are small
for the conditions considered here (Hornung and Kissel, 1994).
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Constructing Hugoniot curves for the whole range of impact conditions
To obtain Hugoniot curves for the whole parameter range relevant for dust particle impacts, i.e
for velocities from 1 kms−1 to about 100 kms−1, experimental results must be combined with
the theoretical calculations. The gap between the two ranges may be interpolated as shown in
Fig. 2.7.
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Figure 2.7.: Hugoniot curves constructed from experimental shock wave data and model calcu-
lations for copper (left) and silver (right) (Hornung and Kissel, 1994)
Thermodynamics
The thermal contribution ∆ET,i+∆ET,el to the internal energy is
∆ET = ∆E−∆Ec =
∫ TS
T0
(cvel + cvi) dT, (2.28)
where cvel is the specific heat of the degenerated Fermi-system of electrons (given by the
band model) and cvi is the specific heat heat of the ion core. This approach requires that the
temperature is a meaningful quantity, i.e. the system is in local thermodynamic equilibrium
(LTE). In this case, the corresponding entropy is
S = S0+
∫ TS
T0
(cvel + cvi)
dT
T
, (2.29)
with S0 being the entropy at standard conditions, i.e. T0 = 300K and p0 = 1atm.
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2.1.5. Isentropic expansion
After the impact, the compressed and heated gaseous material is assumed to be accelerated by
the release of the pressure and to expand adiabatically into vacuum. The final state of the cloud
is assumed to be given by an ideal gas
dE =−pdV = p
n2
dn, (2.30)
where n is the number density of ions and neutral atoms. Thus, the state of the expanded gas
can be determined by equating its entropy to the shock wave entropy
Sgas(n, i,T ) = Ss (2.31)
(Drapatz and Michel, 1974), where i is the ionisation degree and T the temperature, assumed
to be equal for electrons and ions.
The gas entropy of the gas is the sum of entropies of its individual constituents, where each of
which can be described by the ideal gas entropy
S j(n,T ) = k
{
5
2
− lnn j + ln
(
2pim jkT
n2
) 3
2
+ lnZ j−T dlnZ jdT
}
(2.32)
(Hornung and Drapatz, 1979). Here,
Z j =
I0−∆I
∑
E=0
gi · e
Ei
kT (2.33)
is the partition partition function of ions or atoms, which can be computed from tabulated
atomic level data.
I0 is the ionisation energy and ∆I its lowering in a dense environment. The partition functions
Z j relate the entropy to the ionisation degree of the plasma for chemical equilibrium via Saha’s
equation (2.1).
2.1.6. Expansion time and expansion isentrope
If the expansion of the gas is approximated with a simple point explosion model, the expanding
gas claud can be described as an sphere with a radius of the order R = u · t and the gas density
decreases with
ρ=
M
4piR3/3
= ρ0
(t0
t
)3
(2.34)
(Zel’dovich and Raizer, 2002), where M is the mass of the gas sphere, ρ0 is the initial density,
R0 is the initial radius of the sphere, and
t0 ≈
(
M
ρ04piu3/3
) 1
3
=
R0
0
(2.35)
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is the characteristic time scale.
The number density of atoms and ions tscales with time as
n(t) =
3Ntot
4piu3exp · t3
. (2.36)
Thus, the time scale of expansion can be expressed due to the number density as
t = (3Ntot/4pinuexpt)1/3 ≈ n−1/3, (2.37)
with {uexp ∼ 13vimpact being the expansion velocity, which is of the same order of magnitude
as the impact velocity (Arnaudeau et al., 1984).
Inserting Eq. 2.36 (n = n(t)) and Eq. 2.1 (i = i(n, T)) in Eq. 2.31 obtains the the equilibrium
expansion isentrope.
Assuming the expanding sphere as an ideal gas with the same constant specific heat ratio γ the
cooling can be described by
T = A(S) ·ργ−1 ∼ t−3(γ−1), (2.38)
where A(S) being a constant calculated from statistical mechanics and thermodynamics.
2.1.7. Relaxation times and freezing
In the expanding gas cloud, as described in Section 2.1.6, physical and chemical processes
take place leading to exchange of translational energy, ionisation or chemical reactions. The
characterisation of the extent of equilibrium in the system depends on the interplay of all these
sub-processes and their relaxation times among each other and with the expansion time scale
Eq. 2.37 (Hornung and Kissel, 1994). The partial processes are on one hand the ionisation
and dissociation and their reverse processes, the recombination of ions and electrons, and re-
spectively of atoms into molecules. On the other hand there is thermal contact, i.e. collisions
between the constituents of the plasma: ions, electrons, and neutral atoms.
To determine the possible break-down of the equilibrium situation, one has to compare the
relevant relaxation times τν (Spitzer, 2006; Zel’dovich and Raizer, 2002) in comparison with
the time scale t (Eq. 2.35). The instant of time at which a specific relaxing time starts to exceed
the expansion timescale, i.e. τν ≥ t, is called ”freezing” of the specific process.
Thermal relaxation due to collisions
• Relaxation tine of exchange of translational energy between electrons and ions:
τei =
mi
me
· (3kT )
3
2
√
me
8
√
2pi nXee4 lnλ
, (2.39)
where mi,me are mass of ions and electrons, T is the temperature, n the number density of
ions plus atoms, Xe the degree of ionisation, i.e. number of electrons, and lnλ the Coulomb
logarithm.
• Relaxation of translational collision between electrons and electrons:
τee =
√
me (3kT )
1/3
8 ·0.174pi nXee4 lnλ (2.40)
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• Relaxation time for ion-ion collisions:
τii =
√
mi (3kT )
3/2
8 ·0.174pi nXee4 lnλ (2.41)
• Relaxation time for ion-neutral and neutral neutral collisions (”two-body-collisions”):
τ2 =
1√
2vthnσ
, (2.42)
with vth =
√
8kT
pimi being the thermal energy and σ being the gas dynamic cross-section.
(2.43)
Disturbance of the ionisation equilibrium (Saha-equilibrium)
• Characteristic life time of a free electron (recombination time):
τrec =
∣∣∣∣∣ i( di
dt
)
rec
∣∣∣∣∣ , (2.44)
with i being the degree of ionisation
• Characteristic time for the net change of i under Saha-equilibrium (ionisation minus re-
combination):
τeq =
∣∣∣∣∣ i( di
dt
)
eq
∣∣∣∣∣ (2.45)
2.1.8. Non-equilibrium expansion and residual ionisation
The leading mechanism for the recombination in this stage is three body recombination (Kuznetsov
and Raizer, 1965) (
di
dt
)
= β · i3 ·n2, (2.46)
with β = 2.3 · 10−8 ·T−9/2 being the recombination coefficient (Makin and Keck, 1963). Di-
electric recombination is of minor importance, since the characteristic time for the stabilizing
radiation is to long. Applying the principle of microscopic reversibility, ionisation and recom-
bination rates are coupled by the equilibrium constant N+N0 n in Eq. 2.1. Together with the energy
conservation this leads to a set of differential equations to be solved numerically.
The point in time defined after which the degree of ionisation will not drop by more then
≈ 10% to the asymptotical final value is called ”freezing point”. Numerical calculation showed
that this point occurs at t < 10−9s, even for larger particles (Drapatz and Michel, 1974). Fur-
thermore these calculations showed, that for velocities above 40kms−1 the residual ionisation
is independent of the size and mass of the particles. Whereas for impact velocities below
15kms−1 the residual ionisation is not determined by the mass or volume of the target: At
this velocities complete vaporisation takes not place and at least partially the impacted particle
remains as a molten droplet: Thus, a different model will be necessary and will be described
in the following section.
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Figure 2.8.: Calculated residual ionisation as a function of impact velocity for iron particles of
different mass (Drapatz and Michel, 1974)
2.1.9. Surface ionisation: A Model for low velocity impact
Drapatz and Michel (1974) proposed that at impacts speeds below 10kms−1, the impact
plasma results predominantly from ionisation of the surface. In this model, the dissipated
specific energy is insufficient to vaporise the particle as such. As a consequence, the particle
fragmentises. into little droplets with temperatures under 4000K. During the cooling time
τ≈ 10−7s, mainly impurities with low ionisation potentials, i.e. alkali metals, are expected to
be ionised after diffusion through the liquid material to the surface from a depletion boundary
layer as seen in figure Figure 2.9. The thickness of this layer is determined by
< x >=
√
2D(T )τ (2.47)
where D= 5 ·e−5000T cm2s−1 is the diffusion coefficient that has been achieved by experiments.
Plasma ions are light species with low ionisation potentials. Thus in the case of Fe particles,
one expects to observe primarily alkali contaminants instead of the bulk material. The mass ∆M
of atoms of the main constituent of the particle, for example iron for laboratory experiments,
evaporated during the cooling time τ depends on the vapour pressure ps of this material and
can be calculated with help of the Hertz-Knudsen-equation
∆M/τ= 4pir2 ps
√
m/2pikT (2.48)
The ionisation degree of the resulting cloudlet is given by the Saha-Langmuir-Equation
ni/n0 = gi/g0 · exp
(
Φ− I
kT
)
(2.49)
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<x>
Fe
Figure 2.9.: Interphase < x > of the molten droplet
where Φ is the work function of main constituent, I the ionisation potential, and g0 and gi are
the statistical weights of atomic and ionic species.
(2.50)
With this model theoretical mass spectra can be calculated. Two examples of the calculated
mass spectra by Drapatz and Michel (1974) are shown in Figure 2.10. For their calculations
they assumed that the particle contains 3 atom percent of be alkali impurities. According to
these calculations the main component Fe is not represented at all in the spectra for velocities
under 7 km/s.
2.1.10. Target ionisation
In the target the situation as much more complicated: The shock wave expands to relatively
large distances while it is fading to lower pressures. As a consequence all possible precesses
take place - from volume ionisation at the very point of the impact to a relatively small dis-
turbance of the solid surface at larger distances from the impact spot, which also may produce
ions, as it is mentioned in Section 2.1.9 and other excitation methods (Krueger, 1983; Kissel
and Krueger, 1987)
2.1.11. Other impact models
The predictions made by the shock wave ionisation model described above are contradicted by
the results of measurements made both in the lab and by space instruments in various aspects
like:
• Evaporation rates for slow impacts - for velocities < 5kms−1- predicted by the Hertz-
Knudsen-Equation 2.2.2 are orders of magnitudes to low (Knabe and Krueger, 1982)
• Lines from the particle’s bulk material occur at velocities slower than predicted by the
model (Dalmann et al., 1977).
• Abundance of H +, H +2 and H +3 lines in the spectra
• Occurrence of large molecules and clusters, which are contradicted by the high temper-
atures in an equilibrium plasma (Knabe, 1983)
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Figure 2.10.: Shots with iron particles on a tungsten target: Calculated mass spectrum of ions
for an assumed alkali content of 3% (Drapatz and Michel, 1974)
Non-Equilibrium Desorption
There are several techniques of transient formation of ions and molecular ions from solid sur-
faces. These methods transfer energy either to the lattice or the electronic system of the solid
body in various energy ranges. A semi-empirical model , which describes the release of pre-
formed ions from the surface as a fast, far-from equilibrium dissipation of energy on the surface
of a solid was developed by Knabe and Krueger (1982), Krueger (1982) and Krueger (1996).
The starting point for this approach was the apparent similarity of some aspects time-of mass
spectra of views obtained from dust impacts and non-equilibrium processes , such as laser des-
orption and ion bombardment (Fu¨rstenau and Hillenkamp, 1981): For example the abundance
of some ion species is nearly independent f the method of primary excitation. According to
this model, the strength of the excitation determines only the yield of the ion formation but
the composition of the mass spectra. The mass spectra therefore depend only on the chemical
and physical conditions of the surfaces of target and particle. Thus, the variation of the excita-
tion parameters change hardly the ion types but determine the quantity of ions released(Auer,
2001).
Effect of the particle’s charge on the ionisation process
In this model the consequences of the positively charging of an impacting particle is con-
sidered by taking emission processes into account, which may occur in the gap between the
approaching charged particle and a metal target (Sysoev et al., 1997):
When a positively charged particle is approaching the target surface a high-voltage electric
field is formed. Without considerations of aberrations of the particle’s shape from a perfect
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sphere this field is given by
E =
2q
d2
(2.51)
where d is the distance between particle and target. The actual field will be amplified by the
roughness of the particle’s and and target’s surfaces. This can be represented by a coefficient
β, which may be equal to β∼ 10−100:
E∗ = β ·E (2.52)
This field can be approximate by numerical calculations. If this field exceeds the threshold for
emissions electrons from the target begin to bombard a small area of the particles surface down
to the depth of about 100A˚. This bombardment will lead to desorption of atoms and heating
of a small area of a near- surface area of the microparticle.At the distance of approximately
1µm the temperature of the hot spot will be about 500-800K, the most intensely heating takes
at gap sizes from 08. to 0.4 µm place. There temperatures can reach 25000K, depending on
the charge of the particle. Further on, both - the electric field intensity and the auto-emission
current decrease due to the reduction of the particle’s potential as the result of its decharging.
In this model, four mechanism there are four mechanism of ion production during the course
of the impact
1. Surface heating due to electron current
After the onset of heating but before the moment of vapour phase formation there is
already some surface ionisation. This efficiency of this ionisation increases with the
lowering of the potential barrier due to the electric field. The most part of ionised species
during this phase will be alkali metal ions. Due to their low ionisation potential and low
boiling point it is assumed that Na and K will be completely evaporated from the surface
at this stage of the impact.
2. Thermal ionisation after vapour formation (Surface Ionisation)
Further on the temperatures at hot spot will increase and exceed the boiling point of all
of the particle’s materials. At this conditions local thermodynamic equilibrium (LTE) is
estimated and the ionisation degree can be calculated with the help of Saha’s equation
(Eq. 2.1).
3. Ionisation by auto-emission electrons
4. Shock wave ionisation
After the event of the impact there will be shock evaporation as described in Section 2.1.1
to 2.1.10.
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2.2. Laser ionisation
In this thesis ions produced by the incident of 5ns laser pulses of 355nm wave length were
investigated with a linear time-of-flight mass spectrometer on targets with different chemical
and physical properties and compared to measurements with hypervelocity dust particles im-
pacting on metal targets. In the next section a short overview of the process of laser ionisation
will be given: firstly the interaction of the laser light with a solid body, then the transformation
of the light’s energy into heat and subsequently the evaporation and eventual ionisation of the
target material.
2.2.1. Interaction of light and matter
The interaction between laser light and matter depend on the parameters of the laser beam as
well as on the physical and chemical properties of the material.The laser light is characterised
by the wavelength, intensity, spatial and temporal coherence, its polarisation, the angle of inci-
dent and the pulse duration. The defining properties of the solid are its chemocal composition
and the microstructure of the lattice and the topography of the surface. These parameters de-
termine coupling of the laser energy into the solid body lattice and the type of the resulting
elementary excitations of the atoms or molecules and the interactions between them.
Excitation mechanisms and their relaxation times
The primary interaction between light and matter are always non-thermal. In solids, this can
result in different types of electronic excitation, i.e. inter- and intraband excitations, excitons,
plasmons etc., excitation of phonons, polaritons or vibrational excitation. Furthermore there
may be localised or non-localised electronic or vibrational states related to defects, impurities
or the solid surface itself (Ba¨uerle, 1996).
At low and moderate light intensities electronic excitation is dominant. At higher intensities,
thus at higher laser energies or shorter pulse durations the direct coupling of the energy into the
lattice due to excitation of vibrations become more and more important and even shock waves
can occur.
• Inverse Bremsstrahlung: In metals the dominant absorption process involves free-free
transitions (Bloembergen, 1993): A electron in the conduction band increases its energy
by the energy of a photon
E =
c ·h
λ
, (2.53)
with c being the speed of light, and λ the wave length, while the moment balance is
maintained by a simultaneous collision with another particle, i.e. the ion core.due to the
absorption the temperature of the electron increases. By electron-phonon interaction the
absorbed energy is coupled into the lattice. Typical transfer times between hot electron
and the lattice are of the order of one picosecond for most materials. This short electronic
relaxation time τe of the highly collisional electron plasma describes the reflectivity as
well as the penetration depth of the transmitted light. Typical penetration depth for
visible light are between 3µm to 10µm- in this thin layer the initial heat production takes
place. Thermal conduction will carry this heat deeper into the material. This process will
be described in the following paragraph
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• Collisions: Ionisation is also produced by collisions of energetic ions with excited
atomic and molecular species (Amoruso et al., 1996).
• Multiphoton ionisation: At sufficiently high laser intensities, multiphoton ionisation
of ground-state neutral species as well as photoionisation of excited atoms and molecules
occurs. These processes are dominant in insulating materials.
• Avalanche ionisation At sufficiently high laser-light intensities, the rate of electron ex-
citation can overtake the rate of energy loss due to the generation of phonons. The
electrons then become highly excited and attain sufficient energy to generate secondary
electron-hole airs . because of the positive feed-back of this process, very high electron
densities can be achieved. Under these conditions, even originally highly transparent
materials can become strongly absorbing and, as a consequence, optical breakdown and
plasma formation occur.
The various elementary excitation are coupled to each other via anharmonic or higher order
dipolar interactions. The global effects of these excitation processes are rather similar for many
materials: the resulting heating leads to melting, evaporation and plasma formations. These
effects will be described in the following sections.
2.2.2. Thermalisation and heat transport
The excited electrons transfer their heat to the lattice within a few picoseconds within the
optical absorption depth the degradation of the ordered and localised primary excitation energy
into heat involves three steps (von Allmen, 1987):
1. Spatial and temporal randomisation of the morion of excited particles.
2. Collision time or momentum relaxation time, being extremely short
3. Energy equipartition, which involve a large number of elementary collisions and inter-
mediate states.
Involved in this process are several energy transfer mechanisms, each with a characteristic
time constant. For the description of the thermalisation the intricacies of elementary relaxation
channels are ignored and the equipartition is characterised by an overall relaxation time τe.
The excited electrons transfer their energy to the lattice within a few picoseconds and heating
begins within the optical absorption depth of the material 1/α, where α is the optical absorption
coefficient. Thermal conduction carry heat deeper into the material. The thermal diffusion
length is given by
lT = 2
√
DτP, (2.54)
where D is the thermal diffusion constant and τP the pulse duration.
For pulse durations of about τP ≈ 100ps the diffusion length lT is comparable to the ab-
sorption depth of the light in the material. If lT becomes smaller than 1 1α , the material will
be heated down to 1/α, independent of pulse duration. In ablation of multielemental targets,
congruent evaporation can only be guaranteed if this condition is met, hence the use of fast
UV-laser sources is favored.
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2.2.3. Temperature distributions
The temperature distributions induced by the absorption of the laser radiation can be calculated
on the basis of the Heat Equation. I the most general case, the temperature is a function f bot,
the spatial coordinates x and the time t.With fixed laser parameters the distribution is defined by
the optical absorption within the irradiated zone, on the transport of the heat, and , if relevant
on the transforming of enthalpies for crystallisation, melting, vaporisation, and on chemical
reaction enthalpies. in absence of heat transport due to convection or thermal radiation, the
Heat Equation in the a coordinate system fixed with the laser beam is given by
Q(x, t) = ρ(T )cP(T )
∂T (x, t)
∂t
−∇ [κ(T )∇T (x, t)]+ρ(T )cP(T )vs∇T (x, t), (2.55)
where ρ(T ) is the mass density, cp(T ) id the specific heat at constant pressure, vs is the velocity
of the substrate relative to the heat source Q(i.e. the scanning celocity of the laserbeam). If the
substrate is uniform and isotrpic, the themal properties can be characterised by a single thermal
conductivity κ and a single heat diffusivity D, which are related by
D =
κ
ρcP
. (2.56)
The heat equation becomes linear if the material parameters are independent of the temper-
ature.
2.2.4. Vaporisation
In order to remove an atom from a solid
When the laser power density is sufficient, the increase of the temperature leads lead to a
melting or even vaporising of at least part of the irradiated material.
The resulting vapor consist of clusters, molecules, atoms, ions and electrons.
The energy required to remove an atom from the surface can be estimated by
∆H ≈ ∆HV
Ns
,
where ∆HV the the enthalpie of evaporation and Ns is the (atom) number density.
The species leaving the surface thermalise due to collisions within a few mean free paths,
typically within a few microns from the surface. This region in called Knudsen layer. Beyond
the Knudsen layer the cloud is in internal equilibrium with a temperature different from the
surface. A strong forward direction of the motion of the ions is caused by strong temperature
and pressure gradients in axial direction of the plume. The properties of the vapor follow from
the conservation mass, momentum, and energy - in any case, the species leaving the surface
generate a recoil pressure onto the substrate.
Similar to the impact ionisation plasma the expansion of the vapor cloud can be described
as the simplest possible model by an adiabatically expanding gas.
The rate of the thermal conduction through the lattice defines the material removal from
the surface, this means, according to Fick’s law of diffusion, that the threshold fluence is
proportional to
√
τ.
Because of momentum conservation, the species evaporated from the surface cause a recoil
pressure.
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Table 2.1.: Enthalpies of evaporation and ionisation energies of the most important species in-
vestigated in this thesis. The values are given in kJ/mol, the values in brackets in
eV/atom
H C O Na Mg
HV 0.5 (0.005) 715 (7.4) 3.14 98 (1) 128
I1 1312 (13.6) 1087 (11.3) 1314 496 (5.1) 738
I2 - 2353 (24.4) 3388 4562 (74) 1451
Si K Fe Cu Ag Au
HV 359 77 (0.8) 34 7 300 255 330 (3.4)
I1 787 419 (4.3) 763 746 731 890 (9.2)
I2 1577 3052 (32) 1562 1958 2070 1980 (21)
2.2.5. Plasma formation
The plasma formation strongly depends on the properties of the emerging cloud (i.e. tempera-
ture and density) and the laser parameters, such as wave length or pulse duration, and can be
described as a two-step process (Amoruso et al., 1996):
1. Ionisation of the hot vapor:
Just as well as in the case of the impact process the degree of ionisation of the gas cloud
emerging from the irradiation by the laser light is determined by the Saha equation
(Eq. 2.1).
2. Interaction of the plasma with the laser light:
In a partially ionised gas, the light is absorbed by thermally excited atoms (bound-free
absorption) and ions (bremsstrahlung absorption).This leads in the following to strong
heating and further ionisation of the cloud in the vicinity of the target. With the onset
of plasma formation, characterised by the threshold intensity Ip = Ip(λ), the coupling
between the laser light and the substrate becomes strongly nonlinear. Furthermore the
absorbing plasma shield the substrate against the incident laser light.
With increasing irradiance temperature and enthalpy of the vapor increase. Also the absorp-
tion heats the the plume, leading to even more absorption. This positive feedback results to
the evolving of a plasma even at light fluxes below the threshold for a breakdown in a cold
gas (von Allmen, 1987), with typical irradiances for Nd-lasers of about 108W/m2. Once, the
plume is fully ionised, the absorption is dominated by inverse bremsstrahlung.
For laser set ups with pulse durations of several ns, the degree of ionisation of the plasma is
for most materials close to unity (Willmott and Huber, 2000)
2.2.6. Pulsed-Laser Ablation
Material removal due to a short incident of an intense pulse of laser light is termed pulsed-
laser ablation. Under these conditions the material removal takes place far from equilibrium
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and permits to widely suppress the dissipation of the excitation energy beyond the during the
pulse ablated volume. This requires that the thickness of the ablated layer per pulse, ∆h is
of the order of either the heat penetration depth lT ≈ 2
√
Dτl , or the optical penetration depth,
lα = 1/α:
∆h≈ max(lT , lα) ,
which with many materials can be fulfilled reasonably well with UV-lasers and ns pulses
• The threshold fluence Φth: The threshold fluence above which a significant ablation
will set on, decreases with increasing absorption coefficient and is in the order of 0.5 ro
2Jcm−1 for most inorganic insulators
• Ablation rate: The total layer thickness ablated per pulse depends on properties of the
ablated material as well as on the laser parameters: the photon energy, the laser fluence,
the size of the focal spot, the heat or optical penetration depth, enthalpies of vaporisation
and so on.
• Influence on the spot size: The size of the illuminated spot 2r0 determines the expansion
of the plasma plume. the transport of the ablated species as well as the attenuation of the
incident laser light are thereby related to r0.Also the ablation rate is, below a spot size of
about 80 µm, higher for smaller spot sizes.
The velocities of the ablated species is of the order if 1 to 10 µm/ns. Thus, for lasers with
pulse duration below pico- or even femtoseconds almost no plasma plume can develop and
plasma shielding would reduced or even avoided. With pulses as short as that , the ablation
rate becomes independent from the size of the focal point.
2.2.7. Vapor and plasma properties
As already mentioned above, the properties of the resulting plume depend on the laser param-
eters as well as on the optical and chemical properties of the target. According to the laser
power density the plume can be characterised as follows:
• 104 to 107 Wcm−2: Vaporisation of the material without any significant ionisation
• > 107 Wcm−2: Amount of ions is increasing, a plasma emerges. The temperature of the
ions is about 104 K. The plasma velocity is below the speed of sound.
• > 107 Wcm−2: The plasma becomes strongly ionised and the plasma frequency ωp can
exceed the laser -light frequency. Thus, the plasma becomes metall-like and absorbeds
the light within a thin layer. Subsequently the temperatures can reach mor than 105K
and explosive propagation of the plasma with supersonic waves is observed. These deto-
nation waves move towards the laser beam and drives shock waves into bot the medium
and the substrate (Ba¨uerle, 1996)
Plasma has a tendency towards electrical neutrality: The typical distance over which sig-
nificant charge separation can occur is termed Debye shielding distance or Debye length and
defined by (Spitzer, 2006)
rD =
(
kT
4pinee2
)1/2
= 6.90
(
T
ne
)1/2
. (2.57)
34
2.3. Time-of-flight mass spectroscopy
!"##
$ %
!"#$%&'$&()"* +$),-'$&()"*
.'/'01%%23 .'/'4
Figure 2.11.: Simplest time-of-flight mass spectrometer: An acceleration distance b between the
source plate and a - in this case - grounded grid, a drift region d, which is defined
by two grids, and an ion detector.
This measure plays also a role in the question, whether and how deep an electrostatic field
can reach into the plasma in oder to separate and accelerate ions toward a detector. Thus, the
debeye length and its linked valies will have an influence of the measured signals in an TOF
mass spectrometer.
2.3. Time-of-flight mass spectroscopy
The basic idea underlying time-of-flight (TOF) mass spectroscopy is to analyse the composi-
tion of a substance by (Thomson, 1913)
1. transforming all or a part of the components of a sample to ions,
2. accelerating the ions in an electric field to a constant energy, and
3. separating the ions with different mass to charge ratios by means of their different times-
of-flight over a field free drift distance.
Thus, a time-of-flight analyser consists in principle of a short source extraction region, usu-
ally of the size b of the order of a few centimeters, a drift region d and an ion detector as shown
in Figure 2.11. The electrical field in the source region is defined by a potential difference
between the source backing plate and a grid in front, and their separation distance b from each
other. The voltage is either applied on the plate, then of the same polarity as the ions to be
recorded, or on the grid with the opposite polarity. After being accelerated by the electric field
E =Uacc/b the charged particles cross a field free drift region d with velocities inversely pro-
portional to the square root of their masses. Therefore lighter ions have higher velocities than
heavier ones and reach the detector earlier. The detected output current, measured at the ion
detector as a function of time can easily be converted into a mass spectrum.
A mass spectrum is a plot of relative intensity of the signal over the ratio m/q of mass to
charge of the ions. This plot can be used to deduce the chemical structure on a compound.
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In addition to this very basic setup, time-of-flight mass spectrometers may incorporate mul-
tiple acceleration regions, electrostatic energy analysers, reflectors or other energy-focussing
devices to improve mass resolution.
2.3.1. Function principles
In the simplest case of ions emerging from the backing plate with zero initial energy, those ions
are accelerated through the entire source region, reaching a uniform final energy (Cameron and
Eggers, 1948)
1
2
mv2 = q ·Uacc with, (2.58)
with Uacc being the accelerating potential, m the ion’s mass and v the ion’s final velocity. Thus,
ions will cross the drift distance d with a constant velocity v and reach the detector in the time
t =
√
d2
2qUacc
·√m (2.59)
which depends upon the square root of its mass. Regardless of the relative sizes of the acceler-
ation or drift regions, or whether any other accelerating or decelerating regions like reflectors
or Einzel lenses are utilised, the mass scale can be described as
t = b+a ·√m, (2.60)
where the stretch parameter a is the proportionality constant, which is in principle determined
by the physical set up of the instrument. The shift parameter b represents any time offsets
between the triggering point and the start of the spectrum due to the production process of the
ions, triggering or other electronic effects.
2.3.2. Calibration of time-of-flight mass spectra
To be able to convert the detector output current, which represents the relative intensity of the
signal as a function of time, into a mass spectrum, one has to determine the two parameters a
and b in equation 2.60. This can be done by various methods :
• Approximating the parameters by fitting to two assigned lines: By assigning two mass
lines t1 and t2 to masses m1 and m2 one can derive the parameters a and b from Equation
2.60:
t2− t1 = a(√m2−√m1)
• Approximating the parameters by fitting to n assigned lines: If there are n assigned
mass lines t = {t1, t2, · · · , tn} corresponding to masses m = {m1,m2, · · · ,mn} Eq. 2.60 is
overdetermined to the slope a of the function t(m)b+a ·√m can be approximated with
a least square fit (see Fig. 2.12).
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Figure 2.12.: Determination of the stretch factor a with a least square fit of the measured mass
lines with their assigned masses. Above: The spectrum with the assigned lines.
Below: Plot of the measured arrival times as a function of
√
mi with the fitted
slope a
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Cross-Correlation with template spectra
Another possibility to calibrate time-of-flight mass spectra and assign masses to lines automat-
ically is the cross correlate the measured signal with a theoretical template spectrum (Lavila,
2002).
This can be used for finding the shift parameter b or the stretch parameter a or both param-
eters. For this a theoretical spectrum is constructed by
1. Calculating the theoretical mass lines
{
t j,1, t j,2, · · · , t j,n
}
for given parameters b j and a j
with the equation
t j,1 = b j +a j
√
mi,
with i = 1,2, · · · ,n, n being number of lines in the template spectrum and j ∈ N.
2. Broadening the theoretical lines by a reasonable extent and distribution like for instance
a gaussian distribution.
3. Weighting the lines by the likelihood of their abundance.
Then the cross correlation for these ti, j with the measured lines
{
tmeas,1, tmeas,2, · · · , tmeas,k
}
is
been calculated by (
tmeas ∗ t j
)
=ˆ
i=1
∑
i=n
tmeas,i · t j,i,
with ti, j = b j +a j
√
m1, b = {b1,b2, · · · ,bl} , a = {a1,a2, · · · ,al} and l ∈ N.
The maximum of the
(
tmeas ∗ t j
)
then represents the most likely combination of the stretch
parameter a and the shift parameter b.
2.3.3. Mass resolution
In a mass spectrometer the mass resolution is defined as the ratio of the mass m of the ions of
one specific species to the deviation in the mass ∆m (Cotter, 1997).
m
∆m
=
t
2∆t
(2.61)
This resolution equation can be derived by a rearrangement of Equation 2.58 and its derivative
dm = 2t
2qUacc
d2
dt
⇒ m
dm
=
t
2dt
The resolution between ions of masses m1 and m2 will then be determined by the width of
the mass peaks. This width depends on several aberration factors, which are caused by time,
space and the initial energy distribution (Mamyrin, 2001).
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Aberration due to the forming process of the plasma
1. Energy spread in the initial plasma cloud due to its formation process and finite thick-
ness.
2. Broadening due to the angular spread in the ions’ trajectories.
3. Effect of the initial velocities of the ions for example due to the expansion of the plasma
cloud. So even if the ions form in the same source plane, they can have different direc-
tions in motion.
4. Differences in the times particular ions are affected by the accelerating field due to
shielding within the plasma cloud.
Aberration due to the physical set up of the instrument
1. Deviation of the source, grids and detector planes from perpendicularity or parallelism
to the instrument axis.
2. Effective depth of the ion detector, for example the mircrochannel plate (MCP).
3. Broadening of the detector output current pulses induced by electron avalanches in the
MCP and in the course of the amplification by any other amplifiers.
4. Effect of stray fields in the field electrode grids.
The simple TOF instrument used for this thesis was designed and optimised in such a way
that the peak shape and thus the resolution are primarily governed by the initial properties of
the plasma cloud.
Besides the fact that the peak shape and its width can be used for investigating the prop-
erties of the initial plasma cloud (see Section 2.3.4), this implies that the resolution can be
approximately be represented by
m
∆m
=
qUacc
∆(qUacc)
=
Uacc
∆Uacc
, (2.62)
with ∆Uacc being the stability of the acceleration potential. Thus, increasing the acceleration
voltage for a given energy spread reduces naturally the effect of the latter on peak widths and
increases the resolution of the instrument.
2.3.4. Peak Shapes and a model for the ion temperature
Molecular beams as an analogon for the situation in a TOF mass spectrometer
The set up of a molecular beam source can be regarded as an analogon for the situation of a
linear time-of-flight mass spectrometer, because in both cases a beam of ions with a preferred
direction of motion is produced.
In the case of time-of-flight mass spectrometers this is achieved by accelerating the ions
using an electrostatic field (see Section 2.3.1). Whereas for molecular beams a simple selection
of molecules or ions, which are effusing from a gas supply with a specific direction of motion,
leads to a directed beam.
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Figure 2.13.: Molecular beam source
For molecular sources theoretical models exist, which can be used to understand the forma-
tion of peaks in a time-of-flight mass spectrum and how their shapes relate to ion properties
like energy.
Theoretical gain in intensity
Molecular beams are produced by effusion of gases through an orifice. The molecules are
effusing from a vessel containing a gas into an evacuated space through an aperture in the wall.
Since the molecules in the vessel have velocities in all directions, the effusing molecules will
fill a solid angle of 2pi (Esterman, 1946) as illustrated in Figure 2.13.
Assuming those molecules have a maxwellian distribution of velocities the fraction of molecules
having a velocity v perpendicular to the slit (i.e. in the x-direction) in the range dv will be
(Kantrowitz and Grey, 1951)
ve
−mv2
2kT dv
∞∫
0
ve
−mv2
2kT dv
. (2.63)
When a screen with a second, collimating slit (Slit 2, Fig. 2.13) is arranged coaxially to the
direction of motion of the effusing molecules, it is possible to select those molecules whose
velocity vectors lie in the solid angle determined by the widths of both slits and their separation
distance. If u and w are the velocities in the plane of the first slit, the fraction of molecules
effusing with the velocity v which reach the small area of the collimating slit will be
u2∫
u1
ue
−mu2
2kT du
w2∫
w1
we
−mw2
2kT dw
∞∫
−∞
ue
−mu2
2kT du
∞∫
−∞
we
−mw2
2kT dw
(2.64)
where
u1
v
=
y1
s
;
u2
v
=
y2
s
;
w1
v
=
z1
s
;
w2
v
=
z2
s
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Figure 2.14.: High intensity molecular beam source
with (y2− y1), (z2− z1) being the slit boundaries and s the distance between the slits.
If the dimensions of the collimating slit are very small compared to the distance between the
slits then it can be assumed that
e−
m
2kT u
2
1 ≈ e− m2kT u22 ≈ e− m2kT w21 ≈ e− m2kT w22
and thus the integration of Eq. 2.64 yields
(u2−u1)(w2−w1) ·
√ m
kT
√ m
kT√
pi
√
pi
=
mv2A
2kTpis2
(2.65)
where A is the area of the collimating slit. In order to get the gain at the collimating slit it is
necessary to integrate Eq. 2.65 over all velocities of molecules effusing out of the first slit
∞∫
0
mv2A
2kTpis2 · v · e−
mv2
2kT dv
∞∫
0
v · e−mv22kT dv
=
A
pis2
(2.66)
Intensity gain and velocity distribution in a nozzle source In order to get a molec-
ular beam source with a higher intensity gain, the first slit is placed in the flow from a miniature
supersonic nozzle coaxial with the final beam as shown in figure 2.14. The nozzle will convert
most of the translational an internal energy into a directed mass motion (Kantrowitz and Grey,
1951). The mass velocity or peak velocity vp will then be considerably larger then the molec-
ular velocity. Thus, the Mach number, which is in this case the ratio of the mass velocity vp
and the molecular velocity vth
M =
vp
vth
(2.67)
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will be considerably greater than 1. The fraction of molecules passing through the collimating
slit then becomes
mv2p
2kT
· A
pis2
=
γ
2
· v
2
p
vth2
· A
pis2
=
γ
2
·M2 · A
pis2
(2.68)
with
m
kT
=
cp
cv
· 1
v2th
=
γ
v2th
.
If then the influence of the random velocity vth on the probability for a molecule to get through
the second slit is neglected compared to the predominant effect of the mass flow, the velocity
distribution will be given by
dI
dv
∝ v3th · e−
m
2kT (vth−vp)
2
(2.69)
Using equation 2.68 this distribution can be expressed in terms of the Mach number and γ
(Anderson and Fenn, 1965):
dI
dv
∝
(
vth
vp
)3
· e−
γM2
2
(
vth
vp −1
)2
(2.70)
Determination of velocity distributions and ion temperature from experimental
data
Experimentally determined curves of number density versus time-of-flight may be converted
directly into velocity distributions. This distribution is given by (see ??)
dI
dv
= I0 · f (v) (2.71)
The number of ions reaching the detector in a time interval t0 will be N0 = I0 · t0 and their
velocity distribution will be analogous to 2.71
dN
dv
= N0 · f (v) = I0t0 f (v) (2.72)
A signal S of an ion detector like a MCP would be proportional to the number density D of
impacting ions or molecules
S ∝ D =
dN
dv
· 1
t
= N0 f (v) · 1t . (2.73)
The predicted signal versus time-of-flight curve will then be (Anderson and Fenn, 1965)
S ∝
1
t
f (v) =
1
t
(
vth
vp
)3
· exp
(
− γ
2
M2
[
vth
vp
−1
]2)
∝
1
t4
· exp
(
− γ
2
M2
[
z0
tvs
−1
]2)
(2.74)
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Figure 2.15.: Width of a peak in normalized time and height
with t = z0/v. More convenient is the normalised equivalent of equation 2.74, introducing the
normalised time-of-flight τ= t/tp
S
Smax
=
1
τ4
· exp
(
− γ
2
M2
[(
b
τ
−1
)2
− (b−1)2
])
, (2.75)
where b = 1/2 ·
[
1+
√
1+16/γM2
]
is the relation between tp and the time at peak maximum
tmax = γ/8 ·M2 · z0/vp ·
[
1+
√
1+16/γM2
]
.
(2.76)
For large Mach numbers, b approaches 1 and the time at peak maximum tp approximates
tmax. This relation allows to identify the time at peak maximum as the ion flight time, being
fundamental for the assignment of mass lines to particular ion species in TOF mass spectra.
Figure 2.15 shows the normalised measured signal S/Smax in dependence on the normalised
time-of-flight τ. The relative width of this peak ∆τ= τ2− τ1 relates directly to the differences
in the velocities for the ions of a particular species. Furthemore, on can assume this difference
in velocities ∆v being equivalent to the thermal velocity of the ions
vth ≈ ∆v.
As a result, the relation between the mass flow or peak velocity vp and the thermal velocity
vth (relative width in velocity ∆v) is
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∆v =
d
tp−∆t −
d
tp
=
s
tp
(
1
1− ∆ttp
−1
)
= vp
(
1−1+ ∆ttp
1− ∆ttp
)
with s being distance-of-flight. This leads to the estimation of the nondirectional random
velocity
⇒ vth ≈ vp
( ∆t
tp
1− ∆ttp
)
.
The definition of the Mach number M = vp/vth leads to the possibility of deriving the Mach
number directly from the relative width of the measured peak:
M =
1− ∆ttp
∆t
tp
=
tp
∆t
−1
⇒M != (∆τ)−1−1 (2.77)
with the relative flight time τ = t/tp. Inserting the actual ion velocity vp for accelerated
ions in a time-of-flight mass spectrometer vp =
√
2Uaccq/m and the thermal velocity vth =
2 ·√2kT/m ·pi yields the energy of the ions in eV under the assumptions of singly ionised ions
and high Mach numbers (M 1)
M =
1
2
√
Uaccpi/kT ⇒ kT
[eV ]
≈ (∆τ)2 ·Uacc (2.78)
Example Figure 2.16 shows an example for a measured peak of iron ions for an accelerating
potential of 500V. The absolute width of this peak is 0.75µs for a time-of-flight of 16 µs at the
peak’s maximum. This corresponds to a relative width of about 4.7% and to an energy of the
ions of
kT
[eV ]
≈ 500V (0.047)2 ≈ 1.1eV.
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Figure 2.16.: Example: The peak of iron ions in a time-of-flight mass spectra of an iron dust particle
impacting on a silver target with a velocity of 31 kms and an accelerating voltage of 500V.
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2.4. Mineralogy
2.4.1. Constituents of cosmic dust
Generally, cosmic dust is comprised by interstellar and interplanetary dust and thus resem-
bles a variety of sources. Interstellar dust (ISD) is generated mainly by AGB stars (Whittet,
1989)and, to a lesser extend, by novae, supernovae and Wolf-Rayet stars (Zhukovska et al.,
2008) outside our solar system, whereas interplanetary dust (IDP) originates within our solar
system. Comets, asteroids, atmosphere-less planetary satellites, Edgeworth-Kuiper Belt ob-
jects, the Jovian and Saturnian systems and mankind itself, in the perimeter of the Earth (e.g.
rocket propellant residues), contribute to the formation of interplanetary dust particles. For
detailed reviews of cosmic dust composition and sources see e.g. (Gru¨n et al., 2009; Mann
et al., 2006; Baggaley, 2004; Draine, 2003; Sekanina, 2001; Dorschner, 2001).
Composition of interstellar dust
Interstellar dust is a part of the interstellar medium (ISM), which is composed of gas and dust
and makes a large fraction (about 20%) of the total mass of the galaxy(Binney and Merrifield,
1998) . ISD is being investigated using optical methods, e.g infrared spectroscopy(Dorschner,
2001), further in-situ analysis by spacecrafts or the investigation of samples returned by space-
crafts (Brownlee et al., 2006) and the investigation of ISD found in meteorites (Hoppe et al.,
2001). ISD compositions include silicates (amorphous and crystalline), sulphides, metal ox-
ides, silicon carbide, amorphous carbon, PAH’s (polyaromatic hydrocarbons) and volatile
species.
Composition of interplanetary dust
Since interplanetary dust is formed by the many different sources indicated above, this subsec-
tion will give short overviews over each source and the mechanisms that lead to dust formation
in this specific environment.
1. Cometary dust
Cometary dust, which is ejected by outgassing, was investigated via in-situ impact ion-
ization mass spectroscopy (Kissel, 1986; Kissel et al., 2004; Dikov et al., 1989). , remote
sensing techniques (Lisse et al., 2007) and the investigation of returned samples . It is
mainly comprised by silicates and further by CHON particles, resembling carbonacous
materials, metals, sulphides, carbonates and oxides (Sekanina, 2001; Flynn et al., 2006;
Flynn, 2008).
2. Asteroids, atmosphereless planetary satellites, planets, Edgeworth-Kuiper Belt ob-
jects
Dust derived by asteroids is a result of collision and dust impact ejection, atmosphereless
planetary satellites and planets , as well as Edgeworth-Kuiper Belt objects may experi-
ence collisions, possibly outgassing or cryovolcanism and frequent dust impact ejection.
The composition of the dust derived here should resemble the surface composition of the
source body, or its bulk composition, if collisional events were catastrophic. Asteroids
show silicates as the main constituent, with a lesser amount of metals, such as iron and
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nickel, as well as sulphides and oxides, as seen in reflectance spectra or as investigated
by direct analysis of the material (Mothe´-Diniz et al., 2005) and terrestrial analysis of
meteorites . Dust of larger planetary satellites or planets contain varying amounts of ices,
organics, salts and silicates . The composition of the dust here depends on the particular
source body and the region of the source from which the dust was ejected. E.g. in the
case of Enceladus, the composition has been directly measured (Hillier et al., 2007b;
Postberg et al., 2009b,a) 2008, 2009a).
3. Stream particles
Stream particles have their source within their giant planetary system, e.g. Jupiter or
Saturn. The particles will be charged and accelerated before they are ejected into the
interplanetary space. Their composition resembles the composition of the source region
within their planetary system. Stream particles of the Jovian system have their source
in Io and the Io plasma torus (Graps et al., 2000)and are composed mainly of NaCl and
KCl salts with traces of sulphur (Postberg et al., 2006). Saturnian stream particles have
their sources in the A and E rings and are mainly composed of silicates and volatile
species(Kempf et al., 2005b).
4. Cosmic dust on Earth
The Earth and its atmosphere is heavily impinged by cosmic matter. Meteorites, being
the main source of influx of extraterrestrial matter, range from 50 to 500 micrometers
in diameter with an average density of 2.0 g/cm3 and porosity about 40% (Love et al.,
1994). The particles are mostly chondritic, comprised by anhydrous silicates, e.g. pyrox-
ene and olivine and further phyllosilicates, silicates that bear an OH-group. Moreover,
meteorites may contain non-chondritic particles, mainly composed of sulphides, olivine,
pyroxene, metals (e.g. Fe/Ni), CAI’s (calcium-aluminum-rich inclusion), carbonates and
phosphates.
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2.4.2. Silicates
Regardless of the source of a particular cosmic dust particle as describe above, there is a
good probability that it will contain silicates. This chemical compound is the constituent of
cosmic dust found most frequently in the solar system. Because of this, in this study two
types of silicates, coated with different methods, were used as projectile material. This section
describes the characteristics common to all silicates and gives a short overview of the these
particular types, olivine and pyroxene.
Silicates are compound in which Si atoms are tetraedally surrounded by oxygen atoms.
This SiO4-Tetradhedra constitute the anionic part of the compound and can be linked to larger
structures. Besides the anionic silicon-oxygen-group it contains cations like Mg+ or Fe+.
The basic element - the SiO4-Tetrahedron
Figure 2.17.: Dimensions of the [SiO4] tetrahedron
From the electronegativity of both elements,
silicon (1.9) and oxygen(3.44) one can as-
sume, that the Si-O-bond has both covalent
and ionic fractions. For the covalent frac-
tion the electron configuration of the silicon
leads to a tetrahedral alignment of the oxygen
atoms. For the ionic fraction of bonds this
spatial alignment would also be expected, be-
cause the ratio of the atomic radii rSi and
rO lies between the thresholds of 0.225 and
0.415, which are characteristic for this kind
of alignment (Liebau, 1962).
Structure of silicates
In almost every structure the bond of the between the silicon and the oxygen is stronger then
the bond between the oxygen and the other cation. Therefor it is reasonable to use the [SiOn]
polyhedra and the way they are linked to each other to classify the silicate anions (Liebau,
1985):
• Coordination number CN of silicon:
This is the number of oxygen atoms assigned to a silicon atom ([SiOn]) In nature only
[SiO4] tetrahedra and [SiO6] octahedra occur.
• Linkedness L of [SiOn] polyhedra:
This number L is defined as the number of oxygen atoms shared between two ([SiOn])
polyhedra and can have the values (see Figure 2.18):
L = 0, 1, 2, 3
• Connectedness s of [SiOn] polyhedra:
This is the number of other [SiOn] polyhedra an individual [SiOn] polyhedron is linked
via common oxygen atoms. A [SiO4] tetrahedron can share up to four oxygen atoms, a
[SiO6] octahedron up to six. This is symbolised by the number Qs .
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Figure 2.18.: Tetrahedra and octahedra with different linkedness L. L = 0 (isolated); L = 1
(corner-sharing); L = 2 (edge-sharing); L = 3 (face-sharing) (Liebau, 1985)
• Branchedness of Silicate anions
The branchedness of a silicate is the property which describes whether the alignment of
the anion in the crystal is unbranched, open-branched, loop-branched, mixed-branched
or an hybrid alignment of anions.
• Dimensionality of silicate anions:
This number describes he spatial dimensionality of the structure. Single polyhedra along
with terminated structures like rings have the dimensionality D = 0, chains D = 1, layers
D = 2 and frameworks have D = 3
• Multiplicity of silicate anions:
Limited numbers of individual polyhedra, single chains, rings or layers can be connected
to each other in a way, that the resulting structure has the same dimensionality then the
generating ones. The number of the connected structures is then called multiplicity M.
• Periodicity of silicate anions:
In a crystalline silicate the structural motif of the structure repeats after several tetrahe-
dra. The periodicity P is the number of polyhedra within one repeating unit of the
Silicate anions can now be filed into a hierarchical order of the categories introduced above
coordination number CN classes
linkedness L subclasses
branchedness B branches
multiplicity M orders
dimensionality D groups
rings or multiple polyhedra r or t subgroups
periodicity P families
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Multiplicity
Dimensionality 1 2 3 4 · · ·
0 Nesosilicates Sorosilicates
0 Cyclosilicates
1 Inosilicates
2 Phyllosilicates
3 Tectosilicates
Table 2.2.: Mineralogical nomenclature of silicates
Mineralogical nomenclature of silicates
Minerals are usually designated by trivial names, which are often related to some conspicuous
property like morphology or color. Another possibility to name a mineral is after the locality
here it has been discovered. To obtain some kind of systematic into the minerals’ designations
mineralogists use a nomenclature in which silicates are grouped due to their dimensionality
and multiplicity as shown in Table 2.2.
• Nesosilicates: isolated [SiO4] tetrahedra (Olivines, Granates)
• Sorosilicates: groups of two [SiO4] tetrahedra, which are linked at one edge. (Zoisite,
Epidote)
• Inosilicate: Chains in which the silicate anions are connected by two of their corners to
two neighbouring tetrahedra. Two chains can be connected, thus the individual tetrahe-
dra are linked to three other tetrahedra. (Pyroxenes)
• Cyclosilicate: rings, in which the silicate anions are connected by two of their corners
to two neighbouring tetrahedra. (Turmaline, Beryl)
• Phyllosillicate: two dimensional structures, in which the silicate tetrahedra form parallel
sheets (Talc).
• Tectosilicate: have a three-dimensional framework of silicate tetrahedra (Quartz, Feldspat).
2.4.3. Olivine
Olivine is a magnesium iron silicate with the general formula (Mg2Mn2Fe2)[SiO4]. There are
three types of olivines (Markl, 2008):
Mg2SiO4:Forsterit
Fe2SiO4:Fayalite
Mn2SiO4:Tephroite
The mixture of those three types are usually called Olivine. It crystallises orthonormally
with no connection of the individual [SiO4] tetrahedra to each other. Thus olivines are Ne-
sosilicates. Olivines incorporate only mir amounts of other elements then oxygen, silicon,
manganese, magnesium and iron.
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2.4.4. Pyroxene
Pyroxenes consist of single chains of silicate tetrahedra and thus belong to the group of Inosil-
icates. The general formula of Pyroxene is XY[(Al )Si2O6] where
X represents:Ca, Na, Fe 2+, Mg, Zn, Mn or Li
Y represents:Cr, Al, Fe 3+, Mg, Ti, Mn or Vn
To some extent the silicon atoms can be replaced by aluminium atoms. The crystallisation
of Pyroxenes can lead to either orthorhombic or monoclinic systems and divides Pyroxenes
into two groups:
orthoPyroxenes (Opx):
Fe2Si2O6 : Ferrosilite
Mg2Si2O6 : Enstatite
clinoPyroxenes:
CaFeSi2O6 : Hedenbergite
CaMgSi2O6: Diopside
NaAlSi2O6 : Jadeite
NaFeSi2O6 : Aegerine
CaAl2SiO6 : Ca-Tschermakit
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In this section gives an overview on the experimental set up used for this thesis. First there is
a description of the linear TOF maß spectrometer. It was designed and build to compare the
properties of the plasma generated by hypervelocity particle impacts as well as by laser ablation
under similar conditions. This instrument was named BERTA for historical reasons and will
be referred to with this name in the following. The results of the measurements done with the
BERTA instrument have been compared with data obtained by two different reflectron TOF
mass spectrometer. These two instruments, called SUDA and LAMA, will be also described in
the next section (Section 3.1).
The following Section 3.3 gives an overview on the Heidelberg dust accelerator, the working
principle of the Van-de-Graaf generator as well as the dust source will be described and the
subsequent dynamical properties of the dust particle beam will be characterised. Then, in
Section 3.4, the laser and the optical set up used for the laser ablation experiment is explained.
This chapter closes with an overview of the studies target and dust materials and a summary of
the performed measurements (Section 3.5).
3.1. Linear TOF mass spectrometer
3.1.1. General set up and geometry
The time-of-flight mass spectrometer used for the experiments in this thesis is linear with a
total length from target to the detector of about 0.62 m. A scheme of the instrument is shown
in figure 3.1.
The electrostatic field is generated between the target which has a variable potential of the
order of several hundreds volts and the grounded grid.
To accelerate the ions in an electrostatic field as homogenous as possible the diameter of the
target mounting and the grid is with 100mm quite big and large in comparison with the distance
of target and grid measuring 20mm. A microchannel plate (MCP) is placed as an ion detec-
tor at the end of the following drift tube. The MCP can be operated with potentials between
around 1500V and 2000V, the standard value used for this thesis is 1650V (See Appendix B).
To guarantee the electrostatic field in generated due to this potential to be homogeneous as
well, a grounded grid is placed in front.
To guaranty identical conditions for either impact and laser ablation the set up is symmetrical
for both processes: The beam hits in each of the two cases the target in an angle of 45◦ (see
3.2). this is possible because of the two entrance flanges in the vacuum chamber which contains
the target and grid mounting as seen in picture 3.2.
The spectrometer consists in principle of two main parts as seen in Figure 3.3, a vacuum
chamber of 30 cm diameter and about 40 cm height. On the bottom of the chamber is a turbo
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Figure 3.1.: Scheme of the BERTA time-of-flight mass spectrometer. In front of the target
mounted on a plate with a diameter of 100mm a grounded grid is placed. A positive
potential applied on the target generates an almost homogeneous electrostatic field.
Positive Ions released in the target’s vicinity will be accelerated towards the MCP
placed at the end of the drift tube. A grounded grid in front of the MCP guarantees
the field generated by the potential applied on theMCP to be homogeneous as well.
pump which provides the vacuum necessary for the experiments of the order of 10−6mbar.
The second part is a 1.2 m long low pressure tube with a diameter of 10 cm (flanges) in which
the retarding field grid system lies and at its end the detector is.
To have not to adjust the laser’s optical settings like lenses and polarizer all the time the
spectrometer has moved even for little, the target chamber and the laser are fixed on the same
mounting.
3.1.2. Theoretical performance of the spectrometer
Ions starting from a location on or near the target plane pass through three stages of the spec-
trometer on their way to the detector:
1. an accelerating field E1 =Utarget/b1 between the target and the first grounded grid g1,
2. a field free drift distance d,
3. a second accelerating field E2 =Umcp/b2 between the second grounded grid b2 and the
MCP.
If and when a specific ion will hit the MCP and contribute to the recorded ion signal depends
on the geometrical properties and potentials within the spectrometer and the initial conditions
of the ion like the starting location x0, the starting time t0 and the initial velocity v0.
Te initial location x0 and time t0 are defined bay the point at which the field E1 reaches the
ion and begins to accelerate it. The initial velocity v0, i.e. the direction of motion of the ion
as well as its initial energy E0, on the other hand is determined by the forming process of the
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45°45°
dust beam Laser
grid
target
Figure 3.2.: (left) Geometry of impact for both particles and laser beam (45◦) (right) Photograph
of the target chamber’s inner side, shown are the target, the grounded grid in front
in the center of the chamber. On the right side there is the focusing lens for the laser
beam, further right the entrance window for the beam. The large opening opposite
to the target /grid system is the entrance of the drift tube with the ion detecting MCP
at its end.
plasma. It is a combination of properties like the thermal velocity and the expansion of the
plasma cloud at the moment the accelerating field E1 is beginning to dominate the motion of
the ions.
Due to the geometrical design of the spectrometer as shown in figure 3.1 the accelerating
fields are approximately homogenous and the time and path of flight of an ion can be calculated
as in the following section.
3.1.3. Time and path of flight
Pass through the accelerating field E1
In the moment the electrostatic field E1 between the target and the grounded grid g1 reaches in
the plasma cloud, the ions are accelerated by an electrostatic force
F = q ·E1 = m · x¨ (3.1)
Due to the geometric set up the field is almost homogeneous this the acceleration is directed
in one (x-) direction:
E1 =
Uacc
b1
 10
0
 (3.2)
The equation of motion for a specific ion will then be
x¨ =
(
q
m
·Uacc
b1
, 0 , 0
)
(3.3)
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Figure 3.3.: Draft of the set up
Integration gives the velocity of the ion for a time t and then its location :
x˙(t) =
(
q
m
·Uacc
b1
· t+ v0x, v0y , v0y
)
(3.4)
with v0 = (v0x , v0y ; v0z) is the initial velocity of the ion due to tho initial conditions in the
plasma cloud. So the location of the ion at the moment t will be
x(t) =
1
2
q
m
Uacc
b1
· t2+ v0xt+ x0 (3.5)
y(t) = v0yt+ y0
z(t) = v0zt+ z0
with x0 = (x0 , y0 , z0) is the starting location of the ion.
The ion will pass the first grounded grid g1 at the time tgrid1 and the location x
(
tgrid1
)
:
x
(
tgrid1
)
=
(
b1 , v0y · tgrid1+ y0 , v0z · tgrid1+ z0
)
tgrid1 is then defined by
b1 =
1
2
q
m
Uacc
b1
· t2+ v0xt+ x0
0 =
1
2
q
m
Uacc
b1
· t2+ v0xt+ x0−b1
⇒ tgrid1 =
−v0x±
√
v20x−2 qm Uaccb1 (x0−b1)
q
m
Uacc
b1
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The constraints, that x0 has to be between the target plane and the first grounded grid, ie.
0
!≤ x0
!≤ b1 and tgrid1
!
> 0 lead to
tgrid1 =
−v0x+
√
v20x−2 qm Uaccb1 (x0−b1)
q
m
Uacc
b1
(3.6)
Drift phase
After passing the first grounded grid g1 the ion enters the drift distance d at the location
x
(
tgrid1
)
and travels through the drift distance with the constant velocity
x˙
(
tgrid1
)
=
(
q
m
·Uacc
b1
· tgrid1+ v0x, v0y , v0y
)
. (3.7)
It will reach the second grid g2 after the time
tgrid2 =
d
x˙
(
tgrid1
) (3.8)
and at the location
x
(
tgrid2
)
= b1+d
y
(
tgrid2
)
= v0y ·
(
tgrid1+ tgrid2
)
+ y0 (3.9)
z
(
tgrid2
)
= v0z ·
(
tgrid1+ tgrid2
)
+ z0
Passing through the accelerating field E2
After passing the second grid g2 the ion is accelerated again in the field E2 generated by the
potential difference Umcp between g2 and the MCP
F = mx¨ =
(
q
Umcp
b2
, 0 , 0
)
After the time tmcp the ion will hit the plane of the mcp at x(tmcp) = b1 + d + b2. This time
can be calculated similar to tgrid1 in the section above.
b1 + d + b2 =
1
2
q
m
Umcp
b2
· t2mcp+ x˙
(
tgrid1
)
tmcp+d+b1
⇒ 0 = 1
2
q
m
Umcp
b2
· t2mcp+ x˙
(
tgrid1
)
tmcp−b2
⇒ tmcp =
−x˙(tgrid1)±√x˙2 (tgrid1)−2 qm Umcpb2 (−b2)
q
m
Umcp
b2
⇒ tmcp =
−x˙(tgrid1)+√x˙2 (tgrid1)−2 qmUmcp
q
m
Umcp
b2
(3.10)
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The total time of travel and the spatial coordinates of the ion hitting the plane of the MCP will
then be
t f light = tgrid1 + tgrid2 + tmcp
x
(
t f light
)
= b1 + d + b2
y
(
t f light
)
= v0y ·
(
tgrid1 + tgrid2 + tmcp
)
+ y0
z
(
t f light
)
= v0z ·
(
tgrid1 + tgrid2 + tmcp
)
+ z0
Time-of-flight for ions with the initial energy E0 = 0
For ions with the initial conditions
x0 = (0 , 0 , 0 )
v0 = (0 , 0 , 0 ) and
E0 = 0
the representation of the time-of-flight is simplified as follows:
a) Acceleration in the field between target and the first grid
From eq. (3.6) ⇒ t (grid1) =
√
2q
m · b1b1 ·U2target
q
m
Utarget
b1
=
√
2
qUtarget
·√m ·b1 (3.11)
b) Drift phase
From eq. (3.8) ⇒ t (grid2) = d
x˙
(
tgrid1
)
=
√
d2
2q ·Uacc ·
√
m (3.12)
c) Acceleration in the field between second and the MCP
From eq. (3.10) ⇒ t (mcp) =
−x˙(tgrid1)+√x˙2 (tgrid1)−2 qmUmcp
q
m
Umcp
b2
=
−
√
2q
m Uacc+
√
2q
m Uacc+
2q
m Umcp
q
m
Umcp
b2
=
√
2b22
q
·
√
Uacc+Umcp−
√
Uacc
Umcp
·√m (3.13)
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d) Total flight time
t f light = tgrid1 + tgrid2 + tmcp
=
√
2
q
(
b1√
Uacc
+
d
2
1√
Uacc
+b2
√
Uacc+Umcp−
√
Uacc
Umcp
)
︸ ︷︷ ︸
stretch factor a
·√m
(3.14)
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Figure 3.4.: Calculated stretch factor a as a function of the target potential Uacc for the in all
measurements used MCP potential Umcp = 1650V (left) and as a function of the
MCP potential Umcp for a target potential Umcp = 1600V (right)
Instrument aperture
As shown in figure 3.1 the MCP lies on the axis of the spectrometer’s tube. It is circular with a
sensitive area of 40 mm diameter. An ion will hit this sensitive area when its spatial coordinates
at the time of reaching the plane of the MCP at x = b1 + d + b2 fulfill the constraint
y2 (tend)+ z2 (tend) = (0.02m)2 (3.15)
3.1.4. Measured values
For both processes two signals have been used to characterise the process of plasma formation
and the resulting plasma.
• Total electron charge yield at the target.
• Time-of-flight mass spectrum at the MCP: When secondary electrons are emitted from
the channel walls by input of particles or radiation, they are accelerated by an electric
field generated by a voltage V applied across both sides of the MCP. They travel along
parabolic trajectories to strike the opposite wall, thus producing more secondary elec-
trons. This process repeats itself many times along the channel. The result is a large
number of electrons released from the output side. The released electrons are collected
onto a simple metal anode connected to an amplifier. The amplifier’s output signal then
is recorded by an oscilloscope. To obtain a larger dynamical range, the MCP signal is
recorded by two channels with different amplification factors. The signals are later on
combined during signal evaluation.
• Furthermore, for impacting particles, the particles speed and charge had to be recorded.
For this, the charge induced by particle passing a conductive tube is amplified and
recorded by the oscilloscope (see Section 3.3.3). From the duration of the signal and
the known length of the particle speed can be calculated. The amplitude of the signal
represents the particle charge.
60
3.1. Linear TOF mass spectrometer
Figure 3.5.: (left) Photograph of the target chamber with some nice peoples’ heads for size com-
parison. (right) Target chamber on its mounting with the turbo pump on bottom.
Lead bricks are attached to the set up to dampen vibrations caused by the pump.
3.1.5. Target chamber and target mounting
In this section - as the core part of the BERTA spectrometer - the vacuum chamber containing
the target is described as shown in Figure 3.2. Besides the acclerating sytem for the ions, con-
sistent of the target and a graunded grid in fron, the target chamber also contains the focusing
lens for the laser light (Section 3.4.6). The chamber has a diameter of 400mm and the cover on
its top is sealed with an O-ring (Figure 3.5). Within the chamber a vacuum between 10−8 mbar
and 10−8 mbar can be achieved for measurements. As also shown in Figure 3.5 a turbo pump
is mounted directly under the chamber, causing vibrations. In the following an overview of
detailed interior of the chamber will be given, the target mounting, the mechanical set up for
its alignment and the electrical feedthroughs.
Feedthrough and target mounting
The target mounting consists of a round iron plate with a diameter of 100mm and a thickness
of about 3 mm and a round rod at its backside. The mounting is connected mechanically via a
piece of an insulator to the feedthrough into the vacuum chamber, so it is electrical insulated
from the environment (see figure 3.7). The feedthrough is constructed in that way, that the
target mounting can be rotated and moved in translational direction independently. This is
necessary for the experiments with the laser because the focusing lens is mounted fixed in the
chamber and the beam is focused by moving the target plane. So the focal point can be adjusted
and afterwards the impact location be changed without defocusing the beam. The alteration
of the impact location is realized by rotating the mounting and the fact that the axis of the
mounting lies 1.5 cm out of the symmetry axis of the vacuum chamber and the impact location
as can be seen in figure 3.6. Thus the impact location ambulates on a circle around the rotation
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Figure 3.6.: Scheme of the target chamber
axis with a radius of 1.5 cm on the target.
Mounting for metal targets To guaranty an accelerating electrostatic field as homoge-
nous as possible the metal target, which has a thickness os some tens of micrometers, is fixed
on a plain iron plate. This plate is clamped with a clip into a matching cut-out in the plate (see
figure 3.7)
Mounting for silicate targets The silicate targets are thicker and have much more irreg-
ular shapes then the metal ones. Thus the silicate pieces are fixed with two crossed wires on
the target mounting as one can see in figure 3.7. Because of the resulting more complicated
geometry of the target part one has to assume a field less homogenous.
3.2. Reflectron TOF mass spectrometer
The mass resolution obtained with the linear BERTA instrument has typical values of ∼10 to
∼80, depending on the acceleration potential and the properties of the particular ion mass line
in question. As discussed above, in straight-tube time-of-flight mass spectrometers peak shape
is directly related to the velocity distribution of the ions. To make up for that, reference data
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Figure 3.7.: Scheme of the target mountings for metal targets (left) and for silicate target (right)
with much higher mass resolution were recorded to obtain more reliable mass line assignments.
for particle impacts with the same material combinations TOF mass spectra with two reflector
type mass spectrometer, LAMA and SUDA, are recorded and compared to the BERTA spectra.
Reflectron mass spectrometer employ an ion reflector to compensate the spread in the ion ini-
tial energy. A retarding electrostatic field decelerates the ions and causes them to turn around.
Thereby ions with higher initial energy will penetrate the reflectron more deeply then ions with
lower kinetic energies. Consequently, faster ions spend more time within the retarding field.
With the field strength and spatial configuration suitable chosen, ions with the same mass-to-
charge ratio q/m will reach the detector at the same time (Mamyrin et al., 1973; Mauney and
Adams, 1984; Moskovets, 1991; Bandura and Makarov, 1993).
Both mass spectrometers described in the following are components of a new developed
type of instrumentation for in-situ investigation of cosmic dust particles in space, a so-called
dust telescope. A dust telescope is a combination of a trajectory sensor and an analyser for
the elemental composition of micrometeoroids or space debris. It was introduced by Gru¨n
et al. (2000) and its development and test is described in Srama et al. (2004b) and Srama et al.
(2005). The trajectory sensor determines the dust particles’ trajectories by the measurement of
the electric signals that are induced when a charged grain passes through a position sensitive
electrode system. The position sensitive system consists of four planes of wires where each
wire is connected to a separate charge sensitive amplifier. Hence, the particle’s velocity vector
can be determined very accurately.
The elemental composition of particles is analysed by a time-of-flight system for the ions
which are generated upon the particle impact. This mass spectrometer is represented by the
LAMA instrument and for a modified, smaller version by the SUDA spectrometer.
3.2.1. LAMA
The Large-Area Mass Analyzer (LAMA) has a sensitive impact area of and a mass resolution
of m/∆m > 100 (Srama et al., 2005). The instrument has a cylindrical symmetry and a ring-
shaped impact target. There are different configurations were studied: LAMA1 has a short tube
length in order to minimize the instrument size (Sternovsky et al., 2007), whereas LAMA2 is
slightly larger due to an increased field free region between the acceleration grid and the ion
reflector in order to incorporate a Trajectory Sensor (Figure 3.9). The impact detector consists
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Figure 5.8: Design studies of three different Dust Telescopes. Top: TS+LAMA with a target diameter
of 60 cm (von Hoerner & Sulger). Bottom left: LEOPARD with a Trajectory Sensor side length of 30
cm (G. Pahl). Bottom right: SODA with a target diameter of 20 cm (V. Schlemmer).
The flight time of the ions in the spectrometer from the target to the MCP are described by
Eq. 5.2, using the stretch parameter a, the ion mass m in u, the ion charge q and a constant b.
t = a ·
￿
m/q+b (5.2)
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Figure 3.8.: Design studies of two different Dust Telescopes. Left: TS+LAMA with a target
di meter of 60 cm (von Hoerner & Sulger). Right: SUDA with a target diameter of
20 cm (Schlemmer, 2008).
of a flat annular shaped impact target at +5 kV potential and a grounded acceleration grid
mounted 50 mm in front of the target. Potential rings provide a smooth electric field close to
the edges.
3.2.2. SUDA
The SUDA mass spectrometer is a scaled version of LAMA as described above. However, there
are significant differences between the design of LAMA and SUDA, does not have a field-free
drift region between the acceleration grid and the reflectron unit and employes a larger number
of ring electrodes.
The impact target is a 220cm2 ring coat d with a 20µm gold layer. The target is attached
to a CSA that me sur s the ion charge yield of the impact. Thus, the SUDA instrument can
record the impact charge yield as well as the TOF mass spectrum. ions are accelerated to the
energy Uacc ·q by an electric field between the grounded target and the acceleration grid located
30mm above the target. Four equally spaced ring electrodes between the target and the grid
with voltages of 0.2Ue, 0.4Ue, 0.6Ue, and 0.8Ue en- sure a constant potential gradient inside
the acceleration region. The deceleration region is between the acceleration grid and the lower
shielding grid of the trajectory analyser and consists of the parabolically shaped reflectron grid
and nine ring electrodes (Figure 3.9).
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Figure 3.9.: Above: Schematics of LAMA and ion trajectories within the instrument. Bot-
tom: Dimensions of SUDA including the potential lines shown in blue (Schlemmer,
2008).
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3.3. Dust Accelerator
3.3.1. Generator
The dust accelerator is a modified Van De Graaff generator, able to reach a potential of 2MV.
The generator uses a moving belt to accumulate very large amounts of charge on a hollow
metal globe, the so-called terminal. On the bottom right side of the belt as shown in Figure 3.10
charge is sprayed onto a belt consisting of insulating Latex. The rotation of the belt then carries
the charge to the high voltage terminal on the left side of the generator. There it is removed
and collected on the terminal.
In order to obtain an electrostatically homogeneous electrical field, the gained potential of
up to 2 MV decreases to ground over 60 potential rings, connected to each other by resistors
of 1.2 GΩ. The potential is stabilised via corona discharge (Livingston and Blewett, 1962). To
avoid discharging and sparking the generator is surrounded by a protective gas (SF6 and CO2)
in a pressurised tank.
The dust source (see section 3.3.2) producing the dust beam is located in the high volt-
age terminal along with its associated electronic circuitry. After the positively charged dust
particles leave the source they are accelerated in the electrostatic field which results from the
decrease in the potential. They first pass the focusing cathode, in whose fields they are focused
and afterwards two pairs of charged plates which are perpendicular to each other. With these
so called steerers the beam can be deflected horizontally and vertically, and so be corrected if
it is not perfectly axial.
The kinetic energies of the accelerated particles arise from the conservation of energy, where
v the particle’s velocity, q its charge and m the mass are linked by:
1
2
mv2 = q ·Upot with Upot = 2 MV (3.16)
From this equation and the measured charge and velocity the mass of the particle can be
derived.
3.3.2. Dust sources and beam focusing
There are two types of dust sources used in the Heidelberg dust accelerator. One type is used
for easily chargeable particles like iron, aluminium or carbon powder, developed by Shelton
et al. (1960). The other type is a redesign of the original source optimised for the charging and
acceleration of particles which are more complicated to charge, i.e. coated silicates or Latex
particles (Stu¨big et al., 2001).
Common for both types is the so called dust reservoir, a cavity filled with the particles to be
charged. This reservoir is charged in respect to the reference potential of 2 MV (acceleration
potential). The resulting potential will be called the electrode potential in the following and
is variable in a range from 0 to about 20 kV. The dust particles stored within the reservoir are
then charged electrostatically by induction .
Old type dust source Figure 3.11 shows a schematic illustration of this type of dust
source. The dust reservoir is a box-like cavity containing the particles to be charged. Several
millimetres above the dust particles a small grid the so-called tongue is supported in a plane
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Figure 3.10.: 2 MV dust accelerator. The accelerating electrostatic field is provided by the po-
tential difference of the high voltage terminal to ground. It is homogenous due to
the decrease over 60 equipotential rings connected by resistors of 1.2 GΩ. The
dust beam originates from the dust source within the high voltage terminal, after
exiting the source, the dust particles are accelerated in the electrostatic field to-
wards the experimental set-up located on the right side. Before reaching the target,
the particles are registered, characterised, and eventually selected while passing
the beam line detectors of the Particle Selection Unit (PSU).
parallel to the powder’s surface. The tongue is electrically insulated from the dust reservoir but
normally maintained at the same potential. The potential of the tongue can be pulsed via the
anode of a controlling tube (see Figure 3.11). An electric field is produced between the tongue
and the particles, inducing a charge on the particles. If the electrical forces overcome the
gravitational forces and the adhesion of the particles, some of the particles will be lifted from
the surface (Friichtenicht, 1964). Hence the dust is dispersed in the reservoir and will behave
similarly to molecules in a gas. Owing to collisions with the walls and other particles some dust
will effuse out of the small hole shown in the upper left of the dust reservoir in Figure 3.11.They
then enter the region between the outer wall of the reservoir and the extraction plate occupied
by a charging electrode consisting of a little metal tip with a diameter of some µm supported
by the outer wall of the reservoir and located in the accelerator axis. When a particle swirling
around this region comes in contact with the charging tip, it acquires a much larger charge.
Because of the small diameter of this tip - circa 50 µm, there is a very strong electrostatic field:
E =
Uelectrode
r
= 4 ·108V
m
for Uelectrode = 20kV (3.17)
Due to the shape of the grounded collimator plate located opposite, the electrical field in this
region deflects the particle out of the source region in a trajectory relatively close to the accel-
erator’s axis (beam line). Particles entering the accelerator tube are subsequently accelerated
through the full potential difference of the accelerator.
67
3. Experimental Set Up
50MOhm50MOhm
1.2G 1.2G 0.5G...
dust reservoir
tip
tounge
extraction plate
to ground
high voltage
0 ... +20 kV
1MOhm
hihg voltage
0 ... −30kV
+2MV
+2MV
pulser 
focusing unit
with negative potential reference potential +2MV
and blinde system
controlling
tube
Figure 3.11.: Schematic of the old dust source with the associated electronic circuitry. The pow-
der is charged due to the contact with the reservoir walls maintained with a tune-
able potential of 0 to 20kV. The pulsed potential of the tongue located several mm
above the powder leads to a random motion of particles within the reservoir. Parti-
cles effusing out of the hole in the reservoir wall slightly above the accelerator axis
can come in contact with the charging electrode. Highly charged they are extracted
by the field between the tip and the collimator plate and subsequently accelerated
in the accelerator tube through the full potential difference towards the experiment.
New type dust source In order to maintain the opportunity to accelerate a bigger variety
of dust materials, especially materials which are more difficult to charge, the dust source de-
scribed above has been modified and redesigned. The shape of the reservoir has been altered
to a cylindrical form of 10mm diameter and 25mm length.
The tongue has been replaced by a tungsten needle of 1mm diameter, sharpened at the
end to a few µm.The charging electrode outside the reservoir has been removed (see Figure
3.12).Additionally the hole through which the particles leave the reservoir has been moved
just into the axis of the beam line. This leads to much more dust effusing out of the reservoir
because the particles are directly injected into the beam line. An additional difference is the
fact that unlike the old type dust source the potential of the reservoir is pulsed and not that of
the needle. This is necessary because the projectiles will get their final charge at this needle
and this has the corresponding function of both tongue and tip of the old type source.
Because of the pulsing of the electrode potential (= potential of the reservoir) the electro-
static charging of the dust fluctuates.
Beam focusing Charged particles are deflected by electrostatic and magnetic fields just
like light in geometric optics. As in optics, such arrangements of fields are called lenses. This
effect is used to focus the particle beam of the dust accelerator, in particular a electrostatic lens
is applied (Demtro¨der, 2000a; Livingston and Blewett, 1962).
In the accelerator the lens system is realised by a particularly shaped aluminium cylinder
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Figure 3.12.: Schematic of the new type dust source. The reservoir is re-shaped, the tongue is
replaced by a tungsten needle, and the effusing orifice is placed in line with the
beam line axis.
(focusing cathode), which lies in the beam tube directly behind the extraction plate closing the
source. By varying the potential of the focusing cathode the potential difference between the
two first equipotential rings can be varied as well. This leads to an alteration of the electrostatic
field in this region and finally to a relocation of the focal point of the particle beam (Mocker,
2001).
Figure 3.13 shows the scheme of the focusing cathode and its location in the dust accelerator,
together with a simulation of the field lines.
3.3.3. Particle Selection, velocity and charge measurement
After their acceleration the particles can be selected by their velocity, charge and mass accord-
ing to the requirements of the specific experiment.
For this the individual particle’s charge and velocity is acquired by a chain of detectors
measuring the particle’s primary surface charge using an induction tube and a charge-sensitive
amplifier (CSA).
Charge and velocity measurement Passing into the induction tube of the detector, the
charged particle induces electron movement in the metal tube. Electrons are attracted by the
positive charge of the moving dust grain. If the electrode is connected to an electrical ground
or a CSA, the positive charges move further away from the electrode. Now, the potential of the
electrode is unbalanced by a negative charge of the same amount as the positive charge on the
accelerated dust particle (Srama and S., 2008).
Due to a rising interest in measuring particles with very low primary charges a new low-noise
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Figure 3.13.: Diagram of the focusing cathode (left), electrostatic fields and dust beam within
the focusing cathode. The potentials of the individual equipotential rings have
been altered to better visualise the effect. (right)
detector has been developed for the beam line of the Heidelberg dust accelerator as shown in
Fig. 3.14.
The velocity of the particle is determined by the flight time between two beam line detectors.
Particle Selection In its general functionality the Particle Selection Unit PSU has existed
at the Heidelberg Dust Accelerator for decades (Rudolph, 1966). Over that time it has been
modified and enhanced in many ways, with the most recent step being the implementation of
the above described sensitive beam detectors and new control hardware and software.
For this the signals of three detectors are used: The first and the third give the trigger for the
start and stop signals to calculate the particle speed, whereas the detector in between is used to
determine the primary charge and therefore the mass of the particle.
Normally all particles are deflected away from the beam line by electrodes with a voltage of
4 kV. The user sets a speed and mass window within the control software to select dust grains
with specific properties. The PSU compares the current particle speed and mass in real time
and turns down the deflection voltage for a couple of microseconds if the dust grain lies within
the set particle parameters (Rudolph 1966).
The main component of the new PSU is a Field Programmable Gate Array (FPGA), capable
of real time monitoring of the particle’s speed and charge. The selection of particles by charge,
speed and/or mass is possible.
The hardware consists of the FPGA and an embedded system running a hardened Linux
variant hooked to an ethernet network (Helfert, 2010). On the Linux system, a small web
server delivers the web client interface code to the PSU client computer. This client system
can be placed anywhere, as long as there is connectivity to the institutional network. The PSU
client runs on a web browser, and through an AJAX architecture (Asynchronous Javascript and
XML) the data is sent from the PSU server. By this setup, the computing and network load on
the PSU server is minimised. Only the actual measurement event values are transferred for an
event. All data visualisation is done locally on the client system.
The error in the measured value of the particle mass consists of the errors in the measured
acceleration potential Uacc, the charge of the particle and its velocity
∆m/m = ∆Uacc/Uacc+∆q/q+2∆v/v. (3.18)
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Figure 2. Charge detector developed with multiple electrical shields. The inner cylinder acts as the charge detector only. The amplifier is
located between the first and second shields. It has a bandwidth between 2 kHz and 10 MHz. The detector capacitance is approximately 9 pF.
Figure 3. Cross section of one new charge detector module for the
beam monitoring at the dust accelerator. The amplifier board is not
shown. Meshes at the sides provide further electrical screening.
first and second shields. The CSA’s input transistor is mounted
between the inner shield and the central cylinder, as close as
possible to the central cylinder. The amplifier is accessible by
opening a side cover of the housing. It is supplied with power
from an external battery rack. A special test input is connected
to an internal capacitor in order to check the functionality of the
CSA without the need of real dust particles flying through the
pipe. Due to the moderate vacuum requirements (10−6 mbar),
the detector housing is milled out of aluminium. Its cubic
shape (figure 5) allows for a convenient cover in order to
replace amplifier parts if necessary. The innermost and the
middle shieldings have small covers, too. This device was
manufactured, integrated with electronics and tested at the
beam line of the Heidelberg dust accelerator. Figures 3 and 4
show the mechanical construction drawing and figure 5 gives a
view of an assembled detector module from the side and from
the front, respectively.
Figure 4. Cross section of the beam detector entry and details of the
electromagnetic shielding at one end. The short tube is grounded.
The integrated detector has a standard CF100 flange interface.
3. Test set-up and results
Three detector modules were manufactured and assembled at
the beam line of the accelerator. The modules are named QB3,
QB4 and QB1 with a sensitivity of the integrated amplifier of
38 V pC−1, 41 V pC−1 (or 10.8 V pC−1 in the low-amplification
mode) and 36 V pC−1, respectively.
First, a functional test occurred in March 2006 followed
by a performance test with three integrated detectors at its
final location within the beam line (approximately 2 m after
the acceleration path). The location within the beam line
is critical since the accelerator causes electromagnetic noise
within the beam line and noise on the electrical ground. In
3
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Figure 11. Schematics of the particle selection unit at the dust accelerator using the three new sensitive particle detectors. This logic allows
the selection of individual particle properties.
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Figure 12. Dust particle properties determined by the particle selection unit with the previous detector (red symbols) and the new beam
detectors (black symbols) of the dust accelerator. The new detector monitors much smaller grains. The blue line at the bottom determines
the detection threshold of 0.1 fC and indicates particles with a constant charge. The steeper orange line represents a field emission limit of
the grains of 1010 V m−1 (grains with a constant surface field strength). The particle diameters are valid for iron grains.
(material) (Auer 2007b, Kempf et al 2004, Kimura and Mann
1998). Especially organic particles carry low charges due to
their low surface potentials ! and such projectile materials
benefit from the new low-noise beam detectors.
According to equation (3), the upper orange linear line
in figure 12 indicates the common field emission limit of
1010 V m−1 and the right scale shows the particle diameter.
The stripes of symbols parallel to the bottom line correspond
to particles with the same surface charge. The clustering of
symbols is caused by folding the size distribution of the dust
grains with the field emission limit (upper limit) and the charge
detection threshold of the detector (lower limit). The plot
clearly shows the difference between the former measurements
(red diamonds) and the new measurements (black triangles).
7
Figure 3.14.: Left: Charge detector dev l ped with multipl electric l shields for th eduction
of noise and thus lowering the threshold for particle detection. The inner cylinder
acts as the charge detector only. The amplifier is located between the first and sec-
ond shields. Right: Dust particle properties determined by the particle selection
unit with the previous detector (r d symbols) and the new beam det ctors (black
symbols) of the dust accelerator. The new detector monitors much smaller grains.
The blue line at the bottom determines the detection threshold of 0.1 fC and in-
dicates particles with a constant charge. The red line represents a field emission
limit of the grains of 1010 V/m (grains with a constant field strength) (Srama and
S., 2008).
The acceleration potential is determined very accurately, the error is about ∆Uacc/Uacc ≈
1%. The error in the velocity measurement is ∼ 5%. The uncertainty of the charge measure-
men due to the new set up improved from ∼ 10 % to ∼ 3%.
Particle Parameters In order to reach high kinetic energies and subsequently high particle
velocities, two requirements ust be met. The accelerator potential as well as the charge-to-
mass ratio (q/m) of the particles must be as igh s possible. The accelerator potential is
constrained by the generator and can be regard d s constant for a given facility. For this thesis
the acceleration voltages ranged between 1.8MV and 2.0MV. The amount of charge which
can be collected on a particles surface is restricted by the effect of field emission (Fechtig
et al., 1978). Exceeding an electrical field strength at the particle’s surface (F ∼ 1010 V/m),
the repulsive force on the atoms forming the surface become sufficient to overcome the atomic
binding energy. This leads to an emission of ions.
Electron Field emission from bulk metals was explained by quantum tunneling of electrons
in the late 1920s by Fowler and Nordheim (1928). A family of approximate equations, Fowler-
Nordheim equations, describing this process, is named after them (Cˇerma´k, 1994). Strictly,
these equations apply only to field emission from bulk metals and (with suitable modification)
to other bulk crystalline solids, but they are often used as a rough approximation to describe
field emission from other materials.
Figure 3.15 shows speed and mass of iron and Opx particles monitored by the PSU. Both
dust materials have been used for this thesis. The lower, blue, line indicates the detction
threshold of 0.1fC. The upper limit, drawn as a red line, is given by the maximum charge q
a grain can contain on its surface. The threshold field emission limit for conductive material
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equals surface potentials of up to 2000V
Φ=
q
4piε0r
(3.19)
(Srama and S., 2008). The potential Φ divided by the particle radius provides the electrical
field strength F = Φ/r at the surface, limited depending on the grain shape and its surface
properties. Assuming the maximum field strength is constant for all particle sizes for one
particular material, broad fundamental relationships for the dynamical parameters of homoge-
neous spherical particles can be found. Knowing the particle’s charge and velocity, its mass
can be calculated using the conservation of energy Eq. 3.16. Estimating a spherical shape of
the particle, its size can be calculated from the known mass and density.
m ∝ r3, (3.20)
with m being the particle’s mass and r its radius. A constant surface field leads consequently
to a constant ration of charge per unit surface area
q ∝ r2. (3.21)
Introducing this to Eq. 3.16 yields
r3v2 ∝ r2Uacc, (3.22)
and subsequently
r ∝ v−2, m ∝ v−6, and q ∝ v−4. (3.23)
Comparing this simple picture with empirical values, the assumption of a constant surface
field strength F over the whole size range appears to be not correct. A better approximation is
F ∝ r−1/2, (3.24)
(Fechtig et al., 1978), leading to
m ∝ v−4, and q ∝ v−2. (3.25)
Figure 3.16 illustrates the relation between the particle parameters, velocity v, radius r, mass
m, kinetic energy Ekin = 1/2mv2, and the energy density D = Ekin/pi r2, and their distributions
for a large amount of iron particles.
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Opx: From 2010/05/31 09:39:16.229 to 2010/05/31 16:10:34.926
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Figure 3.15.: Velocity mass distribution for iron (above) and orthopyroxene particles (bottom)
As in Figure 3.14, the blue line at the bottom determines the detection threshold
of 0.1 fC and indicates particles with a constant charge. The red line represents a
field emission limit of the grains of 1010 V/m (grains with a constant field strength)
(Srama and S., 2008).
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Figure 3.16.: Relation between characteristic particle parameters velocity v, radius r, mass m,
kinetic energy Ekin = 1/2mv2, and the energy density D = Ekin/pi r2 for iron dust
particles.
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Figure 3.17.: (a) Elements of a typical laser oscillator. (b) Thermal population (solid line) and
population inversion (dashed line)
3.4. Laser
In this section a short overview of the used laser set up is given. Firstly the overall working
principle of lasers is described, followed by the technical and principle description of the used
Nd:Yag. Then an overview of the optical beam line and the calibration of the laser set up is
given.
Lasers are devices that generate or amplify radiation in the infrared, visible or ultraviolet
regions of the electromagnetic spectrum (Siegman, 1986). ”Laser” is an artificial word, an
acronym meaning ”Light Amplification by Stimulated Emission of Radiation”, describing the
underlying general principles of function. This principle was first invented at microwave fre-
quencies by Gordon et al. (1955), termend ”maser”. The principle was extended to optical
frequencies by Maiman (1960), inventing the first ruby laser.
There is a great variety of forms, used materials and resulting wave lengths for Lasers. But all
have in common essential elements in their construction and a general principle in function.
• A laser medium, consisting of either a solid body, a liquid or gas,
• a pumping process, exciting the atoms or molecules of the medium into higher quantum-
mechanical energy levels,
• an optical feedback that allows the beam of radiation either to pass through the laser
medium (= laser amplifier) or bounce back an forth repeatedly through the laser medium
(= laser oscillator).
The pumping process generates an occupation of one or more energy levels differing ex-
tremely from the occupation in thermic equilibrium. For high pumping powers for at least one
energy level | k〉 with the energy Ek the occupation density Nk is exceeding the density Ni of
an energetic lower level | i〉 connected with | k〉 by an allowed transition (Demtro¨der, 2000b).
This state is termed inversion. Once population inversion is obtained, electromagnetic radi-
ation passing through the laser medium can be coherently amplified within a certain band of
frequencies. This means, the input signal will be reproduced by the out put signal, except for
a substantial increase in amplitude.Carefully aligned mirrors at each end of the laser medium
lead together with the coherent amplification lead to an oscillation, if the net amplification
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Figure 3.18.: Energy level structure and common pump and laser transitions of the trivalent
neodymium ion in Nd 3+:YAG.
between the mirrors exceeds the losses due to scattering and absorption. Finally a highly di-
rectional and monochromatic out put beam can be coupled out of the laser, i.e. through a
partially transparent mirror on one end of the laser medium. This out put is both, extremely
bright and highly coherent.
3.4.1. Nd:YAG laser
For this work a solid-state laser with neodymium-doped yttrium aluminum garnet (Nd:Y3Al5O12)
as lasing material was used . The Y3Al5O12 lattice is hard, stable, optically isotropic and ac-
cepts substantially trivalent ions of both the rare-earth and the iron group. Because of that it
is easily doped with Nd3+-ions, shown in laser operation for the first time at Bell Laboratories
by Geusic et al. (1964).
The outcome is an four-level system, whose levels are splitting further more. It absorbs
mostly in the bands from 730nm to 760nm and from 790nm to 820nm. Therefore, the laser
can be pumped very efficiently at various wavelengths within this ranges.
The material typically emit light in the infrared at a wavelength of 1064nm, besides there is
also emittance near 940nm, 1120nm, 1320nm, and 1440 nm (see Figure 3.18).
Nd:YAG is a four-level gain medium (except for the 946-nm transition), offering substantial
laser gain even for moderate excitation levels and pump intensities. The gain bandwidth is
relatively small, but this allows for a high gain efficiency and thus low threshold pump power
(Koechner, 1976).
Nd:YAG lasers can be diode pumped or lamp pumped. Lamp pumping is possible due to
the broadband pump absorption mainly in the 800-nm region and the four-level characteristics.
They can be operated in continuous as well as in pulsed mode, depending on this the amount
of the neodymium dopant in the material varies. For continuous wave output, the doping is
significantly lower than for pulsed lasers.
The high-intensity pulses may be efficiently frequency doubled, tripled or quadrupled to
generate laser light at higher harmonics, i.e. 532 nm, 355nm, and 266 nm.
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Table 3.1.: Manufacturer’s specification for the laser used for this thesis
power of pulses: PP ≤ 200 kW
wavelength: λ = 355nm (UV)
pulse length: TP = 5ns to 20ns
pulse frequency: single pulse or ν≤ 200 Hz
beam diameter: 0.4 mm
after internal broadening: 2mm
after external broadening: 20 mm
broadening: 1.4 mrad (T EM00M2 < 1.4)
polarisation: linear (100:1)
3.4.2. Functionality and Q-Switch
In general Nd:YAG solid state laser would work continuously. To obtain pulses of about 5ns
duration, a so called ”Q-switch” is . Here, the letter Q stands for ”quality” and describes the
quality of the optical resonator of the laser.
A attenuator is placed inside the lasers’s optical resonator. Initially the laser medium is pumped
while the attenuator is set to prevent feedback of light into the gain medium. This results in a
population inversion, but laser operation cannot yet occur since there is no feedback from the
resonator.
The rate of stimulated emission is dependent on the amount of light entering the medium.
Thus, the amount of energy stored in the gain medium increases as the medium is pumped.
Due to losses from spontaneous emission and other processes, after a certain time the stored
energy will reach some maximum level; the medium is said to be gain saturated. At this point,
the Q-switch device is quickly changed from low to high quality, allowing feedback and the
process of optical amplification by stimulated emission to begin. Because of the large amount
of energy already stored in the gain medium, the intensity of light in the laser resonator builds
up very quickly; this also causes the energy stored in the medium to be depleted almost as
quickly. The net result is a short pulse of light output from the laser, which may have a very
high peak intensity (Eichler and Eichler, 1998).
3.4.3. Technical Properties
In order to achieve a wavelength of 355nm (UV) the fundamental wavelength of the Nd:YAG-
Laser is shortened by a frequency tripler (Franken et al., 1961). The pulse energy as well as
the pulse duration depend on the supply current of the pumping diode. The beam widening
attached on the exit window leads to an attenuation of the beam energy. The pulse frequency
is to be varied an a range from 1Hz to 200Hz. Triggering the laser Q switch externally by a
rectangular pulse of 5V (TTL signal by a pulse generator) allows to operate in a single shot
mode. The laser itself generates a out coming pulse, used for triggering the data recording by
the oscilloscope. Besides the supply current of the diode, the output energy depends on the
temperature of the gain medium (Geusic et al., 1964). Therefore it needs to be preheated for
about 15 minutes before the measurements while shooting several hundred times.
Table 3.1 lists the technical properties of the laser used for this study.
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Figure 3.19.: Optical path: The path of the laser light form the laser device to the target is shown
from right to left. First the beam is widened, then it is masked by an iris. After
the polarisation state is rotated by a have-wave plate, the beam is splitted up into
two perpendicular polarised beams, of which one is deflected outwards the beam
line. The energy of the deflected part is measured for each pulse by a pyroelectric
joulemeter. The transmitted beam part passes then the entrance window of the
vacuum chamber and is afterwards focused onto the target by a plano-konvex lens.
3.4.4. Optical path and optical properties of the laser set up
Before the laser beam hits the target, it passes through a chain of subsequent devises, called
optical path.
The optical path is designed to fulfill two main aims, to stabilise the laser energy out put and
to measure and control the power density of the incident light. Besides the beam is guided and
focused onto the target plane.
Beam widening The intensity profile of laser beam produced by the laser device described
above is of Gaussian shape. After its generation it passes two stations of beam widening,
expanding the diameter of the beam. In a first step still inside the device’s casing it is expand
to a diameter of 2mm. In a second step it is broadened by an external lens system. Finally the
beam diameter reaches a size of 20mm.
Beam manipulation and laser energy control In order vary the laser energies for
the experiments, the output energy of the laser has to be controllable. This can be done on
the one hand by adjusting the diode’s supply current. this method has disadvantages described
later on due to the dependence of the stability of the out put energy on the pumping current
(Section 3.4.7). As an alternative the laser beam can be manipulated to reduce and control the
energy of the laser beam hitting the target. The following part of the optical path is dedicated
to this purpose.
(a) Masking the extended beam with an iris. This reduces and stabilises the beam energy
(see Section 3.4.7)
(b) Rotating the light’s direction of polarisation with an half-wave plate, which retards the
phase of by half a wavelength, or 180 degrees. Rotating the half wave plate causes
the polarisation to rotate to twice the angle of the half wave plate’s fast axis with the
polarisation plane.
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Figure 3.20.: (a) Intensity distribution and shape of a Gaussian beam near the focal plane. The
dotted lines indicate the shape of the wave front. (b) Depth of sharpness L. 2r0 is
the beam waist, d is the diameter of the beam in the middle of the focusing length,
f is the focal length, and Θ the beam divergence angle. (Ba¨uerle, 1996)
(c) Partially deflection of the light outwards the beam line by a polariser. The linear po-
larised light incident under the Brewster’s angle (57◦) is partially deflected outward the
beam line. The portion polarised parallel to the plane of incidence is transmitted, the
part polarised perpendicular to it is deflected. Thus, rotating of the polarisation leads to
varying the ratio of the energy of the reflected and transmitted beam.
Beam guidance Afterwards the beam is guided into the vacuum chamber, passing the
entrance window. This window consists of fused quartz . Last plano-konvex quartz lens with
a focal length of 80mm focuses the beam onto the target.
3.4.5. Beam profile and focal point
The T EM00 mode used for this study is of Gaussian shape. Therefore the beam intensity within
the focal plane has the form
I(r) = I0 · exp
(
−r
2
r20
)
, (3.26)
where r0 is the radius of the laser focus defined by I(r0) = I0/e.
The total laser power is
P = 2pi
∫ ∞
0
r · I(r)dr. (3.27)
The intensity distribution of a gaussian shaped beam profile is shown in the left of Figure 3.20.
Diameter of the focal point
The initial laser beam has a Gaussian profile and a diameter of 20mm. Before it is splitted
by the half-wave plate and the polariser, it is reduced in diameter by an iris to diameters of
a few mm. After passing the have-wave plate, the polariser, and the entrance window of the
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vacuum chamber, the beam is focused on the target by a lens with a focal length of 80mm.
The diameter of the focal point for a beam diameter of 2 mm for the incident beam is given by
(Ba¨uerle, 1996)
r0 '
√
2 · f ·λ
pi ·d =
√
2 · 0.08m ·355 ·10
−9m
pi ·0.002m = 6.4µm, (3.28)
with f being the focal length, λ the wave length, and d the diameter of the laser beam.
Since the laser beam incidents the target under an angle of 45◦, the beam spot is an ellipse with
a semi-minor axis of 2 · r0 and the semi-major axis of 2 · rM = 2 · r0/cos45◦ ≈ 18.1µm.
Depth of sharpness
The extent of the region in which the laser beam stays focused is determined by the depth of
sharpness. This distance defines the necessary accuracy of the focussing the depth of sharpness.
The depth of sharpness is determined by properties of bot the lens and the laser beam and is
defined by
L = 2 · zR = 4pir
2
0
λ
=
8 f 2λ
pid2
, (3.29)
where zR is the Rayleigh length, the distance from the focal plane, over which the diameter of
the beam changes by a factor of
√
2.
For a beam diameter of 2 mm and a focal length of 80mm, the depth of sharpness is about
1.4mm. This is large in comparison to the roughness of any surface used for this thesis.
3.4.6. Focusing
In order to focus the laser beam the target plane has to be moved because of the static nature
of the lens mounting. As described in section 3.1.5 this can be done by manipulating the
target mounting on the feedthrough its fixed on. Here the accuracy of the determination of
the distance is more crucial to the quality of the focusing than the lead of the winding at the
feedthrough’s mechanism. Both uncertainties are small in respect to the depth of sharpness
and because of that fair enough.
A direct control of the spot size and the focusing was not possible with the used set up. The
focusing was done by optimising the resulting charge yield at the particular location on the
target.
In the case of the gold coated olivine target an optical analysis of the irradiated sites was
possible with an optical microscope. The laser obviously ablated the could coating leaving
recognisable tracks on the target surface, able to be measured (Fig. 3.21). The width of the
smallest features, identified as the size of the focal spot is about 10 to 15µm. This matches the
calculated spot size, justifying the performed process for finding the optimal focal settings.
Measurement of the laser energy
The energy of the laser beam is measured with an pyrolectric probe in combination with a joule
meter. The probe translates the heat produced by the incident laser beam in a dielectric into the
variation of the capacitance. The variation is then amplified and processed by the joule meter.
In addition to the measurement of the energy of a single shot, the joule meter also provides the
average energy over a set number of shots and the standard deviation.
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Figure 3.21.: Microscopic photographs of tracks generated by the laser on the surface of the gold
coated olivine target. Shown is a series of photographs zooming in to the structures
created by the laser beam ablating the gold coating. The smallest structures have a
width of about 10µm.
3.4.7. Calibration of the laser set up
This section describes the measurements performed to characterise and calibrate the laser set
up. The stability of the laser out put and its dependency on laser parameters and the properties
of the optical components and of the laser energy. For this, the statistical mode of the joule
meter has been used, for each parameter setting the energy of 100 shots have been recorded,
averaged and the standard deviation was calculated.
Dependence of the laser energy and the laser energy spread on the
pumping current
The out put energy of a diode pumped solid state laser depends on the pump energy, thus,
on the supply current of the pumping diode. The dependence of the out put energy on the
diode current was measured with the pyrolectric probe placed directly after the beam widening
(Fig. 3.22 (a)). Figure 3.23 shows the dependency of the measured laser energy in dependence
on the set diode current, each data point is the average of 100 shots. The measurements was
repeated four times, termed as Run 1 to Run 4. The dependence of the output energy on the
diode current is approximately linear for diode currents above about 50A.
To measure the energy spread and characterise the stability of the laser energy output the
standard deviation for each 100 shots was recorded with the joule meter for two of the four
runs. From the dependence of the absolute spread as well as the relative spread on the diode
current shown in the same Figure 3.23, one can see that the relative stability is increasing with
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Figure 3.22.: Characterisation of the laser set up. (a) Measurement of the dependence of the
laser energy put put and its stability on the diode current. The pyrolectric probe
was placed directly after the beam widening. (b) Measurement of the energy and
its spread in dependence of the iris’ aperture.
Figure 3.23.: Characterisation of the laser set up. (a) Dependence of the laser output energy on
the pumping diode current. (b) Stability dependence on the diode current, shown is
the absolute standard deviation of 100 shots for each setting of the supply current.
(c) Relative spread of the laser energy as a function of the diode current.
increasing diode current.
Dependence of laser energy and laser energy spread on the iris’ aperture
After the beam is extracted by the beam widening it is masked with a flexible iris to reduce
the energy of the beam. In order to quantifiy this decrease in energy and to characterise also
the dependence of the beam energy stability, the out put energy and its spread were measured
directly behind the iris for apertures from 1mm to 17mm (Fig. 3.22 (b)). The accuracy of the
aperture’s setting is 0.1mm.
Figure 3.24 shows the linear dependence of the laser out put energy on the iris aperture for
diode currents from 40A to 60A, absolute energy spread, and the relative energy spread. The
relative spread is constant for increasing apertures.
Consequential settings for the laser set up
The setting of the laser set put for the measurements have been chosen on the ground of an
optimum for an wide energy range, the stability of the leaser energy out put, and the focusing
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Figure 3.24.: Characterisation of the laser set up due to the iris aperture. (a) Dependence of the
laser output energy on the iris aperture for different diode currents. (b) Stability
dependence on the iris aperture, shown is the absolute standard deviation of 100
shots for each setting of the supply current. (c) Relative spread of the laser energy
as a function of the iris aperture.
of the laser beam. onto the target. Thus, a high diode current of 58A and an iris’ aperture of
3mm were set. The beam with a diameter of 3mm can be the focused on a elliptical spot on
the target with a theoretical semi-minor axis of r0 ≈ 4.2µm.
Attenuation of the laser beam by the optical path components
With each passing through one of the optical components chained up in the optical path a part
of the laser energy is lost due to absorption and deflection. The material used for the entrance
window and the focusing length have been chosen to obtain a suitable transmittance in the
wave length range in question, i.e. 355nm. Yet in order to get an estimation of the attenuation
by the entrance window, the beam energy was recorded for 1000shots each in front and behind
the window for a diode current of 56A and an iris aperture of 3mm. The averaged energy
in front of the window was 21.9µJ ±0.6µJ and after the passage through the glass 17.8µJ ±
0.6µJ. Thus the resulting attenuation is 18.7% ± 0.04%. In the following the attenuation will
be not included into the given values of the laser energy.
3.4.8. Laser energy control
As described in section Section 3.4.4, the laser energy out put can be controlled by deflecting
a variable portion of the laser beam outwards the beam line. The ratio of the transmitted to the
reflected beam energy is determined by the orientation of the optical axis of the half-wave plate
towards the spatial orientation of the laser light’s polarisation. But neither the orientation of the
half-wave plate nor the spatial orientation of the laser beam’s field vector is known. Therefore,
all specification of the angle of the half-wave plate are referring to an arbitrary position. The
definition of the angle γ characterising the orientation of the halve-wave plane is illustrated
in Fig. 3.25. Additionally the accuracy of the angle of the polariser towards the beam plays
an important role. The mechanical tolerances and imprecisions of the mountings of both op-
tical components, the half-wave plate’s as well as the polariser’s, lead to uncertainties in the
determination of the ratio of transmitted as well as reflected energy and thus, requires a charac-
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Figure 3.25.: Control of the laser energy. (a) Definition of the angle γ, which measures the
rotation of the half-wave plate relative to an arbitrary orientation marked on the
plate’s mounting. (b) Set up for the calibration of the laser beam energy out put.
The total energy E0 is measured behind the half-wave plate well as the transmitted
Et and the reflected energy Er behind the polariser.
terisation of the reflected and the transmitted beam after each interference with the mechanical
set up of the optical beam line.
The pulse energies of the reflected and transmitted beam is measured for angles of the half-
wave plate γ from 0◦ to 90◦ in steps of 2◦. To this aim, for each angle set the probe is positioned
alternating behind the half-wave plate and in the way of the reflected beam and for the two
positions the averaged energy of 100 shots each is recorded aside with its standard deviation.
The inaccuracy in setting up the angle γ is ± 2◦. Figure 3.26 shoes the measured fraction for
laser shots onto an iron target.
Relation between the reflected and the transmitted beam energy The total
energy incident on the polariser is comprised of four constituents, the actual transmitted and
reflected beam portions Et and E0 and losses in the transmitted part EA and the reflected beam
EV (see Fig. 3.25 (b)):
E0 = ET +ER+EA+EV (3.30)
It can be assumed that the losses in energy of each fraction of the beam energy, the reflected
and the transmitted beam part, is proportional to the beam energy without any losses.
EA = A · (ET +EA) = A1−A ·ET = B ·ET
EV =V · (ER+EV ) = V1−V ·ER =W ·EE
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Figure 3.26.: Determination of the laser energy for laser shots onto an iron target. (a) Measured
energies of the transmitted and reflected beam energy in dependence of the arbi-
trary orientation of the half-wave plate γ, E0 is the total beam energy measured
directly behind the half-wave plate. Each data point is the average of 100 shots,
the error bars are the standard deviation.(b) Relation of Et/E0 and Er/E0.The re-
sulting linear equation allows to determine the reflected energy for each shot by
measuring the transmitted energy.
with 1-B=T being the transmission coefficient and 1-V = R the reflection coefficient. Replacing
EA and EV in Eq. 3.30 and divided to the total beam energy E0, measured directly behind the
half-wave plate, leads to
EˆT =−(1−B+W ) · EˆR+(1−B) (3.31)
with EˆX = EX/E0. Thus, the relation Eˆ0 = EˆT
(
EˆR
)
corresponds to a a straight line as shown
in Figure 3.25 (a) for shots on an iron target. The parameters B and W can be derived from
Eq. 3.31, leading tho the transmission and the reflexion coefficient.
The measurement of both the transmitted and the reflected beam for each of the used setting for
the have-wave plate’s orientation leads to the possibility of the determination of the parameters
m and b of the straight line fitted with the measured data points
ET = m ·ER+b · E¯0, (3.32)
where E¯0 is the averaged energy incident on the polariser. The error of the fitted parameters is
considered small compared with the of the the spread of E¯0 due to the spread in the laser out
put for the following. The spread of the out put energy was to be found in the order of 2% to
4% as shown in Figure 3.24 (c). The error in the measured energy due the pyrolectric sensor
is, according to manufacturer’s specifications, about 2%.
Hence, the determination of the fraction of transmitted light for each set of the half-wave
plate’s orientation offers an opportunity to control the incident energy on the rtarget by record-
ing the reflected energy for each shot within the ranges of the uncertainty due to the variation
of the laser output.
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3.4.9. Photon number density
The density of photons Φ, the number of photons within a the illuminated spot, of a laser pulse
is related to the energy density by
Φ=
ρ
h · f =
ρ ·λ
h · c (3.33)
with ρ= E/(pir2) being the laser energy density, h Planck’s constant, and f = c/λ the light’s
frequency. For a laser pulse of 5µJ energy and a size of the focus spot of 10µm diameter this
leads to a photon density of
Φ= 1.24 ·1041 [1/m2] .
3.5. Studied materials
In this study a variety of materials are used as projectile and target materials. This section
gives an overview of their chemical and physical properties as well as a description of the
preparations necessary to use a particular dust powder as a projectile in the dust accelerator or
a metal or silicate plate as a target. There are two different categories of materials used, metal
grains and fails and coated silicate powders and plates.
3.5.1. Targets
For impact ionisation experiments two different metal foils are used as targets, silver and an
iron plus chromium alloy.
• Silver is the target material used for most the particle impact experiments. The heavy
silver isotopes are located at masses∼107amu and∼ 109amu. In this region of the mass
spectrum there are no lines of interest. Thus, the appearance of the target lines is not
disturbing the detection and identification of lines representing the projectile material.
Ag used as a target material provides two almost equally abundant isotopes, 107Ag and
109Ag, simplifying the mass scale assignment to spectra even for complex or unknown
impactor materials. This on the other hand leads to a more reliable determination of the
mass scale The foils used as target has a thickness of 0.025mm and was manufactured
by Goodfellow GmbH (product number AG000260/14).
• Fe+Cr (Fecralloy): This alloy consists of Fe (72.8%) and Cr (22%) with admixtures
of Al (5%), Y(0.1%), and Zr (0.1%). The foil is 0.05mm thick and was also purchased
from Goodfellow GmbH (product number Fe080250/4).
For studying laser ionisation, three different target materials are investigated, a relatively
pure iron target, a copper + silver alloy and a gold coated olivine target.
• Ag+Cu alloy: This target foil consistent of 72% silver and 28% copper is 0.05mm.
It was, as all metal target foils, purchased from Goodfellow GmbH (product number
Ag060220/2).
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330 G. Kurat et al. 
Fig. 9. Fluid inclusions in olivinite (Z-104) of Zabargad Island. In all inclusions, liquid (H20) 
is conspicuously absent at room temperature. Only gas (low density CO2 and N2) and a 
variety of solids (mostly chlorides) are present. Photos 1 to 8: primary inclusions (same scale, 
1 and 2: same inclusions, 2: crossed nieols, all other photos: parallel nicols). Photos 9 and 
10: secondary inclusions (same scale, 9: parallel to inclusion plane, 10: perpendicular to 
inclusion plane). Note for the primary inclusions the often irregular shape (4 to 7) and the 
variety of solids, which contrasts with the relative homogeneity of the secondary inclusion 
content. Symbols in all photographs: o = opaque (Fe or Cr oxide ?), s = undifferentiated 
chloride (in 3, with numerous gas bubbles at the surface), sl = halite, s2 = iron chloride, 
c = undifferentiated carbonate, e I = magnesite, t = talk (Photo 1), y = gypsum (Photo 6), 
(ij) = undifferentiated birefringent minerals (probably sulfates or silicates, Photo 1), g (and 
b, Photo 9) = squeezed gas bubble 
from Z a b a r g a d  (0.6-1.3). We have found,  in fact, all in termediates  between 
pure N 2 and  pure C O  2. Relatively pure  CO2 appears  to be the mos t  abun-  
Figure 3.27.: Fluid inclusions in the olivin sample (Z-104 used as a target for laser ionisation
measurements (Kurat et al., 1993).
• Fe: According to manufact rer’s specifications (product number FE000401) this foils
is 0.25mm thick and contains 99.99% of iron with trace quantities of B (2.2ppm), Ca
(0.57ppm), Cl (1.1ppm), Co (19ppm), Cr (3.9ppm), Cu (1.7ppm), Ga (0.67ppm), Ge
(2ppm), K (1.6ppm), Mn (0.6ppm), Na (0.96ppm), Ni (15ppm), Si (17ppm), andW
(0.87ppm).
• Gold coated olivine: The olivine target used in the laser ionisation experiments is pol-
ished piece of the olivine sample z-104 found on Egyptian Zarbargad Island located in
the Northern Red Sea (Kurat et al., 1993). This sample is a fluid inclusion-rich brown
olivine (see Figure 3.27). Besides its main constituents it contains traces of chlorides,
carbonates, sulfates and other minerals. This leads to a very inhomogeneous composi-
tion and topology of the surface, expected to be reflected in the measured TOF mass
spectra. To obtain electrical conductivity on the surface and apply a potential on the
target, the surface of the silicate plate was coated with several µm of gold.
In Table 2.1 the evaporation enthalpies and ionisation potentials of the most important ele-
ments consistent in these target materials are listed.
3.5.2. Composition of dust materials
In this section the dust materials used for this study are listed. For the electrostatic acceleration
of dust grains to work as in Section 2.2.2, the particles must be capable of carrying charge.
Hence the range of materials to be accelerated are restricted to those either consisting of wholly
conductive materials or to dielectric particles coated with a conductive material. In this study,
three different projectile materials were used, a mixture of iron and nickel, PPY-coated olivine
dust and platinum doted orthopyroxene powder. Samples of the particle types used in this
study were quantitatively analysed by Ho¨fer (2010), the composition of both silicate powders
are listed in Table 3.2.
• Fe+Ni: Iron is the material used most frequently as projectile material in the Heidelberg
Dust Accelerator in the last four decades. This is due to the fact that iron is highly
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Table 3.2.: Quantitative analysis of the silicate dust samples. Above the results for PPY-coated
olivine dust, on bottom those for platinum-coated orthopyroxene are shown as ratios
of the mass and ratio of numbers of atoms.
Olivine (PPY-coated)
Mg Si Fe Ni O
mass (%) 29.40 ± 0.29 19.66 ± 0.13 6.83 ± 0.52 0.31 ± 0.04 43.80 ± 0.04
atoms (%) 25.33 ± 0.25 14.66 ± 0.10 2.56 ± 0.19 0.11 ± 0.02 57.33 ± 0.05
Orthopyroxene (Pt-coated)
Mg Al Si Ca
mass (%) 19.76 ± 0.07 2.05 ± 0.05 26.29 ± 0.06 0.41 ± 0.03
atoms (%) 16.84 ± 0.06 1.57 ± 0.04 19.39 ± 0.04 0.21 ± 0.02
Cr Fe O
mass (%) 0.18 ± 0.03 4.88 ± 0.10 46.44 ± 0.01
atoms (%) 0.07 ± 0.01 1.81 ± 0.04 60.11 ± 0.02
conductive and thus, is easily charged. The dust sample used for this study is a mixture
of 84% iron Particles Fe/0.056.714 produced by BASF in 1970, 8% iron powder of
200nm small spheres produced by Goodfellow and 8 % nanometer sized nickel particles.
Figure 3.28 shows a SEM-picture of the used BASF-particles.
• Orthopyroxene (Opx): The orthopyroxene used here, stem from a spinel peridotite
originated from the Arabian peninsula. The sample was ground and afterwards coated
with platinum to be accelerated in the dust accelerator. The coating process bonds metal
to large areas of the surfaces of the silicate particles whilst the particles are in suspension.
Agglomeration is reduced by frequent ultrasonic agitation of the particles (Hillier et al.,
2009). The resulting layer has a thickness of ∼5 to ∼10nm (Ho¨fer, 2010). The coating
metal has a low cosmic abundance, this, it will not bias any results. Furthermore i it has
high mass, providing an unambiguous calibration point for mass spectra and ensuring
there are no spurious features in mineralogically relevant mass ranges. Figure 3.28 shows
a backscatter-electron-picture of the Opx particles.
• Olivine: The olivine sample originates from San Carlos, Arizona. It was coated with
Polypyrrole (PPY) (Burchell et al., 1999). Assuming a a uniform polypyrrole over-
layer, the coating thickness is estimated to be approximately 7.4nm (Fielding and Armes,
2009). Figure 3.28 shows a backscatter-electron-picture of the olivine particles.
3.5.3. Measurements for various combinations of materials
In the following, an overview of the measurements conducted for this study is given. For par-
ticle impacts a wide variety of material combinations and different acceleration voltages were
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Probe 12 bis 14: Orthopyroxen 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tabelle 11:  Mittelwert und einfache Standardabweichung der quantitativen Analysen der Orthopyroxenproben. Angaben in 
Massen% (a) und Atom% (b). Sauerstoff nach Stöchiometrie (normalisiert).!
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Die vorliegenden Orthopyroxenproben (Abbildung 35) stammen von einem Spinell-
peridotit aus Saudi Arabien. Das Rückstreuelektronenbild der Probe 12 (Abbildung 
35) zeigt einen Überblick über den klein gemahlenen, mit Platin beschichteten 
Orthopyroxen. Die quantitative Analyse der rot markierten Fläche ergibt, dass der 
Orthopyroxen viel Magnesium enthält, geringe Mengen von Eisen und Aluminium 
aufweist, und Kalzium nur als Spurenelement vorkommt (siehe Anhang A, Tabelle 
A2). 
Probe 13 ist ein platinbeschichtetes Orthopyroxenpulver. Man erkennt den hell 
leuchtenden Platinrand der großen Körner und vereinzelt Platinverklumpungen 
(Abbildung 35). Bei dieser Probe handelt es sich um einen Rückstand, der der 
Staubquelle nach erfolgreichen Beschleunigungsversuchen entnommen wurde, im 
Gegensatz zu den anderen platinbeschichteten Proben, die grundsätzlich als 
Abb. 35: Rückstreuelektronenbilder der verschiedenen Ortho-
pyroxenproben (Nr. 12 bis 14, siehe Tabelle 1). Die 
nummerierten Flächen und Punkte stellen die Analyse-
positionen dar. Die Linie zeigt ein Linienspektrum von 
25 Analysepunkten. Die dazugehörigen Analysedaten 
sind im Anhang A in Tabelle A2 zu finden. 
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Tabelle 8:!!Mittelwert und einfache Standardabweichung der quantitativen Analysen der Forsteritproben von San Carlos (Proben 8 
bis 10). Angaben in Massen% (a) und Atom% (b). Sauerstoff nach Stöchiometrie (normalisiert).!
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Tabelle 9:!!Mittelw rt und ei fache Standardabw ichung der quantitativen Analysen der Forsteritprobe von Alfa Aesar (Probe 11). 
Angaben in Massen% (a) und Atom% (b). Sauerstoff nach Stöchiometrie (normalisiert).!
"
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In Abbildung 34 (Probe 8) wird das schon aufbereitete, aber unbeschichtete 
Forsteritpulver von Anton Kearsley (Department of Mineralogy, Natural History 
Museum London) abgebildet. Optisch sieht das Material sehr homogen aus. Dies 
bestätigt die quantitative Analyse (siehe Anhang A, Tabelle A2).  
Anton Kearsley hat ebenfalls quantitative Analysen an diesem Forsterit durchgeführt. 
In Tabelle 10 werden die Mittelwerte der Analysen von Anton Kearsley den in dieser 
Arbeit gemessenen gegenübergestellt. Die Analysedaten stimmen sehr gut mit einer 
Abweichung von weniger als 0,4% überein.  
 
 
 
 
Abb. 34:!!Rückstreuelektronenbilder der verschiedenen Forsteritproben (Nr. 8 bis 11, siehe Tabelle 1). Die nummerierten Punkte und 
Flächen stellen die Analysepositionen dar. Die dazugehörigen Analysedaten sind im Anhang A in Tabelle A2 zu finden. Die 
Linie zeigt ein Linienspektrum von 30 Analysepunkten, welches in Kapitel 5.2.3 aufgeführt ist.  
"
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Einige der in Tabelle 1 aufgeführten Proben wurden be eits hinsichtlich ihrer Flug-
eigenschaften getestet. Im Folgenden werden zwei Beispiele dazu beschrieben. 
Das Eisenpulver Fe 714 (Probe 22) wird am Max-Planck-Institut für Kernphysik in 
Heidelberg seit Jahren für Partikel-Beschleunigungsexperimente verwendet, nicht 
zuletzt wegen seiner definierten Korngröße und der sphärischen Kornform (siehe 
Abbildung 17). Ein anderes, kommerzielles Eisenpulver von Alfa Aesar (Probe 21) 
weist spanartige Kornformen auf (Abbildung 18). Diese Eisenspäne wurden aufgrund 
ihrer weniger definierten Kornform und ungeeigneten Korngröße nicht getestet.  
 
 
 
 
 
 
 
 
 
Eisenstaub wurde über Jahrzehnte hinweg als Experimentiermaterial verwendet, da 
es einfach erhältlich, von gewisser kosmochemischer Relevanz und elektrisch leitend 
war, das heißt elektrostatisch beschleunigt werden konnte.  
Nach jahrelangen erfolglosen Versuchen gelang es Hillier et al. (2009), das erste 
nichtleitende Staubmaterial mit Platin zu beschichten und erfolgreich zu 
beschleunigen. Dabei handelte es sich um Siliziumdioxid. Es diente vor allem dazu, 
den Beschichtungsprozess zu optimieren und erstmals ein Silikat im Beschleuniger 
zu testen. Wie in Abbildung 19 zu sehen, ist die Platinbeschichtung über die 
scheinbaren Kornquerschnitte verteilt und nicht nur auf deren Rändern. Dies li gt 
daran, dass es sich dabei um Aggr gate aus Si02-Nanostaub handelt. Dieser wurde 
verwendet, um Platin eine möglichst große Oberfläche anzubiet n,  anf ngs nicht 
klar war, wie gut sich Platin mittels nassch mischer M thoden aufbringen lässt. 
Nachdem sich die Beschichtungsm thode als erfolgreich herausstellt , wur  ine 
weitere Si02-Probe beschichtet und im Beschleuniger getestet.  
 
 
 
 
 
 
 
Abb. 17: Sekundärelektronenbild von Eisenpulver (Probe 22). Abb. 18: Rückstreuelektronenbild von Eisenpulver (Probe 21). Figure 3.28.: (above) Backscatt re el ctron picture of th used Opx (left) and olivin dust
(right). (bottom) SEM-picture of the used iron dust 714 produced by BASF
AG (Ludwigshafen a.Rh.) (Ho¨fer, 2010).
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used. Furthermore, experiments were conducted with three different instruments (seeTable 3.4).
For each material combination, the dynamic properties of the particles were recorded as shown
in Figure D.1 to D.6.
Table 3.3 shows the measurements performed with the laser and different target materials.
Table 3.3.: Overview of the measurements for laser ionisation
No. acc. voltage Material Laser intensity Number Date
(V) (µJ)
1 1000 Fe 0.70 - 6.97 55 03 May 2010
2 1600 Fe 0.37 - 27.96 337 03 May 2010
3 1000 Ag+Cu 12.24 - 25.38 73 03 Feb 2010
4 1600 Olivine (Loc1) 1.65 - 14.40 86 11 Mar 2010
5 1600 Olivine (Loc2) 0.91 - 19.45 151 11 Mar 2010
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4. Results
4.1. Impact charge signal
This section deals with the total ion and electron charges produced by particle impacts as well
as by laser irradiance. Due to the positive potential applied on the target, positive ions are
repelled from the target and accelerated, in the field between the target and the grounded grid
in front, towards the ion detector. The electrons and negatively charged ions are collected
on the target. A charge sensitive amplifier (CSA) attached to the target records the signals,
representing the total charge produced in the process as well as the temporal evolution of the
plasma.
4.1.1. Signal form
Figure 4.1 shows four example charge yield signals for iron particles impacting on silver with
impact velocities of 7.3kms−1, 11kms−1, 24.7kms−1, and 50.9kms−1. The amplifiers used
for this study invert the charge signal. Thus, the negative signal recorded on the target plate
appears positive in the figures.
The four signals shown were selected as they are typical of target responses for impacts at
similar velocities, regardless of the projectile and target material combinations, as presented in
this thesis.
• Slow particles (up to ∼8kms−1):
Ahead of the impact the approaching charged particle produces an induced charge on
the target, appearing as a fall on the charge amplifier channel some tenth of a ms−1
before the impact. Due to the high charges carried on large, slow particles, this effect is
apparent mainly for slow particle impacts. The fall of the signal stops with the impact of
the particle, followed by a very steep rise of several 100ns duration. After this rise the
slope of the signal flattens, in many cases even preceded by a slight drop in the signal.
This gradual rise in signal continues for several µs (Auer and Sitte, 1968).
• Particles with velocities of about 10 - 15kms−1: With increasing impact velocity, the
induced part of the signal becomes weaker and a greater fraction of the signals begin to
exhibit step features. The first, steep rise is almost constant, this phase is much faster
then the other steps, having typical timescales of several µs. The remaining signals show,
most of the time, a dominant, steep rise at the beginning and one or two changes in slope
later, with shallower rises.
• Fast particles (15 - 30kms−1): With further increases in impact velocity, the first step
becomes more and more dominant, with the height of the following steps diminishing.
• Very fast and small particles (above 35kms−1): For very fast particles only the first
steep rise remains.
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Shot on Ag with Fe+Ni (490nm radius) at 7.3 km/s impact speed
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Shot on Ag with Fe+Ni (40nm radius) at 50.9 km/s impact speed
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Figure 4.1.: Four typical impact charge signals for shots with Fe+Ni particles on a silver target
at impact velocities of 7.3kms−1, 11kms−1, 24.7kms−1, and 50.9kms−1.
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Figure 4.2.: Velocity distribution of particles assigned to the four charge yield signal categories
for shots with iron and nickel particles on a silver target.
The velocity distribution for particles assigned to one of the four categories is shown in
Figure 4.2 for shots with iron and nickel particles on silver.
Comparable with particle impacts, the charge yields for laser ablation also show a change
in shape with increasing laser energy. This result contrasts with an earlier study conducted by
Mu¨ller (2004) with the same laser but a different experimental set up. Figure 4.3 shows that,
for laser shots with low beam energies, the charge yield rises rapidly within several ns. With
increasing energies the slope becomes less steep, and even in some cases the charge yield rises
in two to three steps. For very high laser energies the rise becomes very slow. For different
energy ranges different charge amplifiers have been used. (Thus, the different character of the
charge yield signals can be attributed to differences between the applied amplifiers, such as
their response times.)
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Figure 4.3.: Four typical charge signals from the target, for laser shots on iron at various laser
energies.
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4.1.2. Charge yields from particle impacts
The amount of charge emitted due to a particle impact and its evolution with time is a very
sensitive measure of the impact ionisation process. The charge yield and its rise time are related
to properties of the impinging particle and the target (Auer, 2001). Therefore, measurements
of the impact charge yield alone, or in combination with other techniques, has been used by
dust instruments on spacecraft since the early 1970s to investigate the properties of cosmic
dust particles (Dietzel et al., 1973; Go¨ller and Gru¨n, 1989; Srama et al., 2004a). Even though
there have been several attempts to determine the charge yield quantitatively (Drapatz and
Michel, 1972; Hornung and Drapatz, 1979; Kissel and Krueger, 1987), a complete description
of all measured quantities and their relation to the impact parameters is still not available.
Hence, calibration and experimental measurements were and are still essential, providing a
large amount of impact data. Because of this fact, for this thesis, as well as the obtained TOF
spectra, the impact charge data have also been recorded for the four combinations of dust and
target materials listed in Table 3.4, and analysed in an attempt to relate them to parameters of
the impacting particle.
Figure 4.6 shows the amount of emitted charge as a function of the impact velocity. Apart
from in the case of orthopyroxene particles impacting onto silver, there seems to be a relation
between the charge yield and the speed of the particles. However, the spread of the charge
yield within a certain impact velocity range is very large – from about 50% to 100% as can be
seen in Table D.1 and Table D.2.
Since the first experiments to characterise the impact ionisation plasma by Friichtenicht
(1964) and succeeding works (Auer and Sitte, 1968; Adams and Smith, 1971) it has been
known that the charge generated during an impact is a function of both particle mass and speed
- describable by a power law:
Q = K ·mα · vβ. (4.1)
Most authors report the mass exponent α in to be about 1.0. Common to these works is the
hemispherical shape of the target used in the experimental set up (Dietzel et al., 1973; Go¨ller
and Gru¨n, 1989) as shown in Figure 4.12.
Figure 4.8 shows the dependence of the impact generated Q/m ratio for the four material
combinations studied for this thesis. The velocity exponent β varies from 3.45±0.12 for shots
with orthopyroxene particles on a silver target to 5.50±0.07 for olivine particles fired onto a
silver target.
Contrary to dust impact measurements with cosmic dust particles in space, laboratory par-
ticle impacts are biased due to the restricted kinetic energy regime of the grains. This results
from the acceleration process and the relation between the particle mass and velocity due to
Eq. 3.16. To filter out this biasing, the mass exponent can determined for a number of very
narrow velocity ranges (Go¨ller, 1988). Because of the wide spread in the charge yield, the
sample, i.e. the amount of data recorded, should be large enough to guarantee the statistical
significance of the results. To obtain this, for two dust and target material combinations, the
data sets for all ion acceleration voltages have been combined in order to study the charge yield
properties. This can be done because the variation of the acceleration voltage on the target has
no significant effect on the total charge yield (Auer and Sitte, 1968). The resulting mass ex-
ponents for all velocity ranges are listed in Table D.1 (for Fe+Ni onto Ag) and Table D.2 (for
olivine powder on silver). The mass exponents α are then averaged under the assumption that
the mass exponent is constant for the whole investigated velocity range. The number of parti-
cle impacts for each velocity range is about 10-40. This is far fewer than in earlier works like
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Figure 4.4.: The different contributions of the specific energy ∆EH behind a shock wave through
Fe upon impact onto a tungsten target in dependence on the impact velocity w. ∆Eel
is the elastic contribution, ∆ETi the thermal energy of the nuclei , and ∆ETe of the
electrons (Drapatz and Michel, 1974).
Go¨ller and Gru¨n (1989) and Srama (2000) leading to less reliable conclusions.
Figure 4.7 shows the velocity dependence of Q/mα for both material combinations. The
resulting exponents and their errors are listed in Table 4.1.
Shots with iron and nickel particles onto a silver target The measurements for
shots with Fe+Ni powder onto a silver target constitute the data set with the greatest number
of impact events and the widest velocity range. Plots for this data set indicate a variation of
the dependence of the charge yield on the impact parameters for increasing impact velocities.
Because of the focus of this thesis, this aspect has not been investigated as such that enough
data were acquired to study this effect in detail and quantitatively.
Nevertheless, the impact ionisation model by Drapatz and Michel (1974) predicts the exis-
tence of two different ionisation processes depending only on the impact velocity (Section 2.1).
According to this the heating of the material of both, the particle and the target, and subse-
quently the properties of the resulting plasma cloud, are determined by specific internal energy
in the shocked materials
∆EH =
1
2
u2 =
1
2
(
v√
ρp/ρt +1
)2
,
where u is the reduced shock velocity, v the impact velocity, ρp the particle’s density and ρt
the density of the target material. This dissipated specific internal energy is a sum of elastic
and thermal contributions ∆EH = ∆Eel +∆Eth. It is the thermal contribution which causes the
heating of the material and subsequently leads to the emittance of charge due to ionisation. Be-
sides the increase of the specific internal energy ∆EH in total with increasing impact velocity,
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also the fraction of the thermal contribution is growing as shown in Figure 4.4.
For slow velocities the added internal energy is not sufficient to vaporise the entire particle.
Thus, the particle material remains as a melted liquid droplet, ionisation occurs mainly by
diffusion through the surface. Being a pure surface phenomenon, the ionisation would be
expected to be determined by the surface of the particle and a narrow ring area around the
impact area on the targets surface. This leads to charge yields for the particle material Qp ∝
r2p ∝ m
2/3
p and for the target material Qt ∝ rp ∝ m
1/3
p (Kissel and Krueger, 1987).
For high impact velocities the vaporisation is expected to be total. Thus, the charge yield for
the projectile would be determined by the volume of the particle. The charge emitted from the
target depends on the area of impact. For these velocities the charge yield of the particle will
be Qp ∝ r3p ∝ m1p and the charge emitted by the target Qt ∝ r2p ∝ m
2/3
p .
Hence, an increase of the slope of the relation between the emitted charge yield and the
impact parameters may be expected, as the mass exponent of the value α = 1 represents the
limit of a strong shock as defined in Section 2.1.2.
Shots with silicate particles The averaged mass exponent α¯ for PPY-coated olivine par-
ticles impacting a silver surface is 0.93 ±0.20 as shown in Table D.2. For impacts of the same
particles on a Fe+Cr alloy, the was not determined because of the small size of the studied data
set. To obtain an averaged mass exponent, data sets recorded with two mass spectrometers
where combined. The measurements made with the BERTA and the SUDA instruments lead to
α¯= 0.87±0.23 (Table D.3).
Velocity exponents in the strong shock limit (α =1) As mentioned above, the value
of the mass exponent α =1 may be regarded as a representation of particle impacts in the limit
of strong shocks. Impacts at velocities above about 20kms−1 lead to a complete vaporisation
of the particle material. Figure 4.8 the dependence of Q/m for four material combinations is
plotted in dependence on the velocity. The resulting velocity exponents show a hierarchical
sequence from β = 3.34 ± 0.12 (Opx on Ag) over β = 4.43 ± 0.05 (Fe on Ag) and β = 4.48 ±
0.36 (Olivine on Fe+Cr) to β = 5.50 ± 0.07 (Olivine on Ag).
In the limit of a strong shock, the reduced shock velocity u (left) and the specific internal
energy behind the shock EH can be estimated for the various target and impactor material
combinations used for this study. In the case of strong shocks, meaning v > 20kms−1, the
reduced shock velocity corresponds to the material velocity behind the shock and depends on
the impact velocity v and the ratio of the densities of the particle and the target material as one
can see in Eq. 2.21.
Figure 4.5 shows, that the specific internal energy is higher for impacts of silicate particles
on silver then for the denser iron particles. This is consistent with the observation in Figure 4.6
of Olivine impacts producing a higher charge yield then the denser iron particles. Furthermore,
the increase of internal energy itself is higher for less dens materials hitting the same target or
for the same material impacting onto a denser material. One may assume that this effect is
reflected in the observed hierarchy of velocity exponents, describing the dependence of the
increase in charge yield on the impact velocity.
Only the findings for Opx particles impacting a silver target do not correspond with this
considerations. The charge yield of these measurements are in the same or even in a lower
range then for iron particles hitting a silver target. Also the increase in the yield as a function
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Figure 4.5.: The reduced shock velocity u (left) and the specific internal energy behind the shock
EH (right) for five target and impactor material combinations. In the case of strong
shocks, meaning v > 20kms−1, the reduced shock velocity corresponds to the ma-
terial velocity behind the shock and depends on the impact velocity v and the ratio
of the densities of the particle and the target material as one can see in Eq. 2.21. The
specific internal energy can be derived from EH = 1/2u2. The materials have den-
sities of ρOlivine= 3.32 and ρOpx = 3.2, ρFe = 7.84, and rhoAg =10.49. The density of
the Fe+Cr alloy used as a target was assumed as the average of both material’s den-
sity ρFe+Cr = 7.55. To obtain better understanding of the behaviour of the platinum
coated Opx particles, the reduced shock velocity and the specific internal energy of
platinum grains with a density of ρPt = 21.48 impacting a silver target was estimated
as well.
of the impact velocity is smaller as one would expect from Figure 4.5. This may be caused by
the platinum coating of the Opx particles. The platinum coating layer is quite thick and may
for smaller particle even dominate the overall properties of the particle. To obtain better under-
standing of the behaviour of the platinum coated Opx particles, the reduced shock velocity and
the specific internal energy of platinum grains with a density of ρPt = 21.48 impacting a silver
target was estimated as well in Figure 4.5. It results in the smallest and least increasing internal
energy of all studies material combinations. Ab combination of the properties of a pure Opx
particle and platinum grains may lead to the observed behaviour
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Figure 4.6.: Impact ionisation: Charge yield at the target as a function of the impact velocity for
various dust and target material combinations.
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Figure 4.7.: Impact ionisation: Dependence of Q/mα on the impact velocity for various dust and
target material combinations.
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Figure 4.8.: Impact ionisation: Dependence of Q/m on the impact velocity for various dust and
target material combinations.
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Figure 4.9.: The rise time of the charge yield signal as a function of the par icle mass. The
example shows impacts of Fe+Ni grains on a silver target at impact velocities of
between 35kms−1 amd 40kms−1.
4.1.3. Temporal evolution of the impact plasma
In this section the rise times of the charge yield and their relation to the impact parameters
is studied. The rise time is defined as the time from the moment of impact until the time at
which the charge signal reaches a maximum.The error of this measure is determined by the
uncertainties in establishing exactly the times of impact and of the maximum of the signal.
The moment of impact can be determined quite accurately because of the very steep rise in
the beginning of the plasma evolution. The maximum of the charge yield signal on the other
hand is quite flat (see Figure 4.1). Thus, even small disturbances, such as noise in the charge
sensitive amplifier, can lead to a large shift of the maximum and subsequently to a quite wide
spread in the rise times measured for a set of impact events. The error of the measured rise
time ∆tr/tr is dominated by the reading error of the point of maximum and estimated as about
5-10% depending on the impact velocity and noise characteristics of the individual charge
yield signal.
Earlier works have investigated the charge signal dependence upon the impact parameters
(Hoffmann, 1971; Knabe, 1980; Go¨ller, 1988) - the particle’s mass and the impact speed,
in much greater detail than was possible for this thesis due to smaller sizes of the data sets
recorded for individual sets of experiment parameters.
Dependence of the rise time on the particle mass
Making the assumption that the rise time is independent of the acceleration voltage Uacc applied
on the target, as found in Hoffmann (1971) Obviously, data sets of rise times recorded at similar
speeds should only depend on the impactors’ masses. Figure 4.9 shows rise times plotted as a
function of the masses of iron particles impacting a silver target at impact speeds of between
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35kms−1 and 40kms−1. Empirically, the rise time scales with the mass like
tr ∝ mσ.
Table D.1 lists the mass exponents σ dirived for Fe+Ni impacts at speeds between 4kms−1
and 50kms−1, while Table D.2 lists the exponents derived for olivine on Ag at speeds between
18kms−1 and 45kms−1. Figure 4.10 (b) shows the dependence of the mass exponents σ on
the impact velocity. For both studied material combinations there are no significant velocity
dependencies. The values of σ oscillate around their average value (zero) within the bound-
aries of error corresponding the standard deviation. This is consistent with the results of the
aforementioned works which find the rise time independent of the particle mass.
Dependence of the rise time on the acceleration voltage Uacc
The dependence of the rise time on the acceleration potential applied on the target can be
studied by making the assumption that the rise time is independent of the particle’s mass. To
this aim, the velocity dependence of the rise time:
tr ∝ vδ,
was studied for a variety of acceleration potentials as listed in Table D.4.Figure 4.10 (a) shows
the velocity exponent δ as a function of the acceleration potential, Uacc, applied on the target
for two studied material combinations, Fe+Ni on Ag and Olivine on Ag. Within the boundaries
of the standard deviation the velocity exponent can be regarded as constant. Again, this finding
is compatible with the results of Hoffmann (1971) and Go¨ller (1988).
Dependence of the rise time on impact velocity
In Figure 4.11 the rise times are plotted as a function of the impact speed again for shots with
iron particles, orthopyroxene and olivine on a silver target as well as for shots with olivine
powder on an iron-tungsten alloy. Again, the data sets obtained in measurements with various
acceleration potentials are combined as can be seen on the left of the figure. The rise time of
the charge yield signal decreases with increasing impact velocity. The slope of the decrease is
steeper for impacts of iron grains than for shots with olivine powder. The exponent is the same
for olivine particles hitting a silver target as well as for impacts on a iron-tungsten alloy. The
most shallow progression is obtained for the impacts of Opx particles on silver. As mentioned
above the relation can be described by a power law tr ∝ vδ, the exponents are listed in Table 4.2.
Phases of the plasma evolution for impacts of iron particles on a silver target:
The appearance of distinct phases in the evolution of the impact plasma may be explained by
charge emitted from secondary or tertiary impacts (Auer, 2001). These impacts occur due to
ejecta particles, originating from the primary particle breaking apart while hitting the target
surface (Eichhorn, 1978b). For impacts in the target normal, more then 98% of the ejecta mass
displaced with velocities sufficiently high to produce secondary impact ionisation is ejected
in an angular range between 35◦ and 75◦ (Nagel et al., 1975). For shallower impact angles,
i.e. for 45◦ as applied in this study, the production of secondary ejecta is more effiecient
(Iglseder, 1986). The ejecta have velocities up to 5 times the impact velocity (Eichhorn, 1976).
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Figure 4.10.: (a) Dependence of the velocity exponent δ on the acceleration potential Uacc for
shots with iron - nickel particles (red) and PPY-coated olivine particles (blue) onto
a silver target. The dotted lines show the average value, the hatched regions the
boundaries of the error determined by the standard deviation. Within these bound-
aries the velocity exponent is almost constant, consistent with δ being independent
on the acceleration potential. (b) The mass exponent σ within narrow ranges of the
impact velocity as a function of the impact velocity. Again, the dotted lines show
the averaged value of the mass exponent, the hatched regions the boundaries of the
error. The mass exponent σ is constant within these boundaries and about zero.
Thus, the rise times are not dependent on the particles’ masses.
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Figure 4.11.: Dependence of the rise time on the impact speed for four combinations of dust and
target materials. The relation can be described by a power law tr ∝ vδ. The velocity
exponents δ are summarised in Table 4.2.
107
4. Results
Figure 4.12.: (left) Geometry of the linear BERTA mass spectrometer and possible flight paths
for ejecta production.(right) Geometry of iHEOS2 dust instrument.
Depending on the instrument geometry and the incident angle, ejecta formation is dominant in
the velocity range from 5kms−1 to 15kms−1 (Go¨ller, 1988). This range is not congruent with
the velocity range in which the stepped charge yield signals occur most abundant. Considering
the geometrical set up of the extraction region as shown in Figure 4.12, i.e. with a distance
beteween the target and the grid of 20mm, the timescale for the production of secondary ejecta
impacts is 20µs for 1kms−1 ejecta velocity and 0.65µs for 30kms−1. This is indeed in the
time range of the phases in the charge yield signals. But to generate more then two steps in in
the charge yield evolution due to secondary ejecta impacts, one would have to assume a forth
and back bouncing of ejecta between the target ad the grid. This scenario cannot be excluded,
it seems to be unlikely on the other hand.
Another reason for the steps in the charge yield signals might be an effect within the record-
ing electronics, i.e. in the charge sensitive amplifier. Apart from these possible explanations
the cause of this effect is unclear. To get a better understanding of this phenomenon, the depen-
dence of the height of individual steps, mainly the first steep rise and the number of steps on
the total charge yield produced in the impact was studied (Figure 4.15) for the most complete
data set obtained with iron and nickel particles impacting a silver target. The ratio of the first
phase’s height to the total charge increases with increase of the total charge, as well as with
increasing impact velocity.
Analogously to the total charge yield, the height and duration of the individual evolution
phases can be related to the impact parameters, the particle’s mass and impact speed. The
relation can also be described by power laws as shown in Figure 4.13 and Figure 4.16. For
the heights of the steps each of resulting exponents is decreasing with the order of the phase
(Tab. D.5). Also for the duration of the exponent describing the velocity dependence is de-
creasing with faster impact velocities. One exception is the first, fast evolution phase, being
constant at about 1µs as also shown in Figure 4.15. This first phase is the charge of the elec-
trons produced instantaneously in moment of the impact. The following phases are generated
by the charges of the electrons and negatively charged ions of contained in the evolving plasma
cloud. Theoretical models, i.e. by Hornung and Kissel (1994), correlate the the time scale of
the charge yield with the expansion time of the plasma cloud and possibly with an additional
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Figure 4.13.: Dependence of the charge yield of individual plasma evolution phase and of the
evolution time scale on the impact velocity for shots with iron particles on silver.
bulk velocity of the evolving plume. Thus, according to this considerations the measured
timescales as shown in Figure 4.16 give some hints about the expansion time of the plasma
cloud.
109
4. Results
impact speed (km/s) impact speed (km/s)
qm
-0
.6
7
Impact Plasma Yield Impact Plasma Yield
ch
ar
ge
 yi
eld
 / 
pa
rti
cle
 m
as
s (
C/
kg
)
Impact Plasma Yield
1 10 100
v
0.00001
0.00010
0.00100
0.01000
0.10000
1.00000
10.00000
q·
m
?0
.7
1: q·m?0.7 ~ (v)4.16±0.06
2: q·m?0.7 ~ (v)2.71±0.05
3: q·m?0.7 ~ (v)2.53±0.05
4: q·m?0.7 ~ (v)2.52±0.07
5: q·m?0.7 ~ (v)2.34±0.11
Impact Plasma Evolution Time Scale
1 10 100
v
10?7
10?6
10?5
10?4
10?3
t R
1: tR ~ (v)
?0.06±0.03
2: tR ~ (v)
?0.49±0.06
3: tR ~ (v)
?0.59±0.05
4: tR ~ (v)
?0.81±0.07
5: tR ~ (v)
?1.15±0.16
Shots with Fe+Ni on Ag
(c
) M
PI
?K
 S
pe
ctr
um
Gu
i *
 2
01
0?
10
?1
5T
10
:0
7:
01
  <
ta
rg
et
s_
2.
bin
>
1 ?5
10?4
10?3
10?2
10?1
1 0
q·
m
?0
.7
? 3.28 . 5
I ct l s a volution Ti e Scale
10 100
v
?6
10?5
10?4
?3
t R
?: tR ~ (v)
?1.11±0.03
i i  
(c
) M
PI
?K
 S
pe
ctr
um
Gu
i *
 2
01
0?
10
?1
5T
10
:0
7:
01
  <
ta
rg
et
s_
2.
bin
>
Impact Plasma Yield
1 10 100
v
10?1
100
101
102
103
104
105
106
q·
m
?1
.0
1: q·m?1.0 ~ (v)5.18±0.06
2: q·m?1.0 ~ (v)3.72±0.05
3: q·m?1.0 ~ (v)3.56±0.05
4: q·m?1.0 ~ (v)3.60±0.07
5: q·m?1.0 ~ (v)3.51±0.12
Impact Plasma Evolut on Time Scale
1 10 100
v
10?7
10?6
10?5
10?4
10?3
t R
1: tR ~ (v)
?0.06±0.03
2: tR ~ (v)
?0.49±0.06
3: tR ~ (v)
?0.59±0.05
4: tR ~ (v)
?0.81±0.07
5: tR ~ (v)
?1.15±0.16
Shots with Fe+Ni on Ag
(c
) M
PI
?K
 S
pe
ctr
um
Gu
i *
 2
01
0?
10
?1
5T
10
:0
7:
01
  <
ta
rg
et
s_
2.
bin
>
Figure 4.14.: Dependence of the charge yields normalised to m and to mα = m0.68 of individual
plasma evolution phases and of the evolution time scale on the impact velocity for
shots with iron particles on silver.
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Figure 4.15.: Dependence of the plasma evolution phases on the total charge produced in the
particle impact. (above) Ratio of the height of the first phase to the total charge
yield in dependence on the total charge yield. With increasing charge the first,
steep rise becomes more and more dominant. Its value approaches the height of
the total charge signal, drawn as the red dashed line. (bottom) The number of
phases is not related to the total charge yield.
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Figure 4.16.: Rise times of the four phases of impact plasma evolution. Except for the first evo-
lution phase, the duration of the phases decreases with increasing impact velocity.
The first step is of constant duration of about 1µs.
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4.1.4. Variability of the total charge yield for Laser ablation
The measure used to evaluate this reproducibility and variability is firstly the deviation of the
total charge yield across a narrow range of a particular experiment parameter, for example a
narrow range of laser energy or particle impact velocity, for fixed experimental conditions.
To this end the average of the total charge yield and the standard deviation were calculated.
To compare two or more sets of experimental conditions, the averaged charge yield and the
standard deviation for the same range of a parameter can be compared. Furthermore the de-
pendency of the charge yield on a experiment parameter can be evaluated and also compared
to the behaviour of the resulting yield of another data set.
Variability due to the impact location
Laser experiments showed a strong dependency on the incident location of the beam: even with
exactly the same laser parameters for shots on various spots on the same target the resulting
signal differed widely. To evaluate and quantify this behaviour, measurements for two different
locations on the same gold coated olivine target, whilst varying the laser energy, have been
made. The procedure was the same for both data sets and all other laser experiments: After
cleaning and preparing the surface with about 1000 high energy shots the measurements were
performed, with variation of the laser energy by turning the half-wave plate as described in
Section 3.4.8. The two plots on the bottom line of Figure 4.17 show the total charge yield as a
function of the laser energy for both locations, Table D.6 lists the averaged charge yields and
their standard deviations for laser energies from 6µJ to 12µJ in ranges of 1µJ. For the two
locations the variation in yield differs by a factor of two for the energy range between 11µJ
to 12µJ, up to about one order of magnitude for the energy range from 6µJ to 7µJ. Thus, the
slope of the the fitted function to describe the energy dependency of the charge yield varies
strongly. The spread of the charge yield within an energy range is large, from about 60% to
260%. There is also a difference between the two locations, as seen for the averaged yields.
4.1.5. Charge yields of laser ionisation
By analogy to the dependence of the total charge yield on the parameters of a particle impact,
attempts can be made to link the charge yield to the only controllable laser parameter, the
incident beam energy:
q ∝ Eγ, (4.2)
with E being the laser energy. The charge yield increases proportionally with increases in the
laser power as shown Figure 4.17 for all investigated data sets. The energy exponent for is
listed in Table 4.1.
On set of ion formation: The energy necessary to incur ion formation is a characteristic
measure for the process of laser ablation . For this study a variety of charge sensitive ampli-
fiers have been used, each with a distinct amplification factor and other potentially influential
properties, primarily the bias potential which can be applied. Due to the fact that the ampli-
fier capable of voltages higher than 1000V was designed for higher charges, the set-up for
higher acceleration potential was subsequently less sensitive. Thus, for these measurements,
the lowest charge to be measured was higher than the charge produced at the onset point of ion
formation. Here, the onset of ion formation is determined by the onset of the formation of an
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evaluable TOF mass spectrum. For the iron and the gold coated olivine target, the onset of ion
formation takes place at about 1µJ, whereas for the copper-silver alloy it is at 12.45µJ.
The wide variation in the the exponent γ for the two illuminated locations on one and the
same gold coated olivine target is remarkable, as it is the large spread within the values for
the two metal targets. There seems to be no significant difference between the onset of ion
formation and the resulting charge yields due to the electrical properties of the target materials.
Even though the absorption process is different for metal surfaces as for the absorption of the
laser light due to a dielectric material (Stuart et al., 1995) , the gold coating of the Olivine
target seems to lead to similar ion formation.
4.1.6. Rise time of the charge yield for laser ablation
In Figure 4.18 the rise time of the charge yield signal is shown as a function of the incident laser
beam energy for three different target materials, iron, a silver-copper alloy and gold coated
olivine. For the olivine target measurements at two distinct locations have been conducted.
The evolution time scale increases with increasing energy for three of the two data sets. For
shots on one location on the olivine target, the rise time seems to decline with increasing laser
energy. On the other hand the spread in the rise time for this data set is larger than for the
others. The increase can also be described with a power law
tr ∝ Eε,
with E being the laser energy. The resulting values of the exponent can be found in Table 4.2.
As mentioned in Section 4.1.1 the slope of the charge yield progression gets shallower with
increasing laser energy. In particular the beginning of the rise is less distinct and sharp than
for particle impacts. Also the point of maximum is more difficult to determine. Thus, the
uncertainty of the rise time measurement is larger than for particle impacts. It is estimated as
10% up to even 20% for high energy measurements.
4.1.7. Summary and comparison
In this section the results of the investigations described in the sections above are summarised
and compared with each other. The plasma emerging after either an impact of a dust particle
or the impact of a laser beam on a solid target is described by its total charge yield and the time
scale of its evolution. Table 4.1 and Table 4.2 list the exponents of the power laws describing
the properties of the evolving impact plasmas as functions of the impact parameters for both
processes. Additionally in order to compare the resulting charge yield and its rise time, the
charge yields for all data sets studied in this theses are plotted as functions of the particle
velocity or the laser energy respectively in one graph (Fig. 4.19) as well as the rise times
(Fig. 4.20).
• Total charge yield The total charge is increasing with increasing impact velocities as
well as for growing laser energies. The lowest impact charge yields measured are about
1fC, whereas for the laser ablation the smallest charge yields where measured for laser
shots onto a Ag+Cu all with charges <1fC. The maximal charge yields differ very
strongly due to the fact, that the laser energy can be increases far more extent the a
increase in the impact parameters is possible due to the dust accelerator’s functionality
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Figure 4.17.: Laser Shots: Charge yield at the target for various target materials. The top row
laser shots on metal targets, the bottom row the charge yields for laser shots on two
locations on a gold coated olivine target.
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Figure 4.18.: Dependence of the rise time on the laser energy.
116
4.1. Impact charge signal
Table 4.1.: Summary of the derived relations of the total charge yield on the impact parameters
for particle impacts and laser ablation. v is the impact velocity in kms−1, m the
particle mass in kg and E the laser energy inµJ.
Parameter
Relation Experiment α β γ
q ∝ vβ
Fe→ Ag 1.05±0.07
Opx→ Ag -0.23±0.16
Olivine→ Ag 2.30±0.09
Olivine→ Fe+Cr 1.54±0.34
q ∝ m−1vβ
Fe→ Ag 4.43±0.05
Opx→ Ag 3.43±0.12
Olivine→ Ag 5.50±0.07
Olivine→ Fe+Cr 4.48±0.36
q ∝ mαvβ Fe→ Ag 0.67±0.08 3.28±0.05Olivine→ Ag 0.93±0.06 5.27±0.07
q ∝ Eγ
Laser→ Fe 3.20±0.28
Laser→ Ag+Cu 7.90±0.41
Laser→ Olivine (Loc1) 5.14±0.68
Laser→ Olivine (Loc 2) 1.70±0.22
principles. For impact ionisation the largest charges measured are about 5 · 103 fC for
olivine particles impacting an Ag target. The maximal charges recorded for laser ablation
are about 107 fC.
• Plasma evolution time scale: The rise time decreases for increasing impact velocities
of dust particles impacting a target. For laser ionisation on the other hand, the rise time
gets longer with increasing laser energy. The plasma evolution time scale for impact
ionisation is about one order of magnitude larger than for the laser ablation case.
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Table 4.2.: Summary of the derived dependences of rise time tr on the impact parameters for
particle impacts and laser ablation. v is the impact velocity in kms−1, and E the laser
energy inµJ.
Parameter
Relation Experiment δ ε
tr ∝ vδ
Fe→ Ag -1.11±0.03
Opx→ Ag -0.41±0.10
Olivine→ Ag -0.70±0.04
Olivine→ Fe+Cr -0.70±0.10
tr ∝ Eε
Laser→ Fe 0.67±0.04
Laser→ Ag+Cu 0.64±0.14
Laser→ Olivine (Loc1) 0.63±0.22
Laser→ Olivine (Loc 2) 1.02±0.11
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4.2. Resulting TOF mass spectra
Figure 4.21.: (Left) The calculated stretch factor a (dashed line) in dependence on the acceler-
ation voltage Uacc applied on the target and the stretch factors determined due to
hypervelocity impacts with Fe+Ni (red crosses) and Olivine (blue diamonds) par-
ticles on a Ag target. The stretch factors for laser ablation on various targets are
plotted with variedly coloured asterisks. Olivine(1) and Olivine(2) designate laser
shots on one and the same gold coated Olivine target at two different locations.
(Right) Difference between the theoretical and measured values in dependence on
Uacc. In contrary to the left figure the error bars are visible here.
4.2. Resulting TOF mass spectra
This - and the following sections - deal with the resulting TOF mass spectra for both, hyper-
velocity impacts and laser ablation. The resulting spectra are characterised and compared with
theoretical considerations conducted in Section 3.1.2. Furthermore the performance of the in-
strument, i.e. the stretch factor a (Section 2.3.1) and the mass resolution m/∆m (Section 2.3.3),
is discussed.
4.2.1. Theoretical and empirical determined stretch factor a
The plasma generated by either the hypervelocity impact of a particle on solid surface or the
irradiation with laser light can be separated by an electrostatic field in its negative and positive
components. In the case of a positive acceleration field, as given in the instruments used for this
thesis, the negative component consisting of electrons and negatively charged ions is attracted
to the target. The positive ions are accelerated towards an ion detector, i.e. a mcp, and generate
a TOF mass spectrum.
A mass spectrum is a plot of relative intensity of the signal over the ratio m/q of mass to
charge of the ions. In this plot, there are intensity peaks appearing due to specific values of the
ratio m/q representing individual species of ions. To identify the ion species, mass scale can
be assigned due to
t = b+a ·√m,
where the shift parameter b represents any time offsets between the triggering point and the
start of the spectrum due to the production process of the ions, triggering or other electronic ef-
fects. The stretch parameter a is the proportionality constant, which is in principle determined
121
4. Results
by the physical set up of the instrument. In Section 3.1.2 the stretch factor has been calculated
due to the properties of the TOF mass spectrometer for a variety of acceleration potentials Uacc
applied on the target.
Figure 4.21 shows this theoretical stretch factor in comparison with empirical values derived
from measurements of hypervelocity impacts of iron and nickel particle as well as Olivine
grains on Ag targets. On the left side the measured data point and the theoretical function are
plotted in dependence of the acceleration voltage. The error in the potential applied on the
target is about 0.5V. For hypervelocity particle impacts the spread in the measured stretch
factors varies from 3ns
√
u−1 to about 10ns
√
u−1, corresponding with relative variations in
the order of of 0.2% to 0.6%. Whereas for laser ionisation, the spread in the measured stretch
factors a is about the factor 2 larger, it varies from 0.88% to 3.08%. On the right side the
difference of the theoretical value and the measured stretch factors a is plotted as a function of
the acceleration voltage Uacc.
The divergence between the theoretical value and the empirical determined stretch factors
ranges from 1.51% to 2.59% for iron and nickel dust and from 2.09% to 5.37% for olivine
grains hitting a Ag target. For laser ablation the difference ranges from 3.44% to 6.64%,
resulting an a difference about the factor 2 to 3 larger then for impact ionisation. Thus, the
empirical determined stretch factor is significantly larger than the theoretical values resulting
from the geometrical and electrical properties of the BERTA TOF mass spectrometer.
One reason for this difference could be that there is an uncertainty in the geometrical set up
of the spectrometer, i.e. the distance between the target and the first grounded grid. Especially
for the laser ablation measurements this distance is probably less accurate, because the laser
focussing is achieved by varying the distance between the target and the plane of the focusing
lens (Section 3.4.6), leading also to a shift between the target plane and the fixed mounted
grounded grid (Section 3.1.5). Nevertheless, for one studied data set the focusing was constant,
therefore, this does not explain the wider spread of the empirical determined stretch factors for
laser ablation in comparison with particle impacts.
In addition, the difference of the theoretical and the actual stretch factor decreases with
increasing acceleration potential. In the theoretical considerations the electrostatic field was
assumed to effect all the ions right from the starting point in time and indecently from the
location of the individual ion. This means, that no shielding effects were taken into account.
Besides on the accuracy of the determination of the flight time, the stretch factor a (Eq. 3.14)
as a function of the measured flight time depends on the distances in the geometrical set up of
the spectrometer and on the electrostatic field generated by the acceleration potentials between
the target. For one data set the distances as well as the potentials are constant. This leads to two
possible explanations for the difference between the calculated stretch factors to the measured
values, its dependency on the acceleration potential and the slightly different properties of laser
ablation and impact ionisation. The determination of the flight time of one individual line is
achieved by the time of the peak maximum. Line broadening due to a wider velocity distri-
bution of the ions constituting the line would lead to a uncertainty in the determination of the
maximum as well as possibly to a shift of the time of the maximum. An increase in the stretch
factor a translates into larger time differences between the individual lines (Lavila, 2002). That
in turn suggests that the ions are not exposed to the accelerating electrostatic field during the
complete distance the field is applied, implying shielding effects as discussed in Section 4.1.3.
Again the fact that this effect is larger for laser ablation experiments leads to the conclusion,
that the plasma cloud produced by laser ablation is of larger size then for impact ionisation.
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Of course the most probable reason for a systematic aberration is the uncertainty of the theo-
retical stretch factor’s determination. Here the uncertainties are on one hand the instabilities
and uncertainties in setting up the electrostatic potentials, The manufacturer’s specifications
state these uncertainties in the order of magnitude 0.1%. On the other hand there are the in-
accuracies in the geometrical set up, mainly the distances and alignments of the target and the
grounded grids. These inaccuracies will lead to aberration in the strength and homogeneity
of the accelerating electrostatic fields. Here the uncertainty is estimated as smaller then 1mm
leading to errors in the order of 1.25% to 5%, matching the size of the observed effect.
4.2.2. Aperture and angular focusing
As described in Section 2.3 for a linear TOF mass spectrometer, the velocity and angular
distribution of the ions translate in the broadening of the lines (Mamyrin, 2001). The shape
of a peak is determined by both distributions, complicating the investigation of the underlying
processes leading to the form of the line.
To study the the distribution of the ion velocities in direction of the spectrometer axis, the
BERTA mass spectrometer is designed to filter out the angle distribution of the moving ions.
This is obtained by the geometrical set up. The length of the ions’ flight path (0.657m) and the
diameter of the MCP (= 40mm) lead to an aperture angle of 1.74◦, translating into a space
angle dΩ ≈ 2.90 · 10−3 sr . The motion of an individual ion constitutes of its initial velocity,
representing an initial kinetic energy, and the accelerated motion within the electrostatic field
provided by the target potential. Thus its total velocity has a component in the direction of
the spectrometer axis and a perpendicular one. A stronger accelerating field will lead to a
larger velocity and subsequently, to a shorter time of flight, in which the ion will additionally
move according in perpendicular direction. Thus a higher accelerating potential is focussing
the ions toward the ion detector. Figure 4.22 shows the angular focusing of 56Fe ions due to the
acceleration potential Uacc applied on the target. The opening angles of the path of flights of
the ions in dependence to their initial kinetic energy perpendicular to the spectrometer axis are
plotted for various acceleration potentials form 400V up to 3000V. The aperture angle of the
instrument determines range of a perpendicular motion a individual ion can execute and still hit
the ion detector at the end of the drift tube. Thus, the crossing point of one individual line with
the line representing the aperture determines the maximum of the kinetic energy component
directed perpendicular to the spectrometer axis for ions to reach the detector. For instance, ions
with energies above 2eV (perpendicular component) do not reach the detector for acceleration
voltages below 2500V.
Of course the filtering leads to a decrease of the number of ions contributing to the signal
at the MCP. One can try to estimate the amount of this losses by considerations of the actual
angular distribution of the ion motion.
For laser ablation the angular distribution has been investigated for a large variety of tar-
get materials as well as laser properties, i.e. laser energy, pulse lengths and focal spot sizes.
Under conditions quite similar to those applied for this theses, the findings are much more
consistent and profound then in the impact ionisation case (Dinger, 1980). The experimental
results indicate that ablated ions are highly directional and moving normal to the irradiated
surface. Often the the empirical data of the angular distribution is fitted by function of cosn or
Gaussian distribution peaking at the target normal (Rohr and Srivastava, 2005) It was observed
by Mu¨ller et al. (2003) by that the angular distributions of the emitted ions had mainly three
characteristics. For a given laser energy and a given target element, the angular distribution
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Figure 4.22.: The angular focusing of 56Fe ions due to the acceleration potential Uacc applied
on the target. The opening angles of the path of flights of the ions in dependence
to their initial kinetic energy perpendicular to the spectrometer axis are plotted for
various acceleration potentials form 400V up to 3000V. The dashed line repre-
sents the aperture angle of the instrument determined by the distance between the
target plane and the ion detector and the size of the detector area ( = 40mm) .
Thus, the crossing point of one individual line determines the maximum of the ki-
netic energy component directed perpendicular to the spectrometer axis for ions to
reach the detector. I.e. ions with energies above 2eV (perpendicular component)
do not reach the detector for acceleration voltages below 2500V.
showed more preferential focusing toward the target normal as the value of the focal spot size
B increased. Second, for a given laser energy and a given focal spot size, the focusing was
more pronounced toward the target normal as the atomic mass number of the target materials
increased. Third, for a given energy, a given focal spot size and a given element, the particles
with higher ionisation states were much more focused toward the target normal (La´ska et al.,
2002). Furthermore, the collimating of the ion beam is also dependent on the target material
(Bleiner et al., 2007).
In the case of impact ionisation, empirical data of the angular distribution of ion velocities
are very rare, partially contradicting each other and coincidently cover very specific, non-
overlapping impact parameters. Sternovsky et al. (2007) report the measurement of the angular
and velocity ions emitted due to impacts of Al particles on a Ta target at impact velocities of
1kms−1 to 11kms−1 by Abramov et al. (1991). In this range of slow impact velocities the
evaporation of the particle remains incomplete. The resident droplet shields the the line of
sight normal to the target plane leading to a angular distribution being hollow close to the
spectrometers axis. In contrast a study by Øren (2001) resulted in a narrow distribution close
to the target normal. Here, the properties only of the lines of alkali metal contamination 23Na
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and 39K were investigated. These lines represent a very distinct group of species, emitted by
different processes then the main constituents of the ion spectrum as discussed in Section 4.6.
Ratcliff and Allahdadi (1996) discussed the energy and angular distribution of positive ions
emitted in an impact a 70nm boron carbide particle on a Ag -doped aluminium target at a
velocity of 94kms−1. The observed line profiles of the TOF mass spectrum were tried to
reproduce as accurate as possible using a various angular and energy distribution in a computer
simulation. For each individual line, the angular distribution had been assessed besides the
assumption of an isotropic distribution, (with?) a variety of possible functions, like cos , cos 3,
and cos 3 measured relative to the target normal. The authors concluded their findings that the
ion trajectories are focussed in the direction of the target normal, independently on the incident
angle of the the dust grain. For example, the line profile of the H +-ion was reproduced best
under the assumption of an angular distribution described by cos 3.
Modelling of CDA mass spectra by Hillier et al. (2006) on the other hand resulted in the
necessity of assuming broader functions for the ion emission distribution to fit the studied
lines.
A quite narrow angular distribution and subsequently a certain directionality of the ions mo-
tion toward the target normal match particular aspects of models for the hypervelocity impact.
It is quite obvious that the directory of the emitted material depends on the formation of the
crater due to the particle impacts (Rudolph, 1969; Nagel and Fechtig, 1980). First the direction
of the ion motion is constraint by the geometrical boundaries of the crater. The mechanics of
the impact cratering however go through several phases during the process of the impact lead-
ing to various directionalities and velocities of the emitted material as shown in Figure 4.23 .
In the beginning shock wave run through the particle as well as the target. In this early state,
the compressed material is limited to a a small lens-shaped region directly below the art of the
penetration. As the particle penetrates more deeply into the target, the shock waves engulf an
ever increasing mass of the target and the projectile. The geometry of the shock wave system,
is heavily influenced by the presence of free surfaces on the surface of the target and the sides
of the impacting particle. There are rarefaction waves running across the target surface and
along the sides of the projectile. This leads a hydrodynamic ejection of mass at very high ve-
locities, the so-called ”jetting”. When the shock wave reaches the backside, it will be reflected
and scattered back into the particle. the geometry of this waves is exceedingly complex, with
the flow pattern dominated by a spherically expanding shell of compressed target and projectile
material (Gault et al., 1974). Numerical calculation have been carried out on the dynamics of
the cratering for example by Anisimov et al. (1984). The simulation of an impact of a particle
with the density of 1gcm−3 and a mass of 6 ·10−7 g on a Al target with a velocity of 80kms−1
resulted in a flow field of the shocked matter also directed towards the normal of the target
plane.
Furthermore, crater formation deforms and transforms surface considerably. Subsequently,
the effect due to the impact angle can be neglected. The stopping shock is determined by the
total impact velocity, justifying the considerations of Section 2.1
Secondly, there will be an additional velocity component perpendicular to the target normal
due to momentum transfer from the target surface. According to numerical simulations, the
value of this so-called bulk velocity is about 1/3 of the impact velocity (Hornung, 2010). A
recoils pressure on the target is as well present in the case of laser ionisation (Ba¨uerle, 1996).
In summary, the small number of available empirical data and the fact that the existing data
sets do not match in their range of parameters, make it difficult or even impossible to predict
the ration of ions produced on the target to reach the MCP. Putting aside the possibility of
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target homogeneity and target strength. 
In the presentation that follows, the discussion 
is divided into three parts. In the first, a brief 
description is given of the experimental tech- 
niques. Then, because crater structures reflect the 
end product of a complex physical process, the 
mechanics of crater format.ion are discussed as an 
integral part of the entire problem. Finally, re- 
sults from the modeling studies are presented. 
EXPERIMENTAL TECHNIQUES 
All cratering experiments were performed in the 
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mately 2.5 m in diameter by 3 m in height, that 
is straddled by a large A-frame on which light-gas 
guns (e.g., Charters and Curtis, 1962; Curtis, 
l!lli4) and coriventiorial powder guns can be 
mounted. The A-frame can be rotated up over the 
vacuum chamber to permit ihe firing of projectiles 
through ports into the chamber at angles up to 
vwt icnl incidence in 1.5” incrcmcrits from the 
horizontal. The target surface is, thus, always 
horizontal and permits using noncohesive particu- 
1;tio matcrial for the cratering studies. Pressure 
i l l  IC t’ank is maint.ained at 100 to 200 p Hg for 
t hc cratering experiments. 
‘I‘hc simplest tnrgyts emp1oyc.d for thcsc studics 
vonsist of t l q - ,  1i( mwhesivc smd. The sand is t l y d  
:iird p1:iced ill vuricolored horizoiit:il layers or in  
1:iyered vertical columns to provide planes or 
points of reference for use in definiiig total defor- 
mations. Such targets are honiogeiieous :iud repre- 
sent niodcls of extremely large-scale events where 
target strength and inhoniogeiieity of  target- 
strength variations are relatively insignificant. 
Studies of the smaller natural impact craters, 
however, show that common inhomogeneit ics 
present in natural rocks are iiifluential in deter- 
niining (.later geometries and styles of deforln- 
tion. A coninmi inhomogeneity in rocks inipac-ted 
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whether or iwt they are competent or incompe- 
tent. Targets simulating rocks with interlayered 
competent and incompetent beds have been con- 
structed by spraying various surfaces of sand 
layers with thin coats of black lacquer. The 
lacquer cements sand layers of a few grains thick- 
ness into beds which subsequently behave compe- 
tently during deformation. The black paint also 
provides a convenient “marker” bed for tracing 
out complex deformations. 
Another common inhomogeneity in uaturd 
rocks that is influential in controlling crater 
geometry a i d  subsurface deformational structures 
i; the presence of  joints and fractures. Fault,s or 
joint systems have been simulated in the model 
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Figure 4.23.: (a) Schematic representation of the formation of an impact crater. In the first stage,
the compressed material is limited to a a small lens-shaped region directly below
the art of the penetration. As the particle engulfs further into the target are rarefac-
tion waves running across the target surface and along the sides of the projectile,
leading to ”jetting”. The terminal phase represents a state with a stress wave ge-
ometry exceedingly complex. (Gault et al., 1974) (b) Numerically calculated flow
field caused by an impact of a particle with the density of 1gcm−3 and a mass of
6 ·10−7 g on a Al target with a velocity of 80kms−1 (Anisimov et al., 1984).
a collimated ion beam along the direction of the impact as proposed by Hornung and Kissel
(1994) for extreme ratios of densities for particle and target, the minimal ratio can be estimated
by assuming an isotropic velocity distribution and neglecting any focusing due to the acceler-
ating potentials. In this case, the ratio of the ions reaching the MCP to the total number of ions
produced will be the same as the space angle of the instrument’s aperture compared to this of
a complete sphere
dN
N
≥ dΩ
Ω
=
2pi(1− cos1.74◦)
2pi
≈ 2.31 ·10−4 = 0.231h
As explained in the following, to reach a more reliable assignment of the lines to ion species,
the spectra recorded with two reflectron TOF mass spectrometer, LAMA and SUDA, are com-
pared to the BERTA mass spectra. Contrary to the linear mass spectrometer, both high reso-
lution instruments, have been designed to optimise the spatial and timely focusing of the ion
trajectories(Sternovsky et al., 2007; Kempf et al., 2010). This leads, besides to a larger mass
resolution, to a more efficient ion collection and thusly to a higher sensitivity (Srama, 2010).
4.2.3. Mass resolution and line assignment
As mentioned in the section, above the line shape and width is determined by the velocity
distribution of the the ions relative to the axis of the BERTA TOF mass spectrometer. The
upper parts of Figure 4.24 and Figure 4.25 show TOF mass spectra recorded with the BERTA
instrument for impacts of Fe+Ni particles and Opx dust on a Ag target.
As it will be discussed in Section 4.6, the width of lines recorded with a linear TOF mass
spectrometer depends on the impact velocity and the impact energy density. The lines broaden
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Table 4.3.: Mass resolution on the BERTA TOF mass spectrometer. (above) Values of ∆m/m
for the most important lines in mass spectra obtained with hypervelocity impacts
of Fe+Ni onto a Ag target for acceleration potentials Uacc from 500V to 1000V.
(bottom) Values of ∆m/m for the most important lines in mass spectra obtained with
hypervelocity impacts of Fe+Ni onto a Ag target for acceleration potentials Uacc from
400V to 3000V. The impacts occurred at velocities from 18kms−1 to 22kms−1.
Shots with Fe+Ni on Ag
Uacc 1H 12C 23Na 39K 56Fe
1000V 42 ± 23 43 ± 50 107 ± 29 114 ± 44 23 ± 13
900V 29 ± 20 38 ± 27 102 ± 38 163 ± 80 18 ± 5
800V 14 ± 11 20 ± 14 142 ± 40 142 ± 40 24 ± 39
700V 21 ± 17 24 ± 18 – – 14 ± 4
600V 21 ± 15 16 ± 12 – – 10 ± 1
500V 17 ± 11 12 ± 6 – – 9 ± 3
Shots with Olivine on Ag
Uacc 1H 12C 23Na 24Mg 28Si 39K 56Fe
3000 55 ± 7 79 ± 10 124 ± 19 48 ± 33 89 ± 11 163 ± 45 246 ± 135
2500 57 ± 6 51 ± 27 91 ± 40 43 ± 23 64 ± 21 200 ± 47 –
2000 64 ± 14 56 ± 41 117 ± 44 87 ± 41 150 ± 89 175 ± 101 88 ± 45
1500 62 ± 12 69 ± 43 115 ± 48 77 ± 33 64 ± 22 173 ± 49 90 ± 53
with an increase of the impact speed. Thus, the mass resolution is expected to decrease with
growing impact speeds. On the other hand, the mass resolution m/∆m = t/2∆t is increasing
with an increasing acceleration potential Uacc as shown in Section 2.3.3. The upper half of
Table 4.3 shows the mass resolution m/∆m for the most important lines in spectra obtained by
Fe+Ni particles impacting a Ag target. The mass resolutions of all lines except for those of the
alkali contaminants Na and K are increasing with increasing acceleration potential. The values
for the m/∆m range from 9 for the iron lines recorded with and acceleration potential to up to
163 for the 39K-line and an acceleration potential of 900V. The lines of the alkali contamina-
tion are very narrow and lead to m/∆m > 100, assumed to be the effect of a different formation
process for those ions in comparison to ions of the bulk material of impactor and target. This
will be discussed further on in Section 4.6. Thus, the lines of the surface contaminants 23Na
and 39K will be left out for further considerations of the mass resolution and its implications.
The bottom part of Table 4.3 lists the mass resolutions for the main constituent lines of spectra
obtained with PPY-coated Olivine grains onto a Ag target. Here, the acceleration potentials
selected for this comparison were much higher and ranged from 1500V to 3000V, leading to
mass resolutions between 50 and 90.
The low mass resolution of the BERTA mass spectrometer complicates the assignment of a
mass scale as described in Section 2.3.2. It is difficult to identify the time at peak maximum
for broad lines.Therefore, additional information is needed to get a more reliable assignment
of the measured peaks in the ion intensity to lines.
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• For laboratory experiments the chemical composition of both, the target and the impact-
ing particle is known. Thus the probability of the abundance of a particular line and even
its expected relative intensity can be can be estimated. This can be used to decide how
likely if a particular mass peak represents a species of ions(see Section 3.5).
• The appearances of elements with distinct isotopic abundances are good markers to iden-
tify lines, because the recorded line pattern has to match the isotopic abundances of the
assumed specie. For instance, Ag used as a target material provides two almost equally
abundant isotopes, 107Ag and 109Ag, simplifying the mass scale assignment to spectra
even for complex or unknown impactor materials. This on the other hand leads to a more
reliable determination of the mass scale, optimising the determination of the stretch fac-
tor a. Table 4.4 lists prominent lines of the materials used in this study. Given are the
naturally occurring isotopes, their atomic masses and their naturally abundances.
• The comparison with spectra obtained with the same materials and under similar condi-
tions with reflectron TOF mass spectrometers helps to identify lines unambiguously. A
reflectron is a magnet-free TOF spectrometer with the capacity to achieve second order
time focusing with regard to variation of ion energies and angles of divergence of their
departure from the source. To this aim, I used spectra of Fe+Ni grains impacts onto Ag
recorded with the LAMA spectrometer and spectra of Opx grains onto Ag recorded with
the SUDA spectrometer (see Section 3.2 ).
4.2.4. Characterisation of spectra
The analysis of exemplary spectra as shown in Figure 4.24 and 4.25 leads to the following
conclusions:
• BERTA spectra are much noisier then spectra recorded with LAMA and SUDA, the ring-
ing of the MCP (see Appendix B) is much more prominent. Saturation occurs for less
intense signals. This is due to a lower degree of optimisation of the implemented MCP
and its electronic circuitry. But as shown in Figure 4.25 this effect can also occur for the
SUDA and LAMA instrument.
• Because the angular distribution is filtered out due to the small aperture of the spec-
trometer, line broadening is mainly due to the velocity distribution of the ions. Thus, all
following considerations relate to the velocity distribution.
• The upper panel of Figure 4.24 whose lines are grouped in 5 bunches. A comparison
with a corresponding high resolution spectrum reveals that the ”line forrest” between
around 50amu and 62amu is formed by the lines of the isotopes 54Fe, 56Fe, 58Ni, 60Ni,
and 62Ni. Indeed the relative isotopic abundances are represented in the BERTA spectra
as good as in the high resolution spectra. The is also the case for 107Ag and 109Ag lines
, with the limitation that the ratio of the abundances is not apparent correctly due to
the overlapping of the two lines. The linear TOF spectrometer shows the 1H +line and
its cluster ions H, H2, H3, and the
12C and 16C lines. Between 20amu and 40 amu,
the BERTA spectrum differs from the LAMA spectrum. Whereas the LAMA spectrum
shows lines due to the surface contaminants 23Na and 39K and some other distinct lines,
disintegrate those peaks on a BERTA spectrum into a bunch of individual spikes (see
Section 4.6.5).
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Table 4.4.: Overview of important elements contained in the materials studied for this thesis.
Listed are the naturally occurring isotopes, their atomic masses and their naturally
abundances.
Magnesium Silicon
Isotope mass abundance Isotope mass abundance
24Mg 23.99amu 78.99% 28Si 27.98amu 92.22%
25Mg 24.99amu 10.00% 29Si 28.98amu 4.68%
26Mg 25.98amu 11.01% 30Si 29.97amu 3.05%
Iron Nickel
Isotope mass abundance Isotope mass abundance
54Fe 53.94amu 5.85% 58Ni 57.94amu 68.08%
56Fe 55.94amu 91.75% 60Ni 59.93amu 26.22%
57Fe 56.94amu 2.12% 61Ni 60.93amu 1.14%
58Fe 57.93amu 0.28% 62Ni 61.93amu 3.64%
64Ni 63.93amu 0.93%
Copper Ag
Isotope mass abundance Isotope mass abundance
63Cu 62.93amu 69.17% 107Ag 106.91amu 51.84%
65Cu 64.93amu 30.83% 109Ag 108.91amu 48.16%
• BERTA spectra of OPX onto Ag (Figure 4.25) show nicely the three main magnesium
isotopes (24Mg, 25Mg, and 26Mg) according to their relative abundances in both types
of spectra (see Table 4.4). Furthermore, the lines of the potassium isotopes, 39K and
41K,together with the 40Ca-line are resolved.
4.3. Variability of TOF mass spectra
The resulting signals of both, laser ablation and impact ionisation are known to show a large
variability: To valuate, interpret and compare the signals quantitative measures have to be
found to do so.
For both processes two signals have been used to characterise the process of plasma forma-
tion and the resulting plasma, the total charge yield at the target, recorded by a charge-sensitive
amplifier and the time-of-flight mass spectrum, showing the relative intensities of the different
ion species and their velocity distribution.
Since the size focal point of the laser beam and the pulse duration have been approximately
constant over at least on period of measurements, there are constant relations between the laser
energy, the energy density and the laser power density. Thus, the laser energy, which was the
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LAMA − Shot with a Fe+Ni particle (70nm radius) on Ag at 24.6km/s
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Figure 4.24.: (above) A TOF mass spectrum recorded with the BERTA instrument after an im-
pact of a Fe+Ni particle with 110nm radius at an impact velocity of 24.7kms−1.
(bottom) In comparison a mass spectrum taken with the high resolution LAMA
instrument for an impact of a Fe+Ni particle with 70nm radius and an impact ve-
locity of 24.6kms−1.
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SUDA − Shot with Opx particle (140nm radius) on Ag at 13.6km/s
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Figure 4.25.: (above) A TOF mass spectrum recorded with the BERTA instrument after an im-
pact of a Opx particle with 230nm radius at an impact velocity of 13.4kms−1.
(bottom) In comparison a mass spectrum taken with the high resolution SUDA in-
strument for an impact of a Opx particle with 140nm radius and an impact velocity
of 13.6kms−1.
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only actively controlled parameter for the laser, will be considered as the defining parameter
for laser ionisation in the following.
For particle impacts on the other side, there are three parameters in question: the particle
impact velocity, the particle ’s kinetic energy and the impact energy density. Thus, for the
consideration of the reproducibility and variability particle impacts and their outcomes one has
to discuss, the variability of the resulting signals in dependence of all three of these parameters.
4.3.1. Variability of spectra data sets
To assess the variability of mass spectra produced under similar conditions such as narrow im-
pact speed or impact energy ranges one needs to introduce an mathematical measure. There is
no canonical way to define such a ”variability number”, the choice needs to based on quantities
relevant for the goals of the study. Here, we are primarily interested in the fact how often in
a data set certain lines appear and how strongly the lines’ amplitude fluctuates around a mean
value. Probably the most natural way to obtain such a measure is to compare the amplitudes ai
of selected lines of a data set with the amplitudes si of a reference spectrum, which is given by
the normalised sum spectrum of the data set in question.
Suppose that the reference spectrum {s1, . . . ,sn} consists of n lines with relative amplitudes
si. Empirically, the variability Ei an the i-th spectrum of the data set can be characterised by
the expression
Ei =
n
∑
j
∣∣∣∣a j− s js j
∣∣∣∣w j/Enorm, (4.3)
where the weight
w j =
s j
∑nj s j
(4.4)
describes the relevance of the j-th reference line for the appearance of the spectrum. Then, the
total variability V of the data set with respect to the reference spectrum {s1, . . . ,sn} is given
by the average value of {E1, . . .Em}. It remains the question for the normalisation Enorm of Ei,
because the value of Ei obviously depends on the choice of the reference spectrum.
The values of variabilities depend aside from the actual fluctuations within the data set,
also on parameters like the number of chosen characteristic lines and their weight in the sum
spectrum. In order to develop an better understanding of the actual meaning of variabilities
derived from the experimental data and to be able to compare the values of individual data
sets of measurements made under different experimental conditions, the empiric values can be
compared with values derived from theoretical models representing specific conditions:
1. Variability of completely randomised spectra: The variability is calculated for a large
set of spectra composed by the characteristic lines with completely random line intensi-
ties. Since this model represents the maximum amount of variability possible in the data
set, the resulting value can be used as a normative correction for the variability derived
from the measured data. Correcting the measured values with this factor, a direct com-
parison of individual data sets, even with very different experiment parameters, becomes
possible.
2. Random variation of all lines in the spectra except for the two maximum lines: This
model represents the assumption, that the spectrum, for specific impact parameters, or
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Table 4.5.: Empirical variability of spectra in narrow ranges of the impact velocity. Variabilities
for combinations of dust and target materials, for shots with Fe+Ni and Opx particles
on Ag targets, are compared for TOF mass spectra with high and low mass reso-
lutions. The mass spectra obtained with high mass resolution were recorded with
either the SUDA or the LAMA TOF mass spectrometer, low resolution spectra were
obtained with the BERTA instrument.
Experiment Instrument Velocity range Number Norm V V
(normalised)
Fe on Ag
BERTA 5-10kms−1 11 2.15 0.33 ±0.11 0.15 ±0.05
BERTA 15-20kms−1 6 4.82 0.23 ±0.00 0.05 ±0.00
BERTA 30-35kms−1 10 4.53 0.26 ±0.01 0.06 ±0.00
BERTA 35-50kms−1 6 2.76 0.29 ±0.02 0.10 ±0.01
LAMA 5-10kms−1 3 3.41 0.55 ±0.03 0.16 ±0.01
LAMA 15-20kms−1 11 5.36 0.27 ±0.04 0.05 ±0.01
LAMA 30-35kms−1 8 6.46 0.32 ±0.05 0.05 ±0.01
LAMA 35-50kms−1 17 6.53 0.19 ±0.01 0.05 ±0.00
Opx on Ag
BERTA 3-4kms−1 8 1.61 0.14 ±0.01 0.08 ±0.01
BERTA 9-11kms−1 14 3.49 0.16 ±0.01 0.05 ±0.00
BERTA 18-20kms−1 7 5.26 0.29 ±0.06 0.06 ±0.01
SUDA 3-4kms−1 3 0.99 0.06 ±0.00 0.06 ±0.00
SUDA 9-11kms−1 8 3.04 0.47 ±0.04 0.15 ±0.05
SUDA 18-20kms−1 19 1.94 0.63 ±0.04 0.32 ±0.02
sometimes in general, are dominated by the lines of the alkali contamination sodium
and potassium. Thus, the intensity of these lines are independent on the experimental
parameters and the chemical information of impacting particle and target is contained in
the remaining, weaker lines.
3. Random variation of the two maximum lines: In comparison with the above men-
tioned model, here all lines are kept constant except for the varied two maximum lines.
This model shall give a some indication of the values expected for the assumption that
only the variation of the dominant lines contributes to the overall variation behaviour of
an data set.
4. Spectra generated by adding white noise to the sum spectrum: Here the fluctua-
tions in the spectra are assumed to originate only from normal distributed noise in the
experimental apparatus and independent from the process itself.
The results of these various models are listed in Table D.7 - D.11.
Here, we normalise Ei with respect to the mean variability of a data set composed of random
spectra, because such a data sets is expected to show the largest possible variability at all. With
this choice, Ei takes values between 0, i.e. no variability at all, and 1, i.e. completely random.
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Table 4.6.: Empirical variability of spectra in narrow ranges of the impact energy. Variabilities
for combinations of dust and target materials, for shots with Fe+Ni and Opx particles
on Ag targets, are compared for TOF mass spectra with high (SUDA / LAMA) and
low (BERTA) mass resolutions.
Experiment Instrument Energy range Number Norm V V
(normalised)
Fe on Ag
BERTA 1.5 -2.0nJ 11 3.65 0.41 ±0.09 0.11 ±0.02
BERTA 2.0 -2.5nJ 15 4.08 0.28 ±0.05 0.07 ±0.01
LAMA 1.5 -2.0nJ 22 6.96 0.26 ±0.03 0.03 ±0.00
LAMA 2.0 -2.5nJ 11 6.40 0.21 ±0.01 0.03 ±0.00
LAMA 3.0 -3.5nJ 4 3.46 0.30 ±0.02 0.08 ±0.01
Opx on Ag
BERTA 2.65-2.85nJ 6 3.35 0.38 ±0.08 0.11 ±0.02
BERTA 4.5 -5.0nJ 10 3.85 0.34 ±0.03 0.09 ±0.01
SUDA 2.65-2.85nJ 13 1.93 0.59 ±0.06 0.30 ±0.03
SUDA 4.5 -5.0nJ 8 1.86 0.41 ±0.16 0.22 ±0.09
Table 4.7.: Empirical variability of spectra in narrow ranges of the energy density. Variabilities
for combinations of dust and target materials, for shots with Fe+Ni and Opx particles
on Ag targets, are compared for TOF mass spectra with high (SUDA / LAMA) and
low (BERTA) mass resolutions.
Experiment Instrument Energy density Number Norm V V
range (normalised)
Fe on Ag
BERTA 10-15kJm−2 13 2.32 0.37 ±0.04 0.16 ±0.02
BERTA 15-20kJm−2 8 5.32 0.26 ±0.01 0.05 ±0.00
BERTA 20-25kJm−2 5 3.67 0.44 ±0.03 0.12 ±0.08
LAMA 10-15kJm−2 7 6.25 0.74 ±0.11 0.11 ±0.02
LAMA 15-20kJm−2 15 5.65 0.63 ±0.38 0.11 ±0.07
LAMA 20-25kJm−2 15 6.29 0.24 ±0.04 0.04 ±0.01
Opx on Ag
BERTA 5-7kJm−2 11 2.64 0.11 ±0.01 0.04 ±0.00
BERTA 9-11kJm−2 14 3.92 0.18 ±0.01 0.05 ±0.00
BERTA 19-21kJm−2 7 3.03 0.36 ±0.01 0.12 ±0.00
SUDA 5-7kJm−2 11 1.98 0.87 ±0.01 0.44 ±0.05
SUDA 9-11kJm−2 12 3.17 0.51 ±0.01 0.16 ±0.00
SUDA 19-21kJm−2 20 1.48 0.52 ±0.02 0.35 ±0.01
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Table 4.8.: Empirical variability of spectra in narrow ranges of the laser energy. Laser ablation
measurements have been performed only with the BERTA TOF mass spectrometer.
Thus, only spectra with low mass resolution have been obtained.
Target material Laser energy Number Norm V V
range (normalised)
Olivine (Spot 1)
4.5 - 5.0µJ 4 3.45 1.00 ±0.72 0.29 ±0.21
6.0 - 6.5µJ 7 3.95 0.87 ±0.60 0.22 ±0.15
7.5 - 8.0µJ 8 3.74 0.82 ±0.50 0.22 ±0.13
9.0 - 9.5µJ 3 1.31 0.37 ±0.03 0.28 ±0.02
Olivine (Spot 2)
4.5 - 5.0µJ 9 4.05 0.26 ±0.01 0.06 ±0.00
6.0 - 6.5µJ 9 0.71 0.27 ±0.08 0.38 ±0.11
7.5 - 8.0µJ 18 0.86 0.27 ±0.07 0.32 ±0.08
9.0 - 9.5µJ 6 0.72 0.32 ±0.12 0.45 ±0.16
Iron
1.0 - 1.5µJ 6 1.47 0.02 ±0.00 0.01 ±0.00
2.0 - 2.5µJ 4 2.70 0.03 ±0.01 0.01 ±0.00
3.5 - 4.0µJ 4 2.86 0.02 ±0.01 0.01 ±0.00
8.0 - 8.5µJ 4 1.07 0.03 ±0.01 0.03 ±0.01
Ag+Cu
12.0 - 13.0µJ 4 2.65 0.72 ±0.32 0.27 ±0.12
14.0 - 14.5µJ 7 2.71 0.71 ±0.33 0.26 ±0.12
16.0 - 16.5µJ 4 2.93 0.76 ±0.38 0.26 ±0.13
19.0 - 19.5µJ 4 1.09 0.17 ±0.01 0.16 ±0.01
21.5 - 22.0µJ 4 2.23 0.98 ±0.41 0.44 ±0.18
23.5 - 24.0µJ 6 0.46 0.35 ±0.03 0.76 ±0.07
24.5 - 25.0µJ 11 0.82 0.30 ±0.03 0.37 ±0.04
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Table 4.9.: Empirical variability of spectra in narrow ranges of the total charge yield. The vari-
ability of spectra of impact and laser ablation events producing charge yields within
a narrow range is compared. Due to the lack of high resolution mass spectra for laser
ablation measurements, a comparison between high and low resolution spectra could
not me made.
Experiment Charge yield Number Norm V V
range (normalised)
Laser on Olivine (Spot 1)
10 - 20fC 4 2.86 0.30 ±0.05 0.11 ±0.02
60 - 70fC 6 1.65 1.04 ±0.07 0.63 ±0.04
100 - 120fC 6 1.12 0.22 ±0.02 0.19 ±0.02
Olivine on Ag 100 - 120fC 5 3.18 0.35 ±0.10 0.11 ±0.03
Laser on Fe
1 - 10fC 19 2.28 0.39 ±0.09 0.17 ±0.04
10 - 20fC 9 1.88 0.24 ±0.04 0.13 ±0.02
20 - 30fC 7 1.58 0.09 ±0.00 0.06 ±0.00
Fe on Ag
1 - 10fC 3 1.75 0.54 ±0.14 0.31 ±0.08
10 - 20fC 4 2.36 0.46 ±0.18 0.19 ±0.08
20 - 30fC 9 1.62 0.44 ±0.03 0.27 ±0.02
Impact velocity
The empirical variabilities are listed in Table 4.5 for particle impacts within narrow velocity
ranges. The normalised variability is small (0.05 to 0.3). There seems to be a slight dependence
on the impact velocity, at least for impact of Fe+Ni particles on a Ag target. The variability is
smaller for higher impact velocities, implying a more stable and constant process. This finding
is consistent with the model of impact ionisation by Drapatz and Michel (1972) postulating two
different impact velocity regimes. The evolution of plasmas produced by impacts in excess of
20kms−1 (volume ionisation) is more defined and stable then the ionisation caused by slow
particle impacts.
The variability is slightly smaller for spectra recorded by the LAMA instrument then for those
of BERTA, and it is smaller for impacts of Fe+Ni particles then for impacts of OPX grains..
This means, the spread of the Opx spectra is wider, being consistent with the properties of the
used Opx powder. As described in Section 3.5 the Opx grains were obtained by grinding and
coating a natural mineral. Thus, the chemical composition Opx is less defined than the one of
iron dust. The wider variation of the spectra obtained with the SUDA instrument may originate
in a not yet optimal set up of the applied potentials (Schlemmer, 2008).
Impact energy and energy density
The variability of spectra produced at similar impact energies is listed in Table 4.6, the results
for narrow while Table 4.7 gives the variability of spectra generated at similar energy densities.
The variabilities are small but show a stronger fluctuation then for those in dependence on
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the impact speed and range from 0.03 to 0.35
Here again show high resolution mass spectra a lower variability. For the determination
of the variability the relative intensities of the ion peaks are compared. A reflectron mass
spectrometer filters the speed distribution to some extent out. Thus, in reflectron spectra is the
line height a good measure for the number density of the corresponding ion, while in case of
a linear spectrometer the ion density corresponds to the line integral. This implies, that the
variability of BERTA spectra may be prone to small systematic errors.
Laser
Table 4.8 lists the variabilities of spectra obtained by laser bombardment of a variety of tar-
get materials with different laser energies. For the Olivine and the copper-Ag alloy target,
the variabilities are about the factor 2 to 5 higher then for the impact ionisation experiments.
Furthermore, there seems to be no correlation between the laser energy and the variabilities.
Also the spread of the variability is wider then for particle impacts. An exception is the data
set obtained with a pure iron target. Here, the results are even more stable then with compared
process of hypervelocity impacts. This may lead to the conclusion, that for the laser ablation
the properties of the target are more determinant then the laser energy. Due to the experimental
set up properties there had been no measurements with laser irradiation of a high resolution
mass spectrometer.
Laser and Impact spectra with similar charge yield
Table 4.9 list the variability of laser and dust impacts sorted with respect to the charge yield.
The spread ranges from 0.11 to 0.63 and is therefore larger then the spread of data sets arranged
with respect to speed, energy, or energy density. This suggests, that the charge yield at the
target is an rather unsuitable measure to describe and compare the process of ion formation
due to hypervelocity impacts and laser irradiance.
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Figure 4.26.: Sum spectra of spectra obtained with Opx particle impacts on a Ag target at impact
velocities between 18kms−1 and 20kms−1. The low resolution spectra above were
recorded with the BERTA TOF mass spectrometer the high resolution spectra on
the bottom with the SUDA instrument.
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4.4. Ion plasma composition for impact ionisation
In this section the dependence of a spectra’s apparent ion composition on its impact parameters
is studied.
Using TOF mass spectroscopy to determine the chemical composition of an impacting par-
ticle or of laser irradiated solid surface, means to evaluate the ion populations contained in
the hot, expanding and evolving vapour plume. Ion formation in a hot, initially dense and
expanding plasma is not least affected by the conditions within the cloud. The rates of ioni-
sation and the antagonistically working process, recombination, as well as chemical processes
such as cluster formation, are determined by properties of the plasma like temperature, densi-
ties, collision rates and the expansion velocity (Hornung and Drapatz, 1979; Hornung, 1982;
Drapatz and Michel, 1972). This has of course to be taken into account when it comes to the
interpretation of TOF mass spectra. On the other hand this relation can be used to gain insights
and a deeper understanding of the processes in question. The abundance of lines in the spec-
tra and their relative intensities reflect the conditions in the plasma plume and depends on the
parameters determining these conditions (Friichtenicht et al., 1971). To do so, the appearance
and disappearance of lines are evaluated in respect to the impact parameters, impact velocity,
energy, energy density, and - in the following section for laser ionisation - in respect to laser
energy. For this, a wide range of the data sets for shots with the mixture of nickel and iron pow-
der on a Ag target and with Opx particle on also a Ag target have been studied. Figure 4.27
shows exemplary the dependence of the line appearance of the target material 107Ag for Opx
particle impacts onto Ag in dependence on the impact speed, the kinetic impact energy and the
energy density. To get more reliable data, the results of measurements with the BERTA spectra
are compared to those obtained with the SUDA instrument.
For both data set, the impacts of Fe+Ni particles as well of Opx dust onto Ag the line
frequencies for the most important lines have been investigated as described exemplary above
for. The resulting plots Figure D.7 to Figure D.30 can be found the Appendix D.4. For both
investigated material combinations, the lines can be divided into groups according the origin
and chemical properties of the particular species.
4.4.1. Defining impact parameters for the appearance of lines
In the first instance the dependence of the relative line appearance were considered for the
individual line abundant in the TOF mass spectra.
• Atomic ions of impactor and target material: Both data sets were obtained with mea-
surements with the same target material, Ag. Considered was only the lighter isotope,
107Ag. For the Fe+Ni particles as the particle material line, the most abundant isotope if
iron 56Fe had been studied. In the TOF mass spectra gained in hypervelocity impacts of
Opx grains, the bulk material is represented by both, the O and Si-ions originated from
the SiO4-tetrahedra constituting the anionic part of the silicate. and the metal cation
24Mg, 27Al, and 56Fe. The appearance of the bulk material lines showed all a strong
dependence on the impact velocity and a slightly weaker dependence on the density of
the kinetic energy, whereas there was no significant dependence apparent on the kinetic
energy itself.
• Molecular and cluster ions: The appearance of cluster ions was already described in
detail, i.e. by Knabe (1983) and Knabe and Krueger (1982). There are two possible
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reasons for the abundance of cluster ions in the impact ionisation spectra: either the
molecules or clusters stem from the original material and survive the impact or they are
formed in the expanding plasma. Each of the two possibilities lead to distinct, different
conditions for the plasma cloud measured by the mass spectrometer. First one has to
distinguish between homo-nuclear and hetero-nuclear cluster ions. The first are formed
from the same type of atoms by homo-nuclear bonds(Kissel and Krueger, 1987). For
Fe+Ni impacts on Ag as well as for Opx grains hitting a Ag target, the cluster ions of the
target material Ag2 and Ag3 are apparent according to their isotopic abundance. Some-
times carbon cluster ions Cn are observed. These lines often are quite weak. Thus, their
abundance is not frequently enough to study the behaviour and the dependencies of these
types of ions systematically. The most common hetero-nuclear cluster ions are cluster
ions of the target and the impactor material. For Fe+Ni impacts this is the AgFe-cluster
ion. This line is easy to recognise, because parted into two equally distributed main
isotopic lines, 163AgFe and 165AgFe, due to the also equally intense 107Ag and 109Ag
isotopes. The same kind of clustering of target and dust particle material is observed for
Opx grains impacting a Ag target. Here, the cluster ions 131AgMg and 133AgMg are very
frequently apparent in both, the BERTA as well as the SUDA spectra. In contrast to the
homo-nuclear cluster ions, the target and impactor material cluster ions originate from
combination of the constituent atoms within the expanding plasma cloud and cannot be
residual molecules from the material before the impact. The number and quality of the
spectra obtained in this thesis only allow a qualitative description. A more accurate and
systematic investigation would allow to compare the relative abundance of the target and
impactor material cluster ions with other apparent species, especially it atomic compo-
nents, in dependence on the impact parameters and material combinations used. This
may provide further insights into the conditions in the plasma cloud generated in the
impact (Wojciechowski, 2004). Common for all cluster ions is the dependence on the
impact velocity as well as on the energy density. Again, there is no significant correlation
with the impact energy.
• Contaminants: For the Fe+Ni particle impact, there are two types of contaminants, C
and O. Similar to the bulk material lines, both lines show a strong dependence on the
impact speed and the density, while no dependence on the energy became obvious. In the
case of Opx particle hitting a Ag target, the O is a important constituent of the crystal’s
lattice (see Section 2.4.2). For this data set the C and the hydro-carbon CH, CH2, and
CH3 lines were investigated. Except for the CH3 line, which is often overlapped by the
O line at higher impact velocities, there is also a dependence of the line abundance on
the impact velocity and energy density. Also, there are C2Hn and C3Hn-ions observed in
small amounts.These species are fragments from larger hydrocarbons originating most
likely from residues from rom lubricant oil originating from the vacuum pumps.
• Atomic and molecular hydrogen: Hydrogen appears in the spectra as atomic H and as
H2 and H3. The lines show a strong dependence on the impact speed for both data sets.
With increasing impact velocity as well as with increasing energy density, the relative
abundance is growing. For very high velocities, the abundances of molecular H2 and
H3 are decreasing. This is probably an effect of the broaden H line and even more of
its increasing ringing. This leads to an overlapping of the hydrogen lines and makes it
impossible to identify the very close lines of H, H2 and, H3. The increase of the hydrogen
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appearance with increasing impact velocity may suggests that the hydrogen originates
from inside the solid body lattices of the particle and the target (Postberg et al., 2009a).
• Alkali contaminants: For both data sets of the alkali contamination, Na and K showed
the same dependence on the impact velocity This is in contrast to the properties of the
bulk material’s lines. After being dominant for slow velocities, the relative appearance of
these lines is decreasing with faster impact speeds. This is consistent with the idea of the
alkali species being a surface contamination.The model of surface ionisation suggests
that at slow impact velocities the specific irreversible internal energy is not sufficient
to vapourise the whole volume of the impacting particle. In this case a molten droplet
forms with a defined surface, leading to surface ionisation of the contaminants located
on the surface atom as described by Drapatz and Michel (1974). Furthermore, this is
congruent with the model taking emission processes into account, which may occur in
the gap between the approaching charged particle and a metal target by Sysoev et al.
(1997). At least for laboratory measurements where slow particle velocities translate
into higher masses and larger sizes, leading to higher charges, this model is consistent
with the observation of the alkali lines as dominant. Also the low ionisation potentials
lead to the legitimate assumption, that for slow velocities the alkali contaminations are
the dominant contributions to the mass spectra(Auer and Sitte, 1968).
4.4.2. Velocity and energy density thresholds
Since the earliest mass spectrometric investigation of impact ionisation plasmas it has been
recognised that the appearance of mass lines in a spectrum depends on the impact velocity
(Hansen, 1968; Friichtenicht et al., 1971; Dalmann et al., 1977). Shock wave ionisation mod-
els by Gault and Heitowit (1963) and Drapatz and Michel (1974) predict alkali contaminants
to be dominant at low velocities and target and projectile ions to appear only at higher speeds,
where vaporisation and ionisation of the bulk material occurs. Besides these 1D thermodynam-
ical model there are numerical simulations to derive results with a more accurate geometrical
setting (Ratcliff et al., 1997), leading also to velocity thresholds for the appearance of specific
ion species.
Thus, the velocity dependence of the line is a promising tool to determine the velocity of an
impacting particle due to the apparent lines in the TOF mass spectrum.
As shown in Figure 4.27, the dependences on the impact speed and the energy density can be
fitted with an empirical Fermi distribution type (Kempf, 2010). The results show no significant
dependence on the impact energy whatsoever. The error bars represent the Poisson distribution
of the measurement and depend therefore on the number of data points obtained in a specific
range of the impact parameter in question (Gardiner, 1996). The resulting threshold velocities
and energy densities for Fe+Ni particles impacts on an Ag target and for shots with Opx grains
onto Ag are listed in Table D.12 - D.14. The threshold velocity is defined by the speed above
which 10% of the recorded spectra show the line in question.
In this study, I determined the threshold velocities for the appearance of particular lines
in the BERTA berta of Fe+Ni on Ag and SUDA spectra of Opx impacts on Ag. As listed in
Table 4.10, the target material line 107Ag shows up at very slow impact velocities. Hence, Ag
lines are not usable as a marker for the determination of the particle speed.
• For Fe+Ni impacts, the projectile material line 56Fe starts to appear at velocities∼3.6kms−1.
This implies that 56Fe is not useful for the speed determination. Furthermore this thresh-
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Table 4.10.: Threshold velocities or the appearance of lines in mass spectra recorded with Fe+Ni
particle impacting on Ag (BERTA) and Opx shots onto Ag (SUDA).
Velocity thresholds (kms−1)
H H2
12C 16O 24Mg 28Si 44SiO 56Fe 107Ag AgMg AgFe Ag2 Ag3
Fe+Ni 3.8 – 5.5 12.1 – – – 3.6 1.8 – 12.3 15.8 19.3
Opx 3.9 5.4 3.7 12.8 2.3 2.7 8.6 3.2 0.8 5.4 – 5.3 4.0
old velocity is much smaller then the 7.3 km/s predicted by model calculations by (Dra-
patz and Michel, 1974) and hydrocode simulations (8kms−1) by Ratcliff et al. (1997).
Also the 12C lines has its first appearance at velocities of 5.5kms−1, whereas 16O with
its velocity threshold of 12.1kms−1 is a good marker for particle velocities. Also the
cluster ions AgFe, Ag2, and Ag3 provide useful constraints for the impact speed.
• The projectile material lines 24Mg (2.3kms−1), 28Si (2.7kms−1), and 56Fe (3.2kms−1)
and the cluster target material cluster ions MgFe (5.4kms−1), Ag2 (5.3kms
−1), and Ag3
(4.0kms−1) show up at low velocities and thus, provide no useful no constraints for the
particle speed. For this projectile material, the SiO (8.6kms−1) and again the 16O lines
are good markers for the particle velocity.
These results prove that an in-depth investigation of the speed-dependent line appearance is
one of the most promising approaches to develop a more accurate method for determining the
impact speed than the rise time method (Go¨ller and Gru¨n, 1989).
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Figure 4.27.: Line frequencies for the target material line 107Ag for Opx particle impacts onto
Ag in dependence on the impact speed, the kinetic impact energy and the energy
density. The results of measurements with the BERTA mass spectrometer are com-
pared to those obtained with the SUDA instrument. For the dependency on the
impact speed and the energy density the data points could be fitted with a Fermi
distribution. The result show no significant dependence on the impact energy what-
soever. The error bars represent the Poisson distribution of the measurement and
depends therefore on the number of data points obtained in a specific range of the
impact parameter in question.
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4.5. Time-of-flight (TOF) mass spectra for laser
ablation
4.5.1. Dependency of the line shapes and width on the laser
energy
In this section the dependence of the resulting spectra characteristics on the increasing laser
energy is described.
Ahead of each measurement, the target spot to be investigated was prepared by cleaning the
surface with about 1000 shots with a high laser energy in order to guarantee an optimum of
comparability for the contamination and surface properties. After that, the measurement was
performed starting with the lowest energy set up producing an ion signal at the target or and
spectrum. This particular condition for the laser energy setting will be termed as on-set of
ion formation in the sections to follow. With increasing laser energy the characteristics of the
spectra undergo strong alterations (Figure 4.28 and 4.29).
• Starting with on-set of ion formation the spectra show a steady number of lines rep-
resenting mostly the chemical constituents of the target bulk material. The lines are
very narrow and symmetric. For the metal targets the alkali contaminants are weak or
even absent. There are cluster ions and even twofoldly charged ions abundant in small
amounts.
• Increasing the laser energy, the spectra remain unchanged in their characteristical prop-
erties over a certain range of laser energy with. There occurs only slight broadening of
the lines.
• Exceeding a certain laser energy threshold, the line shapes change rapidly. They become
broader and almost instantaneously saturated. Thus, the line width cannot be charac-
terised any longer. Furthermore, the assignment of line and subsequently the calibration
of the spectra is complicated or even impossible. This effect is partial caused to a further
interaction between the evolving plasma cloud and the laser light.due to the pulse length
of 5 ns.
• The character of the spectra changes over the further course of increasing laser energy
for several times, each alteration is rapid and erratic: Lines appear and disappear, move
to flight times larger or smaller determined by the equation of the TOF Eq. 2.60.
To compare the properties of the laser ablation plume with impact ionisation plasma, the
resulting spectra have to be comparable: it has to be possible to use the same methods and
measures to describe the signal, i.e. by evaluating line widths or the appearances of particular
lines. Thus, in the following laser energy ranges will be studied, in which the TOF spectra were
not entirely saturated or showed some other erratic behaviour like line drifts (Table 4.11). The
chosen energy ranges vary strongly for the various target materials also slightly for different
focal spot location on one and the same target.
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4.5. Time-of-flight (TOF) mass spectra for laser ablation
Table 4.11.: Energy ranges used to compare impact ionisation with laser ablation.
Target Acc. potential Entire energy range Selected energy range
Iron 1000V 0µJ-20µJ 0µJ-6µJ
Iron 1600V 0µJ-10µJ 0µJ-8µJ
Ag+Cu 1000V 12µJ-26µJ 12µJ-17µJ
Olivine (spot1) 1600V 2µJ-12µJ 2µJ-6µJ
Olivine (spot2) 1600V 3µJ-20µJ 3µJ-6µJ
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Figure 4.28.: Change of TOF spectra characteristics with increasing laser energy, expamplarily
shown for laser shots on an iron target. Laser energy range from 8µJ to 19µJ from
0µJ to 6µJ
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Figure 4.29.: Change of TOF spectra characteristics with increasing laser energy expamplary
shown for laser shots on an iron target. Laser energy range from 8µJ to 19µJ
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4.5.2. Ion plasma composition for laser ionisation
Similar to the line frequency considerations for the impact ionisation experiments in Sec-
tion 4.4, the dependence of the relative appearance of the lines was studied for three different
target material, two metal targets, iron and a copper + Ag alloy, and a gold coated olivine
target.
• Iron: For laser irradiance of an iron target, the strongest lines apparent in the spectra are
the alkali contaminants and the main isotope 56Fe. Figure 4.30 shows the line frequen-
cies for the target material line 56Fe and for the alkali contamination lines 23Na and 39K
for laser bombardment of an iron target in dependence on the laser energy. The disap-
pearance of the lines due to the increase of the laser energy is caused by the increasing
difficulties of identifying the lines due to the broadening and saturation of the peaks.The
result show no significant dependence on the laser energy whatsoever.
• Copper + Ag: For laser shots onto a Cu+Ag-alloy, the strongest lines are the two cop-
per isotopes, the Cu2 cluster ions and the
39K-contamination line. Astonishingly, the
other main target constituent, Ag appears only as double ionised ions ,Ag ++. As for the
shots on the iron target, there is no significant dependence on the laser energy apparent
(Figure D.30).
• Gold coated Olivine: For this target material, three groups of ions exist. There are
target bulk material lines, 24Mg and 56Fe and the alkali contaminates 23Na and 39K.
Furthermore, there is the the coating material-ion 196Au, and the cluster ions AuMg
(Figure D.31).
Summarising, there is no significant dependence of the line abundance of lines on the laser
energy. In contrast to the impact ionisation experiments, the hydrogen line becomes apparent
in the spectra only at very high laser energies, far outside the range defined in Section 4.5.1 as
comparable to impact ionisation spectra.
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Figure 4.30.: line frequencies for the target material line 56Fe and for the alkali contamination
lines 23Na and 39Kfor Opx laser bombardment of an iron target in dependence on
the laser energy. The disappearance of the lines due to the increase of the laser
energy is caused by the increasing difficulties of identifying the lines due to the
broadening and saturation of the peaks.The result show no significant dependence
on the laser energy whatsoever.
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Line Shapes for Particle Impact and Laser Ablation
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Figure 4.31.: Exemplary line shapes: Iron shots on Ag with an acceleration potential of 1000V
4.6. Peak shapes and widths
Besides information about the composition of both, the striking particle and the impact target,
spectra recorded with a linear time-of-flight spectrometer also provide insights into the phys-
ical state of the impact plasma itself. In particular, the shape of a line is due to the velocity
distribution of the corresponding plasma ion, which in turn is due the forming process of the
plasma (Mamyrin, 2001). As shown in Section 2.3.4 for the ideal case of a equilibrium plasma,
the relation between the line shape and the velocity distribution Eq. 2.75 is governed by only
by three parameters: the line’s full with at half maximum (FWHM) ∆τ expressed in normalised
flight time τ= t/tp, the flight time tp of the ions started at rest, and the ratio between the ions’
thermal speed and the speed of the ion beam, i.e. the Mach number M. Because for M > 1
tp is almost identical with time at peak maximum tmax, the line profile of equilibrium plasma
ions is completely characterised by ∆τ and M, which depends on the acceleration potential
Uacc. Thus, the dependence of ∆τ on Uacc, the parameters of the impact process, and of the
particles chemical composition allows to determine the thermodynamical properties of plasma
produced by an particle or laser impact. It also provides the unique possibility to compare the
properties of impact plasmas produced by both processes.
Selection of investigated lines The TOF mass spectrometer used in this study was de-
signed investigate the shapes and width of the lines stemming from initial velocity distribution
of the ions. The drawback of such a spectrometer is a low mass resolution, as a result neigh-
bouring lines - depending on the impact conditions - may overlap and disturb the shape and
widths of on another. Furthermore, due to the small angle of aperture, the ion gain is reduced,
lowering the sensitivity of the instrument for weaker lines. Thus, the investigation of peak
shapes, widths and their dependency was only for a small selected group of ions, characteristic
for each set of experimental parameters.
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4. Results
Table 4.12.: Dependencies of the relative line widths w on the impact velocity v and the energy
density D. Listed are the exponents of the relations w ∝ va and w ∝ Db for particle
impacts with iron and Opx particles.
Velocity v Energy density D
Iron Opx Iron Opx
C 1.09±0.12 1.16±0.11 1.03±0.24 1.21±0.23
O 1.03±0.24 0.9±0.27
Mg 0.59±0.14 0.69±0.16
Fe 0.67±0.07 0.65±0.07
Ag 0.19±0.08 0.23±0.07
4.6.1. Line width dependency on the impact parameters
The dependency of the line widths on the impact velocity, impact energy, and energy den-
sity for particle impact and on the laser energy for laser ablation has been evaluated for the
following combinations of ”impactor” and target materials:
• Shots with iron particles on a Ag target (C, O, Fe, and alkali contamination)
• Shots with orthopyroxene dust on Ag (Mg, C, O, and alkali contamination)
• Laser shots on iron (Fig. 4.37 - Fe)
• Laser shots on gold coated olivine (Fig. 4.38 - Mg, Al, Si, Fe, Au, and alkali contamina-
tion)
Bulk material lines for impact ionisation For both particle materials the line widths of
the bulk materials show a similar behaviour. The values of the relative widths vary between 1%
and 5%. The difference in range is biased by the slightly different range of impact parameters
for both experiments (Table 3.4).
Figures 4.32 to 4.35 show the strong dependency of the line width on the impact velocity and
the energy density. On the other hand there is no significant relation between the line width and
the kinetic energy of the particles.. For both projectile materials, he 12C and the 16O show also
a dependence on the velocity and the energy density. The weaker dependence of target lines
may be due to the fact that Ag + manifests itself as two isotope lines of similar strength, 107Ag
and 109Ag, which overlap in spectra recorded with the linear TOF mass spectrometer used for
this study. The dependencies of the line widths w on the impact parameters impact velocity v
and energy density D can be expressed by the exponents of the relations w ∝ va and w ∝ Db.
The values for the exponents obtained in the experiment are listed in Table 4.12.
Alkali contamination for impact ionisation In opposite to the bulk material species,
the line widths of alkali metals show neither a dependency on the impact velocity nor on the
energy density. Furthermore the lines are narrower, the values reach from of some tenth % to
about 2%.
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4.6. Peak shapes and widths
Laser ionisation For the laser experiments all lines including the line of the bulk material
ions are narrow with normalised values of some tenth %.
As explained in Section 4.5.1 in, for this investigation only low laser intensities were used,
obtaining spectra similar to impact ionisation spectra.
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Figure 4.32.: Shots with iron particles on Ag: Widths of the target ion lines (Ag) and the main
constituent of the particle (Fe) in dependency with impact velocity, impact energy,
and energy density.
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Figure 4.33.: Shots with orthopyroxene particles on Ag: Widths of magnesium in dependency
with impact velocity, impact energy, and energy density.
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Figure 4.34.: Shots with iron particles on Ag: Widths of carbon and oxygen in dependency with
impact velocity, impact energy, and energy density.
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Figure 4.35.: Shots with orthopyroxene particles on Ag: Widths of carbon in dependency with
impact velocity, impact energy, and energy density.
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Figure 4.36.: Shots with iron (left) and orthopyroxene (right) on Ag: Widths of the alkali con-
tamination in dependency with impact velocity, impact energy, and energy density.
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Figure 4.37.: Laser shots on iron: Width of the iron line
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Figure 4.38.: Laser shots on slivine (location2): Line widths of the silicon, metal ion, the gold
coating, and the alkali contamination
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4. Results
Table 4.13.: Shots with iron particles on a Ag target: dependence of the relative line widths of
sodium and potassium on the acceleration potential applied to the target for impact
velocities between 5kms−1 and 10kms−1 (above) and of sodium and potassium
on the acceleration potential applied to the target for impact velocities between
5kms−1 and 10kms−1 (bottom).
C O Fe
target potential Line width Line width Line width
500V 5 .30%±1.95% 4.89%±1.58% 6.63%±1.65%
600V 3 .95%±1.10% 1.42%±1.75% 5.60%±0.87%
700V 3 .35%±1.10% 2.34%±1.26% 3.50%±0.87%
800V 3 .37%±0.90% 3.26%±0.63% 3.83%±0.40%
900V 3 .71%±0.88% 2.57%±0.46% 3.38%±0.57%
1000V 2 .23%±0.82% 1.50%±0.92% 2.01%±1.25%
Na K
target potential Line width Line width
700V 0 .37%±0.13% 0.36%±0.21%
800V 0 .67%±0.17% 0.45%±0.13%
900V 0 .52%±0.06% 0.38%±0.10%
1000V 0 .50%±0.10% 0.41%±0.24%
4.6.2. Line width dependency on the acceleration potential
The line width was evaluated for iron particle impacts on an Ag target under variation of the
accelerating potential applied on the target. Due to the variation of the accelerating filed,
the ions reach different velocities passing the grounded grid in front of the target,moving at
different speeds towards the detector. Thus, one of the defining parameters for the peak width,
the Mach number can be changed by the experiment setup and its significance can be evaluated.
Table 4.13 lists the width of selected mass lines in Fe on Ag impact spectra as function of the
acceleration potential Uacc at similar speeds. The line width for the bulk material lines C, O,
and Fe decreases for increasing acceleration potential. Whereas no effect is apparent for the
lines of the alkali contamination due the variation of the accelerating field.
4.6.3. Line shape and asymmetry
The line shape is characterised by the asymmetry of a line, a quantitative measure will be
A = 1− 1− τle f t
τright
, (4.5)
with τle f t and τright being the times for half of the maximum of the peak normalised due to the
flight time of the peak maximum as shown in Figure 4.39.
The lines are highly asymmetric, with a strong preference for fast ions. The line asymmetry
depends on the impact velocity and the energy density and is not correlated to the kinetic
energy of the impacting particle, exemplified for the iron lines of spectra obtained by particle
impact experiments with iron particles and shown in Figure 4.40.
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Shot with Fe+Ni on Ag with 17.8 km/s impact velocity:  56Fe mass line 
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Figure 4.39.: Asymmetry of the iron line for an impact with 17.8kms−1 impact velocity
Figure 4.40.: Asymmetry of the iron line in dependence on the impact velocity, the kinetic en-
ergy and the energy density of impacting iron particles.
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4. Results
Table 4.14.: Shots with iron particles on a Ag target: dependence of the line asymmetry of car-
bon, oxygen, and iron on the acceleration potential applied to the target for impact
velocities between 30kms−1 and 40kms−1 (above) and of sodium and potassium
on the acceleration potential Uacc applied to the target for impact velocities between
5kms−1 and 10kms−1 (bottom).
C O Fe
Uacc Asymmetry Asymmetry Asymmetry
500V -1 .31±1.47 -3.84±7.63 -12.13±6.80
600V -1 .82±1.85 -0.43±0.87 -9.74±5.06
700V -1 .71±1.29 -0.78±1.38 -7.76±4.93
800V -0 .42±0.46 -0.76±0.73 -7.13±6.46
900V -1 .74±0.75 -2.58±4.26 -9.99±3.54
1000V -0 .86±1.10 -0.78±1.45 -4.60±2.74
Na K
target potential Asymmetry Asymmetry
700V -0 .09±0.16 0.07±0.13
800V -0 .97±0.88 -0.09±0.20
900V -0 .19±0.90 -0.02±0.76
1000V -0 .16±0.69 0.09±0.24
Table ?? shows evaluated line asymmetries for impact of iron particles on a Ag target within
relatively narrow impact velocities and their dependency on the acceleration potential:
• The asymmetry is independent on the acceleration potential.
• The lines of the alkali contamination lines are almost symmetric.
• Iron, the main particle constituent, forms the most asymmetric line .
The selection of the particular lines and the velocity ranges was made based on the same
considerations as above.
4.6.4. Comparison and discussion of the line shape for particle
impacts and laser ionisation
As shown in Figure 4.31 and discussed in the sections above, the lines have different shapes
for impact ionisation and for laser ablation.
• Fe+Ni on Ag: For the bulk material lines of target and projectile materials and for the
12C and 16O - lines the lines are highly asymmetric, with a strong preference for fast
ions. Assuming that the velocity distribution inferred from the peak shape is directly
representative of the energy distribution of the plasma it is clear that the peak form does
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not correspond to a Maxwell-Boltzmann distribution. In particular the steep fall towards
slower velocities differs from the distribution expected for a plasma in local thermody-
namic equilibrium (LTE). This phenomenon can be explained by either an excess of high
velocity ions or a depletion in the population of low velocity ions. There is no published
research which adequately explains either scenario. For example, there are theoretical
models describing the impact plasma as an expanding cloud with an additional bulk ve-
locity leading to directed motion away from the target. This bulk velocity is estimated
to be approximately equal to the expansion velocity (Hornung, 2010) and thus, approx-
imately equals 1/3 of the impact velocity (Arnaudeau et al., 1984). This would provide
a population of faster ions. However, the reduced field acting on the ions at moment the
plasma becomes transparent for field should lead to significantly later ion arrival times.
• Laser on Fe The lines for laser ablation are symmetrical and correspond to a Gaussian
distribution of the ion velocities. The widths of the lines are narrow and show no sig-
nificant dependence on the laser intensity in the range used for comparison with impact
ionisation (Rohr and Srivastava, 2005). In this range the ion formation is only depen-
dent on the surface properties and the wavelength of the laser light, implying desorption
(Krueger, 1983). Thus, the energy of the ions is determined by the photon energy of the
laser light and subsequently only varies within a very small range. The rapid change in
the characteristics of the lines at higher laser intensity suggests the onset of ablation (see
Section 2.2.6). Furthermore, for the laser pulse duration of 5ns there is an interaction of
the laser light with the plasma cloud (Hillier et al., 1967); further ionisation and heating
takes place, leading to widening and shifts of the lines (Russo, 1995; Ba¨uerle, 1996).
• Alkali contamination lines in particle impacts The line shapes of alkali contaminants
Na and K resemble lines due to laser ablation. This suggests a similar formation process,
i.e. desorption. This is consistent with the models of non-equilibrium desorption by
Krueger (1982) and Knabe and Krueger (1982). In contrast to this study the authors
described the impact ionisation process as in general comparable with laser ablation
experiments. In their study the mass spectra of Fe particles impacting on alkali iodide
targets were compared with spectra of laser ablation and ion impacts.
4.6.5. Disintegration of weak lines due to decreasing
acceleration potential
Figure 4.41 - 4.43 and the following illustrate remarkably a phenomenon occurring during
measurements with iron particles impacting on as Ag target with impact velocities above
10kms−1.
Weak lines between about 20amu and 50amu disintegrate with decreasing acceleration po-
tential Uacc. Instead of forming well shaped peaks with a defined width and, ions produced in
this mass range occur in bunches of narrow subsequent spikes, seeming to be amplified signals
of single ions.
This suggests that the process originating these species recognised mainly as alkali contam-
ination is far from equilibrium and works due to surface desorption.
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Figure 4.41.: Changing behaviour of the weak lines between 20amu and 50amu for decreasing
acceleration potential for impact velocities of about 15kms−1
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Figure 4.42.: Changing behaviour of the weak lines between 20amu and 50amu for decreasing
acceleration potential for impact velocities of about 30kms−1
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Figure 4.43.: Changing behaviour of the weak lines between 20amu and 50amu for decreasing
acceleration potential for impact velocities of about 40kms−1
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5. Summary
This summary gives an overview of the results and conclusions of this work, together with any
questions which have arisen.
The guiding themes of this work were three questions concerning the processes of impact
and laser ionisation:
• How reproducible are mass spectra produced by hypervelocity impacts and by laser ab-
lation under similar physical conditions?
• Is laser ablation a useful analogue for the impact ionisation process?
• How deep is our understanding of the impact ionisation process?
A program of hypervelocity impact and laser induced ionisation experiments was performed
to investigate these themes.
These measurements were conducted with a time-of-flight mass spectrometer designed to
provide as comparable as possible impact conditions and optimised to obtain direct information
about the process, i.e. the velocity distribution of the generated ions. The results provide
constraints for the comparability of the processes and for the possibility of simulating particle
impacts with laser bombardment of solid surfaces. The laser used in this study is a Nd-YAG
solid state laser with a wave length of 355 nm, pulse durations of about 5 ns and a pulse
power of up to 200kW. For the laser ionisation measurements the laser beam was focused
to a focal spot of about 10µm diameter on metal (iron and a copper/silver alloy) as well as
silicate targets (gold coated olivine). These materials were chosen to be comparable to the
particle impact experiments shots, which had been performed with iron particles as well as
with orthopyroxene and olivine dust on metal targets.
1. Reproducibility
• Reproducibility of Laser Processes:
The threshold for ionisation, the resulting charge and the characteristics of the gen-
erated plasma, as investigated by time-of-flight mass spectroscopy, showed a de-
pendence on the local surface properties, which was as strong as the dependence
on the general chemical and physical properties of the target and on the power set-
tings of the laser itself. These local variations can be explained by variations of the
surface contamination and to a greater degree by differences in the surface topog-
raphy.
For a fixed set up both charge yield and spectra are similar. In this respect laser
ablation provides the possibility to produce easily and cheaply many similar ion
signals with a high repetition rate.
165
5. Summary
• Dependence of Mass Lines on Laser Energy:
Line broadening depends non-linearly on the laser energy. At high laser energies
mass lines shift to positions consistent with longer flight times, inconsistent with
the time-of-flight equation ions with zero initial energy. This implies an acceler-
ation process of unknown nature, probably a plasma process. Furthermore line
splitting becomes apparent.
• Reproducibility of Impact Ionisation:
Shots within a small range of impact velocities are very similar, for example the
likelihood of the appearance of a mass line and its intensity are the same as well as
the shape and widths of the peak. This also is the case - to a slightly lesser degree -
for small ranges of impact energy densities. Spectra obtained over small ranges of
impact energy on the other hand show far fewer similarities. This implies that the
parameter controlling the impact process is either the impact velocity or the impact
energy density, the energy is ruled out as a defining parameter.
2. Comparability of both Processes
• Impact Charge Yield:
The charge yields obtained by hypervelocity particle impact ranged between about
5fC and about 0.75pC, whereas for the laser processes charge yields were strongly
dependent on the specific laser and target configuration and resulted in ranges from
1fC to about 45pC.
• Appearance of lines:
Similar time-of-flight mass spectra (i.e. with similar species present) can be a-
chieved for only a narrow range of impact parameters. Over this range of impact
parameters the resulting spectra are similar with respect to both the appearance of
mass lines of certain species and their intensities. Due to the strong variation of
the laser ablation process with local surface conditions and the inherent difficulty
to control this, it was not possible to determine a fixed setup of the laser to reliably
replicate even this limited set of spectra.
• Peak Shapes and Line Widths:
The shapes of the peaks and the dependence of the line widths on the impact
parameters are fundamentally different for impact ionisation and laser processes.
Whereas the peak widths of spectra produced in particle impact events have a strong
dependence on at least some of the impact parameters, the line width for laser abla-
tion in the comparable energy range (see bullet point above) showed no significant
dependence on the laser energy. Peak shapes of impact ionisation events show a
much stronger asymmetry with respect to the preference of faster ions as the laser
ablation lines. The lines shapes for laser ionisation corresponds with a Gaussian
ion velocity distribution.
Generally laser shots produce narrower, more symmetric lines, implying desorp-
tion as the ion formation process.This has major consequences for performance
tests and simulations of time-of-flight mass spectrometers with laser set ups. For
example, instrument mass resolution measurement derived from laser experiments
may tend to overestimate the actual instrument performance under hypervelocity
impact conditions.
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These findings show that, in general, plasma generated by laser ablation or desorption
is not comparable to that created by hypervelocity particle impacts. However, particular
aspects of the the laser induce ionisation process can be used as a rough substitute for
hypervelocity particle impacts: once found and optimised, a particular laser set up can
be used to produce many similar impact events at a high repetition rate, which can then
be used for optimising and testing detectors, amplifiers and other electronic components
for time-of-flight mass spectrometers developed for the investigation of impact ionisation
plasmas.
3. Observations for Hypervelocity Particle Impacts
• Impact Charge Yields:
Events within a very small range of impact velocities produce charge yields which
show a dependence on the particle mass. This dependence also seems to be con-
trolled on the impact velocity. For a statistical evaluation and to investigate other
possible relations, i.e. with the densities of the target and particles, the size of the
data set was too small.
• Impact Plasma Evolution Timescale:
The first phase of the plasma evolution has a constant duration of several 100ns,
generated by the electrons produced instantaneously at the moment of impact. The
timescales of the latter phases of the plasma evolution depends only on the impact
velocity. The rise times decrease with increasing impact speed, implying that this
decrease correlates with the higher specific internal energy of the shocked material,
leading to higher ion and electron velocities.
• Signal Form of Impact Charge:
The signal form of the impact charge varies in dependence on the impact velocity.
Many charge yield signals for events with impact velocities between 10kms−1 and
15kms−1 showed structures of two or more steps.
• Disintegrating mass lines :
For decreasing acceleration potentials the weak mass lines between about 20amu
and 40amu begin to disintegrate from well shaped mass lines to a bunch of clus-
tered needle-shaped peaks. At this time there is no explanation for this phenomenon.
• Peak Shapes and Line Widths:
The mass lines are highly asymmetric, with a strong preference for fast ions. Due
to the unknown spectrometer response function and the unknown distribution ion
velocities without further information it impossible to determine whether the ob-
served line shape corresponds to an equilibrium distribution of ion velocities.
The widths of the lines for most of the investigated species show a dependence on
the impact velocity as well as on the impact energy density, whereas no dependence
on the impact energy was apparent.
An exception is the line width of the contamination ions, sodium and potassium,
which showed no dependence on any of the impact parameters.
Again, this implies that the defining parameter of the impact process is either the
impact velocity or the impact energy density. Due to the the bias in the acceler-
ated particles’ velocities and masses introduced by the functional principle of the
dust accelerator, the question, which parameter dominates, could not be answered.
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5. Summary
Further investigations over a wider range of kinetic energies of the particles are
necessary in the future.
• Velocity thresholds for the appearance of ion lines:
The abundance of particular lines is dependent on the impact velocity of the dust
particle. For instance, the 16O-ion starts to show up in mass spectra of Fe+Ni
particles impacting an Ag target at velocities above ∼ 12kms−1. The results of
this investigation prove that an in-depth investigation of the speed-dependent line
appearance is one of the most promising approaches to develop a more accurate
method for determining the impact speed than the rise time method.
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A. Shock waves in solids
In a gas the pressure is of thermal origin. It is related to the transfer of momentum by its
atoms or molecules participating in the thermal motion and the pressure is proportional to the
temperature
p = nkT. (A.1)
The behaviour of condensed matter with respect to a compression is different because the
atom or molecules are much closer together and interact strongly. In absence of an external
pressure the equilibrium distances of atoms in a sold correspond to the mutual compensation
between attractive and repulsive forces in the lattice.
To compress a solid the repulsive forces have to be overcome, these forces will increase rapidly
as the atoms are brought together. The compressibility of a solid is defined by
κ0 =− 1V
∂V
∂p
(A.2)
and will decrease with increasing pressure.
A compression of a condensed medium will generate an internal pressure and increase n inter-
nal energy, which have two components (Zel’dovich and Raizer, 2002):
• the elastic component pc or εc , which is related to the interaction between the atoms and
is independent of the temperature. This elastic, non-thermal component determines the
basic features
• the thermal component pt or εt which heats the material very strongly
As the shock strength is increasing, the relative importance of the thermal pressure increases
and for extremely strong shock waves the initially solid media behaves like a gas Zel’dovich
and Raizer (2002).
A.1. Elastic component - Compression of a cold
material
The elastic pressure pc and elastic internal energy εc depend only on the density ρ and the
specific VolumeV = 1ρ and are equal to the total pressure and energy at zero temperature.
As one can see in figure the interaction forces fall of rapidly as the distances between the
atoms increases this leads to the fact, that for increasing Volume the potential energy increases
asymptotically to a constant value U. This is the binding energy in the body which is ap-
proximately equal to the heat of vaporization of the body. Because binding forces weaken at
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distances of the order of the dimensions of an atomic cell, the elastic internal energy εc(V)
approaches this asymptotic value when the body expands by an order of magnitude. On the
other hand repulsive forces dominate when the body is compressed. Then the elastic internal
energy increases rapidly.
From the general thermodynamic relation
T dS = dε+ p ·dV and forT = 0⇒ S = 0(Nernt’s Theorem) (A.3)
follows the relation of elastic pressure and potential energy.
pc =−dεcdV (A.4)
This can be regarded as the isotherm and isotrope of cold compression and has the meaning,
that the variation of the potential energy is equal to the work of compression.
The slope of the cold compression curve for the internal pressure pc determines the speed
of elastic waves in the body which is the speed of the sound in the material. Theoretical
calculations of cold compression curves are based on quantum mechanical considerations of
interatomic interaction. These models are limited for the cases with very strong compression,
because there the electronic shells of the atoms lose to some extent their individual structure.
The state of the material in this cases can approximately be described by the Thomas-Fermi
statistical model or (somewhat more exactly) by the Thomas-Fermi-Dirac model, which is a
statistical and semi-classical approach to that problem. The contribution of the nuclei to the
thermal state is that of an ideal gas with with translational degrees of freedom. The classical
part describes the Z-fold charged nucleus as sourrounded by z electrons which lie in a sphere
with R0 = 3
√
3
4pin , where n is the atomic number density. The non classical part concerns the
occupation of the continuous energy states of the electrons by Fermi-Dirac statistics. The
accuracy of this model increases with density and temperature and decreases for smaller Z.
A.2. Thermal component
A.2.1. Thermal motions of atoms
There are a definite pressure pt and a definite energy εt connected to the thermal morion of
the atoms. As a start the electronical contribution will be neglected for the following consid-
erations: only at above 10.000 K thermal excitation of the electrons plays an important role.
Also the effect of the melting process will be neglected, because - since the heat of fusion is
comparatively small - melting is not important from the energy point of view.
Moderate Temperatures The thermal motion is a harmonic oscillation of the atoms as
long the amplitudes of the oscillation are much smaller than the interatomic distances or as
long as the vibrational energy εvib ∼ kT is less than the height of the potential barrier which
keeps the atoms at their places in the lattice. The harmonic vibration leeds to the specific heat
cv = 3k for each atom or cv = 3Nk for the ensemble of N atoms.
188
A.2. Thermal component
Volume
!
p
pressure/energy
U
Figure A.1.: Potential energy and elastic curves of a solid body as function of the
specific volume
For low temperatures T <∼ 100K one has to take into account the quantum effects to describe
the thermal energy connected with vibrations
εt = cv(T −T0)+ ε0 withcv = 3Nk (A.5)
where ε0 =
∫ T0
0
cv(T )dT is the thermal energy at room temperature
If T T0 the difference between ε0 and cvT becomes negligible and the internal thermal
energy simplifies to
εt = cvT withcv = 3Nk (A.6)
Higher Temperatures For sufficiently high temperatures the atoms are almost completely
free to move within the body, so the thermal motion loses its oscillatory character and becomes
random and akin to that in a gas. The substance is tranformed into a dense gas of strongly
interacting atoms.
In this case the specific heat cv = 32Nk corresponds to the transitional degrees of freedom.
The transition from vibrational to translational motion of the atoms and the corresponding
decrease of the the specific heat
cv = 3Nk → cv = 32Nk
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occurs gradually in range of temperatures for which the kinetic energy of the atoms
εk =
3
2
kT
is of the order of the height of the potential barrier against the free motion of the atoms within
the body.
3
2
kT ≈ ∆U
N
The boundary between this regions can be defined by the threshhold temperature
Tk =
2
3
∆U
kN
(A.7)
with (A.8)
cv =
{
3Nk for T < Tk
3
2Nk for T > Tk
Additional Compression If the heated material is additional compressed the potential
barrier is sharply increased by the repulsive forces between the atoms. Thus no more free
deplacement is possible and the thermal motion becomes again oscillatory. With some rough
approximation the thermal motion of the atoms in a compressed material can be regarded as
small vibrations even at temperatures of 20.000 to 30.000K.
Equation of State for a material with small vibration of its atoms If the temperature
is not to high and the contribution by the excitation of the electrons can be neglected the
equation of state can be written as
p = pc(V )+ pt(T,V )
ε = εc(V )+ εt(T,V )
ε = εc(V )+3NkT (A.9)
The temperature dependence of the thermal pressure can be derived from the general thermo-
dynamic identity, (
∂ε
∂V
)
T
= T ·
(
∂p
∂T
)
V
− p (A.10)
the relation of elastic pressure and elastic internal energy pc =−dεvdV in combination with the
equation of state above (A.9) and the fact that cv = 3NkT is independent of the volume:
(
∂
∂V
(εc(V )+3NkT )
)
T
= T
(
∂
∂T
(pc(v)+ pT (T,V ))
)
V
− pc(V )− pT (T,V )(
∂εc(V )
∂V
)
T︸ ︷︷ ︸
=−pc
+
(
∂(3NkT )
∂V
)
T︸ ︷︷ ︸
=0
= T
(
∂pc(V )
∂T
)
V︸ ︷︷ ︸
=0
+T
(
∂pt(T,V )
∂T
)
V
− pc(V )− pt(T,V )
⇒ pt =
(
∂pt
∂T
)
V
·T (A.11)
⇒ pt = ϕ(V ) ·T (A.12)
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The ratio of thermal pressure and thermal energy is represented by the Gru¨neisen coefficient
Γ(V ).
pt = Γ(V )
cvT
V
= Γ(V )
εt
V
(A.13)
For a body at the standard volume V0(T = 0) the Gru¨neisen coefficient Γ0 = Γ(V0) is related
to other properties of the material through the thermodynamic relation(
∂p
∂T
)
V
(
∂T
∂V
)
p
(
∂V
∂p
)
T
=−1 (A.14)
With the definitions for the isothermal incompressibility κ0 for standard conditions and for
coefficient α of thermal expansion at constant pressure
κ0 = −
(
1
V0
)(
∂V
∂p
)
T
α =
1
V0
(
∂V
∂T
)
p
one obtains
Γ0 =
αV0
cvκ0
=
α
ρ0c0κ0
=
αc20
cv
(A.15)
The thermal pressure pt increases on heating. Thus the total pressure can only be constant
if the elastic pressure decreases and becomes negative. This leads to the expansion of the body
up to that point when the binding forces holding the atoms in the lattice or the negative pressure
will no longer counterbalance the repulsive effect of the positive thermal pressure.
A.2.2. Thermal excitation of electrons
n the simplest model of a metal the outer valence electrons of the atoms are removed and form
a free electron gas which is governed by Fermi-Dirac-statistics and which is at absolute zero
completely degenerated. This means due to the Pauli principle for the absolute zero point
that the electrons occupy the lowest energy states and their kinetic energy does not exceed the
Fermi limiting energy.
E0 =
h2
8pi2me
(
3pi2ne
) 2
3 (A.16)
with the corresponding Fermi temperature T ∗ = E0k .
If the temperature of the metal increases the electrons partially move to higher energy states
which exceed the Fermi limit and this leads to an increasing of the energy of the electron
gas. For temperatures T  T ∗ the energy grows in the order of kT and the number of excited
electrons is a fraction or the order kTE0 of the total electron number. The thermal energy of the
electrons per mass unit for temperature T < 30,0000−50,000K is found to be
εe =
1
2
βT 2 (A.17)
where the coefficient β depend on the density of the material and is given by
β= β0
(
V
V0
2
3
)
with β0 =
4pi4
(3pi2)
2
3
k2me
h2
N
1
3
e V
2
3
0 (A.18)
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where Ne is the number density of free electrons per mass unit and V0 is the standard volume.
Also one can define an electronic Gru¨neisen coefficient and then the electronic pressure is
pe = Γe
εe
V
=
1
2
εe
V
(A.19)
A.3. Three-term equation of state
The total pressure and and the total internal energy are the sum of elastic, thermal and elec-
tronical components:
ε = εc(V )+ εt + εe
p = pc(V )+ pt + pe (A.20)
where
εc(V ) =
∫ V0c
V
pc(V )dV
εt = 3Nk (T −T0)+ ε0
εe =
1
2
ε0
(
V
V0
1
2
)
T 2
pt = Γ(V )
εt
V
(A.21)
pe =
1
2
εe
V
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A.4. Emergence of shock waves from a free solid
surface
Weak shock waves
When a shock wave emerges from a free surface the compressed material expands practical to
zero pressure and afterwards a rarefraction wave travels backwards into the material with the
speed of the sound that corresponds to that state behind the shock front. Because of that the
material acquires additional velocity in the direction of the initial motion of the shock.
Weak shock wave means that the dissipated energy is not sufficient to vaporize or even melt
the material, which has the effect that the final volume V1 of the unloaded material differs only
little from the standard volume V0 of the solid. On the other hand for the following the shock
should be assumed to be strong enough to neglect effects associated with the strength of the
solid and the pressure is isentropic as in a gas or a liquid. This Assumption is valid if the
pressure is large in comparison with the ultimate strength of the body. For example a weak
plane shock wave of constant strength propagates through a solid with the pressure p, material
velocity u and the volume V
<≈V0. The compression is assumed as small (V0−V V0), hence
the shock can be described by acoustic equations and the velocity of the shock is equal the
speed of sound within the material c0. The relation between material velocity u and pressure p
can be written as
p = ρ0c0u (A.22)
.
If the shock wave emerges from the free surface of the solid an unloading, also acoustic
wave travels back into the material with the speed c ≈ c0. Because the pressure across the
wave drops from p to zero the material acquires additional speed
u′ =
−∆p
ρc
with ∆p =−p and ρ≈ ρ0 (A.23)
which leads to the final material velocity u1
u1 = u+u′ ≈ 2u (A.24)
Strong shock waves
If the shock is very strong and the internal energy ε1 of the heated material exceeds by many
times the binding energy U of the atoms - which is the heat of vaporization at T=0K - the
material is completely vaporized, when it expands to a low pressure after the shock wave has
emerged from the surface. Then the material behaves like a gas during unloading.
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Figure A.2.: Density, velocity and pressure distributions for a strong shock wave emerging on a
free surface. In this example the unloading is into a vacuum to strictly zero pressure, so
the density and temperature at the leading edge of the material are also equal zero.
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B. Micro-channel Plates
A micro-channel plate (MCP) is an array of electron multipliers oriented parallel to one an-
other. Each channel can be considered to be a continuous dynode structure.
Typically channels have diameters in the range from 10 to 100 µm and length to diameter ra-
tios (α) between 40 and 100. The channels are typically either normal to the MCP’s surface or
tilted by an small angle (e.g. 8◦).
The matrix consists of lead glass treated in such a way that the characteristics of the secondary
electron emission is optimised.The walls are rendered semiconducting to allow charge replen-
ishment from an external voltage source.
Parallel electric contact is provided by the deposition of a metallic costing on front and rear
of the MCP, which serves as input and output electrodes. The total resistance between the
electrodes is of the order of 109Ω.
HV
channels
−
+
Figure B.1.: Cut-way view through a micro-channel
plate
When secondary electrons are emitted from
the channel walls by input of particles or ra-
diation, they are accelerated by an electric
field generated by a voltage V applied across
both sides of the MCP. They travel along
parabolic trajectories to strike the opposite
wall, thus producing more secondary elec-
trons. This process repeats itself many times
along the channel. The result is a large num-
ber of electrons released from the output side.
Most of the electrical performance character-
istics are only a function of the ratio of length
to the diameter L/d = α (Wiza, 1979).
B.1. Theory of operation
B.1.1. The straight channel electron multiplier
Secondary electron emission (SEM)
The performance of a channel multiplier is characterised by the statistical nature of secondary
ion emission (Soul, 1971):
• At a fixed incident electron energy E and angle of incident Θ the number of secondary
electrons released from a (flat) surface follows an approximate Poisson distribution.
Therefore the yield δ(E,Θ) is merely the mean value of this distribution.
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• At normal incident (Θ = 0◦) δ rises with increasing E until a maximum is reached at
an impact energy of several hundred eV for most conducting materials, after which the
yield decreases again.
e−
− +
HV
d
L
Figure B.2.: Current amplification in a straight channel
Electron trajectories inside the channel
The geometry of an electron trajectory inside a MCP-channel which intersects the channel axis
is shown in figure B.3
z
0r
V0r
ozV
ozV Vz
strip current
E
channel
axis
θ
secondary
electronse−
+
d
V
Figure B.3.: Geometry of an electron trajectory in a micro-channel (Eberhardt, 1979)
The axial distance z the electron travels before it hits the opposite wall is given by
z =
Ed2
4V0r
∼= Ed
2
4V0r
for
√
V0rV0zVz (B.1)
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where e is the electron charge, e ·V0z axial emission energy of the electron, e ·V0r is the radial
emission energy of the electron, e ·Vz axial energy gain of the electron during the transit, d the
channel diameter, and E is the electric field internal to the channel imposed by the flow of the
strip current. Considering a low charge flow the field strength E will as constant and related to
Vz and z by
E =
Vz
z
(B.2)
Combined with Eq.B.1 this results in
z ∝
1
e ·V0r (B.3)
The average displacement z¯ for all electrons making up the emission ensemble from a certain
point on the channel wall can be described as
z¯ =
Ed2
4V¯or
. (B.4)
The sole energy component orthogonal to the channel surface and therefore the sole energy
component available for depth penetration is the prior radial emission energy e ·Vor. Therefore
no energy is added to the electrons by the applied field E.
The secondary electrons are generated along the penetrating primary electron’s path and are
traveling from their point of origin to the surface of the channel. On this way there is very
little energy-dissipative interaction of the secondary electrons with the channel wall material.
Thus the emitted secondary electrons carry a significant fraction of the incident electron: The
average radial emission energy e ·V¯or is proportional to the bombarding energy e ·V¯z
V¯or =
V¯z
4β2
(B.5)
with β being a dimensionless proportionally constant.
With this the average axial displacement z¯ between the wall encounters is a constant given by
z¯ =
1
2
d ·
√
V¯z
V¯0r
= βD, (B.6)
Gain calculation
The MCP acts if it were a conventional discrete stage electron multiplier with a fixed number
n = α/β = L/(d ·β) of dynodes. Therefore gain of a MCP can be approximated by analogon
with the behavior of discrete staged electron multipliers by the power law relationship
G = δ1δn−1 (B.7)
where (Eberhardt, 1981)
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δ1 : effective gain per stage for the input electrons
δn−1 : effective gain per stage for the internal cascaded electron multiplication processes
The general shape of δ(Vz) can usually be approximated by
δ =
(
Vz
Vc
k)
and analogously (B.8)
δ1 = γ ·
(
Vin+Vz
Vc
k)
(B.9)
with Vc being the ” first cross-over potential”, namely the minimum potential for unity sec-
ondary emission ratio is. And δn−1is the effective gain per stage for the internal cascaded
electron multiplication processes.
The secondary emission of electrons is normal to the walls and the gain can be described as
(Schagen, 1974):
G =
(
AV
2α
√
V0
) 2V0α2
V
(B.10)
where
V : total channel voltage
V0 : initial energy of emitted secondary electrons (≈ 1eV )
α :
L
d
A : proportional constant in the assumed relation δ= A
√
V0
Straight channels typically operate at gains of 103 - 105. The upper limit is set by the onset
of ion feedback: The probability of producing positive ions by electron collisions with the
residual gas and the wall material increases with the electron gain. These ions can drift to the
channel input, producing ion pulses. In the case of large single channels ion feedback can be
suppressed by bending or twisting the channel.
Response time The average transit time between dynode encounters td in a channel mul-
tiplier and the total input-output time n · td are given by
t2d = 2αβ
md2
eV
(B.11)
(n · td)2 = 2α3 md
2
βeV
(B.12)
Saturation effects in micro-channel plates
There are two types of gain saturation in micro-channels (Giudicotti et al., 1994):
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• Space charge gain saturation occurs when the accelerating voltage is reduced by the
cloud of multiplied electrons moving along the channels.
• Wall charge gain saturation occurs when the accelerating axial field along the micro-
channel is reduced because the charge extracted from the wall by the previous pulse is
not yet completely replenished.
The second type is important in small diameter channels and is the dominant effect in MCPs
The current that is flowing through the MCP while excited channels are recharging and that
is supplied by the power supply is called strip current. If the output current of the MCPS
exceeds the strip current not all channels can be recharged effectively until the next projectile
will hit the MCP. This causes a dead time for the affected channels.
Recharching of the micro-channels
The average axial distance z between wall encounters of electrons is a constant and therefore
independent of the applied electric field and the applied voltage between the faces of the MCP.
Each incremental length z therefore can be seen as if there were a fixed gap between two
bombarded areas. Therefore they can be regarded as dynodes. Each over-all MCP section
of the length L with a length-over-diameter ratio α = L/d acts alike a discrete stage electron
multiplier with a characteristic number of dynodes:
n =
L
z
=
LD
Dz
=
α
β
(B.13)
The output charge required to supply the output current pulses is stored on the capacitance
existing between the channel walls and the external ground potential.
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Figure B.4.: Effective Output Configuration (Eberhardt, 1981)
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B.1.2. The Chevron
Another more feasible way of suppressing the ion feed back is the so called chevron-MCP.
This device consists of of two individual MCPs, which are separated typically by 50 to 150µm
and are individually operated at gains in the 104 range. The two plates are oriented to one
another in the way that the bias angles (8◦/8◦ or 0◦/15◦) provide a sufficiently large directional
change for preventing positive ions produced on the rear plate to reach the input on the front
plate (Wiza et al., 1977).
The plates of the tandem pair can be mounted either in direct contact or separated by an insu-
lator. This allows to apply a potential difference Vd across the gap.
Plate 2
Vg
Anode
−HV
(Kapton)
Insulator
Plate 1
Figure B.5.: Chevron-MCP
The electrons that exit the first plate start a cascade in the next plate by spreading through
the gap between the two plates an hitting the second one. The output pulse height distribution
over the affected channels show a negative exponential or quasi-gaussian shape.
Important for the optimisation of the performance of a tandem micro-channel plate, such as
spatial resolution , the charge gain or the signal-to-noise-ratio is the number of channels of the
second stage which are excited by an single channel of the first plate. this number is directly
related to the width of the charge cloud impinging the second plate (Rogers and Malina, 1982).
The electron cloud emerging from a single cannel of the first MCP has the size of the average
gain of the MCP at the operating voltage . These electrons have an average transverse emission
energy of about 0.2 eV for 800 V (Eberhardt, 1980).
Experiments have shown that the cloud distribution is very close to a Gaussian with very nar-
row wings (Martin and Jelinsky, 1980). If one assumes that the initial energy of the electrons
normal to the plate is En = eVn = 50eV (Eberhardt, 1980), the transit time for a electron trav-
eling from one plate to the other will be
t =
√
2m
e
(√
Vn+Vg−
√
Vn
) L
Vg
(B.14)
200
B.1. Theory of operation
Because of its transverse energy in this time the average electron will be moved out to a the
radius
r = vt · t = t · 2e
√
Vt
m
= 2
(√
Vn+Vg−
√
Vn
) L√Vt
Vg
(B.15)
So the width of the electron cloud will be
wc = d+4 ·
(√
Vn+Vg−
√
Vn
) L√Vt
Vg
(B.16)
For low charge densities where space charge effects are neglectable it has been shown that
the width of the claud can be described as
So the width of the electron cloud will be
wc = d+
60L
Vg
·
(√
1+0.067Vg−1
)
(B.17)
Thus the result of the inter-plate field is that the available numbers of electrons from emerg-
ing from the first stage are concentrated onto fewer channels of the second plate. With increas-
ing input electrons the cascade saturates due to the space charge limit in the channel (Loty,
1971) In order to maintain the maximum gain the inter-plate voltage should be adjusted to
permit saturation of the largest possible number of channels. This depends on several factors:
• the gain of the first and of the second plate,
• the size of the gap, and
• the output current, which causes the the second plate to saturate.
The optimized voltage for the maximum gain is given by (Rogers and Malina, 1982):
Vgopt =
(V L)2Vt(
4g1g2
epiρS −d
)2 − 8L√VtVn√4g1g2
epiρS −d
(B.18)
where
g1,g2 : unsaturated gains
L : gap size
ρ : density of channels in the second plate
S : maximum number of electrons
(Price and Fraser, 2001)
B.1.3. Optimizing of the MCP adjustments
The MCP used for the BERTA instrument is a plate manufactured by Hamamatsu and pur-
chased mounted on a CF100 flange. To operate the device, a power supply circuitry and an
amplifier is needed. With the circuitries suggested by the manufacturer, the out put signals
showed distinct noise pattern; after sharp, intense pulses like the peak of a hydrogen line,
the signal showed oscillations so-called ringing. The considerations imply that this damped
oscillation may be caused by the recharging of the channels. Thus, the power supply of the
potential applied on the plate is of great importance. Figure B.7 shows the optimised wiring,
finally achieved after various attempts with a variety of combinations for the resistors and
capacitors. This designed reduced the above mentioned ringing significantly(Auer, 2009).
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Figure B.6.: Diameter of the charge cloud impinging the second plate
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Figure B.7.: Optimised wiring of the MCP
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materials
C.1. Cleaning of the targets
The metal targets had been prepared before their mounting in the vacuum chamber as follows:
• 5 min in a ultrasonic bath with acetone for decreasing
• Wiping with a Q-tip drenched in 10% nitric acid
• 3 times of 5 minutes in the ultra-sonic bath with multiple destilled water
• Drying at 80◦ C
C.2. Overview of the used chemicals
molecular formula mass (amu) boiling point
Cleaning of the metal targets
Acetone C3H6O 58.08 56
◦C / 330K
Nitric acid HNO3 63.012 83
◦C / 356K
Destilled water H2O 18.02 100
◦C / 212K
Table C.1.: Used chemicals for the target and dust material preparation
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D.1. Overview of the particle impact measurements
Figure D.1.: Particle properties for shots with Fe+Ni on Ag (BERTA).
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Figure D.2.: Particle properties for shots with Fe+Ni on Ag (LAMA).
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D.1. Overview of the particle impact measurements
Figure D.3.: Particle properties for shots with platinum-doted Orthopyroxene on Ag (BERTA).
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Figure D.4.: Particle properties for shots with platinum-doted Orthopyroxene on Ag (SUDA).
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D.1. Overview of the particle impact measurements
Figure D.5.: Particle properties for shots withPPY-coated Olivine on Ag (BERTA).
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Figure D.6.: Particle properties for shots with Olivine on Fe+Ce (BERTA).
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Table D.1.: Mass exponents α and averaged charge yields q¯ for shots with iron / nickel particles
on a silver target in narrow impact velocity ranges. The dependence of the charge
yield on the particle mass within a narrow velocity range is described by q ∝ mα.
Number means the total number of particles, ∆m the ratio of the maximal and min-
imal particle mass within a velocity range. σ is the mass exponent describing the
dependence of the rise time on the particle mass tr ∝ mσ within a narrow velocity
range, discussed in Section 4.1.3.
Velocity Range Number ∆m α q¯ ( fC) σ
4-5kms−1 15 14.08 0.66±0.18 54.1± 43.7 (± 80.8%) -0.04±0.14
5-6kms−1 21 24.92 0.81±0.17 47.0± 36.3 (± 77.2%) 0.79±0.22
6-7kms−1 8 45.72 0.63±0.13 58.3± 57.6 (± 98.8%) 0.05±0.19
7-8kms−1 9 9.21 0.12±0.23 33.2± 16.2 (± 48.8%) 0.23±0.36
8-10kms−1 19 27.67 0.51±0.13 25.8± 25.0 (± 96.9%) 0.30±0.15
10-12kms−1 18 13.20 0.55±0.21 19.0± 17.6 (± 92.6%) 0.18±0.15
12-14kms−1 22 5.27 1.01±0.40 32.7± 33.1 (±101.2%) 0.52±0.19
14-16kms−1 32 6.72 1.04±0.25 19.6± 27.9 (±142.3%) 0.14±0.21
16-18kms−1 37 9.61 0.56±0.22 22.4± 23.7 (±105.8%) -0.04±0.18
18-20kms−1 23 6.32 0.48±0.30 35.4± 34.4 (± 97.2%) 0.23±0.18
20-25kms−1 25 5.08 0.03±0.44 48.9± 51.5 (± 70.3%) 0.21±0.24
25-30kms−1 41 5.52 0.37±0.37 120.1± 83.6 (± 69.6%) 0.12±0.18
35-40kms−1 36 2.71 1.17±0.28 225.8±125.5 (± 55.6%) -0.08±0.17
40-45kms−1 27 4.22 0.91±0.22 228.7±128.2 (± 56.1%) -0.04±0.12
45-50kms−1 26 4.55 1.16±0.55 312.6±181.6 (± 58.1%) -0.32±0.31
averaged α: 0.67±0.35 averaged σ: 0.15±0.26
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Table D.2.: Mass exponents α and averaged charge yields q¯ for shots with Olivine particles on a
silver target in narrow impact velocity ranges. The dependence of the charge yield
on the particle mass within a narrow velocity range is described by q ∝ mα. Num-
ber means the total number of particles , ∆m the ratio of the maximal and minimal
particle mass within a velocity range. σ is the mass exponent describing the depen-
dence of the rise time on the particle mass tr ∝ mσ within a narrow velocity range,
discussed in Section 4.1.3.
Velocity Range Number ∆m α q¯ ( fC) σ
19-20kms−1 37 6.57 0.79±0.14 108.5± 72.0 (± 66.4%) 0.27±0.14
20-21kms−1 41 10.13 1.11±0.15 154.4± 150.3 (± 97.3%) 0.08±0.11
21-22kms−1 33 6.56 1.16±0.15 113.5± 102.3 (± 90.1%) 0.19±0.14
22-23kms−1 45 7.72 0.98±0.17 155.3± 161.6 (±104.1%) 0.08±0.08
23-24kms−1 31 7.70 0.77±0.13 135.6± 89.6 (± 66.1%) 0.06±0.08
24-25kms−1 27 7.52 1.25±0.16 166.7± 116.5 (± 69.9%) 0.09±0.08
25-26kms−1 22 4.39 0.67±0.26 169.8± 100.5 (± 59.2%) -0.16±0.09
26-27kms−1 29 4.38 0.91±0.21 204.0± 184.9 (± 90.6%) 0.02±0.09
27-28kms−1 17 6.03 0.76±0.31 231.0± 128.6 (± 55.7%) 0.08±0.13
28-29kms−1 14 15.85 0.99±0.21 257.6± 256.3 (± 99.5%) -0.24±0.07
29-30kms−1 19 6.59 1.24±0.48 741.9±1556.9 (±209.8%) -0.11±0.11
30-35kms−1 74 5.72 1.02±0.19 589.0±2002.0 (±339.9%) 0.04±0.07
35-40kms−1 49 4.89 0.69±0.22 495.0± 335.9 (± 67.9%) 0.03±0.10
40-45kms−1 32 6.82 0.73±0.28 694.4± 595.3 (± 85.7%) -0.01±0.13
averaged α: 0.93±0.2 averaged σ: 0.04±0.1
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Table D.3.: Mass exponents α and averaged charge yields q¯ for shots with platinum coated Opx
particles particles on a silver target in narrow impact velocity ranges. Here, the
results of measurements with two different TOF mass spectrometers, namely the
BERTA and the SUDA instrument, have bee combined to obtain a data set of statis-
tical significance.The dependence of the charge yield on the particle mass within a
narrow velocity range is described by q ∝ mα. Number means the total number of
particles, ∆m the ratio of the maximal and minimal particle mass within a velocity
range. σ is the mass exponent describing the dependence of the rise time on the
particle mass tr ∝ mσ within a narrow velocity range, discussed in Section 4.1.3.
Velocity Range Number ∆m α q¯ ( fC) σ
1-2kms−1 17 88.70 0.58±0.07 6.05±12.24 (±202.31%) 0.04±0.05
3-4kms−1 8 67.95 0.70±0.10 6.15± 6.75 (±109.76%) 0.03±0.23
5-6kms−1 10 40.64 0.56±0.15 7.56± 4.32 (± 57.14%) 0.30±0.10
7-8kms−1 8 43.47 1.15±0.41 11.27±11.29 (±100.18%) -0.07±0.26
9-10kms−1 17 43.30 0.93±0.27 8.22± 6.82 (± 82.97%) -0.07±0.23
12-13kms−1 18 4.79 0.80±0.49 5.73± 7.22 (±126.00%) 0.09±0.51
15-16kms−1 20 9.34 1.19±0.31 3.92± 6.52 (±166.33%) 0.18±0.51
19-20kms−1 11 4.73 0.95±0.40 0.75± 0.22 (± 29.33%) 0.23±0.14
21-23kms−1 13 3.36 1.00±0.54 1.35± 1.91 (±141.48%) -0.23±0.62
averaged α: 0.87±0.23 averaged σ: 0.05±0.17
Table D.4.: Dependence of rise time on the acceleration potential Uacc. Measurements for shots
with Fe+Ni particles within a velocity range from 4kms−1 to about 60kms−1 and
olivine particles within a velocity range from about 20kms−1 up to 60kms−1 have
been conducted.Under the assumption that the rise time is dependent only on the
particles impact speed, the exponent of the relation tr ∝ vδ is determined for various
acceleration potentials.
Velocity Exponent δ
Uacc Fe+Ni on Ag Olivine on Ag
300V -0.75±0.08 –
400V – -0.67±0.06
500V -0.85±0.10 –
600V -1.13±0.09 -0.77±0.06
700V -1.29±0.03 –
800V -1.08±0.10 -0.80±0.07
900V -1.30±0.09 –
1000V -1.15±0.10 -0.81±0.07
1500V – -0.63±0.10
2000V – -0.73±0.05
2500V – -0.97±0.08
3000V – -0.78±0.06
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Table D.5.: Dependence of height q and time scale tr of the individual evolution phases on the
particle’s mass and impact velocity shown in Figure 4.13 and Figure 4.16. The table
lists the velocity exponents β for the charge yield and δ for the rise time defining the
dependence of the measure in question on the impact velocity v.
Relation Step1 Step2 Step3 Step4 Step5 total
q ∝ vβ 1.80±0.07 0.35±0.06 0.14±0.06 0.01±0.08 -0.39±0.13 1.08±0.07
q ∝ m−0.67 · vβ 4.16±0.06 2.71±0.05 2.53±0.05 2.52±0.07 2.35±0.07 3.28±0.05
q ∝ m−1 · vβ 5.18±0.06 3.72±0.05 3.56±0.05 3.60±0.07 3.51±0.12 4.24±0.05
tr ∝ vδ -0.06±0.03 -0.49±0.06 -0.59±0.05 -0.81±0.09 -1.15±0.13 -1.11±0.03
Table D.6.: Laser shots on gold coated Olivine: Comparison of the variation of the charge yield
for two different locations on the target.
Location 1 Location 2
Energy range Number Charge yield Number Charge yield
6 - 7µJ 5 10fC ± 15fC (±263%) 23 1211fC ± 1599fC (±132%)
7 - 8µJ 14 65fC ± 66fC (±199%) 30 882fC ± 1055fC (±120%)
8 - 9µJ 20 113fC ± 96 fC (±157%) 8 1049fC ± 1331fC (±127%)
9 - 10µJ 13 216fC ± 228fC (±164%) 10 1406fC ± 1056fC (±75%)
10 - 11µJ 10 417fC ± 338fC (±91%) 12 1066fC ± 607fC (±57%)
11 - 12µJ 7 613fC ± 263fC (±58%) 12 1096fC ± 688fC (±63%)
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D.3.1. Variability of the TOF mass spectra
Table D.7.: Theoretical variability of spectra in narrow ranges of the impact velocity. The vari-
abilities have been calculated due to four different models, Vr refers to the variability
calculated for 106 completely randomised spectra, V2linconst for 106 randomised spec-
tra for which the 2 maximum lines were kept constant, V2linvar for 106 randomised
spectra for which the 2 maximum lines were kept constant, and VwhiteN for 106 spec-
tra varied with white noise .
Experiment Instrument Velocity range Vr V2linconst V2linvar VwhiteN
Fe on Ag
BERTA 5-10kms−1 2.68 ±0.40 2.36 ±0.38 0.32 ±0.14 2.02 ±0.47
BERTA 15-20kms−1 4.82 ±0.65 4.43 ±0.63 0.39 ±0.17 4.04 ±0.86
BERTA 30-35kms−1 4.55 ±0.63 4.14 ±0.61 0.41 ±0.18 3.81 ±0.84
BERTA 35-50kms−1 2.77 ±0.40 2.50 ±0.38 0.27 ±0.12 2.19 ±0.48
LAMA 5-10kms−1 3.42 ±0.50 3.18 ±0.48 0.24 ±0.11 3.06 ±0.60
LAMA 15-20kms−1 5.37 ±0.78 4.81 ±0.74 0.56 ±0.25 4.45 ±1.01
LAMA 30-35kms−1 6.46 ±0.87 5.87 ±0.82 0.60 ±0.26 5.49 ±1.17
LAMA 35-50kms−1 6.54 ±0.82 6.03 ±0.79 0.51 ±0.23 5.64 ±1.14
Opx on Ag
BERTA 3-4kms−1 1.60 ±0.40 1.15 ±0.35 0.45 ±0.20 0.99 ±0.39
BERTA 9-11kms−1 3.50 ±0.60 3.03 ±0.57 0.47 ±0.20 2.68 ±0.70
BERTA 18-20kms−1 5.26 ±0.61 4.95 ±0.60 0.32 ±0.14 4.54 ±0.87
SUDA 3-4kms−1 0.99 ±0.27 0.55 ±0.20 0.43 ±0.18 0.48 ±0.22
SUDA 9-11kms−1 2.58 ±0.27 2.43 ±0.26 0.15 ±0.07 2.09 ±0.38
SUDA 18-20kms−1 1.95 ±0.21 1.83 ±0.21 0.12 ±0.05 1.51 ±0.26
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Table D.8.: Empirical variability of spectra in narrow ranges of the impact energy. The vari-
abilities have been calculated due to four different models, Vr refers to the variability
calculated for 106 completely randomised spectra, V2linconst for 106 randomised spec-
tra for which the 2 maximum lines were kept constant, V2linvar for 106 randomised
spectra for which the 2 maximum lines were kept constant, and VwhiteN for 106 spec-
tra varied with white noise.
Experiment Instrument Energy range Vr V2linconst V2linvar VwhiteN
Fe on Ag
BERTA 1.5 -2.0nJ 3.66 ±0.53 3.32 ±0.51 0.34 ±0.15 3.02 ±0.68
BERTA 2.0 -2.5nJ 4.09 ±0.57 3.72 ±0.55 0.37 ±0.16 3.41 ±0.75
LAMA 1.5 -2.0nJ 6.96 ±0.87 6.43 ±0.83 0.54 ±0.24 6.01 ±1.21
LAMA 2.0 -2.5nJ 6.41 ±0.80 5.92 ±0.77 0.49 ±0.22 5.53 ±1.12
LAMA 3.0 -3.5nJ 3.46 ±0.50 3.13 ±0.48 0.33 ±0.15 2.86 ±0.65
Opx on Ag
BERTA 2.65-2.85nJ 3.35 ±0.47 3.07 ±0.45 0.29 ±0.13 2.80 ±0.61
BERTA 4.0 -4.5nJ 3.86 ±0.54 3.52 ±0.52 0.34 ±0.14 3.18 ±0.70
SUDA 2.65-2.85nJ 1.94 ±0.22 1.82 ±0.21 0.12 ±0.06 1.54 ±0.28
SUDA 4.0 -4.5nJ 1.86 ±0.23 1.73 ±0.23 0.14 ±0.06 1.50 ±0.30
Table D.9.: Empirical variability of spectra in narrow ranges of the energy density. The vari-
abilities have been calculated due to four different models, Vr refers to the variability
calculated for 106 completely randomised spectra, V2linconst for 106 randomised spec-
tra for which the 2 maximum lines were kept constant, V2linvar for 106 randomised
spectra for which the 2 maximum lines were kept constant, and VwhiteN for 106 spec-
tra varied with white noise.
Experiment Instrument Energy density Vr V2linconst V2linvar VwhiteN
Fe on Ag
BERTA 10-15 kJm−2 2.32 ±0.31 2.08 ±0.30 0.24 ±0.10 1.74 ±0.36
BERTA 15-20 kJm−2 5.34 ±0.73 4.88 ±0.70 0.45 ±0.20 4.46 ±0.96
BERTA 20-25 kJm−2 3.67 ±0.63 3.14 ±0.58 0.53 ±0.24 2.92 ±0.76
LAMA 10-15 kJm−2 6.26 ±0.94 5.75 ±0.91 0.51 ±0.24 6.07 ±1.11
LAMA 15-20 kJm−2 5.66 ±0.78 5.13 ±0.74 0.53 ±0.24 4.77 ±1.04
LAMA 20-25 kJm−2 6.28 ±0.80 5.80 ±0.77 0.49 ±0.22 5.39 ±1.10
Opx on Ag
BERTA 5-7 kJm−2 2.64 ±0.53 2.16 ±0.49 0.49 ±0.21 1.90 ±0.58
BERTA 9-11 kJm−2 3.92 ±0.62 3.48 ±0.59 0.45 ±0.19 3.08 ±0.74
BERTA 19-21 kJm−2 3.04 ±0.48 2.70 ±0.45 0.34 ±0.15 2.39 ±0.57
SUDA 5-7 kJm−2 1.98 ±0.42 1.68 ±0.40 0.30 ±0.13 1.74 ±0.42
SUDA 9-11 kJm−2 3.17 ±0.37 2.99 ±0.36 0.18 ±0.09 2.70 ±0.51
SUDA 19-21 kJm−2 1.48 ±0.17 1.37 ±0.16 0.10 ±0.04 1.06 ±0.18
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Table D.10.: Empirical variability of spectra in narrow ranges of the laser energy. The variabil-
ities have been calculated due to four different models, Vr refers to the variabil-
ity calculated for 106 completely randomised spectra, V2linconst for 106 randomised
spectra for which the 2 maximum lines were kept constant, V2linvar for 106 ran-
domised spectra for which the 2 maximum lines were kept constant, and VwhiteN for
106 spectra varied with white noise.
Target material Laser energy Vr V2linconst V2linvar VwhiteN
Olivine (Spot1)
4.5- 5.0µJ 3.46 ±0.52 3.10 ±0.50 0.36 ±0.16 2.79 ±0.65
6.0- 6.5µJ 3.96 ±0.63 3.51 ±0.60 0.46 ±0.20 3.13 ±0.76
7.5- 8.0µJ 3.75 ±0.58 3.34 ±0.55 0.41 ±0.18 2.99 ±0.71
9.0- 9.5µJ 1.31 ±0.25 1.06 ±0.22 0.25 ±0.11 0.90 ±0.24
Olivine (Spot2)
4.5- 5.0µJ 4.04 ±0.70 3.47 ±0.65 0.57 ±0.26 3.14 ±0.82
6.0- 6.5µJ 0.71 ±0.13 0.55 ±0.12 0.16 ±0.07 0.46 ±0.11
7.5- 8.0µJ 0.86 ±0.16 0.66 ±0.14 0.20 ±0.08 0.53 ±0.13
9.0- 9.5µJ 0.72 ±0.15 0.54 ±0.13 0.18 ±0.08 0.46 ±0.12
Iron
1.0- 1.5µJ 1.47 ±0.46 0.76 ±0.33 0.71 ±0.32 0.77 ±0.46
2.0- 2.5µJ 2.71 ±0.59 2.07 ±0.52 0.64 ±0.28 1.92 ±0.64
3.5- 4.0µJ 2.85 ±0.65 2.05 ±0.55 0.80 ±0.34 1.91 ±0.68
8.0- 8.5µJ 1.07 ±0.39 0.37 ±0.23 0.69 ±0.31 0.49 ±0.42
Ag+Cu
12.0-13.0µJ 2.65 ±0.52 2.19 ±0.48 0.47 ±0.21 1.99 ±0.59
14.0-14.5µJ 2.71 ±0.53 2.25 ±0.49 0.47 ±0.20 2.02 ±0.60
16.0-16.5µJ 2.93 ±0.56 2.44 ±0.52 0.49 ±0.21 2.17 ±0.63
19.0-19.5µJ 1.09 ±0.31 0.66 ±0.24 0.42 ±0.19 0.59 ±0.26
21.5-22.0µJ 2.23 ±0.52 1.61 ±0.45 0.62 ±0.27 1.52 ±0.56
23.5-24.0µJ 0.46 ±0.15 0.19 ±0.09 0.27 ±0.12 0.49 ±0.14
24.5-25.0µJ 0.83 ±0.20 0.57 ±0.17 0.26 ±0.11 0.48 ±0.16
217
D. Data
Table D.11.: Empirical variability of spectra in narrow ranges of the total charge yield. The
variability of spectra of impact and laser ablation events producing charge yields
within a narrow range is compared. Due to the lack of high resolution mass spectra
for laser ablation measurements, a comparison between high and low resolution
spectra could not me made.
Experiment Charge yield Vr V2linconst V2linvar VwhiteN
Laser on Olivine (Spot1)
10 - 20fC 2.87 ±0.44 2.56 ±0.42 0.31 ±0.13 2.26 ±0.52
60 - 70fC 1.82 ±0.32 1.51 ±0.29 0.32 ±0.13 1.27 ±0.34
100 - 120fC 1.12 ±0.20 0.92 ±0.18 0.21 ±0.09 0.73 ±0.18
Olivine on Ag 100 - 120fC 3.18 ±0.55 2.75 ±0.52 0.43 ±0.19 2.52 ±0.66
Laser on Fe
1 - 10fC 2.28 ±0.51 1.74 ±0.45 0.54 ±0.23 1.51 ±0.53
10 - 20fC 1.87 ±0.55 0.94 ±0.39 0.93 ±0.39 0.92 ±0.53
20 - 30fC 1.58 ±0.49 0.79 ±0.34 0.79 ±0.34 0.82 ±0.48
Fe on Ag
1 - 10fC 1.75 ±0.34 1.40 ±0.31 0.35 ±0.16 1.17 ±0.33
10 - 20fC 2.35 ±0.44 1.98 ±0.41 0.38 ±0.16 1.78 ±0.51
20 - 30fC 1.63 ±0.29 1.37 ±0.27 0.26 ±0.11 1.11 ±0.27
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D.4. Mass line frequencies for impact ionisation
Fe+Ni on Ag - Particle and target material
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Figure D.7.: Mass line frequencies for the particle material mass line 56Fe and target material
mass line 107Ag for Fe+Ni particle impacts onto silver in dependence on the impact
speed, the kinetic impact energy and the energy density. For the dependency on the
impact speed and the energy density the data points could be fitted with a Fermi
distribution. The result show no significant dependence on the impact energy what-
soever. The error bars represent the Poisson distribution of the measurement and
depends therefore on the number of data points obtained in a specific range of the
impact parameter in question.
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D. Data
Fe+Ni on Ag - Alkali contamination
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Figure D.8.: Mass line frequencies for the alkali contaminant mass lines 23Na and 39Ag for
Fe+Ni particle impacts onto silver in dependence on the impact speed, the kinetic
impact energy and the energy density. With increasing impact velocites and energy
densities the frequency of these lines is decreasing.
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Fe+Ni on Ag - Carbon and Oxygen
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Figure D.9.: Mass line frequencies for the mass lines of 12C and 16O for Fe+Ni particle impacts
onto silver in dependence on the impact speed, the kinetic impact energy and the
energy density. For the dependency on the impact speed and the energy density the
data points could be fitted with a Fermi distribution. The result show no significant
dependence on the impact energy whatsoever. The error bars represent the Poisson
distribution of the measurement and depends therefore on the number of data points
obtained in a specific range of the impact parameter in question.
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D. Data
Fe+Ni on Ag - Molecular and cluster ions
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Figure D.10.: Mass line frequencies for atomic and molecular hydrogen, H, H2 and H3, and for
cluster ion mass lines 163AgFe, 216Ag2, and
323Ag3 for Fe+Ni particle impacts
onto silver in dependence on the impact speed. This dependency be fitted with a
Fermi distribution. The error bars represent the Poisson distribution of the mea-
surement and depends therefore on the number of data points obtained in a specific
range of the impact parameter in question.
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Fe+Ni on Ag - Molecular and cluster ions
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Figure D.11.: Mass line frequencies for atomic and molecular hydrogen, H, H2 and H3, and for
cluster ion mass lines 163AgFe, 216Ag2, and
323Ag3 for Fe+Ni particle impacts
onto silver in dependence on the impact energy. The result show no significant
dependence on the impact energy.
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Fe+Ni on Ag - Molecular and cluster ions
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Figure D.12.: Mass line frequencies for atomic and molecular hydrogen, H, H2 and H3, and for
cluster ion mass lines 163AgFe, 216Ag2, and
323Ag3 for Fe+Ni particle impacts
onto silver in dependence on the impact energy. The result show no significant
dependence on the impact energy density.This dependency could be fitted with a
Fermi distribution. The error bars represent the Poisson distribution of the mea-
surement and depends therefore on the number of data points obtained in a specific
range of the impact parameter in question.
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Figure D.13.: Mass line frequencies for the alkali contaminant mass line 23Na for Opx particle
impacts onto silver in dependence on the impact speed, the kinetic impact energy
and the energy density. The results of measurements with the BERTA mass spec-
trometer are compared to those obtained with the SUDA instrument. The results
show no significant dependence on the impact paramters whatsoever.
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Figure D.14.: Mass line frequencies for the alkali contaminant mass line 39K for Opx particle
impacts onto silver in dependence on the impact speed, the kinetic impact energy
and the energy density. The results of measurements with the BERTA mass spec-
trometer are compared to those obtained with the SUDA instrument. The results
show no significant dependence on the impact paramters whatsoever.
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Figure D.15.: Mass line frequencies for the metal particle bulk material mass lines 24Mg, 27Al,
and 56Fe for Opx particle impacts onto silver in dependence on the impact speed.
The results of measurements with the BERTA mass spectrometer are compared
to those obtained with the SUDA instrument. This dependency could be fitted
with a Fermi distribution. The error bars represent the Poisson distribution of the
measurement and depends therefore on the number of data points obtained in a
specific range of the impact parameter in question.
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Figure D.16.: Mass line frequencies for the metal particle bulk material mass lines 24Mg, 27Al,
and 56Fe for Opx particle impacts onto silver in dependence on the impact energy.
The results of measurements with the BERTA mass spectrometer are compared to
those obtained with the SUDA instrument. The result shows no significant depen-
dence on the impact energy whatsoever.
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Figure D.17.: Mass line frequencies for the metal particle bulk material mass lines 24Mg, 27Al,
and 56Fe for Opx particle impacts onto silver in dependence on the impact en-
ergy density. The results of measurements with the BERTA mass spectrometer are
compared to those obtained with the SUDA instrument. This dependency could be
fitted with a Fermi distribution. The error bars represent the Poisson distribution
of the measurement and depends therefore on the number of data points obtained
in a specific range of the impact parameter in question.
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Figure D.18.: Mass line frequencies for the particle bulk material mass lines 16O, 28Si, 40Kand
44SiO for Opx particle impacts onto silver in dependence on the impact speed. The
results of measurements with the BERTA mass spectrometer are compared to those
obtained with the SUDA instrument. This dependency could be fitted with a Fermi
distribution. The error bars represent the Poisson distribution of the measurement
and depends therefore on the number of data points obtained in a specific range of
the impact parameter in question.
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Figure D.19.: Mass line frequencies for the particle bulk material mass lines 16O, 28Si, 40Kand
44SiO for Opx particle impacts onto silver in dependence on the impact energy.
The results of measurements with the BERTA mass spectrometer are compared to
those obtained with the SUDA instrument. The result shows no significant depen-
dence on the impact energy whatsoever.
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Figure D.20.: Mass line frequencies for the particle bulk material mass lines 16O, 28Si, 40Kand
44SiO for Opx particle impacts onto silver in dependence on the impact energy
denstiy. The results of measurements with the BERTA mass spectrometer are
compared to those obtained with the SUDA instrument. This dependency could
be fitted with a Fermi distribution. The error bars represent the Poisson distri-
bution of the measurement and depends therefore on the number of data points
obtained in a specific range of the impact parameter in question.
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Figure D.21.: Mass line frequencies for the carbon and hydro-carbon mass lines C, CH, CH2and
CH3 for Opx particle impacts onto silver in dependence on the impact speed. The
results of measurements with the BERTA mass spectrometer are compared to those
obtained with the SUDA instrument. This dependency could be fitted with a Fermi
distribution. The error bars represent the Poisson distribution of the measurement
and depends therefore on the number of data points obtained in a specific range of
the impact parameter in question.
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Figure D.22.: Mass line frequencies for the carbon and hydro-carbon mass lines C, CH, CH2and
CH3 for Opx particle impacts onto silver in dependence on the impact energy. The
results of measurements with the BERTA mass spectrometer are compared to those
obtained with the SUDA instrument. The result shows no significant dependence
on the impact energy whatsoever.
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Figure D.23.: Mass line frequencies for the carbon and hydro-carbon mass lines C, CH, CH2and
CH3 for Opx particle impacts onto silver in dependence on the impact energy den-
sity. The results of measurements with the BERTA mass spectrometer are com-
pared to those obtained with the SUDA instrument. This dependency could be
fitted with a Fermi distribution. The error bars represent the Poisson distribution
of the measurement and depends therefore on the number of data points obtained
in a specific range of the impact parameter in question.
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Figure D.24.: Mass line frequencies for atomic and molecular hydrogen, H, H2 and H3 for Opx
particle impacts onto silver in dependence on the impact speed. The results of
measurements with the BERTA mass spectrometer are compared to those obtained
with the SUDA instrument. This dependency could be fitted with a Fermi distri-
bution. The error bars represent the Poisson distribution of the measurement and
depends therefore on the number of data points obtained in a specific range of the
impact parameter in question.
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Figure D.25.: Mass line frequencies for atomic and molecular hydrogen, H, H2 and H3 for Opx
particle impacts onto silver in dependence on the impact energy. The results of
measurements with the BERTA mass spectrometer are compared to those obtained
with the SUDA instrument. The result shows no significant dependence on the
impact energy whatsoever.
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Figure D.26.: Mass line frequencies for atomic and molecular hydrogen, H, H2 and H3 for Opx
particle impacts onto silver in dependence on the impact energy density. The
results of measurements with the BERTA mass spectrometer are compared to those
obtained with the SUDA instrument. This dependency could be fitted with a Fermi
distribution. The error bars represent the Poisson distribution of the measurement
and depends therefore on the number of data points obtained in a specific range of
the impact parameter in question.
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Figure D.27.: Mass line frequencies for cluster ion mass lines 163AgFe, 216Ag2, and 323Ag3 for
Opx particle impacts onto silver in dependence on the impact speed. The results
of measurements with the BERTA mass spectrometer are compared to those ob-
tained with the SUDA instrument. This dependency could be fitted with a Fermi
distribution. The error bars represent the Poisson distribution of the measurement
and depends therefore on the number of data points obtained in a specific range of
the impact parameter in question.
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Figure D.28.: Mass line frequencies for cluster ion mass lines 163AgFe, 216Ag2, and 323Ag3 for
Opx particle impacts onto silver in dependence on the impact energy. The results
of measurements with the BERTA mass spectrometer are compared to those ob-
tained with the SUDA instrument.The result shows no significant dependence on
the impact energy whatsoever.
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Figure D.29.: Mass line frequencies for cluster ion mass lines 163AgFe, 216Ag2, and 323Ag3 for
Opx particle impacts onto silver in dependence on the impact energy density. The
results of measurements with the BERTA mass spectrometer are compared to those
obtained with the SUDA instrument. This dependency could be fitted with a Fermi
distribution. The error bars represent the Poisson distribution of the measurement
and depends therefore on the number of data points obtained in a specific range of
the impact parameter in question.
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Laser on Ag+Cu - Target material and alkali contamination
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Figure D.30.: Mass line frequencies for the target material mass line 63Cu and 107Ag ++ and
for the alkali contamination mass lines 23Na and 39Kfor laser bombardment of a
copper + silver target in dependence on the laser energy. The disappearance of the
lines due to the increase of the laser energy is caused by the increasing difficulties
of identifying the mass lines due to the broadening and saturation of the peaks.The
result show no significant dependence on the laser energy whatsoever.
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Laser on Olivine (Spot 2) - Target material and alkali contamination
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Figure D.31.: Mass line frequencies for the target material mass line 24Mg and 56Fe, the coating
material line 196Au, the cluster ion 221AuMg and for the alkali contamination mass
lines 23Na and 39Kfor laser bombardment of a gold coated Olivine target in depen-
dence on the laser energy. The disappearance of the lines due to the increase of the
laser energy is caused by the increasing difficulties of identifying the mass lines
due to the broadening and saturation of the peaks.The result show no significant
dependence on the laser energy whatsoever.
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Table D.12.: line frequencies in dependence on the impact velocity for Fe+Ni particles impacting
a Ag target. The speed or energy density dependence of the relative abundance can
be fitted by a Fermi distribution for most of the cases. The curve can be described
by the velocity or energy density the relative appearance exceeding 10%, 50%, and
90% of the total spectra number.
Impact velocity Energy density
line 10% 50% 90% 10% 50% 90%
H 3.8kms−1 7.5kms−1 14.0kms−1 6.2kJm−2 8.8kJm−2 12.5kJm−2
H2 – – – 7.7kJm
−2 11.1kJm−2 16.0kJm−2
H3 – – – – – –
12C 5.5kms−1 14.8kms−1 37.9kms−1 7.0kJm−2 15.1kJm−2 32.3kJm−2
16O 12.1kms−1 23.9kms−1 46.3kms−1 11.4kJm−2 25.0kJm−2 52.2kJm−2
23Na – – – – – –
39K – – – – – –
56Fe 3.6kms−1 15.4kms−1 51.8kms−1 3.3kJm−2 15.5kJm−2 54.3kJm−2
107Ag 1.8kms−1 8.8kms−1 36.4kms−1 5.2kJm−2 11.5kJm−2 25.0kJm−2
Fe+Ag 12.2kms−1 38.4kms−1 79.8kms−1 14.1kJm−2 48.9kJm−2 58.1kJm−2
Ag2 15.8kms
−1 28.7kms−1 51.0kms−1 13.0kJm−2 32.0kJm−2 67.5kJm−2
Ag3 19.3kms
−1 35.1kms−1 61.3kms−1 17.6kJm−2 44.0kJm−2 91.2kJm−2
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Table D.13.: line frequencies in dependence on the impact velocity for Opx particle impacting
a Ag target. The speed dependence of the relative abundance can be fitted by a
Fermi distribution for most of the cases. The curve can be described by the velocity
or energy density the relative appearance exceeding 10%, 50%, and 90% of the
total spectra number. To get more reliable results, the BERTA measurements are
compared with data recorded by the SUDA instrument.
BERTA SUDA
line 10% 50% 90% 10% 50% 90%
H 4.5kms−1 8.0kms−1 14.0kms−1 3.9kms−1 7.0kms−1 12.8kms−1
H2 8.1kms
−1 11.8kms−1 17.1kms−1 5.4kms−1 8.8kms−1 14.4kms−1
H3 7.0kms
−1 14.3kms−1 29.0kms−1 1.9kms−1 16.1kms−1 64.4kms−1
12C 1.9kms−1 22.8kms−1 78.5kms−1 3.7kms−1 7.7kms−1 15.8kms−1
CH 8.8kms−1 17.6kms−1 34.8kms−1 5.9kms−1 9.7kms−1 15.9kms−1
CH2 7.0kms
−1 44.6kms−1 88.4kms−1 2.7kms−1 13.0kms−1 48.7kms−1
CH3 – – – – – –
16O 4.9kms−1 39.7kms−1 86.8kms−1 12.8kms−1 16.5kms−1 21.3kms−1
23Na – – – – – –
24Mg 8.8kms−1 15.0kms−1 25.4kms−1 2.3kms−1 4.7kms−1 9.5kms−1
27Al 2.7kms−1 12.4kms−1 45.4kms−1 1.7kms−1 3.2kms−1 5.9kms−1
28Si 1.4kms−1 13.6kms−1 61.3kms−1 2.7kms−1 5.0kms−1 9.2kms−1
39K – – – – – –
40Ca 1.6kms−1 10.2kms−1 46.4kms−1 4.4kms−1 6.5kms−1 9.7kms−1
SiO – – – 8.6kms−1 18.3kms−1 38.5kms−1
55Mn 2.5kms−1 31.2kms−1 84.1kms−1 13.9kms−1 46.2kms−1 56.2kms−1
56Fe 2.1kms−1 22.1kms−1 74.7kms−1 3.2kms−1 7.8kms−1 18.8kms−1
107Ag 0.9kms−1 4.2kms−1 19.1kms−1 0.8kms−1 2.1kms−1 5.5kms−1
AgMg 3.7kms−1 20.8kms−1 67.1kms−1 5.4kms−1 10.1kms−1 19.0kms−1
Ag2 2.5kms
−1 24.4kms−1 76.7kms−1 5.3kms−1 9.3kms−1 16.2kms−1
Ag3 13.9kms
−1 30.4kms−1 61.3kms−1 4.0kms−1 13.2kms−1 39.8kms−1
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Table D.14.: line frequencies in dependence on the energy densities for Opx particle impacting
a Ag target. line frequencies in dependence on the impact energy density for Opx
particle impacting a Ag target. The energy density dependence of the relative abun-
dance can be fitted by a Fermi distribution for most of the cases. The curve can be
described by the velocity or energy density the relative appearance exceeding 10%,
50%, and 90% of the total spectra number. To get more reliable results, the BERTA
measurements are compared with data recorded by the SUDA instrument.
BERTA SUDA
line 10% 50% 90% 10% 50% 90%
H 7.9kJm−2 10.4kJm−2 13.8kJm−2 6.0kJm−2 8.5kJm−2 11.4kJm−2
H2 9.6kJm
−2 14.9kJm−2 22.4kJm−2 7.8kJm−2 9.5kJm−2 11.5kJm−2
H3 7.1kJm
−2 19.0kJm−2 47.1kJm−2 – – –
12C 4.6kJm−2 21.9kJm−2 65.7kJm−2 7.6kJm−2 8.6kJm−2 9.8kJm−2
CH 4.8kJm−2 39.7kJm−2 86.8kJm−2 7.7kJm−2 10.5kJm−2 14.4kJm−2
CH2 8.5kJm
−2 47.2kJm−2 59.1kJm−2 6.0kJm−2 14.4kJm−2 33.9kJm−2
CH3 – – – – – –
16O 11.0kJm−2 28.2kJm−2 62.8kJm−2 13.8kJm−2 17.2kJm−2 21.3kJm−2
23Na – – – – – –
24Mg 3.9kJm−2 30.2kJm−2 80.6kJm−2 1.2kJm−2 3.0kJm−2 7.6kJm−2
27Al 1.7kJm−2 29.0kJm−2 82.8kJm−2 2.7kJm−2 3.2kJm−2 3.9kJm−2
28Si 2.0kJm−2 14.3kJm−2 58.9kJm−2 2.7kJm−2 5.2kJm−2 10.0kJm−2
39K – – – – – –
40Ca 2.2kJm−2 12.4kJm−2 50.1kJm−2 3.7kJm−2 6.4kJm−2 11.2kJm−2
SiO – – – 5.4kJm−2 19.4kJm−2 43.1kJm−2
55Mn 6.3kJm−2 43.3kJm−2 88.0kJm−2 16.2kJm−2 46.2kJm−2 54.9kJm−2
56Fe 1.7kJm−2 20.0kJm−2 73.3kJm−2 4.1kJm−2 8.7kJm−2 18.4kJm−2
107Ag 1.6kJm−2 6.2kJm−2 23.0kJm−2 1.1kJm−2 2.5kJm−2 5.7kJm−2
AgMg 8.5kJm−2 22.8kJm−2 54.8kJm−2 5.9kJm−2 10.9kJm−2 20.1kJm−2
Ag2 7.8kJm
−2 20.4kJm−2 49.7kJm−2 6.7kJm−2 10.3kJm−2 15.8kJm−2
Ag3 14.3kJm
−2 24.7kJm−2 42.2kJm−2 6.2kJm−2 13.9kJm−2 30.5kJm−2
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D.4.1. Mass line widths in dependence on the impact
parameters
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Figure D.32.: Shots with iron particles on silver: line widths of silver ions
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Line Parameters Dependency on Impact Energy
Figure D.33.: Shots with iron particles on silver: line widths of silver ions
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Figure D.34.: Shots with iron particles on silver: line widths of silver ions
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Figure D.35.: Shots with iron particles on silver: line widths of iron ions
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D.4. Mass line frequencies for impact ionisation
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Line Parameters Dependency on Impact Energy
Figure D.36.: Shots with iron particles on silver: line widths of iron ions
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Figure D.37.: Shots with iron particles on silver: line widths of iron ions
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D.4. Mass line frequencies for impact ionisation
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Figure D.38.: Shots with iron particles on silver: line widths of carbon ions
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Line Parameters Dependency on Impact Energy
Figure D.39.: Shots with iron particles on silver: line widths of carbon ions
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D.4. Mass line frequencies for impact ionisation
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Figure D.40.: Shots with iron particles on silver: line widths of carbon ions
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Figure D.41.: Shots with iron particles on silver: line widths of oxygen ions
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D.4. Mass line frequencies for impact ionisation
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Figure D.42.: Shots with iron particles on silver: line widths of oxygen ions
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Line Parameters Dependency on Impact Energy Density
Figure D.43.: Shots with iron particles on silver: line widths of oxygen ions
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D.4. Mass line frequencies for impact ionisation
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Figure D.44.: Shots with iron particles on silver: line widths of sodium ions
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Figure D.45.: Shots with iron particles on silver: line widths of sodium ions
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D.4. Mass line frequencies for impact ionisation
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Figure D.46.: Shots with iron particles on silver: line widths of sodium ions
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