Abstract-The growth in mobile traffic demand is leading to a dense heterogeneous cellular network. This massive deployment of mobile equipment (i.e. base stations) may cause a high increment of the network energy consumption and therefore operational expenditure for operators. One of the most promising techniques to save energy (and costs) is to switch off some underutilized cells during off peak hours. In this line, our focus is to optimize the number of base stations in dense LTE pico cell deployments in order to maximize the energy saving, while satisfying the Quality of Service constraints. We use a combination of Fuzzy Logic, Grey Relational Analysis and Analytic Hierarchy Process tools to trigger the switch off actions, and jointly consider multiple decision inputs for each cell.
INTRODUCTION
The traffic volume in cellular networks has increased considerably during recent years and this growth is expected to continue at an exponential rate [1] . This forces operators to embed small cells in the traditional macrocell layout. The increased network densification allows to satisfy the traffic volume in peak hours, while leading to a significant concern about the network energy consumption. As a result, the green communication paradigm has received much attention from research projects [2] and standardization activities [3] . The Base Stations (BSs) are identified as one of the main causes for energy consumption in cellular networks [4] , so that an effective method to preserve energy is to exploit the existence of low traffic periods and to switch off some underutilized capacity-booster cells. The identification of the set of BSs to be switched off is not a trivial task though, and it is influenced by the behavior of multiple variables. The random or inappropriate switch off of the cells can seriously deteriorate the performance of the system since the BSs, which remain active, need to serve some extra traffic.
Given the relevance of the problem, numerous proposals have been presented in literature. The cell-zooming algorithm, proposed in [5] , sequentially switches off BSs starting with the least loaded one, and going on till it finds the first cell that cannot be switched off because at least one of its users cannot be served by any of the neighboring cells. An improved cell-zooming was proposed in [6] , where the algorithm checks all the cells in the network for possible switch off. This algorithm permits to save more energy with respect to [5] , but at the expense of an increased computational complexity. In [7] the switching off mechanism is based on a combination of traffic load and interference information. In [8] and [9] the authors propose a distance aware BS switch off strategy. The BS which has a maximal average distance from its associated User Equipments (UEs) and from those of the neighboring cells is chosen as a candidate for switch off process. If the load of this cell can be handled by its neighbors, the BS is switched off. Another BS sleeping algorithm based on UEs' location information is proposed in [10] . The UEs are classified into clusters based on their spatial features and for each cluster the closest BS is chosen as a cell to provide access service. None of these works address the problem of dense small cell deployments, where a co-tier interference is a challenging issue, and the majority of them considers the load of the cells as the main input for decisions, while also other aspects should be taken into account, such as the coverage of the whole network, the interference perceived by the users, the load of the cells, etc. Also, it is worth mentioning that in [5] [6] [7] [8] [9] [10] the switching decision requires high computational complexity and large signaling overhead, since in [5] [6] [7] every time that a node is selected for switch off, the network needs to evaluate whether the traffic to be offloaded can be absorbed by the network, and [8] [9] [10] exploit user positioning information. This computation complexity can be reduced if the switch off algorithm is able to make more precise decisions.
In this paper we propose a switch off method, which differs from the previous works in the following contributions. We target (i) a co-channel dense pico cell deployment, which is one of the main trends of modern wireless networking, (ii) a multi-criteria decision making, which allows the system to achieve higher throughput/energy tradeoff. The proposed solution implements a controller based on fuzzy theory, which is able to analyze the demand of traffic and the offer of resources in the scenario, in order to quickly evaluate whether the network is in the position to switch off any cell. This avoids any further checks on the feasibility of the switch off choice and reduces computational complexity with respect to the state of the art solutions. As for the switch off solution, we propose combination of Grey Relational Analysis (GRA) [11] and Analytic Hierarchy Process (AHP) [12] for the multi-criteria decision making process. The combination of these tools allows us to process jointly multiple heterogeneous aspects for each cell, such as coverage characteristics, instantaneous traffic load and its distribution among different nodes, while providing to them different priority orders. We benchmark our approach to state of the art solutions, adapted to the small cell scenario that we consider, and we show the superiority in terms of multiple performance indicators.
The remainder is organized as follows. In Section II the problem is formulated. Section III presents our cell switch off approach. In Section IV, we evaluate the performance of our scheme. Finally, Section VI concludes the paper.
II. PROBLEM FORMULATION
The objective of the proposed method is to manage the number of active Pico BSs (PeNBs in LTE specifications) to increase the energy efficiency of a network of M nodes, while at the same time serving the traffic demand with adequate quality. Our algorithm is executed by a control unit, which gathers the necessary information from all the PeNBs. An example of this centralized entity has been proposed by the European ICT BeFEMTO [13] project, the Local Femtocell Gateway. We reach the objective by subdividing the global problem into two targets. First, we allocate the Physical Resource Blocks (PRBs) of the active PeNBs to control the severe co-tier interference, typical of dense co-channel deployments. Then, we adapt dynamically the number of active PeNBs to the traffic demand in order to minimize the network energy consumption, while still fulfilling outage and throughput constraints of UEs.
A. Allocation of PRBs
One of the efficient methods to overcome the co-tier interference issue is to allocate disjoint portions of PRBs to the interfering cells, while other cells are allowed to use the entire bandwidth. In [14] the authors present a graph-based implementation of this idea. We use this strategy as a reference, properly adapting it to our dynamic small cell scenario. First, the critical intercell interference relations are mapped onto the graph. Then, using DSATUR graph-coloring method [15] , the disjoint portions of bandwidth are assigned to the nodes connected in the graph. As the output of this procedure, for each PeNB m we obtain the number of available PRBs (N T,m ), the set of identified interfering neighbors (I m ) and their number (ν m ). The reallocation of PRBs is executed each time when the network topology is modified. In this paper we do not provide further details on this PRBs allocation scheme, as they have been the object of a separate contribution.
B. Switch off process
The main challenges associated to the switch off procedure are as follows.
1) Coverage guarantees
The cell switch off may cause coverage holes in the network layout, resulting in a loss of service for some UEs. As the forced termination of active UEs' connections must be avoided, our target is to consider the cell m as a candidate for switch off only if all its UEs have a handover alternative.
2) QoS guarantees When a PeNB m is switched off, each of its associated users moves to the neighboring PeNB which provides the second best signal strength, if any. As a result, those UEs may experience lower service rates. This is not only because the load of the neighbors of PeNB m increases due to the group hand-over of UEs originally associated with PeNB m , but also due to the farther distances between those UEs and their new serving PeNBs. In this line, our objective is to maintain the target data rate of each UE as far as possible.
In the following section we detail how we propose to tackle these challenges.
III. MULTI-CRITERIA SWITCH OFF ALGORITHM
In this section we present our multi-criteria switch-off algorithm. First, we verify whether the existing traffic demand could be served by a lower number of cells by means of a Fuzzy Logic Controller (FLC). If the output is positive, then the PeNBs to be switched off are univocally identified. This procedure is based on a combination of GRA and AHP tools. The method is summarized in Fig. 1 .
A. Fuzzy Logic Controller
The typical traffic profile experiences significant variations throughout a day [16] . During the periods of low traffic demand the network is often overdimensioned, and a lower number of cells could serve the existing traffic. On the other hand, switching off PeNBs during high load hours could lead to QoS degradation. In order to evaluate whether the number of active cells can be reduced, we employ a FLC with two input linguistic variables:
• The total system capacity expressed as a total number of available PRBs (N T ).
• The total number of PRBs required to satisfy the data rate requirements of each connected UE (N R ).
Each input linguistic variable is characterized by a term set of three fuzzy sets: T(N T )=T(N R )={Low, Medium, High}. The output linguistic variable denotes the switch off approval and is defined as: T(Approval)={No, Maybe, Yes}. The corresponding membership functions are depicted in Fig. 2 . Table I lists the fuzzy inference rules. Both the membership functions and fuzzy rule base have been selected based on expert knowledge. The centre of area defuzzification method is used to obtain the final decision. The output is a value between 0 and 1. If it belongs to the interval [0.5, 1], the procedure to select a cell to switch off is initiated. Otherwise, all the cells remain active.
B. Decision Parameters
In this subsection we identify the relevant decision inputs to be considered in the multi-criteria approach.
1) Coverage Factor (CF)
This parameter indicates whether all the UEs connected to a given PeNB m have an intra-frequency LTE candidate for handover within the pico cell tier. CF m is equal to 1 if all the UEs connected to PeNB m have a handover candidate, and CF m is equal to 0 otherwise. The CF is calculated by each PeNB and sent to the central controller. For all the cells with CF=1 the following additional parameters are calculated. 
2) Cell Load Factor (LF own )
This parameter rates the traffic intensity for a given PeNB m and is calculated as 
where N R,m is a total number of PRBs required to satisfy the data rate requirements of each connected UE. The result is then sent to the central controller.
3) Cell Neighbour Load Factor (LF neigh )
This parameter indicates the load factor of the PeNBs, which are neighbors of PeNB m . It is calculated by the central controller, based on the LF own that are reported by the PeNBs:
4) The number of interfering neighbors (v)
The ν m parameter refers to the number of interfering neighbors of PeNB m obtained at the output of the PRBs allocation algorithm. This is already known by the controller.
C. Analytic Hierarchy Process
We employ the AHP framework [12] to assign different priority to the set of criteria defined above and considered for each PeNB: S={LF own , LF neigh , ν}. The criterion with higher relative merit will have more impact on the final decision about selection of a cell to switch off. AHP employs a pairwise comparison of criteria that relies on the human judgments to derive the final priority scale. The numbers (a) from 1 (equal importance) to 9 (absolute importance) are used to indicate if one criterion is more important than another, with respect to the goal (i.e. selection of the best cell to switch off). The pairwise comparison is summarized by a i×i (i=|S|) matrix A. 
Since the comparisons performed by AHP are subjective, a measure of coherence of the judgments is made through the calculation of a consistency rate (CR) of matrix A:
where CI is a consistency index and it represents the deviation of the maximum eigenvalue of matrix A (λ max ) from the number of criteria; RI is a random index, which is the average CI of a randomly generated reciprocal matrix.
If CR≤0.1, the judgments are acceptable and the weight of each criterion i (β i ) is derived based on the components of the normalized eigenvector of matrix A, corresponding to the largest eigenvalue. Otherwise, the adjustment is needed to improve the consistency of the comparisons. The weights β are calculated offline and remain static. Then they are applied in a dynamic GRA process to rank the decision inputs.
D. Grey Relational Analysis
GRA is a method to solve multi-input problems. It permits to obtain a clear ranking of the different alternatives (series), as a function of a set of criteria. This is realized by determining a relationship between reference and comparative data. The weights obtained at the output of AHP are applied to each criterion. This is performed by multiplying the elements in GRC matrix by their corresponding weights. Then, the Grey Relational Grade (GRG) of each PeNB is calculated: 
The higher GRG represents the stronger relational degree between the reference sequence and the given sequence. The PeNB with a maximal GRG is selected as a cell to switch off.
IV. PERFORMANCE EVALUATION
The simulation scenario is composed of 10 PeNBs distributed uniformly over a flat area of 1 km 2 and they have partially overlapping coverage areas. The traffic profile setup is based on parameters provided in [16] for an urban scenario. The UEs are distributed uniformly over the entire area. We consider two user categories: heavy and normal. A heavy user consumes r T , h =900 MB/hour and the ordinary user consumes r T , n =112.5 MB/hour; 20% of the subscribers are classified as heavy users. In our simulations we consider the night zone, where the average number of UEs (N u ) decreases from 130 to 20 according to the patterns identified in [16] . During this temporal window the required network capacity is reduced and a number of cells can be switched off to avoid network overdimensioning. The PeNB power consumption model is based on the study done in [16] .
The set of parameters used in simulations is provided in Table II . The parameters of comparison matrix are set as shown in Table III. We benchmark our Fuzzy Multi-Criteria (FMC) framework to two state of the art schemes: the Cell Zooming (CZ) approach proposed in [5] and the Dynamic Traffic-and-Interference-Aware (DTIA) BS switch off algorithm presented in [7] . These works focus on a macro only scenario and do not consider the co-tier interference issue. For the sake of fair comparison, we have adapted the benchmarks to the densely deployed pico cell scenario considered in this paper, applying the graph-based PRBs allocation strategy. In [5, 7] the BSs are first sorted by a given criterion. Then the cells are sequentially switched off starting from the first one in the list, provided that it does not compromise the QoS. To assure this constraint, before taking a final switch off decision, the algorithm checks for each UE n , connected to the selected cell m, if it has a handover alternative that can guarantee its data rate target. If the outcome of this procedure is positive, the cell m is switched off and the algorithm passes to the next cell. Otherwise, the process is terminated. In addition, we also benchmark FMC to an implementation where the FLC is not activated and we refer to this as Multi-Criteria control (MC). Similarly to [5] and [7] , FMC and MC do not lead to UE outage increment, as a cell is considered as a candidate for switch off only if all of its associated UEs have a handover alternative. It is worth nothing that this service guarantee is of great importance for mobile network operators. For performance comparison, we have adopted the following metrics: (i) the average number of active PeNBs, (ii) the Network Energy Saving Gain (NESG) and (iii) Dissatisfied Traffic demand (DT), defined as the the percentage of non-served data rate with respect to the total traffic demand.
The average number of PeNBs that remain active and the corresponding NESG are depicted in Fig. 3 and Fig. 4 . Analyzing these results we make the following observations. First, the NESG is linearly proportional to the number of switched off cells. This is because the power consumption of an active PeNB is nearly constant with respect to its traffic load [16] . Second, the FMC framework outperforms the state of the art schemes in terms of the average number of switched off cells and, as a consequence, also in terms of achieved NESG. In particular, NESG performances improve up to 13% with respect to the best reference approach, DTIA. On the other hand, with respect to the CZ scheme, our algorithm reduces energy consumption up to 17 %. This improvement proves that the pool of criteria that we have included in the decision making process allows to capture more efficiently the load fluctuations.
Regarding the FMC and MC performance comparison, it can be observed that the absence of FLC results in higher NESG. However, this improvement is at the cost of a significant user dissatisfaction, as shown in Fig. 5 , where the DT variation is plotted. As can be observed, the state of the art approaches permit to serve the existing traffic demand without any service degradation. For FMC the DT does not exceed 0,2%, while for MC scheme the maximal DT is about 1,8%. This ninefold loss can be explained as follows. The MC individuates and switches off the cell (from those with CF=1) without evaluating if the new network topology could support the extra traffic, while FLC permits to verify if the network is actually overdimensioned. It is worth nothing that the FLC introduces also the flexibility in the potential network performance and its setup can be regulated based on minimal DT constraint posed by operator.
So, the performance analysis show that MC scheme permits to preserve more energy at cost of significant loss in terms of DT, while FMC permits to achieve a trade-off between all the considered performance metrics.
Finally, it is worth mentioning that the slight loss in performances in terms of DT for FMC framework, compared to the state of the art schemes, is compensated by a reduced computational complexity and signaling overhead. In particular, [5, 7] , before switching off a cell, require to verify that the PRBs that would be assigned in the new cell, guarantee the QoS required by the UE. This results in a high computation effort of the state of the art approaches. In addition to this, CZ and DTIA require that, besides the parameters necessary for cell sorting, the BSs send to the control unit also a set of UE measurements, which are necessary for the re-association process (i.e. the data rate target and the ID of the second best cells). This makes the complexity and the signaling proportional to the number of UEs. On the other hand, FMC only requires that each BS sends to the central controller its CF and the total load related information, which makes the complexity and the amount of signaling scale with the number of cells. In this paper we have introduced a framework that allows to switch off some underutilized cells during off peak hours in order to save energy. We argue that to solve this problem, multiple aspects affect the best decision to make, so that the problem is a multi-criteria decision process. With this in mind, we take advantage of different smart techniques like Fuzzy Logic, AHP and GRA. This allows to efficiently capture spatial and temporal traffic fluctuation and, as a consequence, to optimize the set of switched off stations. System level simulations show that our framework outperforms two state of the art schemes in terms of achieved energy saving, at the cost of a marginal grade of dissatisfied traffic, compensated by reduced complexity and signaling overhead. 
