Abstract-A modular mapping consists of a linear transformation followed by modulo operations. It is characterized by a transformation matrix and a vector of moduli, called the modulus vector. Modular mappings are useful to derive parallel versions of algorithms with commutative operations and algorithms intended for execution on processor arrays with toroidal networks. In order to preserve algorithm correctness, modular mappings must be injective. Results of previous work characterize injective modular mappings of rectangular index sets. This paper provides a technique to generate modular appings that satisfy these injective conditions and extends the results to general index sets. For an n-dimensional rectangular index set, the technique has Oðn 2 n!Þ complexity. To facilitate generation of efficient code, modular mappings must also be reversible (i.e., have easily described inverses). An Oðn 2 Þ method is provided to generate reversible modular mappings. This method reduces the search space by fixing entries of the modulus vector while attempting to minimize the number of entries to exclude few solutions. For general index sets defined by linear inequalities, injectivity can be checked by formulating and solving a set of linear inequalities. A modified Fourier-Motzkin elimination is proposed to solve these inequalities. To generate an injective modular mapping of an index set defined by linear inequalities, this paper proposes a technique that attempts to minimize the values of the entries of the modulus vector. Several examples are provided to illustrate the application of the above mentioned methods, including the case of BLAS routines.
INTRODUCTION
M ANY parallelizing compilers use affine functions to represent mappings of regular algorithms into processors and time [1] , [2] , [3] , [4] , [5] , data alignments, and data distributions [6] , [7] , [8] . Systolic arrays for linear recurrence algorithms can also be derived using affine space-time mappings (see, for example, [9] , [10] , [11] , [12] , [13] , and references therein). However, there are practical important cases that require other types of transformations. For example, Cannon's algorithm for matrix-matrix multiplication [14] , the corresponding systolic array [9] , [15] , loop rotations [16] , and programs that use wrap-around connections of networks, such as rings and torus, do not result directly from affine mappings. They require a linear transformation and modulo operations, i.e., a modular mapping [17] . Modular mappings can outperform linear transformations in the optimization of loops whose computations (e.g., addition) are commutative and programs intended for parallel processors with toroidal networks. Examples include Basic Linear Algebra Subroutines (BLAS [18] ), signal processing algorithms, and system control applications [19] , [9] . In order to be valid, modular mappings must have certain characteristics: correctness, injectivity, and reversibility. This paper characterizes the properties of valid modular mappings and explains how modular mappings with the desired characteristics can be systematically generated and optimized.
Affine mappings are widely used for algorithm optimization in parallelizing compilers [20] . They can represent loop transformations that can increase parallelism or improve data locality resulting in the reduction of computation time. Affine mappings can also be used to map algorithms into time and processor domain for parallel computers as well as application-specific processor arrays. The utilization of the parallel systems can be increased by using a mapping that increases parallelism. For distributed memory systems, affine mappings can be used to map data arrays into processor domain. The main goal of data array mappings is to minimize residual communications between processors.
A new class of mappings, called modular mappings (linear transformations and modulo operations) are proposed in [17] . By taking advantage of the modulo operations, modular mappings can outperform affine mappings for a certain class of algorithms such as most of BLAS algorithms and certain signal processing and control algorithms [19] , [9] , [21] . Modular mappings can also be used for parallel computers with toroidal interconnections because the modulo operations can model wrap-around links in toroidal mesh interconnection networks.
In order for modular mappings to be used for algorithm mappings, they must be injective. Otherwise, two different computations can be mapped to the same processor at the same time. While injectivity of affine transformations can be tested by simply checking whether the coefficient matrix is nonsingular, it is harder to test for injectivity of modular transformations. Therefore, initial work on modular mappings focused on the characterization of injectivity of a modular mapping. For algorithms with a rectangular index set, sufficient conditions for injectivity were derived in [17] , and necessary conditions were later established in [22] .
Although the injectivity conditions derived in [17] , [22] make it possible to detect injectivity of a given modular mapping, the generation of modular mappings that meet these injectivity conditions is not studied in [17] , [22] . In addition, there may exist other constraints (related to correctness, communication, code generation, etc.) that must be satisfied in conjunction with the injectivity conditions. These other constraints further complicate the generation of injective modular mappings. This paper addresses the problem of generating modular mappings that satisfy injectivity conditions as well as other constraints. A naive approach that relies on enumeration and test of each valid modular mapping is computationally infeasible. Instead, approaches combining a graph model and sufficient conditions for injectivity derived in [17] are proposed.
To automatically generate a program that results from a modular transformation, it is necessary to compute the inverse of the transformation. While computing the inverse of an affine mapping requires finding the inverse of a coefficient matrix, the computation of the inverse of a modular mapping is much harder. This paper identifies sufficient conditions of modular mappings (which have the form Tm m :j j ! ðTj jÞ modm m ) whose inverse can also be easily derived from the inverse of the transformation matrix T (i.e., the inverse is of the form T À1 m m 0 :j j ! ðT À1j jÞ modm m 0 ). This paper also provides a graph-based formulation for the problem of generating reversible modular mappings while taking into consideration other above mentioned constraints. To solve the problem, this paper proposes a heuristic that is systematic and computationally affordable. In addition, the proposed heuristic attempts to preserve as much of the solution space as possible.
This paper generalizes injectivity conditions to cover algorithms with index sets defined by linear inequalities. An integer programming problem is formulated to check injectivity of a modular mapping. To solve this problem, a modified Fourier-Motzkin elimination is proposed. The generation of a modular mapping that satisfies the generalized injectivity conditions is also investigated.
The rest of the paper is organized as follows: Section 2 introduces modular mappings and briefly revisits the injectivity conditions previously derived for a modular mapping of a rectangular index. Section 3 investigates the generation of a modular mapping that satisfies injectivity conditions introduced in Section 2. Section 4 investigates conditions of modular mappings whose inverses can be derived from the inverses of their transformation matrices. While Sections 2, 3, and 4 focus on rectangular index sets, Section 5 generalizes the discussion to index sets defined by linear inequalities. Techniques for the derivation of injectivity conditions and generation of modular transformations for the general index sets are provided. Section 6 presents conclusions and discusses future work.
MODULAR MAPPINGS OF A RECTANGULAR INDEX SET
Let Z be the set of integers and Z n be the nth Cartesian power of Z. Let each computation of an algorithm described by an n-nested loop program be indexed by a vectorj j in Z n (for a given iteration, the ith entry ofj j corresponds to the value of the ith loop counter). Let J denote the index set, i.e., the set of indices of all the computations of the algorithm (formal definitions appear in many of the references, e.g., [13] ). For a nested loop program, J is also the set (of indices) of all iterations because each computation corresponds to all operations in the innermost loop body.
Modular transformations are defined in terms of two operations, a linear transformation and "mod" operations. is invertible (i.e., the inverse of T exists). The matrix T and vectorm m ¼ ðm 1 ; Á Á Á ; m k Þ T are called the transformation matrix and the modulus vector, respectively.
Modular transformations can be used for loop transformations which are widely used in parallelizing compilers to increase parallelism or improve data locality [20] . They can also be used for mapping algorithms into VLSI processor arrays (or systolic arrays) [10] , [13] . This paper considers only the case when n ¼ k. The transformation matrix T is a constant matrix (i.e., all entries are constants) while the modulus vectorm m can be either a constant vector or a parameter vector (i.e., all entries are parameters). This implies that modular transformations can be used for loops bounded by parameters.
For a certain class of algorithms, modular mappings are more efficient than widely-used linear mappings as shown in the following example. Example 1. Consider the matrix-matrix multiplication algorithm which computes C ¼ A Â B where A; B; and C are ð5 Â 5Þ matrices. 
Linear transformations can be considered as particular cases of modular mappings for large enough moduli and finite domains. The need for modular transformations with "small" moduli arises for several reasons. Regarding space allocation, they are well suited for processor arrays with wrap-around connections which are mathematically captured by the "mod" operation. The "mod" operation in time domain can lead to short execution times along with changes in execution order. However, it needs to be used carefully in order to avoid illegal execution orders. Some algorithms allow changes of the execution order of dependent computations. For example, BLAS [18] and many digital signal processing algorithms have chains of commutative operations that can be reordered in many different ways while still yielding correct results. Modular mappings take advantage of this property to yield efficient schedules and allocations for the class of BLAS-like algorithms [21] , [18] .
If the modulus vectors are identical, all modular mappings are equally efficient in the sense of execution time and processor utilization. For example, consider Cannon's algorithm in Example 1. If another modular transformation has the modulus vector ð5; 5; 5Þ
T , then it is as efficient as Cannon's algorithm. For BLAS-like algorithms, modular transformations can generate many equally efficient mappings [26] . There are other factors that affect program efficiency in addition to execution time and processor utilization. For example, communication overhead severely degrades performance of a program. To reduce communication overhead without performance degradation, one can use the modular mapping with minimal communication overhead among many equally efficient ones.
For example, consider the triple matrix product, Y ¼ LXR, where Y ; L; X; and R are matrices whose sizes are assumed to be suitable for the computation. Digital signal processing and control theory applications that require triple matrix products include discrete Fourier transform, discrete Lyapunov and Ricatti equations, and Kalman filtering [19] . Between the two consecutive matrix multiplications, data redistribution is necessary. By applying appropriate modular transformations, one can generate a matrix multiplication algorithm that can halve the data redistribution time without any efficiency drop-off when compared with Cannon's algorithm [26] .
For most of BLAS and signal processing algorithms, a single data entry is repeatedly accessed by many processors at the same time. In distributed memory systems, simultaneous accesses are to be avoided because they can greatly increase memory access time. This is because a memory controller may recognize these accesses as conflicting accesses and service only one processor. In this case, all the remaining processors need to wait until one processor completes its access. Therefore, in the worst case, these accesses can be all serialized. While linear transformations can be used to avoid this problem in many algorithms, modular mappings enlarge the set of transformed algorithms that avoid simultaneous accesses. Such an example is Cannon's algorithm for which all processors access different elements of matrices A; B; and C at a given time.
Initial research on the characterization of injective modular mappings focused on the case of algorithms with rectangular index sets.
Definition 2 (Rectangular index set and boundary vector).
An index set J is rectangular and denoted Jb b if
The vectorb b is called the boundary vector of Jb b .
Sufficient conditions that guarantee injectivity of a modular mapping for an algorithm with a rectangular index set are known as stated in the following theorem.
Theorem 1 ([17]
). Let Jb b be a rectangular index set with a boundary vectorb b. Let Tb b be a modular mapping of the index set Jb b . Let 1 be an arbitrary total order on the set f1; 2; Á Á Á ; ng. Tb b is injective if its transformation matrix T satisfies the following:
When all entries of the boundary vector are relatively prime, (3) and (4) become necessary and sufficient conditions for injectivity of a modular mapping [22] . Theorem 1 provides the conditions only for the case when the modulus vector is the same as the boundary vector of the index set. These conditions are generalized to include the case when the modulus vector results from a permutation of the entries of the boundary vector as follows:
Proposition 1 ([17]).
A modular mapping Tm m is injective if the rows of a transformation matrix T correspond to a permutation of the rows of a transformation matrix that satisfies conditions in Theorem 1 and this permutation is the same as the permutation ofb b that yields the modulus vectorm m.
GENERATION OF MODULAR MAPPINGS
It is not difficult to generate an injective modular mapping that satisfies the conditions of Theorem 1. For example, the identity matrix satisfies the injectivity conditions wheñ b b ¼m m. Data dependencies and resource constraints typically impose additional conditions (see, for example, [26] , [27] There exist necessary and sufficient conditions for injectivity of modular mappings [22] . Thus, the problem of generating an injective modular mapping can be formulated as a problem of generating a mapping that meets these conditions. It is difficult to formulate these conditions as a problem because the conditions are not directly imposed on the transformation matrix. Therefore, the approach proposed here is to use the sufficient conditions of Theorem 1 of this paper. Since these conditions are directly imposed on the entries of a transformation matrix, it is possible to formulate the problem in a manner that leads to a computationally efficient solution.
Consider first the case whenm m ¼b b. Other cases will be discussed later in this section. Given a matrix T , a directed graph GðV; EÞ can be generated as follows:
. nodes: V ¼ fv i jv i represents the ith row of T g. It is well known from graph theory that a transformation matrix satisfies constraint (4) of Theorem 1 only if the induced graph is acyclic [28] .
Proposition 2. Let T be an n Â n matrix. There exists an order 1 such that t ij ¼ 0 for i 1 j if and only if the graph G induced by a matrix T is acyclic.
Proof. Theorem 10.5 in [28] . t u A cycle in a directed graph can be detected by DepthFirst Search algorithm (see Lemma 23.10 in [29] ). The complexity of Depth-First Search is ÂðjVj þ jEjÞ, where jVj and jEj denote the numbers of nodes and edges, respectively. From jVj ¼ n and jEj n 2 , the complexity becomes Oðn þ n 2 Þ ¼ Oðn 2 Þ which is much lower than the complexity required by the procedure of [22] .
Example 2 (continued). The graph in Fig. 1 does not have a cycle. Therefore, the transformation matrix satisfies Theorem 1.
Dependence relations and resource constraints can impose certain conditions on certain entries of a transformation matrix (see, for example, [26] , [27] ). In this case, to check injectivity of a modular mapping, it is necessary to first choose all undetermined entries of the transformation matrix, and then the induced graph is generated and checked for cycles. Suppose that a transformation matrix is generated as follows:
. Set all undetermined diagonal entries to one. . Set all undetermined off-diagonal entries to zero. The reason for setting all diagonal entries to one is to satisfy the condition of (3) in Theorem 1. Off-diagonal entries are set to zero to make the induced graph have minimal edges because any nonzero off-diagonal entry causes an edge in the induced graph. Hence, if the graph contains a cycle, then any other generation of the transformation matrix also induces a cyclic graph. Therefore, to complete a partially predetermined modular mapping that satisfies Theorem 1, one does not need to generate and test many possible modular mappings-only one transformation matrix needs to be generated.
To use the above method, the entries of a transformation matrix need to be one of the two cases-determined to be a specific value or undetermined. In certain cases, constraints imposed on the transformation matrix are in the form of linear equations or inequalities (e.g., t 11 þ t 12 ¼ 0 or t 12 þ t 13 > 0Þ. In such cases, the method discussed above is not directly applicable but it is necessary to solve such equations or inequalities; derive the exact values of the entries before one can use the above method. Previous work on modular mappings of BLAS-like algorithms shows that conditions on the transformation matrix often impose specific values on its entries (see Theorem 1 and conditions derived in [21] , [26] , [27] ). In the case when constraints are in the form of linear equations or inequalities, it is possible to use the method discussed in Section 5.
Consider the case when it is impossible to havem m be the same asb b. Assume that the first entry of a modulus vector determines the execution time while other entries determine processor allocation. This is common in mappings of algorithms onto systolic arrays. To minimize execution time, one needs to minimize the first element ofm m. There are other constraints onm m when a limited number of processors are available. For systolic arrays, the necessary processors must be fewer than or equal to those available. This constraint is captured by the condition m ð2:nÞ b b x , whereb b x is the boundary vector of the target processor array, that is, each entry ofb b x represents the number of processors along the corresponding coordinate. Due to these and other possible constraints, it is sometimes impossible to havem m ¼b b.
Whenm m 6 ¼b b, the generation of T cannot be based on Theorem 1. Instead, an approach based on Proposition 1 should be attempted ifm m results from permuting the entries ofb b (more general cases are considered in Section 5). The conditions of Proposition 1 can be checked in the same way as those for Theorem 1. Suppose that a transformation matrix T is given with some undetermined entries andm m is a permutation of the entries ofb b. To check injectivity of Tm m , it is first necessary to find a matrix T 0 that yields T by permuting its rows in the same way as the permutation ofb b that yieldsm m. Then, it is checked whether T 0 satisfies Theorem 1 as discussed earlier. This procedure requires Oðn 2 Þ time. There are n! possible permutations. Hence, it takes Oðn!n 2 Þ time to find a valid optimal modular mapping. In programs of practical interest, the value of n is small enough for this procedure to be executed in a reasonable amount of time. conditions are imposed on a modular mapping:
Then, it is necessary to solve the following problem: minimize m 1 subject to
From the first condition, the transformation matrix T becomes
where Ã denotes an undertermined entry. It is necessary to determine all entries denoted by Ã in addition to the modulus vectorm m.
To check the injectivity condition, it is necessary to consider 3! modulus vectors by permuting the boundary vector. Some permutations result in poor execution time. For example, consider the case when the modulus is obtained from the boundary vector without any permutation, i.e.,m m ¼b b. In this case, m 1 becomes 5 which is not optimal. Consider the following two permutations:
The modular mappings with these modulus vectors require (the optimal) two execution time units. All other modulus vectors result in five execution time units. Hence, these two modulus vectors are better choices than any other ones. Now, it is necessary to check whether there exists a transformation matrix that yields an injective modular mapping with one of these modulus vectors. Consider permutation 1. The matrix T 0 that yields T by permutation 1 is
Hence, it is necessary to generate T 0 that satisfies Theorem 1. By setting diagonal entries to be one and off-diagonal terms to be zero, matrix Fig. 2a shows the graph induced by this matrix. This graph contains a cycle. Thus, T 0 does not satisfy Theorem 1. Therefore, no other selection of undetermined entries can make an injective modular mapping. Consider permutation 2. The matrix T 00 that yields T by permutation 2 is
By setting undetermined entries, is generated.
REVERSIBILITY OF MODULAR MAPPINGS

Characterization
For automatic code generation, it is necessary to derive the (left) inverse of a modular transformation. This is because the inverse transformation enables an original loop index to be represented in terms of the transformed indices [20] . jÞ modb b if either t i ¼ 0 for all i; i 6 ¼ or t j ¼ 0 for all j; j 6 ¼ . In other words, for any 2 f1; 2; Á Á Á ; ng either t is the only nonzero entry of the th row or it is the only nonzero entry of the th column. There exist integers k 1 ; k 2 ; Á Á Á ; k n such that
If
If k j is not equal to zero, then t j ¼ 0 for all j; j 6 ¼ . 
Generation
A graph-theoretical approach is proposed to generate a reversible modular mapping that satisfies the condition of Proposition 3 as well as other constraints. Consider a directed graph GðV; E; WÞ induced by an n Â n matrix T and an order 1 as follows:
. nodes: V ¼ fv i jv i represents the ith row of T g. . edges: E ¼ fðv i ; v j Þ for all j 1 ig, where 1 is an order on the set f1; 2; Á Á Á ; ng. . weights of edges:
Two nodes v i and v j are adjacent with respect to 1 if there does not exist any number k between i and j in the order 1 . Let v i and v j be adjacent with respect to 1 and let the weight of ðv i ; v j Þ be zero. Then, a ðv i ; v j Þ-merged graph G 0 is generated from a graph GðV; E; WÞ as follows:
. Two nodes v i and v j are merged into one node v i;j . . For a given node v l of G, the edge weight from v l to the merged node v i;j is the sum of wðv l ; v i Þ and wðv l ; v j Þ. . For a given node v l of G, the edge weight from the merged node v i;j to v l is the sum of wðv i ; v l Þ and wðv j ; v l Þ. The maximally merged graph of G is a graph generated by merging all pairs of adjacent nodes connected by a zeroweight edge.
Example 5. Suppose that the transformation matrix
where 2 1 3 1 4 1 1 is an order on the set f1; 2; 3; 4g. The graph induced by T is shown in Fig. 3a . Two nodes v 1 and v 4 can be merged because the weight of edge ðv 1 ; v 4 Þ is zero. The ðv 1 ; v 4 Þ-merged graph is shown in Fig. 3b . The weight of edge v ð1;4Þ ; v 3 is the sum of wðv 1 ; v 3 Þ and wðv 4 ; v 3 Þ, and, therefore, wðv ð1;4Þ ; v 3 Þ ¼ À3. There are no more zero weight edges and, therefore, this graph is maximally merged.
The following proposition gives the sufficient condition of the induced graph that guarantees that the corresponding modular mapping satisfies Proposition 3. Proposition 4. Transformation matrix T satisfies the conditions of Proposition 3 if the induced graph from T has the maximally merged graph that has at most two nodes.
Proof. Suppose that the maximally merged graph has two nodes. One node is the result of merging nodes v k 1 ; v k 2 ; Á Á Á v k t , while the other node is the result of merging nodes v l1 ; v l2 ; Á Á Á v ls . Without loss of generality, the edge goes from the node v k 1 ; v k 2 ; Á Á Á v k t to the other node v l1 ; v l2 ; Á Á Á v ls . Then, for any t ij 6 ¼ 0, i belongs to set fk 1 ; k 2 ; Á Á Á ; k t g and j is an element of fl 1 ; l 2 ; Á Á Á ; l s g. Therefore, either t jk ¼ 0 for any k or t li ¼ 0 for any l. t u
Suppose that an induced graph cannot be merged into a two-node graph. It is necessary to choose undetermined entries to be zero and, therefore, make the corresponding weights zero. Then, it is possible to find more zero-weight edges and merge two nodes connected by these edges. This reset-merge procedure needs to be repeated until only two nodes are left. Suppose that an entry t ij is initially determined to be nonzero. Then, it is impossible to make this entry zero, i.e., the corresponding weight wðv i ; v j Þ should not become zero during the reset-merge procedure. This is prevented because the corresponding weight is initially set to Àn which is small enough to prevent the weight from becoming zero even if two nodes v i and v j are merged with other nodes and the weight wðv i ; v j Þ between them increases by summation with other weights. Therefore, two nodes v i and v j can never be merged.
Example 5. (continued):
The maximally merged graph violates the condition in Proposition 4 because it has three nodes. Hence, it is necessary to merge either v ð1;4Þ and v 3 or v 3 and v 2 . Two nodes v ð1;4Þ and v 3 cannot be merged because the connecting weight is negative. Therefore, it is necessary to reset edge ðv 3 ; v 2 Þ and merge these two nodes. The resulting graph is shown in Fig. 4 . This graph has only two nodes and, therefore, satisfies Proposition 4. This implies that t 32 ¼ 0 guarantees the condition ðT À1j jÞ modm m to be the inverse of ðTj jÞ modm m .
When an edge of a merged graph is reset, it affects as many undetermined entries as the weight of the edge. Therefore, it is desirable to reset the edge with the smallest weight. After an edge weight is reset, the corresponding adjacent nodes can be merged. This reset-merge step can be repeated until only two nodes are left. For a single resetmerge step, it is necessary to find the edge with minimal weight among edges connecting adjacent nodes. To do so, it is necessary to compare only edges connecting adjacent nodes and, therefore, OðnÞ time is required for given n nodes. Since OðnÞ reset-merge steps are necessary, the time complexity of generating a two-node maximally merged graph is Oðn 2 Þ. This method may not search all possible reversible mappings because it is based on Propositions 3 and 4, both of which are only sufficient but not necessary conditions. It might be possible for the proposed method to fail in finding a reversible mapping when one does exist. Further research is needed to find sufficient conditions that are also necessary. It is also an open question whether there are many reversible mappings that are not identifiable by the proposed method. In practice, this is likely to be a concern only when the number of constrained entries is very large.
Proposition 3 considers the case when the modulus vector is the same as the boundary vector. This can be generalized to the case when the modulus vector results from a permutation of the entries of a boundary vector, i.e., m m ¼ Pb b for a permutation matrix P . 
MODULAR MAPPINGS OF AN INDEX SET DEFINED BY LINEAR INEQUALITIES
Previous sections discuss only modular mappings of a "rectangular" index set. There exist algorithms whose index set is not rectangular. This section investigates modular mappings of an index set defined by linear inequalities.
Characterization of Injectivity Conditions
For a given modulus vectorm m, let M denote a diagonal matrix of which the ith diagonal entry is the same as the ith entry ofm m (i.e., m i ). A modular mapping Tm m of an algorithm with index set J is injective if and only if there does not exist a nontrivial solution of
Here, a trivial solution isĩ i ¼j j andk k ¼0 0. Although the existence of a solution when J ¼ Z n is studied in [30] , [31] , it is not clear whether there exists a nontrivial solution in the case when an index set J is defined by a set of linear inequalities (i.e., there is a matrix A and a vectorb b that describe the index set as J ¼ fj jjAj j b bg). The following proposition states the injectivity condition for an index set defined by linear inequalities: The formulation of the above problem is the same as that of a dependence analysis problem except that the above problem needs to find a nontrivial solution while a dependence analysis problem needs to find any solution.
For dependence analysis, the Fourier-Motzkin (F-M) elimination method, or one of its variations, is widely used [32] , [33] . F-M elimination derives a solution for linear inequalities by recursively eliminating a variable from the original set of inequalities to generate a new set of inequalities. The new set of inequalities derived by F-M elimination has a solution if and only if the original inequalities have a solution.
In order to solve the problem given in Proposition 6, this paper also uses the F-M elimination method. First, F-M elimination is applied to all the entries ofj j so that the remaining inequalities contain only the entries ofk k. Then, the problem of finding a "nontrivial" solution of Proposition 6 becomes the problem of finding a "nonzero" solution of the remaining inequalities. The new problem still cannot be solved by directly applying F-M eliminations because it is not necessarily true that the original set of inequalities (P ) has a nonzero solution if and only if the new set of inequalities (P 0 ) does. Instead, the existence of a nonzero solution of P 0 is only a sufficient condition but not a necessary condition.
A nonzero solution can be derived by modifying F-M elimination as follows: Let P i be the set of inequalities with i variables and P iÀ1 be the set of inequalities derived from P i by performing a F-M elimination. If P iÀ1 has a nonzero solution, it is obvious that P i also has a nonzero solution. If P iÀ1 does not have a nonzero solution, then zero vector (all variables are zero) is the only solution of P iÀ1 . Thus, in P i , all the variables in P iÀ1 can be reset to zero. Then, P i has only one remaining variable, and it is straightforward to check whether the remaining variable can be nonzero or not.
Based on the modified version of F-M elimination as described above, an algorithm is proposed to check if a modular mapping is injective or not (see Fig. 5 ). The input of this algorithm is a set of inequalities derived from (5) by eliminatingj j using the F-M method. This algorithm consists of the forward phase and the backward phase. In the forward phase, the normal F-M elimination is performed to eliminate one variable from the original set of inequalities (P i ). Then, Is_Modular_Mapping_Injective is called recursively with the new set of inequalities (P iÀ1 ). If Is_Modular_Mapping_Injective(P iÀ1 ) returns FALSE (i.e., P iÀ1 has a nonzero solution), the algorithm stops and reports that there exists a nonzero solution and, therefore, the corresponding modular mapping is not injective. If P iÀ1 does not have a nonzero solution, the backward phase is necessary. Since the only solution of P iÀ1 is zero (i.e., all variables are zero), one can reset all variables of P iÀ1 (i.e., k iÀ1 ; k iÀ2 ; Á Á Á ; k 1 ) to be zero as shown in line 9 of Fig. 5 . Then, it is easy to solve P i to see if there exists a nonzero solution. Depending on the existence of a nonzero solution, function Is_Modular_Mapping_Injective returns either FALSE or TRUE.
In terms of complexity, the best case of the proposed algorithm occurs when there is a nonzero solution at the end of forward phase. In this case, no backward phase is necessary and, therefore, the complexity is the same as that of the F-M method. If P iÀ1 does not have a nonzero solution, the backward phase is necessary. The backward phase at P i can be solved in OðNÞ-time, where N is the number of inequalities in P i . A single F-M elimination requires at least OðiNÞ-time where i is the number of variables in P i . So, when compared to the forward steps, the additional complexity of the backward steps is negligible.
Example 6. Consider an algorithm with the index set defined by the following set of inequalities:
Thus,
and m ¼ ð4; 3Þ T , it follows that
Inequality (5) in Proposition 6 becomes
andk k 2 Z n . After performing F-M elimination to remove j 1 and j 2 from the inequalities, the following inequalities are obtained: 
In the next step, F-M elimination of k 2 leads to the following inequalities:
The only solution of the above inequalities is k 1 ¼ 0. Thus, backward steps are necessary. Going back to the inequalities of (8) with k 1 ¼ 0, they become
The only solution of the above inequalities is again
T . Hence, the backward steps stop here, and the algorithm reports that there does not exist a nonzero solution. This implies that the mapping is injective.
Generation of Modular Mappings
This section investigates how to generate an injective modular mapping that satisfies the injectivity conditions discussed in the previous section. In the algorithm given in Fig. 5 , the set of inequalities P i can be described in the following form:
where N is the number of inequalities. Like Gaussian elimination, a F-M elimination step can be represented by an elementary matrix. Thus, a series of F-M elimination steps can be represented by products of elementary matrices. Hence, the matrix C ¼ fc p;i g can be described as C ¼ ÀAT À1 , where À represents the series of F-M elimination steps applied to AT À1 . Similarly,d d p can be described as Àb b. Thus, (11) becomes
where ðÀAT À1 Þ p;i denotes the ðp; iÞth entry of ÀAT À1 and ðÀb bÞ p denotes the pth entry of vector Àb b. Then, the following proposition provides conditions that insure that P i does not have a nonzero solution. Based on Proposition 7, an algorithm is proposed for the generation of injective modular mapping for an index set defined by linear inequalities (see Fig. 6 ). Given a set of inequalities P i , the algorithm derives m i and T À1 Ã;i that meet conditions (2) and (3) in Proposition 7. Then, P iÀ1 can be derived by performing F-M elimination and recursively calling function Generate_Injective_Modular_Mapping with P iÀ1 passed as the input argument. The procedure proposed for the derivation of T À1 Ã;i and m i is not applicable when the domain is parameterized, a case that needs further research. 
CONTINUE
The index set can be formulated as J ¼ fj jj0 j 1 ; 0 j 2 ; j 1 þ j 2 4g (see Fig. 7 ). Assume that m 2 is fixed at 3 while m 1 can be chosen arbitrarily. In addition, assume that T T is obtained. Now that T À1 Ã;2 is derived, the next step is to perform F-M method to eliminate k 2 . After the elimination of k 2 , m 1 ¼ 7 is the minimum that meets the conditions (2) and (3) in Proposition 7. Thus, the modular transformation becomes The index set transformed by the modular mapping is shown in Fig. 7 .
In general, a modular mapping can directly map an index set into a fixed-size processor array by selecting the modulus vector to be the same as the size of a physical processor array. The direct mapping is often impossible if a linear mapping is used. In the above example, since m 2 is set to 3, the modular mapping can be used for the direct mapping to a (linear) processor array with three processors.
CONCLUSIONS
This paper addresses the problem of systematic generation of a modular transformation. For n-nested loop algorithms with a rectangular index set, an Oðn!nÞ-time method for generating an injective and efficient modular transformation is derived. This paper also provides an Oðn 2 Þ-time heuristic to generate modular transformations that satisfy reversibility conditions as well as other conditions. Although the search space is limited, the proposed heuristic attempts to find as many solutions as possible while maintaining computationally affordable complexity.
For algorithms whose index sets are defined by linear inequalities, a set of linear inequalities is formulated so that injectivity of a modular mapping can be examined by finding a nonzero solution of the inequalities. A variation of Fourier-Motzkin elimination is used to check the existence of a nonzero solution. The difference in the complexity between the original Fourier-Motzkin elimination and its variation for modular transformation is negligible. In addition, an efficient algorithm for the generation of modular mappings is also provided. Although the complexity of the proposed algorithm is combinatorial, it is affordable for most practical cases.
The proposed heuristic for modular mapping generation is not applicable to an index set defined by parameterized linear inequalities. Further research is needed to address this case. Other topics to be researched include the derivation of necessary and sufficient conditions for reversible modular mappings and the problem of integrating modular transformations with tiling (or partitioning) transformations.
