Abstract. Entanglement witnesses are observables which when measured, detect an entanglement in a measured composed system. It is shown what kind of relations between eigenvectors of an observable should be fulfilled, to allow an observable to be an entanglement witness. Some restrictions on the signature of entaglement witnesses, based on algebraic-geometrical theorem will be given. Set of entanglement witnesses are lineary isomorphic to set of maps between matrix algebras which are positive, but not completely positive. Translation of the results to the language of positive mappings will be also included. The properties of entanglement witnesses and positive maps are the special cases of general thorems for k−Schmidt witnesses and k−positive maps, so since the begining the results will be presented in a general framework.
Introduction
In this paper will be considered only finite-level quantum systems, which are composed of two subsystems. The first one is a d 1 -level system, and the second one system a d 2 -level system. Since now assume, that d 1 ≤ d 2 . The Hilbert space of a system is then a tensor product of the Hilbert spaces of its subsystems: H = C d1 ⊗ C d2 . When basis of the Hilbert spaces of the both subsystems are fixed, then any vector in H can be writen as a matrix of its coordinates. We have then linear isomorphism:
from Hilbert space of system to the linear space of complex matrices of dimension d 1 × d 2 . Now the Schmidt rank of a vector in H is defined as the rank of its coordinate matrix. Denote the set of vectors of the Schmidt rank k as S k . We have then the ascending sequence of closures of orbits of the group GL(d 1 ) × GL(d 2 ):
Next define a projection:
P : |Ψ → |Ψ Ψ| Ψ|Ψ from C d1 ⊗ C d2 to CP d1×d2−1 , which is in one-to-one correspondence with the set of pure quantum states of the system. Now projecting the above sequence, one gets the new ascending sequence of sets of projectors onto one-dimensional subspaces:
The elements of a set P(S 1 ) are called as pure separable states. Due to a work [4] , we extend this definition to higher k and call the set P(S k ) as a set of pure k−separable states. We define mixed separable states due to the work of Werner [1] as convex combinations of pure separable states. In a similar manner we define mixed k-separable states, which are called also as density operators of Schmidt rank k ( [4] , [5] ). In this generalization separable states are 1−separable states. Since now we will call as kentangled states the states which are not k−separable.
The problem of separability is then a problem of a membership in a convex set, which extremal points are given. One of the ways to handle this problem is a concept of entanglement witnesses introduced by [2] . Taking any entangled state ρ, we have two compact, convex, unempty subsets of the linear coset of operators of rank 1 -the set of separable states and the singleton of the choosen entangled state. Now due to Banach separation theorem, there exists an affine subspaceV of codimension 1 (in the considered coset), which separates these two sets. We can extend now this subspace uniquely to a linear subspace V of codimension 1 in the Hilbert space of hermitian operators. Now using the self duality of this Hilbert space, one can assign to the subspace V of codimension 1 the unique (up to multiplying by non-zero scalar) observable W , such that V is its orthogonal complement. Such an observable is called entanglement witness. We easly extend this definition to k−entanglement witnesses (called also k−Schmidt withesses, see [5] ). Definition 1. The k−entanglement witness is an observable which fulfills the conditions:
• ∀Ψ ∈ S k Ψ|W |Ψ ≥ 0 (all k−separable states lies on the same side of V )
• ρ|W HS < 0 (the singleton of ρ lies on the another side of V )
The problem of classification of k−entanglement witnesses remains unsolved in general. In low dimensions (2 × 2, 2 × 3) we have such an classification. Any entanglement witness (1−entanglement witness) is of the form:
where Γ denotes partial transpose in one of the subsystems (see [6] ). Such witnesses are called decomposable, and states which can be detected by witnesses from this class are called NPT entangled states. In higher dimensions this class of entanglement witnesses are a proper subset of the set of all witnesses. We have then entangled states not detected by this class. They are called PPT entangled states. We have a simple citerion to check, whether a given state is NPT. The most interesting are then non-decomposable witnesses and tools to detect PPT entanglement based on them.
The main theorems
Having a hermitian observable W , we define a decomposition of it's domain due to the spectral decomposition of W :
where the positive subspace V + is spaned by eigenvectors corresponding to positive eigenvalues, the negative subspace V − is spaned by eigenvectors corresponding to negative eigenvalues, and the V 0 is a kernel of W . Next due to the spectral decomposition one can represent W as a difference of two positive operators W = W + − W − , the first one supported on V + , and the second one on V − . Having a state Ψ given by it's Schmidt decomposition: Ψ = i λ i α i ⊗ β i , we define a subspace:
It's also possible to define this subspace in basis-independent way as: 
Proof: (i) A k− entanglement witness should detect anything, so there are some states, for which the mean value of the witness on them is negative (the second condition in the definition 1).
(ii) If Ψ ∈ S k ∩ V 0 ⊕ V − , then Ψ is a combination of eigenvectors only from the kernel and the V − . Due to the first condition in the definion 1, the mean value of the observable on the state Ψ should be nonnegative, so Ψ can be only a combination of the eigenvectors from the kernel.
(iii) To prove the neccesity of the third condition observe, that when an observable W is a k−EW, then ∀Ψ Ψ|W + |Ψ − Ψ|W + |Ψ ≥ 0. It gives a condition, that the function:
has it's supremum less than 1. Let's take a k−separable state k i=1 x i ⊗ y i from the boundary of the domain of the function F . Consider now the family of k−separable states:
This family forms an algebraic curve (over R) of degree 2. The intersection {Φ(t) : t ∈ R} ∩ V 0 can be one of the folowing sets:
(i) The whole curve -{Φ(t) : t ∈ R} ⊂ V 0 .
(ii) {Φ(t) : t ∈ R} meets the kernel in at most two points. Because
At the beginning, consider the second case. The restriction of the function F to the curve Φ gives a fuction F Φ : R → R, given by the formula:
because we consider the second case, then root of the denominator of F Φ in 0 is separated, i.e.
Counting the numerator and the denominator of F Φ one gets:
For a given {x i ,ỹ i }, we get a rational function F Φ : R → R. Such a function is a quotient of two quadric polynomials:
Now the assumtion, that the supremum of F on its domain is finite, implies that for any curve Φ, the limit of F Φ in 0 is finite.
First consider the degenerated subcase, when
, and f is non-zero (because we assume at the moment, that the curve Φ is not a subset of V 0 ). The limit of F Φ in 0 is finite.
We can then consider the generic case, when d = 0. At the beginning observe, that f = 0 ⇒ e = 0, c = 0 ⇒ b = 0. Suppose, that the denominator has a root in 0 (by the above observation, it's then a double root), which means that
i ⊗y i ∈ kerW + (by the formula (6) and the positivity of W + ). Finiteness of the limit of F Φ in 0 (with the formula (4) and the postivity of W − ) now implies, that also c = 0 ⇐⇒ k i=1 x i ⊗ỹ i + k i=1x i ⊗ y i ∈ kerW − (then also b = 0 and the numerator has also a double root in 0). The limit is then equal a/d, which is finite. Using the definition of the subspaceṼ P xi⊗yi and identyfying the kernels of W + and W − , we can rewrite this implication in the following form:
what gives the thesis of the theorem. It rests to prove the situation, when {Φ(t) : t ∈ R} ⊂ kerW + . It implies that:
But now by the second point of the theorem, also {Φ(t) : t ∈ R} ⊂ kerW − , so in particular:
Again identyfying the kernels and using the defnition ofṼ P xi⊗yi we get the thesis of the theorem.
Taking some stronger assumptions about subspaces V 0 , V + and V − , one can prove an oposite theorem:
Proof: (i) The first condition guarantee the existence of detected states, so the first condition in the definition (1) is fullfiled.
One can decompose any separable vector Ψ as:
whereΨ ∈V andΨ ∈V ⊥ . Now using the decomposition W = W + − W − we can write the second condition in the definition (1) as:
The last equality holds because of the third assumption. WhenΨ = 0, then the condition (9) is fulfilled. It's then enough to focus on vectors Ψ for whichΨ = 0. When the condition (9) is fulfilled for a state Ψ, then also for the state αΨ, where α ∈ C * . It's then sufficient to restrict the quantificated set to the set of vectors Ψ, for whichΨ = 1. The condition (9) reads now as:
BecauseV is a product subspace, the matrix A(Ψ) is a subblock of the matrix A(Ψ).
It means, that a given vector Ψ is is k−separable, only if the vectorΨ is k−separable. Now for a given normalized vectorΨ ∈ S k ∩V define a set:
Using this observation, one can rewrite the condition (11) as:
The sets UΨ are:
• non-empty: Zero is always an element • closed (in the metric topology ofV ⊥ ): By the isomorphism A (1), the set UΨ is a set of matrices, having a block A(Ψ) fixed and the rank less equal k. It's a set of common zeros of all minors of rank k + 1. They are polynomial functions, and hence continous, so the set UΨ is the inverse image of a closed set {0}, and so closed. Now define a continous function fΨ : UΨ → R ∪ {0} by the left side of the inequality (11):
By the second and the third assumption, we have:
(here ΠV denotes an orthogonal projection). Now, by the contraposition rule:
So on anyΨ ∈ UΨ the function fΨ takes stricty non-negative values. The image of the domain of fΨ is then a closed subset of R + . The infimum of the function fΨ on its domain is then stricty positive. Denote it by cΨ. Consider now the continous function c :Ψ → cΨ, defined on the set {Ψ :Ψ ∈ V ∧ ||Ψ|| = 1}. The domain is compact, so the function c is bounded from below, the lower bound C is reached in some point of the domain and then is positive. This result let us bound from below the left-hand side of the inequality in (11):
Ψ +Ψ|W + |Ψ +Ψ ≥ C On the same set {Ψ :Ψ ∈V ∧ ||Ψ|| = 1} we have also given a real-valued continous function by the right-hand side of the inequality (11):
Again because of compactness of the domain, this function is bounded from above. Denote its maximum by G. Now rescaling the positive part W + it's possible to make C ≥ G, and then ensure, that the inequality in (9) is fulfilled for any k−separable state, and then the observable is a k−EW.
The next theorem will allow us to give some restrictions on the signature of entanglement witnesses when the dimensions of the subsystems are given.
Proof: By the isomorphisms A (1) we can treat the set S k as a set of d 1 × d 2 matrices of rank k. It is an affine variety generated by the ideal of all minors of rank k + 1. There are
such a minors, but localy only
For any regular point of this variety (a matrix of the rank equal k) we can find a basis in C d1 and
In this basis a minor build from the first k columns and the first k rows is non-zero. There exists an open neighbourhood of this regular point (in the space M C (d 1 × d 2 ) ), such that any matrix in this neighbourhood has its first k columns and first k rows lineary independent. To check whether a given matrix from this neighbourhood has rank less or equal k, one has to check (
(in the new basis). Dimension of the tangent space in a regular point, and hence the dimension of the variety is then equal
Proof: Because the variety S k is defined by a zero of an ideal of homogenous polynomials, one can consider it's projectivisation of the dimension
Its dimension is dimV − 1. Projective Dimension Theorem [3] says, that if the sum of dimensions of two subvarieties of CP N is greater or equal N , then it's intersection is nonempty set. Using it for above subvarieties, we get, than if:
The used theorem is a generalization of the well-known fact, that two projective lines on a projective plane has always an intersection. To show, that there's no stricter restriction on this dimension, I give an example of basis (non-ortogonal), which spans the
which does not contain any non-zero k−separable state.
Proof: Again using the isomorphism A (1), we will prove that any nonzero matrix in the subspace
spaned by the set of matrices { k i=1 e T m+i f n+i } m≤d1−k,n≤d2−k has rank greater than k. As a diagonal of a matrix (in general rectangular) we will call any subset of matrix elements with a constant difference between indices. This difference will be called as a number of a diagonal. A number of a diagonal varies between 1 − d 1 and d 2 − 1. The proof will base on an induction due to the number of a diagonal. Any matrix in V k max has the first k and the last k of diagonals equal zero (any diagonal which has less than k elements is equal zero). Now assume, that there exists a matrix of the rank k in V k max . We will prove, that if all diagonals of numbers less than p are zero, then also the p-th diagonal is zero.
Any minor of rank k + 1 is equal zero, in particular the minors, whose diagonal (in standart sense) is created elements from considered p-th diagonal. Because we assume, that all diagonals with their numbers less than p are equal zero, such minors are determinats of upper-triangular matrices, so the products of k + 1 elements from the p-th diagonal. If all such minors are equal zero, then all products of k + 1 elements from considered diagonal are equal zero. All basis elements which give a non-zero contribution to p−th diagonal are v m = k i=1 e m+i ⊗ f n+i , where n − m = p. In the same way let's number the elements of diagonal b m . Relation between elements of diagonal and the coefficients of combination of v m is given by the system of linear equations:
Because any product of k + 1 elements from the considered diagonal is equal zero, at most k equations can have the right-hand side different than 0. Removing any k rows from the matrix in (13), we have nonsingular square matrix. Because we already removed all equations with non-zero right-hand side, the system (13) has only zero solution. By the induction, we then zero all diagonals, so the only matrix in V k max with rank less than k is the matrix with all coefficients equal 0.
Propositions and examples Proposition 1. Any eigenvector of an k−EW related to a negative eigenvalue is not k−separable
Proof: Use the second condition in the theorem 1. The theorem 3 leads to proposition:
If in V 0 there are no k−separable vectors, then the third condition in the theorem 1 is fulfilled, and then we have:
Proof: By the second condition in the theorem 1, if there is a k−separable vector in V 0 ⊕ V − then it belongs to V 0 . Because by the assumption no k−separable vectors are in the V 0 , no k−separable vectors are in V 0 ⊕V − , and then the dimension of V 0 ⊕V − is bounded from above by Proof: At least one negative eigenvalue is needed, to ensure that the witness detect anything (first condition in the definition 1). The eigenvector related to this eigenvalue is entangled (of Schmidt rank two). It will be denoted as Ψ − . The negative space cannot consist any separable vector, so the proposition 2 bounds its dimension to 1.
No entangled state can be in the kernel. If there were such a state Ψ, then by Nullstelensatz there exists such α : β, that:
but then β = 0, so there would be a separable vector αΨ + βΨ
, which would be in contradiction with the second condition in the theorem 1. Thus in the kernel can be only separable vectors.
Write such a vector in it's Schmidt decomposition:
The vector Ψ − is entangled and orthogonal to Ψ 0 and can be written as: Let's identify now the subspaceṼ Ψ 0 , which will be needed to check the third condition in the theorem 1. It's the subspace of all vectors Ψ, for which [A(Ψ)] 22 = 0. Observe, that Ψ − ∈Ṽ Ψ 0 , which is in contradiction with the third condition in the theorem 1. No non-zero vector thus can be in the kernel.
Because we know [6] , that any EW in C 2 ⊗ C 2 is decomposable, we get that the partial transposition of a positive matrix in C 2 ⊗ C 2 has at least 3 positive eigenvalues. For another proof of this fact, see [7] 4. Translation to some properties of positivity-preserving mappings between the matrix algebras The set of maps linear between the matrix algebras B(C d1 ) and (B(C d2 )) and the set of bilinear forms on C d1 ⊗ C d2 is isomorphic by the well-known Jamio lkowski isomorphisms [8] 
where A(Ψ + ) = 1/d 1 Id d1 (Ψ is the maximaly entangled state).
The subset of linear maps, which preserve the hermicity of matrix, is isomorphic by (14) to the subset of hermitian bilinear forms. Any hermitian matrix can be written due to its spectral decomposition as:
where (p, q) is the signature of W . Such a matrix is related by isomorphism (14) to a hermicity-preserving linear map:
where A i = λ ). For more details and another facts about this correspondence see [9] and the referenced therein.
The matrices A i and B i are orthogonal in the Hilbert-Schmidt inner product. The observable W admits a lot of decompositions into linear combination of projectors, but the decomposition into a combination of orthogonal projectors is unique up to degeracy of eigenvalues. Similarly, one hermicity-preserving map Λ admits a lot of decompositions into the form (16) (such a form is called as Kraus-Choi form of hermitian preserving map due to Kraus-Choi representation theorem [10] ), but if assume the ortogonality of matrices A i and B i , then the decomposition becomes unique.
In the set of maps, which preserve the hermicity we're allowed to define a subset of maps which preserve the positivity. Such maps are called positive maps. We can generalize the definition of positive map to k−positive map defining that a map Λ is k− positive when the map Id k ⊗ Λ is positive. The isomorphism (14) relates a k−positive map to a k−entanglement witness. The isomorphism (14) lets us to reformulate the propositions about properties of k−EWs to propositions describing properties of k−positive maps. Observe, that if matrices A i , B i in (16) are not orthogonal, but still lineary independent, then (p, q) remains unchanged.
Cosider now a hermicity-preserving map in its Kraus-Choi form:
Assume, that matrices A i , B i are linearly independent. We have then the following:
Proposition 5. If Λ is k−positive and does not map any state of rank less or equal k to zero, then
