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Abstract
In this report we present a particle based 3D model for the study of streamer inception near positive electrodes in
air. The particle code is of the PIC-MCC type and an electrode is included using the charge simulation method.
An algorithm for the adaptive creation of super-particles is introduced, that keeps single electrons in regions of low
density. Photoionization is included as the source of secondary electrons. We discuss the model implementation and
present results on avalanche statistics and the inception process in general. Although the inclusion of the electrode
is currently still somewhat inaccurate, the model seems to be a powerful tool with which one is able to study the full
physics of the first few nanoseconds of a discharge. We present simulation results that show good agreement with
experimental observations: first an initiation cloud forms around the electrode tip, which later starts to destabilize
into streamers.
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1I. INTRODUCTION
Recent years have seen an active development of several plasma discharge applications such as pollution control [1],
ozone generation [2], wound sterilization [3] or the treatment of biogases [4]. Discharges occur when a dielectric that
is exposed to a large voltage difference starts to become conducting, which is sometimes also referred to as electrical
breakdown. Most discharges start from electron avalanches, that can form when the electric field (due the voltage
difference) exceeds the ‘breakdown field’. The formation of such avalanches begins with a ‘free’ electron, that can for
example appear due to background radiation. Under the influence of the electric field it accelerates and gains energy,
but while moving it will have collisions with the neutral atoms or molecules, in which the electron is scattered and
loses some energy. In a higher electric field the electron will have a higher energy, on average. Above the breakdown
field the probability of ionizing a neutral through impact ionization becomes larger than the probability that the
electron is removed due to some loss mechanism. An additional free electron created in an ionization can itself ionize
other neutrals, and so an electron avalanche may form that grows rapidly in size. From these avalanches different
types of discharges can form, some of which are listed in table I, for example the glow and arc discharge that are
stationary, or the streamer and leader formation that are transient.
Here we focus on streamers that play an important role in nature, as they prepare the path of lightning leaders and
seem to generate X-ray radiation [6]. Streamers are thin conducting plasma channels surrounded by a space charge
layer that propagate at a high velocity, typically 105 up to 107 m/s in air. They are in most cases formed in a region
where the electric field is above the breakdown value, but can propagate to regions where the electric field is much
lower. This is possible because the strongly curved front of a streamer enhances the field ahead of it.
Streamers can propagate in the direction of the electric field (positive streamers) or against it (negative streamers),
see figure 1. In both cases impact ionization by energetic electrons in front of the streamer is the main mechanism of
extending the plasma channel, but while for negative streamers these electrons can just come from the channel itself,
for positive streamers a source of electrons ahead of them is required.
In this report we study the inception of streamers in air near a positive electrode with a sharp tip. Experimental
observations have provided more insight into this process, as will be discussed in section II. Often a so-called
initiation cloud is formed around the electrode tip, which grows up to some radius but then destabilizes into one or
more streamers. Several fundamental questions arise, e.g., it is unclear what controls the formation and consecutive
destabilization of the initiation cloud and how this influences the shape and velocity of the resulting streamers.
To help answer these questions we have developed a particle based 3D simulation to study the inception of discharges
near positive electrodes. Arguments for the choice of model and a description of the implementation are given in
section III and IV, where also the general difficulties in the modeling of this type of discharge are discussed. In
section V the simulation results are presented. We discuss the accuracy of our model and address some of the main
challenges of this research:
• To understand the conditions and the stochastic delay of inception.
• To understand the formation and destabilization of the initiation cloud, and how this determines the streamer
diameter and velocity.
• To obtain the charge density and electron energy distribution during the inception process.
To our knowledge, this is the first particle model that can be used for the study of inception near positive electrodes.
We make several suggestions for improvements in section VI, and conclude with a summary of our results in section VII.
II. POSITIVE STREAMER INCEPTION
The inception of positive streamers near a positive electrode starts with an initial electron avalanche moving towards
the electrode. When the avalanche reaches the electrode, the electrons will be absorbed, leaving behind positive ions
(that move much slower in the opposite direction). To sustain this process new ‘seed’ electrons have to be created to
Without space charge With space charge With heating
Transient avalanche streamer leader
Stationary Townsend glow arc / spark
TABLE I: Characterization of stationary and transient discharges from [5], based on whether they are significantly influenced
by space charge or heating.
2FIG. 1: Picture taken from [5], showing a positive (on the left) and negative (on the right) streamer moving downwards. The
plus symbols indicate positive ions while the minus symbols indicate free electrons.
form consecutive avalanches. Such electrons can be created by volume photoionization or detachment, or they could
be emitted from a negative electrode if there is one nearby (due to field emission, ion impact or the photo-electric
effect). We only consider photoionization in this work.
Above some critical voltage Vc the number of electrons and ions starts to grow rapidly. Positive ions concentrate
near the electrode, left behind by the electrons that are absorbed by the electrode, extending the positive potential
outwards. Many different shapes of discharges can form. If the voltage is relatively low and the electrode sharp, the
build up of space charge will ‘round off’ the electrode, leading to a weaker electric field. Therefore a stable state can
be reached, as the weaker electric field prevents further growth. If the electrode voltage is increased further the space
charge around the electrode grows, forming an ionized cloud around the tip. At some point small perturbations in
the cloud can start to grow because they enhance the local electric field, and the cloud destabilizes into one or more
streamers (therefore it is referred to as initiation cloud or inception cloud).
The critical voltage Vc depends on the electrode geometry, but also on the pressure, the temperature and the gas
composition. Because electron-neutral collisions (e.g., ionization, excitations, attachment) dominate the behavior of
streamers, properties of streamers often scale in a simple way with the density of the neutrals [7]. Typical scales
are: an electric field of 107 (N/N0) V/m, where N is the number density of the neutrals and N0 = 2.5 · 1025 m−3 is
the number density of air at 1 bar and 293 K, an ‘ionization length’ (the distance between ionizations caused by an
electron) of 10−6 (N0/N) m, a velocity of 10
6 m/s and an electron density of 1020 (N/N0)
2 m−3. The typical length
scale for photoionization is about 5 ·10−4 (N0/N)m in air, see section IVE. The breakdown electric field, above which
electron avalanches can form, is approximately 3 ·106V/m in air at 1 bar (and does not scale in a simple way, because
it depends on the rate of three-body attachment).
Time-resolved photographs of the streamer inception process in air and other gases have been taken by Briels et
al. [8, 9], and later by Nijdam et al. [10, 11]. Figure 2 shows that first a initiation cloud forms that later destabilizes
into streamers; different pressures and voltages are imaged. These and other experimental observations have provided
more insight into the formation of streamers, but at the same time they have also raised fundamental questions about
the governing mechanisms of the inception process. It is currently not understood what controls the size and shape
of the initiation cloud and when it starts to destabilize. There is also little knowledge about the electron energy
distribution during the inception which influences the generation of excited molecules and is therefore important for
many applications.
III. SIMULATION MODEL
There are several approaches to modeling low temperature discharges. Particle models track individual or groups
of particles and are usually of the PIC-MCC (particle in cell, Monte Carlo collision) type [12–14]. As this is the most
direct type of modeling, particle methods can capture the full physics of a discharge. Fluid models on the other hand
work with densities and are often of the ‘drift-diffusion-reaction’ type [15]. Such models are typically based on the
local field approximation, which assumes that the plasma is relaxed to the local electric field, and they contain no
direct information about the electron distribution function. There are also kinetic models, which solve the Boltzmann
equation (in some approximate form) [16]. They in principle contain the electron energy distribution, allowing them
to capture most of the physics of a discharge. Different approaches can also be combined to form hybrid models,
where, for example, a fluid model is used for the interior region of a plasma and a particle model for the exterior
region [17].
3FIG. 2: Picture taken from [8] showing time resolved photographs of the evolution of a positive discharge in air for different
pressures and voltages. The electrode at the top is sharp and the bottom electrode is planar, with a distance of 40 mm between
them. The exposure time is indicated by ∆t and starts at T. According to discharge similarity laws a length scale of 40 mm at
100 mbar corresponds to 4 mm at 1 bar [9].
4Accurate modeling of discharges has proven to be challenging; the strong gradients in density and electric field
require a fine spatial resolution, which is the reason that most density based simulations are performed in 2D. On
the other hand the large number of charged particles (at normal pressure typically above 108 during inception, and
increasing further) limits the usage of particle based models to the early stages of the discharge.
Our interest lies in simulating the inception of discharges near positive electrodes, and we have chosen to develop
a PIC-MCC code for this purpose. There are several arguments to work with a particle code instead of the popular
drift-diffusion-reaction type codes: it is not clear how good the local field approximation will be near a sharp electrode,
the inception process should be simulated in 3D and important stochastic fluctuations (e.g., the probabilistic presence
of a few electrons) cannot be modeled with a density approximation. Furthermore, the particle models are almost
fully based on first principles allowing for a more direct comparison with experiments.
Accurate kinetic models are rather complicated to implement for such experiments, whereas the relative simplicity
of PIC-MCC codes leaves them as a natural choice.
A. The PIC-MCC method
Directly computing the Coulomb interaction between N particles takes O(N2) time, which makes it infeasible for
large N . Particle-in-cell methods (also known as particle-mesh methods) resolve this basic problem in modeling by
mapping particles to charge densities on a grid and then computing the resulting electric field on that grid, in which
the particles move until the next timestep. Close range interaction are not accounted for correctly in this way, but
these often do not contribute significantly to the macroscopic behavior that one wants to study. For example, in a
typical discharge plasma with an electron density of 1020m−3, the average distance between electrons is about 200 nm.
The electric field of an elementary charge at this separation is only about 1% of the breakdown electric field, while
the external field is often much higher, which justifies not resolving the close range interactions accurately. (If they
need to be resolved there are also P3M methods, which combine a direct method with a particle-mesh method [18].)
A discharge forms a collision-dominated, reactive plasma, where electron-neutral collisions dominate the behavior.
Important processes are for example impact ionization, (in)elastic scattering and electron attachment. With a MCC
(Monte Carlo collision) scheme the time and type of these collisions are determined by Monte Carlo methods. An
overview of the history of PIC-MCC modeling can be found in [12].
IV. IMPLEMENTATION
The simulation was implemented in the FORTRAN 90 programming language, building on earlier work by C. Li [17],
who developed a hybrid particle-fluid model for streamer simulations. Let us discuss briefly what is simulated before
going into a detailed description of the different components of the model. The model tracks electrons as particles, and
ions as densities on a grid. Neutral gas molecules are not simulated, instead they provide a background of constant
density. Excited molecules are not tracked either, but to include photoionization photo-emitting excited molecules
are represented as a density on a grid. The simulations are intended to run for a short time (up to a few nanoseconds)
and the gas is assumed to be weakly ionized, so that heating, recombination and multi-step excitations or ionizations
can be neglected.
A. Electric field and electrode
Although a classical problem, computing the electric field in the presence of space charge and electrodes still proves
to be challenging, because it needs to be done fast and accurately at each timestep. Without an electrode the typical
strategy would be to first determine the charge density on a grid, then compute the potential by solving Poisson’s
equation (with some boundary condition), from which finally the electric field can be found.
The choice of grid and solver for the Poisson problem largely determines how an electrode can be included in the
domain. With a finite element method one can impose part of the boundary of the domain on the electrode, whereas
an embedded boundary method could be used for iterative solvers on rectangular grids. Another approach that works
for any grid and solver is to use the charge simulation method (CSM).
Although finite element methods are quite flexible with regard to different geometries of the domain and electrode,
they are rather difficult to implement and it is hard to judge their performance in advance, especially since the
moving streamer boundary needs to be resolved accurately. On the other hand embedded boundary methods for
the Poisson equation [19] look promising and have been successfully implemented for streamer simulations in 2D
(see [20] which also contains some further comments on other techniques). As we are currently still exploring possible
5FIG. 3: Slice through the computational domain with the electrode. Both are embedded in a larger region that is used to
compute the potential at the boundary of the computational domain. Also shown are a few line charges on the axis of the
electrode.
implementations of such a solver in 3D, we have opted for a simpler approach using the charge simulation method in
this project, although this leads to some severe limitations as will be discussed below.
A first attempt to perform discharge simulations with the charge simulation method was made by C. Li [21], that we
have now extended further. With this method (also known as the capacity matrix method [18]) one places fictitious
charges on the inside of conductors, with the charges chosen such that they give approximately the right potential on
the boundary of the conductor, see for example [22]. A set of control points that lie on the surface of the electrode
is generated and kept during the simulation. We place line charges on the axis of the electrode, with shorter line
segments towards the tip. Then the potential in the domain due to only the space charge is computed, and each control
point gets the value Velec − Vspace charge, where Velec is the electrode voltage and Vspace charge the electric potential
due to the space charge. As the effect of a line charge λi on the potential at a control point is linear in λi one can
now solve a linear system to obtain the ‘best’ approximation to Velec at the control points. If there are more control
points than line charges, the system is over-determined and one seeks the least-squares solution. We place 200 control
points on the electrode surface that are evenly spread along the axial direction of the electrode, but each at a random
orientation. The length of the line charges li is chosen as
li = Lelec
[(
i+ 1
Nl
)s
−
(
i
Nl
)s]
, (1)
where Nl is the number of line charges, Lelec the length of the electrode and s a real number. The first line charge
lies a distance Lelec · (1/Nl)s from the electrode tip, and the consecutive line charges are placed without leaving gaps.
When the positions of the control points and of the line charges are known, the least squares solution of the linear
system can be found. We initially try multiple values for s from the interval [0.5, 4] and select the one that leads to
the lowest maximum error (at the control points) times the square root of the condition number of the linear system.
If the maximum error at the control points has doubled during the simulation, we change the value of s with the same
procedure.
For the computation of the potential due to space charge a Cartesian grid of size Mx,My,Mz is used, representing
a physical volume of size Lx×Ly ×Lz. From figure 2 we can see that a region of at least (1mm)3 should be modeled
to capture the inception process at normal pressure. At the same time we want to limit the number of grid cells to
a few million (so that a simulation can be done in about a day), and therefore we use (128)3 cells of size (12 µm)3,
representing a total volume of about (1.5 mm)3. Electrons and ions are mapped to charge densities using trilinear
interpolation, a common choice known as cloud-in-cell or CIC [14]. For ions this occurs only when they are created,
as they are stored on a grid with the accumulated ion density. The ion density flows by drift and diffusion, see
section IVB. For the electrons, that are tracked as particles, the charge density is recomputed at each timestep.
The ‘free’ region around the electrode (i.e., where there are no physical boundaries) in experiments performed by
Briels et al. [8, 9], and Nijdam et al. [10, 11] is of the order of centimeters. Because our computational domain is much
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is solved on a coarser grid, representing a 43 times larger volume, with a Dirichlet boundary condition Vbc = 0, see
figure 3. Then the result is interpolated back to obtain the Dirichlet boundary conditions for the smaller simulation
domain. Now the potential in the simulation domain due to the space charge is computed, after which the charge
simulation method is used to find the λi at the electrode axis. Finally the potential is recomputed, but now including
the electrode charges and their effect on the boundary (which is found from an analytical formula for the potential of
a line charge).
To solve Poisson’s equation (i.e., compute the potential) we use the FISHPACK [23] solver, which is based on
cyclic reduction and the fast Fourier transform. It runs approximately in time O(nG log nG), with nG the number
of grid cells. The electric field in the x-direction is computed as Ex,i,j,k = (Vi+1,j,k − Vi−1,j,k) /(2∆x), with similar
expressions for the y and z-direction.
There are some severe problems with the approach described above. In the charge simulation method the least
squares solution of a linear system is used, and such a solution can be influenced more strongly by a change in
the surrounding space charge than is physically realistic. The simulated charges on the axis can even undergo a
discontinuous jump to a different configuration, leading to a large change in the electric field. Furthermore, setting up
the charges on the axis so that the electrode is well-represented and so that the linear system is not too ill-conditioned,
is something that can usually only be done by hand.
These disadvantages are quite severe, and therefore we are actively looking for other methods to compute the
electric field with an electrode, see section VI. On the other hand it should be noted that in experiments the voltage
on the electrode over time is often also far from smooth, see for example [10].
A more general problem is that we want to simulate an electrode with a sharp tip. For a completely sharp tip the
electric field diverges at the tip, which illustrates that accurate solutions are hard to obtain with almost any numerical
method. When the tip is rounded there is no divergence, but accurately describing the rapidly increasing electric field
towards the tip requires a very fine mesh.
B. Particle mover
The particle mover implements the following scheme to update the particles’ position x and velocity v over time
x(t+∆t) = x(t) + v(t)∆t+ 12a(t)∆t
2,
v(t+∆t) = v(t) + 12 [a(t) + a(t+∆t)]∆t,
(2)
where a(t) is the acceleration of the particle due to external forces. Because we assume to work under electrostatic
conditions without an external magnetic field, a(t) is proportional to the electric field and does not depend on v(t).
Therefore the scheme is explicit, and it can be seen to be second order accurate.
The above equations, known as the ‘Velocity Verlet’ algorithm [24], are very similar to a leapfrog scheme but have
the advantage that the position, velocity and acceleration of a particle are defined at the same moment in time. This
also simplifies the computation of the position and velocity between timesteps, relevant for collision processes.
Since the particles can have very different velocities, there is no single timestep for the movement of all particles.
Instead a particle i gets the following timestep
∆ti = ∆t/
(
1 +
⌊vi
v¯
⌋)
, (3)
where ∆t is the total timestep, vi is the particles’ velocity and v¯ the mean velocity of all particles.
Because the ions are much heavier than electrons they move much slower. Therefore, it is often assumed that the
ions do not move at all in simulations that run up to a few nanoseconds. However, with an electrode there will be a
very high concentration of positive ions in the strong electric field around the electrode tip. This means both ion drift
and diffusion are larger than in similar discharges without the sharp electrode. To be able to test whether the inclusion
of ion movement is important, we have implemented a first-order scheme for drift and diffusion. In this scheme we
use a constant mobility and diffusion coefficient for all ions, given by µ = 5.0 ·10−4 m2/(Vs) and Dc = 5.0 ·10−4 m2/s
(which are rather high, see [25]). From our simulations it seems that ion movement is important close the electrode,
where there is a strong electric field and a high ion density, but this should be investigated further.
C. Collision scheme
We include the following types of collisions from the SIGLO database [26]: elastic scattering, excitations, attachment
and ionization. Electron-ion collisions are not considered because at a low degree of ionization they rarely occur, and
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In our Monte Carlo collision scheme the probability of a collision i occurring in a time dt → 0 is given by λi(t)dt,
where λi(t) expresses the collision rate:
λi(t) = N0 v(t)σi(v), (4)
with N0 the number density of neutral molecules (assumed to be constant), v(t) the velocity of the electron, and σi(v)
the total cross section for an electron with velocity v.
If the total collision rate λT(t) =
∑
i
λi(t) is introduced, then the probability P (t0, t1) of having a collision in a finite
interval [t0, t1] is given by:
P (t0, t1) = 1− exp
[
−
∫ t1
t0
λT(t) dt
]
, (5)
and the so-called null-collision method [13] can be used. With this method one first applies rejection sampling to
determine the next collision time, given some maximum collision rate λT,max. To compute the rejection probability
efficiently we approximate the integral in (5) as∫ t1
t0
λT(t) dt ≈ (t1 − t0) · λT(t1/2), (6)
with t1/2 = (t0+ t1)/2, so that it is second order accurate. (We would like to point out that in some PIC-MCC codes
the integral is approximated only to first order, for example as λT(t1), but this gives a systematic error even if the
timestep goes to zero.) A collision type is then chosen randomly, with the probability proportional to the collision
rates λi(t¯).
We follow a similar approach as C. Li [17], Chanrion and Neubert [28] and references therein [29–32] for the
implementation of the various collisions, with cross sections obtained from the SIGLO database [26]. The air in
our simulations consists of 78% N2, 21% O2 and 1% Ar. For each gas the SIGLO database contains cross sections
for elastic collisions, ionizations and different excitations (23 for N2, 13 for O2 and 1 for Ar), and for O2 there are
also cross sections for two- and three-body attachment. The cross sections are intended to be used with isotropic
scattering, but can be transformed to use anisotropic scattering formulas, see for example [17].
For elastic collisions between electrons and N2 molecules the formulas for anisotropic scattering from Okhrimovskyy
et al. [30] are used. They use a normalized differential cross section of the form [33]
I(εh, χ) =
1
4π
1− ξ(εh)2
[1− ξ(εh) cosχ]2
, (7)
where εh is the electron energy divided by the Hartree energy (Eh = 27.21 eV), χ is the scattering angle and ξ(ε)
is a fitting parameter that can be derived from the ratio between the integrated and the momentum transfer cross
sections. In the case of N2 they give the following approximation
ξ(ǫ) ≈ 0.065ǫ+ 0.26ǫ
1 + 0.05ǫ+ 0.2
√
ǫ
− 12
√
ǫ
1 + 40
√
ǫ
, (8)
where ǫ is the electron energy in eV. The scattering is approximately isotropic at low energies (< 5 eV) and peaked
in the forward direction at high energies. For elastic scattering on other molecules (O2, Ar) we use the formula given
by Surendra et al. in [34], which leads to a similar scattering pattern:
I(ǫ, χ) =
ǫ
4π ln(1 + ǫ)
1
1 + ǫ sin(χ/2)2
. (9)
where ǫ is the energy of the electron in eV. The energy of the scattered electron ǫscat in terms of the incident electron
energy ǫinc is approximated to first order in me/M by
ǫscat/ǫinc = 1− 2me/M · (1− cosχ) , (10)
where me is the mass of the electron and M is the mass of the neutral molecule. This can be important in noble
gases, because there are no other energy loss mechanism for low energy electrons in such gases.
In an inelastic collision the electron’s energy is reduced by the excitation threshold and then scattered as if it were
an elastic collision (as was done in [34]). Excited molecules are not tracked in the simulation and hence interactions
between electrons and these molecules are not included (like multi-step excitations or ionizations).
8In an ionizing collision the energy is split between incident and newly created electron according to an empirical fit
by Opal [31], see also [29]. The newly created electron gets the energy
ǫnew = β tan
[
U arctan
(
ǫinc − ǫα
2β
)]
, (11)
where β is a constant with the value 13.0 eV for N2, 17.4 eV for O2 and 10.0 eV for Ar, U is a uniform (0, 1] random
number, ǫinc is the energy of the incident electron and ǫα the ionization potential. The energy of the scattered incident
electron, ǫscat is determined by ǫscat+ ǫnew = ǫinc− ǫα. Then the new and scattered electron are given a new direction
with the same formula as for elastic scattering, with the velocity of the new electron initially in the direction of the
incoming electron.
Electron attachment is implemented by simply removing the electron and subtracting one ion from the positive ion
density at the electron’s location.
D. Time step control
There are different timescales to consider: the time an electron can move before the variation of the electric field
becomes significant, the timescale on which ion movement due to drift and diffusion is relevant and the time in which
the space charge from electrons and ions has changed significantly (and thus also the resulting electric field).
In our simulations we use three different timesteps. The first one, τMC, is the ∆t used in (3). It determines the
maximum time a particle can move before it gets an updated value for its acceleration. The second timestep, τE,
controls after how much time the electric field is recomputed from the space charge distribution, and the ion density
is only advanced every τion, the third timestep.
While τion = 10
−12 s is kept constant, τMC and τE are adjusted during a simulation. To control the timesteps the
errors ζMC and ζE are estimated, where ζMC is found by advancing a copy of m randomly chosen particles according
to (2) and then computing
ζMC =
m∑
i=1
|ai(t+∆t)− ai(t)|
/
m∑
i=1
|ai(t)| . (12)
Similarly, ζE is found by comparing the electric field at the position of m randomly chosen particles before and after
it has been recomputed
ζE =
m∑
i=1
|Ei,new −Ei,old|
/
m∑
i=1
|Ei,old| . (13)
Then the errors are compared with the desired errors ζMC,0 and ζE,0, and if the error is less than half the desired
error, then the timesteps are increased by (ζMC,0/ζMC)
0.1 and (ζE,0/ζE)
0.1, respectively. If the error is larger than the
desired error, then the timesteps are reduced by a factor of ζMC/ζMC,0 and ζE/ζE,0, respectively.
Because we take the global error norm the error in the electric can become larger than desired in a region where
electric field changes rapidly. Ideally one would have local timesteps for different parts of the domain, but this is left
for future work.
E. Photoionization
The following photoionization process is important for the development of positive streamers in air
N∗2 → N2 + γ,
O2 + γ → O+2 + e,
where γ is a photon with a wavelength between 98 and 102.5 nm. This process can generate free electrons around the
streamer head, so that it can grow from new avalanches. The experimental data on the generation of photoelectrons
is however far from conclusive, and mostly based on a single experiment [35].
We follow a similar approach as Chanrion and Neubert [28], implementing a discrete, stochastic version of the
frequently used Zhelezniak model [36], see also [37]. In the traditional Zhelezniak model, the number of ionizing
photons generated is proportional to the number of ionizations, with the proportionality constant depending on the
9FIG. 4: The electric field dependent efficiency of photoionization [36], expressed as the number of ionizing photons generated
per ionization if there would be no collisional quenching. The extrapolation is made somewhat arbitrarily.
electric field. This model works under the local field approximation and assumes a steady state, so it does not account
for the delay between the generation of excited states and their decay.
It would be natural to generate such excited states for the photoionization by using the inelastic collisions of N2,
but since no authors seem to have taken such an approach before and there is a lack of data, we assume that the
generation is proportional to the number of ionizations. In our simulation we use a grid (of the same size as the grids
for the space charge) to which the number of ionizations occurring in a timestep are added. We assume this number
is proportional to the number of photo-emitting states. After a timestep ∆t on average a fraction 1− exp(−∆t/τexc)
of the photo-emitting states would decay, with τexc the mean life time of such states, so the numbers on the grid are
multiplied by this factor (to keep them proportional to the number of photo-emitting states).
We can thus also find a quantity n∗, proportional to the number of decayed states per cell. This quantity is
then multiplied by a quenching factor pq/(p+ pq) with p the pressure and pq the quenching pressure, to account for
collisional quenching of the photo-emitting states (the quenching pressure is the pressure at which half of the excited
states decay due to collision quenching). The expected number of photons nph is found by multiplying by η
∗(|E|),
representing the electric field dependent efficiency of the process, see figure 4. The actual number of created photons
is finally determined by drawing a random number χ:
χ ∼ Pois (nph) , (14)
where Pois(λ) is the Poisson distribution with parameter λ, and we take pq = 40 mbar and τexc = 0.1 ns. The mean
absorption length kf of a photon depends on its frequency f , and we use the approximation given by [37, 38]
kf = k1 · (k2/k1)(f−f1)/(f2−f1), (15)
where f1 = 2.925·1015Hz and f2 = 3.059·1015Hz are the minimum and maximum frequency of an ionizing photon, and
k1 = 2.625 ·103PO2 bar−1m−1 and k2 = 1.5 ·105PO2 bar−1m−1 are the corresponding absorption coefficients, with PO2
the partial pressure of O2. We assume that the photon frequencies are distributed uniformly, so that (f−f1)/(f2−f1)
can be sampled by a (0, 1] uniform random number U . The direction of the photon is assumed to be isotropically
distributed, and the distance it will travel before causing an ionization is drawn from the exponential distribution as
dphoton = − ln(U1)/kf (U2), with U1, U2 both a (0, 1] uniform random number. At the place of absorption an electron–
ion pair is created, with an initial electron energy equal to the excess energy of the photon. The mean distance a
photon will travel in air at normal pressure is approximately 0.44 mm. This implies that a significant fraction of the
photoionizations take place outside our simulation domain of volume (1.5mm)3 (and they are therefore not included).
Initially most of the ‘far away’ electrons would attach to O2 before creating an avalanche, so that they can indeed be
neglected. But later, when the discharge gets close to the boundary of the domain, they should be included. This is
left for future work.
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F. Adaptive creation of super-particles
As the number of electrons in the simulation grows rapidly during the inception process, it becomes infeasible to
track all of them individually. For example, in a typical simulation the number of electrons quickly rises to 109.
Because roughly 100 bytes of memory are required per particle (using 64 bit floating point numbers), about 100
gigabyte of memory would be required, not even taking into account the computational cost.
The usage of so called super-particles has historically been essential to applications of PIC-MCC methods in plasma
simulations. A super-particle represents many real particles, but behaves similar as a single one, because the charge
to mass ratio is the same. The usage of super-particles leads to extra ‘noise’, because fewer particles with each higher
mass and charge give larger statistical fluctuations in macroscopic quantities than is physically realistic. However, for
many applications one can still get meaningful results, with a much lower computational cost.
In our simulations the particles are electrons that, on average, move towards the positive electrode, and there are
strong density gradients. This does not favor the introduction of statically weighted super-particles (all have the
same weight), since the low density regions where electron avalanches are formed would be too noisy. Therefore the
following adaptive rescaling algorithm for electrons is implemented.
For each cell in the domain, determine the number of particles in that cell that can be rescaled. These particles
can be filtered by setting limits on their energy, super-particle-weight or acceleration. Then if a cell contains at least
Mmin candidates for rescaling, generate a list of the particles’ indices, sorted by velocity from low to high. For each
such cell select a pair of consecutive particles from the list. If the velocities of particles i and i + 1 differ less than
δ ·max(v¯, vi+1), where δ = 0.01 is some threshold, v¯ is the mean velocity of all the particles and vi+1 is the velocity of
particle i+ 1, they are merged: one is marked inactive and the other gets the combined weight of the particles. The
new velocity is chosen such that energy is conserved, and the direction and position of the new particle are chosen
from one of the original particles (taking the average leads to a bias towards the cell centers). The choice between
the two particles is made in such a way that the present total difference in space charge distribution over the cell due
to the rescaling is minimized.
If the rescaling has been successful, particles i + 2 and i + 3 are selected for the same procedure, otherwise i + 1
and i+2 are selected, until the end of the list is reached or less than Mmin particles are left in the cell. When all the
cells are rescaled, the inactive particles are removed.
Ideally, one would like to keep the electron distribution function f(x,v) unaltered due to the rescaling. The method
described above does not conserve momentum, but comes quite close to keeping the charge distribution over a cell
unaltered, and does conserve energy for each merged pair of particles. The error in the electric field can become a
few times larger after a timestep where all particles were merged, but then decreases as the new velocities relax to
the background field. We have not analyzed the possible sampling bias in the velocity distribution over the cell.
When a super-particle undergoes an ionizing collision, the newly created electron is also a super-particle with the
same weight. Ionizing photons are still created individually, so that a particle of weight w on average creates w times
as many photons as a single electron.
G. Parallelization
The Monte Carlo part of the simulation is parallelized using MPI, which in principle is quite simple because the
different particles are essentially non-interacting except for their coupling through the electric field, which is currently
still computed sequentially and then shared. In order to perform the creation of super-particles correctly, the particles
are first redistributed over the different MPI tasks, such that either all or none of the particles in a grid cell are
present.
V. SIMULATION RESULTS
In this section we present and analyze the results of our simulations. First the simulated electrode is introduced,
which seems to be the most problematic part of the simulation, after which a comparison is made between swarm
parameters generated by our model and those from BOLSIG+ [39], to test the particle code. Then the initial avalanche
size distribution is obtained for avalanches starting at different distances from the electrode, which is an important
first step in understanding the inception voltage and probability. Finally, results of longer simulations are presented,
where an initiation cloud destabilizes into streamers, and we also discuss the nonphysical effects of super-particles.
11
potential (V)
4e+03
3.5e+03
3e+03
2.5e+03
2e+03
1.5e+03
1e+03
0 0.2 0.4 0.6 0.8 1 1.2 1.4
y [mm]
0
0.2
0.4
0.6
0.8
1
1.2
1.4
z
[m
m
]
|E| (V/m)
2e+07
1e+07
6e+06
4e+06
3e+06
2e+06
1e+06
0 0.2 0.4 0.6 0.8 1 1.2 1.4
y [mm]
0
0.2
0.4
0.6
0.8
1
1.2
1.4
z
[m
m
]
Breakdown field
FIG. 5: Two slices through the middle of the domain, showing the potential and electric field strength around a +4.0 kV
electrode without a discharge. The electrode shape is visible in the right figure, because the electric field is set to zero inside of
the electrode and thus the contour lines join at the surface. Comparing with the equipotential line at 4 kV gives an idea of the
accuracy of the charge simulation method, where in this case 10 line charges were used. The staircase pattern arises because
only values at the cell centers are used in this plot (whereas in the simulation we define the electrode region smoothly and we
use first order interpolation).
A. The electrode
The electrode shape that we use is shown in figures 3 and 5: a cylindrical base of height hcyl = 1.0 mm and radius
rcyl = 0.2mm, with a conical tip of height hcon = 0.6mm. The tip is rounded, with a radius of curvature ρtip = 24µm,
and similarly the transition between the cylindrical and conical region has radius of curvature ρtrans = 50 µm.
The electric field is much stronger near the tip of the electrode than at the cylindrical part, so discharges typically
initiate near the tip. Therefore, the whole electrode does not need to be included in the computational domain, so
that a finer spatial discretization can be used. Even then it is hard to resolve the electric field around a sharp tip
accurately, as it increases rapidly like 1/r or even 1/r2 (with r the distance to the tip).
Because of the problems with the charge simulation method, discussed in section IVA, it is difficult to give a
quantitative analysis of the error in the electric field. We typically use 10 line charges to represent the electrode
surface, which gives a maximum error of a few percent in the potential at the control points. Using more charges
reduces this error, but can lead to (very) nonphysical charge configurations in the presence of space charge. This is
also the reason why we work with such a sharp tip, as a rounder tip is difficult to simulate if there is space charge
around it. The equipotential surface at Velec is not necessarily parallel to the electrode surface even if the error at
the control points is zero, and a small error in the potential can lead to a large error in the electric field close to the
electrode. This is in itself not too troublesome for our simulations: basically, we just have an electrode with a slightly
different shape, which will have a small effect at later stages of the discharge (because the electrode becomes shielded
by space charge).
More problematic is that changes in the space charge surrounding the electrode can lead to nonphysical effects on
the electrode, as the charge configuration on the axis is determined by the least squares solution of a linear system. It
is hard to predict for which configurations this will lead to problematic behavior. Typically, there will be one or more
sudden large changes in electric field when space charge starts to build up at the electrode tip, but at later stages the
behavior is quite stable.
It needs to be investigated what kind of oscillations would be present in a real electrode when space charge builds
up next to it in a few nanoseconds.
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B. Swarm experiments
Plasma models are often tested by comparing the swarm parameters generated by simulations to those experimen-
tally measured or obtained before. An electron swarm consists of a number of electrons in a neutral gas of much
higher density. For moderate, homogeneous electric fields, the electrons will relax due to the various collisions so
that the energy distribution function will depend only on the electric field. Then the swarm can be characterized by
so-called swarm parameters, describing the ionization rate, drift velocity, mean energy, diffusion coefficient etc. A
historic and a more recent overview of the use of swarm data can be found in [40, 41].
We follow the procedure described in [17] to obtain the swarm parameters from our model, by simulating swarms
of electrons starting at the same position in a constant electric field of magnitude E (without space charge effects
or photoionization). Initially the electrons relax to the electric field, until at a time t1 the mean energy is mostly
fluctuating due to the finite number of particles in the swarm. Then the simulation runs until the number of particles
N(t) is either larger than γN(t1) or smaller than N(t1)/γ, with γ some constant (we use 2.0). The mobility coefficient
µ(E), the effective ionization coefficient αeff(E) and the diffusion coefficient Dxi(E) along a coordinate xi can now
be approximated by
µ(E) ≈ 〈v〉/E (16)
αeff(E) ≈ 1
µ(E)E
ln [N(t2)/N(t1)]
t2 − t1 , (17)
Dxi(E) ≈
1
2
(〈xi(t2)2〉 − 〈xi(t2)〉2)− (〈xi(t1)2〉 − 〈xi(t1)〉2)
t2 − t1 , (18)
where brackets denote the mean over all the electrons, v is the velocity and xi a Cartesian coordinate. Note that
µ(E) and αeff(E) are the ‘flux coefficients’ as discussed in [17], that describe the transport of individual electrons. To
describe the evolution of the swarm as a whole, ‘bulk coefficients’ are used, as is done here for Dxi(E). To illustrate
the difference, consider the ‘bulk’ mean velocity of the swarm, given by
v¯bulk(t) ≈ 〈x(t+∆t)〉 − 〈x(t−∆t)〉
2∆t
, (19)
which is not equal to the ‘flux’ mean velocity if the number of particles changes
v¯flux(t) = 〈v(t)〉. (20)
By repeating the above procedure for several simulated swarms, one can get an estimate of the variance in the
swarm parameters, and we simulate until the relative variance of the mean is smaller than some threshold. We adjust
the initial swarm size adaptively (in high fields it becomes smaller, because in the time it takes the electrons to relax,
the swarm already grows by a large factor). See figure 6 for the resulting swarm parameters for different electric
fields and a comparison with BOLSIG+, which uses isotropic scattering and a different ionization model, where the
energy is equally shared between incident and new electron. If these assumptions are used in our particle code, the
resulting swarm parameters are nearly identical to the ones generated by BOLSIG+, except for the diffusion constant.
The difference could be caused by a different definition of this constant in BOLSIG+, as it uses a two-term spherical
harmonics expansion in which (18) cannot directly be measured.
When anisotropic scattering and Opal’s formula (11) for the energy sharing are used, the swarm parameters change
very little for electric fields below 10 MV/m, since at low energy the scattering is almost isotropic and the energy
sharing approximately equal. For higher electric fields there is an increasing difference, although still small at 25
MV/m. (A more general comparison between PIC-MCC codes and BOLSIG+ like solvers can for example be found
in [42]).
C. Avalanche statistics
An accurate description of the electron avalanches that grow towards the positive electrode is essential for under-
standing the inception process. The following integral is often used to estimate the size of an initial avalanche, see
for example [43]:
Se(z) = Se(z1) exp
[∫ z
z1
αeff(z
′)dz′
]
, (21)
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FIG. 6: A comparison between the swarm parameters computed by BOLSIG+ and our particle model (PM), in air at 293
K and 1 bar. The label ‘isotropic’ means that isotropic scattering and equal energy sharing for ionizations was used (like in
BOLSIG+), while anisotropic refers to the model described in section IVC. For the diffusion T refers to transversal diffusion
(with respect to the electric field), L to longitudinal diffusion, I to isotropic scattering and A to anisotropic scattering.
where Se(z) is the number of electrons in the avalanche, z is the coordinate along the path of the avalanche and
αeff(z) = α(z) − η(z) is the effective bulk ionization coefficient, given by the ionization coefficient α(z) minus the
attachment coefficient η(z).
Equation (21) is valid under swarm conditions (no space charge and relaxation of electrons to the electric field),
with the electric field varying only in the z-direction and no diffusion. Furthermore the number of electrons should be
large so that Se(z) is approximately continuous and stochastic fluctuations are small. Hence (21) has to be interpreted
in the following way: if the avalanche starts from some seed at z0, then it grows stochastically up to z1, after which
the growth can be approximated by (21). Because z1 and Se(z1) are unknown, as well as their distribution, this seems
to be of little use. However, the mean avalanche size can be determined, and is given by
S¯e(z) = exp
[∫ z
z0
αeff(z
′)dz′
]
. (22)
The size distribution of electron avalanches has mostly been studied for the electric fields found in proportional coun-
ters, see for example [44, 45]. For weak, uniform electric fields without attachment the distribution is approximately
exponential with a relative variance of one:
Pr
[
X = Se(z)/S¯e(z)
]
= X · exp (−X) , (23)
For stronger electric fields the distribution will generally have a different shape, which has been approximated by the
Polya distribution, i.e.,
Pr
[
X = Se(z)/S¯e(z)
]
= [mm/Γ(m)]Xm−1 · exp(−mX), (24)
where m typically is 3/2 (with no direct physical meaning). Other distributions have also been used, see [44].
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FIG. 7: (a) The mean avalanche size is shown for a single seed electron released a distance d above the electrode. The mean
is taken over 1000 avalanches, with an electrode voltage of +2.0 kV. The error bars indicate one standard deviation. (b) The
electric field above the electrode tip.
It is not clear how accurate these approximations are in the geometry we study, because the electric field strongly
varies and attachment is important further away from the electrode. Therefore, we have implemented a simple
program that repeatedly injects a seed in a ‘clean’ domain (without charge from previous runs) and then measures
the size of the resulting avalanche, so without photoionization to generate new avalanches. We assume that the effect
of space charge is negligible, so that the electric field has to be computed only once.
As a first test we release seed electrons above the electrode tip on the axis of symmetry, at various distances d.
Figure 7 shows the mean avalanche size versus the distance. When the seed is released very close to the electrode,
the avalanche cannot grow very large before it is absorbed, and when the seed is very far from the electrode, there is
a large probability of attachment before the avalanche starts to grow. This distribution of avalanche sizes thus looks
quite different depending on the distance at which the seed is released, and is shown for three distances in figure 8,
where also the corresponding Polya distributions (24) are shown. Although the physical basis for the use of the Polya
distribution has been disputed, see for example [46], it matches our results reasonably well.
By taking the derivative of (21) one gets
dSe(z)
dz
= αeff(z), (25)
which can be used to find αeff(z) if Se(z) is known. To compare the results of our avalanche simulations with (25), we
first estimate the mean avalanche size as it moves towards the electrode. We define the avalanche size at some point z′
along its path as the integrated flux of electrons passing through z′, i.e., the number ionizations minus the number of
attachments that occurred at z < z′. Since the electric field along the path is known, we can then use (25) to get the
ionization rate αfit(E) that fits the simulation results (although diffusion makes the notion of a one-dimensional path
for an avalanche somewhat inaccurate). See figure 9(a) where αfit(E) is shown together with the ionization coefficients
derived from swarm experiments. For an electric field up to 1.3 · 107 V/m, we see that αfit is approximately equal to
the bulk effective ionization coefficient, but for higher electric fields it becomes larger, and eventually also larger than
the flux ionization coefficient. This is probably because the electrons do not relax to the electric field if it has a large
gradient.
The above referred to experiments where the seed electron was released at a certain distance above the electrode tip.
When the seed is released at a random position a distance d from the electrode tip, the avalanches are significantly
smaller, see figure 9(b).
D. The initiation cloud and streamer formation
If we want to simulate the inception process, we include photoionization and start the simulation with some initial
electrons close to the electrode. Due to the axial symmetry of the charge simulation method that we implemented, the
space charge close to the electrode should also build up approximately axially symmetric, or else the method becomes
unstable. Therefore, we distribute 103 electrons as a Gaussian cloud with a standard deviation of 12 µm, on the
electrode axis. The electrons will accelerate towards the electrode, increasing their energy, which they lose again due
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FIG. 9: (a) The effective ionization coefficient for avalanches moving to the electrode, as defined by (25), for an electrode
voltage of +2 kV. Also shown are the flux and bulk effective ionization coefficients obtained from swarm experiments. (b)
The mean avalanche size for electrons released at a random location a distance d from the electrode tip, with the electrode at
+2 kV. Each data point is generated using 1000 avalanches, and the error bars indicate one standard deviation
to inelastic collisions and ionizations. We have observed three different scenarios depending on the electrode voltage:
if it is rather low, the available electrons do not generate enough photoionization events and after some time there
are no more electrons left. If the voltage is increased, sometimes an almost steady state can be reached (at least up
to the order of nanoseconds), where a small region above the tip of the electrode remains ionized, but does not grow.
This can be explained by the fact that the space charge shields the sharp electrode tip, reducing the electric field and
preventing further growth. When the voltage is increased further, this ionized region grows to a larger size and will
eventually destabilize into on or more streamers.
These three scenarios compare well to experimental observations, however, the voltages at which they occur seem
to be slightly different, as will be discussed in section VE. Another similarity is that in experiments often a small
glowing dot is observed at the electrode tip, see figure 10. In the simulations we observe that the electron and ion
density in front of the tip is much larger than in other regions. At some point this causes an instability, because the
plasma oscillations can no longer be resolved accurately (these oscillations arise if the electrons are slightly displaced
with respect to the ions, because there will be a restoring Coulomb force). For example, if the electron density is
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FIG. 10: A recorded image of a discharge in N2 at 100 mbar, where an initiation cloud has just destabilized into several
streamers (image by S. Nijdam, personal communication). The small cylinder at the top is the electrode, and a very bright
spot is visible just below the electrode tip, where the electron and ion density is very high. The same phenomenon in air causes
problems in our simulations, see the text.
ne = 10
22/m3, then the plasma frequency is
fpe =
1
2π
√
nee2
meǫ0
≈ 1012 Hz, (26)
which can only be resolved by using a timestep at least an order of magnitude smaller than 1/fpe. Even then
an instability could grow, as the large amount of space charge present causes small errors to lead to high electric
fields. This effect does not play a role in other parts of the domain because the electron and ion density are both
much lower and smoother there, so the electric field caused by such oscillations would be negligible compared to the
background electric field. As these instabilities at the tip are not of our primary interest for the later development of
the discharge, we artificially limit the electric field in regions of high electron density. If the electron density is higher
than nc = 5 · 1020 m−3 then the electric field E gets limited to
Elim = min
[
E, Emax/
(
E κ
nc
ne
)]
, (27)
where Emax = 5.0 · 107 V/m and κ = min
[
1.0, Ne/(3 · 109)
]
with Ne the total number of electrons in the simulation.
The inclusion of the κ term is to not reduce the electric field in the beginning of the discharge. The physical argument
for this procedure is that these regions are more or less conducting, so that the electric field should not become
too large. It does however lead to some artifacts, for example the high electric fields next to the electrode tip in
figure 12(c), and a different method should be used in the future.
In figure 11 we present the evolution of the electron density for varying photoionization efficiencies. Initially there
are 103 electron-ion pairs about 80µm above the electrode, distributed as a Gaussian cloud with a standard deviation
of 12µm. The rescaling algorithm is set to keep at least 128 particles in a cell, and the domain consists of 1283 cells
of volume (12µm)3.
In figure 12 the charge density, mean energy, potential and electric field are shown at t = 2.8 ns by taking a slice
through the center of the domain. Close to the electrode there is an alternating positive and negative charge density,
which is most likely related to the plasma oscillations discussed above. The electric field and mean energy are clearly
correlated, and we see that a higher photoionization efficiency leads to more rounded shapes and thus lower electric
fields and energies. In the electric potential one can recognize the line charges of the charge simulation method.
Problems with this method probably cause the potential in the inception cloud to rise significantly above Velec, and
we see that the inception cloud itself is almost equipotential.
We can try to understand the growth and destabilization of the initiation cloud in the following way. The growth
of the ionized region in a certain direction depends mostly on the strength of the electric field (which should point
inwards), but there need to be seed electrons ahead from which avalanches can grow. In the beginning of the discharge
the growth is mostly governed by the electric field distribution from the electrode, as ionizations predominantly take
place in the region of highest electric field. This is why the initial initiation clouds look similar. When the space
charge starts to ‘shield’ the field from the electrode, the growth becomes more dependent on the present space charge
distribution (that influences the electric field) and the availability of electrons outside. With a low photoionization
efficiency this quickly leads to the formation of irregular structures. But also with more photoionization the initiation
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FIG. 11: The electron density per m3 around a +4.0 kV electrode, shown with logarithmic color scale. Time runs from top to
bottom as t = 0.5, 1.5, 2.5 and 2.8 ns, and the bottom row is shown in top view. The photoionization efficiency is reduced by
a factor of 10 in the middle column and by a factor of 100 in the right column.
cloud will eventually destabilize, because a small perturbation can locally enhance the electric field and thus grow
larger.
The photoionization efficiency has a remarkably strong effect on the simulations. Less photoionization seems to
lead to thinner structures and more branches, in agreement with [27, 47]. This can directly be used to test the
modified Zheleznyak model of section IVE, by comparing simulation results with experiments. See also figure 13,
which shows experimental observations of streamer inception in air and in N2 of purity 6.0 (less than 1 ppm oxygen),
at various pressures. Reducing the amount of oxygen increases the absorption length of the photons, thereby reducing
the amount of photoionization close to the discharge. This leads to the formation of thinner structures with more
branches, like in the simulations.
E. Inception voltage and probability
In discharge experiments there is usually a well-defined inception or critical voltage Vc, the lowest voltage at which
inception starts to occur, that depends on the electrode geometry and experimental conditions like gas composition
or pressure. Often a pulsed voltage source is used to study streamer inception and then it is observed that not every
pulse above the critical voltage for inception leads to a visible discharge. See for example [48], where a study of the
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(a)The (positive) charge density at the cell centers, in e/m3.
(b)The electric potential in Volt.
(c)The electric field strength in V/m.
(d)The mean energy in eV.
FIG. 12: Slices through the middle of the domain at t = 2.8 ns (see figure 11). The photoionization efficiency is reduced by a
factor of 10 in the middle column and by a factor of 100 in the right column.
inception behavior of positive streamers in different gases was performed.
We have not yet performed such a study, but we expect that the probability of streamer inception will roughly
depend on four factors: the availability of free electrons that create the initial electron avalanches, the typical size of
these initial avalanches, the efficiency with which new free electrons are generated to form consecutive avalanches and
the effect of space charge on the electrode (e.g., the electric field of a sharp electrode can be reduced by space charge,
while the field of a round electrode can be increased).
Sources of free electrons have been discussed in [35], and in particular the effect of background ionization was
recently experimentally investigated in [27]. In future work the process of electron detachment from O−2 could be
included in our simulation, together with a realistic background ionization level, to compare the inception probability
in simulation and experiment.
The critical voltage does not depend on the background ionization level, so we can make a first qualitative compar-
ison with experiments. In [48] an electrode was used with a tip radius of 15µm, which is comparable to our simulated
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FIG. 13: Picture taken from [27], showing discharges in air and in N2 of purity 6.0 at various pressures. In pure N2 there is
less photoionization close to the discharge and we observe thinner structures with more branches, like in our simulations.
FIG. 14: The electron density per m3 around a +2.5 kV electrode, shown with logarithmic color scale. Time runs as t =
2, 4, 6, 8 ns from left to right. Because the initiation cloud is small it can quickly destabilize into a single streamer.
electrode which has a radius of curvature of 24 µm. For different voltages they generated 100 pulses with a rise time
of 20 ns, and they started to see ‘streamer inception’ between 4 and 6 kV in ambient air, although it is not clear what
qualifies as streamer inception. In similar measurements [49] streamers with a length of about 5 mm were observed
at 5 kV. In our simulations we observe a small initiation cloud with a voltage as low as 2.25 kV, that more or less
stabilizes (at least up to 10 ns). At 2.5 kV we have seen a single streamer develop from the inception cloud, see
figure 14. However, the conditions we use are quite different: we start with a Gaussian cloud of 103 electrons close
to the electrode, we include no rise-time for the electrode voltage and we can only observe streamers of less than a
millimeter in length. The formation of multiple streamers from the initiation cloud requires a higher voltage, probably
close to 4 kV considering the faint emergence of streamers in figure 15. For a more quantitative comparison with
experiments it would probably be best to first implement the electrode in a more accurate and robust way. Then
differences could be related to, for example, the cross sections used or the photoionization efficiency.
In literature on the inception voltage of corona discharges [35, 50, 51] it is often assumed that only electrons close
to the electrode, where the field is above the breakdown value, will generate an avalanche, of a size given by (22).
From figures 7–9 we see that this is a rather crude assumption. The effect of space charge on the electric field around
the electrode should also be considered, because the streamers only emerge when the initiation cloud destabilizes (at
which point there must be significant space charge).
F. The effect of super-particles
When super-particles are used this increases the stochastic fluctuations due to the finite number of particles. To get
a rough estimate of this effect, consider some quantity X that is the sum of N independent samples zi, and another
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FIG. 15: The electron density per m3 around a +4 kV electrode, at t = 1.0 ns (top row), t = 2.0 ns (middle row) and t = 2.5
ns (bottom row, top view). The minimum number of particles in a cell for the rescaling algorithm is varied from left to right
as Mmin = 32, 64, 128, 256. Note that the color scale is logarithmic.
quantity Y that is the sum of N/β samples β · zi. Then it follows that
Var(Y ) = β ·Var(X), Var
(
Y
N/β
)
= β3 ·Var
(
X
N
)
. (28)
So if we have super-particles with mean weight β, the stochastic fluctuations of the charge density in some region for
example increase roughly proportional to
√
β (note that the samples are not truly independent here).
The use of super-particles leads to so-called numerical heating, where the kinetic energy of particles increases during
the simulation due to non-physical effects. For example, the electric field in the streamer channel is usually very weak,
but if only a few particles are used to describe the charge density there, then the fluctuations in electric field will give
them a higher energy. The concept of numerical heating is described in some detail in [14, 52, 53], although these
texts are about quite different types of simulations. In our simulations particles lose their energy quite quickly and
we are more interested in streamer-related parameters than in an increase of the mean energy.
In our simulation we can vary the minimum number of particles that must be present in a cell in order to form
new super-particles, with the parameter Mmin. We have performed a series of simulations with the same starting
conditions, but different values of Mmin = 32, 64, 128, 256, see figure 15 (a higher value should be more accurate). To
show possible differences in the destabilization more clearly, the photoionization efficiency (see figure 4) was decreased
by a factor of ten, and in all cases a maximum super-particle weight of 104 was used. Although the evolution is
different in each case, the correlation with Mmin is rather weak. In figure 16 the number of real electrons and super-
particles is shown over time. The number of electrons is again weakly correlated to Mmin, but the number of particles
over time, of course, is. In all cases the electric field at the inner parts of the initiation cloud is about Ebreakdown/15.
These results suggest that the rescaling algorithm works rather well, and more in general that adaptive super-particle
creation is a viable method for such simulations. The essential property of our rescaling algorithm seems to be that it
does not create super-particles in regions of low electron density. The fluctuations in these regions are therefore well
resolved and seem to be the most important for the development of the discharge, see also [17, 54].
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FIG. 16: The number of real electrons (left) and the number of super-particles (right) over time, for a varying minimum number
of particles in a cell Mmin = 32, 64, 128, 256. The electrode voltage is +4 kV and the photoionization efficiency is reduced by
a factor of 10.
VI. FUTURE IMPROVEMENTS
Important improvements could be made in the computation of the electric field and the inclusion of an electrode, as
was already discussed in section IVA. The current approach with a fast elliptic solver (FISHPACK) and the charge
simulation method is quite fast, but has several downsides: the electrode undergoes nonphysical transitions when
the space charge builds up, its shape cannot be resolved accurately, its tip has to be very sharp, which limits the
possibilities of a quantitative comparison with experiment, and the discharge can only start from axial symmetry.
These problems could be resolved by using a more flexible solver for the Poisson equation, for example a multigrid
method that can work with embedded boundaries and adaptive mesh refinement, and that ideally can run in parallel.
Such a solver seems to be included in CHOMBO package [55], and for future work we will investigate whether it is fast
and flexible enough for use in 3D discharge simulations. The influence of the mesh resolution on the destabilization
of the initiation cloud should also be investigated.
Currently, the particle code uses trilinear interpolation to map the particles to charge densities, known as cloud-in-
cell or CIC. One can construct interpolation schemes of arbitrary order, see for example [56]. As the order increases
the effective particle shape (e.g., a rectangle of width ∆x at zeroth order, a triangle with base 2∆x at first order)
approaches a Gaussian function with standard deviation ∆x ·
√
n/12, where n is the order of the interpolation. It
could be interesting to use a different interpolation scheme for particles in different regions of the domain or for
particles of different weight. Then it would be possible to use ‘smoother’ particles of very high weight in the streamer
channel without creating too much numerical heating, a possible alternative to hybrid modeling.
The rescaling algorithm presented in section IVF seems to work quite well, but only increases the weight of particles.
For the simulation of inception near positive electrodes this is reasonable, because electrons typically move to regions
of higher electron density in time. However, it could still create artifacts (earlier destabilization of the inception cloud,
for example), as some particles of high weight also move to regions of low density, where they can create significant
perturbations. Therefore, another improvement could be to include a mechanism for splitting super-particles up again.
Such an algorithm can also be useful for the simulation of negative streamers with PIC-MCC methods.
VII. SUMMARY
We have presented a particle based 3D model for the study of streamer inception near positive electrodes. Although
the inclusion of the electrode should be improved in the future, the first results look promising and confirm that the
adaptive creation of super-particles is a viable strategy for this type of modeling. The simulations show that the
stochastic noise of the particle model and the full 3D approach are essential for the study of the inception process.
In the future the model could be used for quantitative comparisons with experiments, and we have already observed
a strong effect of the photoionization efficiency: a higher number of photo-electrons leads to smoother structures,
thicker streamer channels and thus lower electric fields. We have also presented data on the statistics of initial
electron avalanches, an important first step in the understanding of the inception voltage and probability.
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