Jakarta city has serious air pollution problems which largely affected by transportation activities. In this paper, a comparative analysis of ambient roadside air pollution patterns in Jakarta city was conducted by using time series data at the existing roadside monitoring stations in 2003. The complex cause-effect relationships between meteorology and pollutants, thus, differ from one season to another. This paper attempts to apply structural equation models with latent variables, which represents the above-mentioned cause-effect relationships. The effectiveness of the established models is empirically confirmed that the goodness-of-fit indices are 0.783 for the weekday wet, 0.845 for the weekday dry, 0.775 for the weekend wet, and 0.822 for the weekend dry. The models give us a better way to analyze urban air pollution due to the results of the significant interactions among meteorological factors, wind and primary pollutants, and also their different influences on surface ozone for each season.
Introduction
Air pollution especially photochemical smog, which is largely contributed from transportation sector, is one of the serious environmental problems in Jakarta city. Photochemical smog, first identified in Los Angeles in the late 1940s, nowadays is a widespread phenomenon in many of the world's population centers (1) . Photochemical smog occurs when primary pollutants (nitrogen oxides -NO x and volatile organic compound -VOC created from burning of fossil fuel and biomass) interact in the presence of sunlight to produce a mixture of hazardous secondary pollutants (2) . Major constituent of photochemical smog is surface (ground-level) ozone (O 3 ), which is not emit-ted directly into the atmosphere but formed as the product of photochemical reactions of its precursors, NO x and VOC (3) . Understanding the ozone (O 3 ) behavior near surface layer is essential for the study of pollution oxidation process in urban areas (4) . Concentration of atmospheric gases involved in forming O 3 and nitrogen oxides (NO x ) changes rapidly with wind speed and direction, ambient air temperature, humidity and solar radiation. Chemical reactions of O 3 production and destruction progresses take place at the same time. Ozone concentrations are affected mainly by photochemical reactions, transport and diffusion process. The photochemical reactions are related to meteorological factors such as solar radiation, temperature and concentration of pollutants. In general, O 3 is closely related to the pollutants like NO 2 , NO and NO x according to photochemical oxide interaction in local environment (5) . The relationship between precursor pollutants and ozone, thus differ from one place to another due to the emission distribution and meteorology (6) . In the context of urban areas, NO 2 , NO and NO x , which are generally highly associated with primary sources of air pollution, come from both mobile sources (automobiles) and stationary sources (e.g., household sector and industrial sector).
In tropical regions, high ozone level may be expected due to high rate of precursor emissions from anthropogenic and biogenic sources coupled with high sun-light intensity. Yet, there is only a limited research about tropical tropospheric ozone focusing on Asian cities. The lack of systematic monitoring data of ozone and its precursors is one of the barriers to scientific research for photochemical smog in most of the developing Asian countries (6) .
Concerning the analysis methods about surface ozone, there have been proposed several multiple regression models to analyze urban air pollution especially surface ozone. It is however difficult to apply these models to deal with the complex cause-effect relationships among meteorological factors, primary pollutants under different wind conditions, and their influences on surface ozone. Therefore, in this paper, first attempts to established urban air pollution model based on structural equation model with latent variables, where the latent variables are used to represent the above-mentioned cause-effect relationships. Next, since it is expected that surface ozone and its influential factors might show differing patterns at different situations (weekdays-weekend), a comparative analysis is also carried out at wet and dry seasons in Jakarta city.
Surface Ozone, Its Precursors and Their Influential Factors

1 Observed relationships between surface ozone and its precursors
In the O 3 -NO x system, the dominant chemical reactions in the atmosphere are described below (3) :
M represents N 2 or O 2 or another third molecule that absorbs excess energy and consequently stabilizes the O 3 molecule formed (3) . The time scale of reaction (2) is very small (∼ 10 −6 s) relative to the scales of reactions (1) and (3) (∼ 100 s and 30 s, respectively) (4) . This is the result of O 3 destruction by NO in the nitrogen dioxide photolytic cycle, which is effective at a close distance to NO source due to its short cycle time (about several minutes) (1) . Since the conversion from NO to NO 2 involving reactive hydrocarbons and the OH radical usually takes several hours, the higher concentration of O 3 is observed in both weekdays and weekend in dry season (3) . It is known that O 3 concentration and NO concentration show a logarithmic relationship, and the relationship between O 3 and NO 2 observed at the same time shows a typical linear function. A power function relationship is found between NO and NO 2 observed at the same time (4) . O 3 levels are negatively relevant to nitric oxide and positively to nitrogen dioxide, weakly affected by carbon monoxide (CO) and hardly affected by sulphur dioxide (SO 2 ) and respirable suspend particles (RSP). A case study in Hong Kong confirms a strong linear relationship between O 3 and NO 2 /NO concentration in 1999 and 2000 (5) . High emission of NO from automobile traffic should be the major reason for low O 3 at the curbside (roadside) and lower O 3 at ambient monitoring station. In a city like Bangkok where the emission of NO from traffic is rather uniformly spread over a large area, the processes of O 3 destruction (by NO) and formation should be competing at any locations. Therefore O 3 level is found to be high over the city except for the very heavy traffic center and curbside where the O 3 destruction by NO is significant (6) .
2 Meteorological factors influencing surface ozone
The meteorological conditions of a region (e.g., sunlight, temperature, wind speed, and other factors) also directly affect the formation of ozone. In general, episodes of high ozone concentration are associated with slowmoving, high barometer pressure weather system. Clear skies, sunshine, and warm conditions usually accompany high-pressure system, accelerating the photochemical formation of ozone (7) . The relationship between the meteorological variation and daily maximum ozone concentration can be well represented by a linear function (8) .
1 Solar radiation
O 3 production is dependent on solar radiation and consequently solar radiation intensity and O 3 concentration usually show positive correlation (4) .
2 Ambient air temperature
Meteorologically, high temperature are frequently associated with high pressure, stagnant conditions that lead to high O 3 concentration at vertical level (3) . The rate of photochemical reaction increases as air temperature rises. In many O 3 prediction models, air temperature was found to be the strongest single predictor of O 3 concentration (9) . In urban and metropolitan areas, paved surface, high-rise building and other constructed surfaces cause air to be higher due to the heat transfer of these surfaces.
3 Wind speed and direction
Wind speed associated with high-pressure system is typically low. Therefore pollutants stay longer over urban areas and accumulate in the atmosphere (7) . Calm or light winds allow more emissions to accumulate over large area, which result in higher concentration of O 3 precursors. Ozone formation and transport is a complex phenomenon, and O 3 concentration depends on wind speed and direction among others (10) . The dispersion of air pollutants is roughly inversely related to wind speed (6) . Wind direction is also highly related to O 3 level, for example, downwind locations of precursor emission sources are strongly inclined to high concentration of surface ozone.
4 Precipitation
Precipitation is one of O 3 destruction mechanisms due to a wet deposition. In this study, precipitation is expressed as relative humidity level. Most tropical rain forest countries such as Indonesia have high relative humidity, especially during night time and wet season.
Development of Urban Air Quality Models
1 Existing models
Various models have been developed to describe the relationship between meteorological factors and air pollutants. These models include simple contingency tables, multiple linear and non-linear regression models, time series techniques (11) , artificial neural network approaches and fuzzy logic based methods (5) . Linear regression model is a classical and easily applied method. It uses a linear combination of factors to explain the ozone behavior. Artificial neural network approach is capable of modeling complex nonlinear phenomena, but its main drawback is that it results in a 'black box' model. In other words, the model obtained is represented in the form of equations, which are not easy to interpret or justify. Fuzzy logic also allows one to model complex nonlinear phenomena (12) . Since fuzzy logic is based on a set of empirical rules, the inherent cause-effect relationships and interactions among factors of the ozone cannot be flexibly incorporated. Time series technique is suitable to capture the temporal change of ozone itself, but they are not capable of incorporating the influential factors into the models.
Under such circumstances, multiple regression models have been commonly used for describing the ozone in the last few decades (9) . Gardner and Dorling (13) found that the relationship between meteorological variables analyzed and the daily maximum ozone concentration can be well represented by a linear model. Linear regression gives a first-order approximation of a non-linear function, is easy to calculate and very robust (14) . However, it is quite difficult to apply such linear regression models to properly capture the nonlinear relationships among some variables, and to represent the inherent cause-effect relationships and interactions existing in the model structure. For example, it is expected that meteorological factors, wind conditions and primary pollutants affects the ozone. Therefore, it is required to establish an alternative surface ozone model, which can flexibly represent the aforementioned aspects. The development of such models usually involves the choice of appropriate model structures and nonlinear data transformation methods.
2 Structural equation model with latent variables
This paper proposes to apply a structural equation model with latent variables to capture the complex causeeffect relationships and interactions in urban air pollution especially photochemical process of ozone production and destruction. Structural equation model (SEM) is a modeling technique that can handle a large number of the observed endogenous and exogenous variables, as well as (unobserved) latent variables specified as linear combinations (weighted averages) of the observed variables (15) . Methodologically, the models play many roles, including simultaneous equation systems, linear causal analysis, path analysis, structural equation models, dependence analysis, and cross-legged panel correlation technique (16) . It is a confirmatory, rather than explanatory method, because the modeler is required to construct a model in term of a system of unidirectional effects of one variable on another. SEM is used to specify the phenomenon under study in terms of putative cause-effect variables and their indicators, and can capture the causal influences (regression effects) of the exogenous variables on the endogenous variables and the causal influences of endogenous variables upon one another. Following the descriptions by Jöreskog and Sörbom (16) , the full model structure can be summarized by the following three equations. Structural Equation Model:
Measurement Model for y:
Measurement Model for x:
Here, η = (η 1 ,η 2 ,...,η m ) and ξ = (ξ 1 ,ξ 2 ,...,ξ m ) are latent dependent and independent variables, respectively. Vectors η and ξ are not observed, but instead y = (y 1 ,y 2 ,...,y p ) and x = (x 1 , x 2 ,..., x q ) are observed dependent and independent variables. ζ, ε, δ are the vectors of error terms, and B, Γ, Λ x , Λ y are the unknown parameters. As argued by Golob (15) , an important feature of SEM is that it can calculate not only direct effects, but also total effects. Direct effect is the link between a productive variable and the variable that is the target of the effect which corresponds to an arrow in a path diagram. These direct effects embody the causal modeling aspect of SEM. Total effects are defined to be the sum of direct effects and indirect effects, where the indirect effects represent the sum of all the effects along paths between two variables that involve intervening variables. Advantages of SEM compared to most other linear-in-parameter statistical methods include the following capabilities: (1) treatment of both endogenous and exogenous variables as random variables with error of measurement, (2) latent variables with multiple indicators, (3) separation of measurement errors from specification errors, (4) test of a model overall rather than coefficients individually, (5) modeling of mediating variables, (6) modeling of error-term relationships, (7) testing of coefficients across multiple groups in sample, (8) modeling of dynamic phenomena such as habit and inertia, (9) accounting for missing data, and (10) handling of nonnormal data.
One can see that SEM has a very flexible model structure to simultaneously represent various interdependent variables. Therefore, in this study, we adopt the SEM to model and analyze surface ozone in roadside area of Jakarta city.
Data
1 Study area and data collection
The area of Jakarta is around 664 km 2 with flat topography, close to the Java Sea and has an average elevation 7 meters above sea level. Jakarta is a part of the greater Metropolitan Jabodetabek (Jakarta, Bogor, Depok, Tangerang and Bekasi) area. Climate in Indonesia can be classified into 'rainy/wet' season from November to March and 'dry' season from May to September. A few weeks in April and October are transition period between dry and wet seasons, respectively. Jakarta has been experiencing serious air pollution problems which are mainly contributed from mobile sources (automobiles). Rapid urbanization and motorization in greater Jabodetabek areas is further worsening current situations. It is estimated that automobiles produce more than 70% of PM 10 emission and 69% of NO x emission (17) .
The data used for this study were collected from 6 continuous ambient air quality monitoring stations in Jakarta by the Local Environmental Management Agency (BPLHD) of DKI Jakarta. There are two types of the stations in Jakarta: one is the general ambient air quality monitoring station located more than 100 meters away from main roads (West, South, North, East and Central Stations in Fig. 1 ) and the roadside street-level ambient air quality monitoring station which is located 5 -10 meter from main roads (JAM/Mobile Station). In this study, we only use data from the roadside street-level ambient air quality monitoring station on weekday and weekend at wet and dry season in 2003. The JAM/Mobile Station which is close to the BPLHD office and operated on the roadside of Casablanca road, which it were located in CBD area. These four set situations are selected to analyze the roadside air quality patterns especially surface ozone behavior at the different season and traffic patterns. We leave the comparative analysis between roadside and ambient by using the data from other stations (ambient station) as other research issue.
Roadside monitoring stations are operated automatically from the central computers installed at the BPLHD since 2001. The stations are capable of measuring CO, NO, NO 2 , SO 2 , PM 10 , and O 3 . In-situ meteorological data are also recorded by using the basic meteorological sensors, which are installed at 10 meter height above the ground. Five meteorological factors are available from these stations, i.e., solar radiation (SR), temperature (T), relative humidity (RH), wind speed (WS) and direction (WD). The data are measured every 30 minutes. Table 1 shows the time series data used in this study. The total observation period (2003) has 5 543 time series with the interval of 1/2 hour. Due to some disordered operations at the monitoring stations, the observed ratios of time series range from 31% to 40%. Concerning all the observed variables used in this study, we obtained the data from 2 147, 1 785, 936 and 675 time series for weekdayswet, weekdays-dry, weekend-wet and weekend-dry, respectively.
2 Diurnal variation
Figures 2 -5 show diurnal variations of photochemical pollution precursors, CO, NO, NO 2 and O 3 in roadside station in Jakarta, where one can observe diverse distributions at different situations. Diurnal patterns for weekend data sets are more flat compare with weekday data sets. During the morning rush hours, CO concentration peaks at around 7:30 -8:30 am at all data sets. In weekday data sets, we can observe a clear sharp peak for CO concentration rather than weekend data sets. Concerning the distributions of NO concentration at the morning peak, there is no a clear sharp morning peak except for weekday-dry season data set. By the figures of diurnal concentration of NO and NO 2 , we can observe a clear lowest concentration during daylight period at around 9:30 -10.00. In the evening, one can also observe clear sharp peak for CO for weekday data sets, comparing with the 'flat' peaks for other situations. In contrast, NO shows a clear peak close to the mid-night for all situations. NO 2 concentrates across a wide time period from the afternoon to the late night time for all situations, and peaks nearly at 15:00 -19:00 for weekday data sets. Based on these observations, we can preliminary identify a diverse mobile emission peaks which are highly associated with traffic patterns (weekday-weekend) and seasonal variations.
Focusing on surface (ground-level) ozone (O 3 ), its concentration increases after sunrise and reaches the highest level at around 10:00 -12:00 am in all the situations (Fig. 5) . Comparing Figs. 3 -5 , it is obvious that NO concentration drops fast after sunrise simultaneously with O 3 formation. During the daytime, O 3 production is larger than O 3 consumption. It is not difficult to find that the reduction of pollutant concentration during the daytime, when O 3 reach its maximum value, is caused by diurnal variation of pollutants from mobile sources as both wind and mixing height increase in the afternoon. During this period, some O 3 is thought to be transported from the upper atmosphere to the ground level accompanied by con- JSME International Journal vection in the mixing layer (4) . Figure 5 shows different O 3 patterns during dry season and wet season. The O 3 pattern for peak concentration in daylight during dry season are higher than wet season, furthermore peak concentration for weekend in dry season also higher than weekdays in wet season. We can preliminary identified that the contribution of weather conditions are more dominant that the ozone precursors as the sources.
3 Observed relationships among pollutants and meteorological factors
To quantitatively understand the surface ozone behavior in Jakarta city, it is necessary to first examine the relationships among ozone precursors and also meteorological factors. The relationship between NO and O 3 is shown in Fig. 6 , which is depicted from air quality monitoring databases observed in roadside monitoring sta- The relationships between NO and NO 2 observed from the same data sets are shown in Fig. 7 . A logarithm function seems a better function form to approximate the relationship between NO and NO 2 in the sense that we got the R 2 values ranging from 0.03 to 0.383 2, where the highest value is observed for weekend in dry season.
It is known that ozone formation is dependent on solar radiation (SR). Figure 8 shows the relationships between O 3 and SR at three different areas. A linear relationship is (1) - (3) as mentioned in the earlier section of this paper and follow the basic photochemical cycle of NO, NO 2 , CO, O 3 and SR (3) . These observations are helpful to develop and understand the structure of surface ozone model for urban roadside in Jakarta city.
Building a Roadside Urban Air Quality Model for Jakarta City
First of all, it is necessary to group endogenous variables in model into several latent variables. Based on the above-mentioned empirical observations in Jakarta city, we attempt to develop a structural equation model used to analyze the ozone behavior (see Fig. 9 ). The model is built using 11 observed variables: three about meteorological factors (SR, T and RH), two about wind factors (WS and WD), five about primary pollutants (NO, NO 2 , CO, SO 2 and PM 10 ) and the last variable is the surface ozone. These four groups of variables respectively define four latent variables ξ 1 , η 1 , η 2 , η 3 as shown in Fig. 9 , where ξ 1 in our model indicates an exogenous latent variable, and η 1 , η 2 , η 3 are all the endogenous latent variables. The latent variable η 3 , which is defined by using both O 3 and its precursor NO, is used to describe the photochemical matters in this study.
Since the SEM still possesses a linear model structure, to capture the non-linear relationship between some variables, here several observed variables need to be properly transformed. Based on the empirical observations about the data collected in Jakarta city, we already found Fig. 9 Structural equation model of surface ozone for Jakarta city that a negative logarithm function seems to be a proper function form to describe the relationship between O 3 concentration and NO concentration, and a logarithm function for NO and NO 2 . In addition, the existing research (4) suggests that a linear function is better for O 3 and NO 2 , than others. To represent such non-linear phenomena in this study, we propose to apply a natural logarithm (LN) function to transform the pollutant NO, resulting in a new variable LN NO. LN NO, NO 2 , CO, SO 2 and PM 10 are specified in one-to-one relationships with the latent variables "Primary Pollutants" (η 2 ). This latent variable η 2 was specified to represent the influence of primary pollutants which emitted from both gasoline and diesel vehicles. The latent variable "Photochemical" (η 3 ) corresponds to several chemical reactions in photochemical process (3) . For the structural equation model with multiple endogenous variables, especially with latent variables, model estimation becomes more challenging, and quite a few different methods have been developed (15) . The most commonly used estimation methods are maximum likelihood (ML), general least squares (GLS), weighted least squares (WLS), assymtotically distribution free weighted least squares (ADF or ADF-WLS) and elliptical reweighted least squares (EGLS or ELS). The most often used estimation method is ML, which maximizes the joint probabilities that the observed covariances are drawn from a population that has its variance-covariance generated by the process implied by the model, assuming a multivariate normal distribution.
Several criteria have been developed for assessing overall goodness-of-fit of a structural equation model and are used to determine how well one model performs than others. Such model accuracy indices includes:
(1) root mean square residual (RMR), (2) standardized RMR (SRMR), (3) the goodness-of-fit index (GFI), (4) adjusted goodness-of-fit index (AGFI) which adjusts GFI for the degree of freedom in the model, and (5) the parsimonyadjusted goodness-of-fit index (PGFI). In this study, we used GFI and AGFI to assess our models and to compare model results for different areas. Nowadays, there are many software that can estimate the structural equation models. In this study, we use AMOS software, which has a very attractive and user-friendly interface.
In the work by Boriboonsomsin and Uddin (9) , they incorporated precursor emissions (mobile sources and stationery sources) into the model and found that traffic is highly associated with the change of O 3 concentration. On the other hand, traffic behaviors are strongly influenced by land use type. However, existing research has not satisfactorily clarified the surface ozone behavior at different areas with different land use and traffic patterns.
Model Estimation Results and Discussion
1 Model performance
Observing the model accuracy indices (i.e., GFI and AGFI), the model for weekdays-wet season shows the highest GFI (AGFI) value 0.845 (0.724), followed by the model for weekend-wet season the value of GFI (AGFI) 0.822 (0.683) and than followed by the model for weekdays-dry season the value of GFI (AGFI) 0.783 (0.612). The model for weekend-dry season has the lowest GFI (AGFI) 0.775 (0.599). Environmental data usually have some measurement and sampling errors (14) . In this study, the environmental data were collected based on automatic measurement at monitoring stations. Due to the disordered operation of measurement equipments at the stations, there were some missing observations, and there were also some very small observed data that fluctuated around the detection limit of monitoring equipments and sometimes there were irrelevant measurements. This kind of measurement issues might influence model performance. Based on the calculated GFI and AGFI values, the established model cannot statistically be rejected. Comparing these three models, it is clear that the model for the weekday-wet season is the best. The model accuracy for others are also good.
For all of the structural equation models and measurement models, it is found that all the parameters are statistically significant at the 1% or 5% level, suggesting the validity of the postulated model structure in this case study. In addition, the log-transformed variable LN NO also got statistically meaningful parameter. All the signs of the estimated parameters are intuitive and consistent with expectations. It can be imagined that positive parameter indicating the influence of "Primary Pollutants" on "Photochemical" might be also logical, considering weather/meteorological situations, also contribute to the reaction of air pollutants in roadside. Needless to say, we need to further explore this point in the future when the data is available.
6. 2 Comparison of estimation results for different situations Focusing on the latent variable "Photochemical", it consistently receives the largest influence from the latent variable "Meteorological" at all the situations (see Table 2 ). This is consistent with the scientific evidences about photochemical reactions as described in the earlier section. In other words, since the ozone is the secondary pollutant which is chemically transformed from the primary pollutants, the dominant driving forces for such chemical transformation are meteorological factors. Among the meteorological factors, humidity has negative influence on "Photochemical", in contrast, solar radiation and temperature show positive influences. Remembering the photochemical process as described in the earlier section of this paper, the signs of these parameters are logical. It is also confirmed that latent variable of "Wind" has a negative value during wet season. In contrast, latent variable of "Wind" has a positive value during dry season. By exploring data of wind direction for each data set, we can obtain that wind are on the opposite direction seasonally. The wind direction are from South East (57%) and North West (47.4%) on the dry season and wet season respectively. Roadside monitoring is located in the south part of the nearest pollutants source (Casablanca Road), we preliminary identify that during wet season the wind direction from North West carry the "Primary Pollutants" more intensive than during in dry season. Primary pollutants not only produce the ozone, but also are directly related to ozone destruction. These observations supports the finding that the latent variable "Wind" shows the second largest influence on the "Photochemical", followed by the latent variable "Primary Pollutants" during wet season period. In contrast, "Primary Pollutants" shows the second largest influence on the "Photochemical", followed by the latent variable "Wind" during dry season period. For the "Primary Pollutants", it shows negative influence on the "Photochemical" for weekday-dry, weekday-wet and weekend-dry season, because major precursors of O 3 are NO, NO 2 and CO, the increase in "Primary Pollutants" usually results in the reduction of ozone production. Accordingly, negative influence for weekday-wet, weekdaysdry and weekend-dry season are intuitive. For the "Primary Pollutants", it shows positive influence on the "Photochemical" for weekend-wet season, but the simulation result is not significant for all confidence level (Table 2) . So, we can preliminary clarify the positive influence of "Primary Pollutants" on "Photochemical" on weekend- Table 2 Estimated parameter results of SEM for Jakarta Table 3 Estimated standardized total effects of surface ozone model for Jakarta city (weekday) wet season. But, it is need further data exploration especially for weekend-wet season to explain the positive value. On the other hand, in general, we can found the highest loading of CO, comparing with other pollutants SO 2 , NO, NO 2 and CO for all situations. To confirm the influence of high load of CO on the model especially for weekend-wet season, we also tried to incorporate such influence in the model structure, but we failed to get a confidence reason on estimation results. However, because of the distance between emission source (road) and monitoring station are closed, it seems that the influence of meteorological factors is more dominant than primary pollutants. This should be further explored in the future.
Concerning the interactions among the "Meteorological", "Wind" and "Primary Pollutants", it is found that "Meteorological" and "Wind" has positively affects "Primary Pollutants" for all data sets.
Looking at the total effects as shown in Tables 3 and  4 , one can see that for all situations, influence of "Meteorological" on "Photochemical" is clearly larger than "Wind" and "Primary Pollutants".
Conclusions and Future Reseach Issues
This paper first established a structural equation model, which can endogenously incorporate various cause-effect relationships and interactions among meteorological factors, wind, and primary pollutants, in urban roadside air pollution system. The established model also incorporated non-linear relationships existing in the observed variables. Using the data collected from the abovementioned roadside monitoring stations in Jakarta city, the effectiveness of the established model is empirically confirmed. The best model, that it has the highest goodnessof-fit index, is the one for the weekdays during wet season period.
The established four models consistently show that meteorological factors have the largest influence on photochemical, and among the meteorological factors, rela- Table 4 Estimated standardized total effects of surface ozone model for Jakarta city (weekend) tive humidity has a negative influence and solar radiation and temperature has positive influences. Wind conditions have negative influence on photochemical during wet season and positive influence during dry season. Primary pollutants have a negative influence for all situations except for weekend in wet season period. Total effects calculated from the model show that influence of meteorological factors on photochemical is clearly larger than wind conditions for all situations. It is also found that meteorological factors negatively affect the primary pollutants for weekday-dry season and weekend-wet season, but positive for weekday-wet season and weekend-dry season. In contrast, wind conditions have positive influence on primary Pollutants for all situations.
It is confirmed that CO contributes the highest to the primary pollutants for all situations. The higher the loading of CO and the lower the loading of other major precursors NO and NO 2 , this kind of conditions should be properly incorporated in the model. Furthermore, considering the confirmed differences of surface ozone behavior at different situations, it seems necessary to analyze environmental model for different land use type and transportation patterns in order to provide policy makers with effective policy evaluation tools.
