This paper studies the Pliable Index CODing problem (PICOD), which models content-type distribution networks. In the PICODptq problem there are m messages, n users and each user has a distinct message side information set, as in the classical Index Coding problem (IC). Differently from IC, where each user has a pre-specified set of messages to decode, in the PICODptq a user is "pliable" and is satisfied if it can decode any t messages that are not in its side information set. The goal is to find a code with the shortest length that satisfies all the users. This flexibility in determining the desired message sets makes the PICODptq behave quite differently compared to the IC, and its analysis challenging. This paper mainly focuses on the complete-S PICODptq with m messages, where the set S Ă rms contains the sizes of the side information sets, and the number of users is n " ř sPS`m s˘, with no two users having the same side information set. Capacity results are shown for: (i) the consecutive complete-S PICODptq, where S " rs min : s max s for some 0 ď s min ď s max ď m´t, and (ii) the complement-consecutive complete-S PICODptq, where S " r0 : m´tszrs min : s max s, for some 0 ă s min ď s max ă m´t. The novel converse proof is inspired by combinatorial design techniques and the key insight is to consider all messages that a user can eventually decode successfully, even those in excess of the t required ones. This allows one to circumvent the need to consider all possible desired message set assignments at the users in order to find the one that leads to the shortest code length. The core of the novel proof is to solve the critical complete-S PICODptq with m " 2s`t messages and S " tsu, by showing the existence of a user who can decode s`t messages regardless of the desired message set assignment. All other tight converse results for the complete-S PICODptq can be deduced from this critical case. The converse results show the information theoretic optimality 0
of simple linear coding schemes. By similar reasoning, all complete-S PICODptq where the number of messages is m ď 5 can be solved.
In addition, tight converse results are also shown for those PICODp1q with circular-arc network topology hypergraph.
I. INTRODUCTION

A. Motivation
The broadcast channel with message side information at the receivers has became a critical model to understand the full potential of wireless communication networks as it models, for example, the downlink of the two-way relay channel [1] . Not even the capacity of the general broadcast channel without receiver side information is known. Therefore, some practically motivated and reasonably simple models are of interest when message side information at the receivers is considered. Index coding (IC) is one such model. First proposed in [3] when considering satellite communication, the IC consists of one transmitter with m independent messages to be delivered to n users through an error-free broadcast link. Each user has some messages as side information available to it and needs to reliably decode some messages that are not in its side information set; the desired messages for each user are pre-determined. In IC, one asks what is the minimum number of transmissions (i.e., minimum code length) such that every user is able to decode its desired messages successfully [2] . Compared to the general broadcast channel with side information at the users, the IC appears simple because: 1) the channel is noiseless, and 2) the side information sets are proper subsets of the whole message set. The IC focuses on the benefits / transmitter encoding opportunities brought by the different side information sets at the users. However, the general IC is still open. When one restricts attention to linear codes, the optimal code length is fully characterized by the so-called minrank problem, which is NP-complete in general [2] . In [9] it is proved that the IC, which is a special network coding problem, is in fact equivalent to the general network coding problem. Therefore, as for network coding, for IC linear schemes are not sufficient [8] and non-Shannon type of inequality are necessary [12] .
The IC problem models scenarios where the transmitter can do encoding based on the side information sets and on fixed desired message sets for the users. In practice, there may be flexibility in choosing the desired message sets. For example, in a music streaming service, users do not know which song will be played next; they are usually only guaranteed that it will be one from a certain group and not repeated. In online advertisement systems, the clients do not require a specific advertisement to see; it is the distributor who chooses what will be put on the clients' screens; the distributor might want to avoid repeating the same advertisement at the same client, as it might decrease the client's satisfaction. These scenarios can be modeled as a variant of the IC where the users are satisfied by any message that is not in its side information set, instead of a specific one as in the original IC setting. The transmitter thus has the freedom to choose the messages conveyed to the users so to minimize the transmission duration, or code length.
In this paper, we study this variant of IC known as Pliable Index CODing (PICOD), firstly proposed in [4] . The PICODptq and the IC share many attributes. In the PICODptq, one still has a single transmitter with m message and n users with message side information. The transmitter and users are connected via a shared noiseless rate-limited broadcast channel. The only major difference is that for the PICODptq the desired message sets at the users are not pre-determined and each user is satisfied whenever it can decode any t messages not in its side information set.
This provides the transmitter more encoding opportunities, as it now encodes based on its own choice of desired message sets for the users, by knowing the message side information sets at each user. The goal in the PICODptq is to find the desired message set assignment that leads to the smallest possible code length.
B. Past Work on PICOD
As one would expect, the extra freedom of choosing the desired message sets in the PICODptq significantly reduces the number of transmissions / code length compared to the classical IC with the same number of messages, number of users, and message side information sets. In [4] , when all side information sets are of size s ď m´t, it showed that there exits a code of length Opmintt logpnq, t`log 2 pnquq for the PICODptq. When there is no constraint on the size of side information sets, and m " Opn δ q for some constant positive δ, a code length of Opmintt log 2 pnq, t logpnq`log 3 pnquq is achievable [4] . Recently in [11] , a deterministic polynomial time algorithm was proposed to achieve a code length of Oplog 2 pnqq for t " 1 and transmitter only has knowledge of the sizes of the side information sets. In [4] , [6] the authors proved that for the oblivious PICODptq at least a fraction 1{e of the remained unsatisfied users can be satisfied at each new transmission. This shows that there exists an achievable scheme where the code length is the logarithm of the number of users in the system, which is an exponential improvement in the number of transmissions compared to the IC.
Known achievable schemes for the PICODptq are based on linear codes only, and very few converse results are available. To the best of our knowledge, all converse proofs show bounds under the constraint that the code used is linear. For the oblivious PICODptq, the optimal code length under the restriction that the transmitter can only use linear schemes is shown in [4, Theorem 9] . In [11] , the authors provide a worst case instance that needs Ωplogpnqq code length for linear codes. The objective of this paper is to prove information theoretic converse results for some classes of the PICODptq without any restrictions of the class of codes used at the transmitter.
C. Contributions
In this paper we derive tight information theoretic converse bounds for some PICODptq problems based on the structure of the side information sets, namely: (i) the complete-S PICODptq, and (ii) the PICODptq with a circular-arc network topology hypergraph.
The complete-S PICODptq, where S is a subset of r0 : m´ts (where m is the number of messages at the transmitter and t the number of messages to be decoded), is a system where all side information sets / users with size indexed by S are present. We say that S is consecutive if S " rs min : s max s for some 0 ď s min ď s max ď m´t, which is also known as the oblivious PICODptq in [4] . In [4] the authors derived tight converse bounds for the oblivious PICODptq when the coding scheme is restricted to be a linear code. In this work, we aim to provide tight information theoretic converse bounds, i.e., without any restriction on the coding scheme being used, on the same model. Our complete-S PICODptq setting actually includes and expands on the oblivious PICODptq setting studied in [4] , and our results show the unrestricted optimality of linear codes.
Our converse is based on showing the existence of at least one special user who can decode a certain number of messages outside its side information set; the stumbling block in previous approaches was how to find such a special user. The problem of finding the special user can be approached in two ways: 1) constructively finding such a special user for each choices of desired messages, or 2) implicitly proving its existence. In this work we use both methods.
Constructive Method: For the complement-consecutive complete-S PICODptq, which is the complete-S PICODptq with S " r0 : m´tszrs min : s max s where 0 ă s min ď s max ă m´t, we constructively find the special user that can decode |S|`t´1 messages, i.e., the one whose side information set is empty.
Combinatorial Method: The constructive method is not amenable for the consecutive complete-S PICODptq, which is the complete-S PICODptq with S " rs min : s max s where 0 ď s min ď s max ď m´t, due to the large number of sub-cases / different desired message set assignments that must be considered separately. Therefore for this case we propose a novel combinatorial proof to show the existence of a special user. By not only focusing on the desired messages, but on all the messages that a user is eventually able to decode, we consider the messages that a user can eventually know as a block cover for this user's side information set; the terminology is borrowed fom the combinatorial design structure known as Steiner system [13] . We argue that the absence of a special user leads to a contradiction in this block cover, and that therefore a special user must exist. This new technique greatly reduces the complexity of the proof compared to the constructive method and enables us to obtain a converse bound for a very general class of complete-S PICODptq problems. The keystone of the proof is to show that, for the critical complete-S PICODptq case with S " tsu and m " 2s`t, there must exist at least one user who can decode s`t messages. From this, the extension to the consecutive complete-S PICODptq follows by enhancing the system to a critical one. By similar reasoning, all complete-S PICODptq where the number of messages is m ď 5 can be solved.
The idea of showing the existence of a special user can also be used for the following PICODptq problem-for a detailed definition please refers to Section VIII-A. For the case t " 1 we show a tight converse for those PICODp1q with circular-arc network topology hypergraph. For this setting, when a 1-factor does not exist we show that the code length is at least two by finding a user that can decode two messages.
D. Paper Organization
The rest of the paper is organized as follows: Section II introduces the system model and related definitions; Section III presents the main results of this paper; Sections IV-VII present converse proofs for some complete-S PICODptq problems and their optimality; Section VIII shows the optimal information theoretic converse for the PICODp1q with circular-arc network topology hypergraph; Section IX concludes the paper and discusses future work; some proofs can be found in Appendix.
E. Notation
Throughout the paper we use capital letters to denote sets, calligraphic letters for family of sets, and lower case letters for elements in a set. The cardinality of the set A is denoted by |A|.
For integers a 1 , a 2 we let ra 1 : a 2 s :" ta 1 , a 1`1 , . . . , a 2 u for a 1 ď a 2 and ra 2 s :" r1 : a 2 s for a 2 ě 1. A capital letter as a subscript denotes set of elements whose indices are in the set, i.e., W A :" tw a : w P W, a P Au. For two sets A and B, AzB is the set that consists all the elements that are in A but not in B. Notations and nomenclature from graph theory will be introduced in Section VIII.
II. SYSTEM MODEL In a PICODptq system there is one server / transmitter and n P N clients / users; the user set is denoted as U :" tu 1 , u 2 , . . . , u n u. The server is connected to all users via a rate-limited noiseless broadcast channel. There are m P N independent and uniformly distributed binary messages of κ P N bits each; the message set is denoted as W :" tw 1 , w 2 , . . . , w m u. User u i has a subset of the message set as its side information set A i Ă rms, i P rns. The collection of all side information sets is denoted as A :" tA 1 , A 2 , . . . , A n u; A is assumed globally known at the transmitter and all users.
The server broadcasts to the users a codeword of length κ bits, which is a function of the message set W and the collection of all side information sets A, i.e., for some function ENC we have
Each user decodes based on the received x κ and its own side information set; for user u j , j P rns, the decoding function is t p w pjq 1 , . . . , p w pjq t u " DEC j pW A j , x κ q.
(2) D j :" td j,1 , . . . , d j,t u where D j X A j " H, @j P rns. The choice of desired messages for the users is denoted as D " tD 1 , D 2 , . . . D n u. The goal is to find a valid code with minimum length ˚: " mint : D a valid code of length κ, for some κu. 
The proof is simple and can be deduced from Remark 1.
Remark 1. Proposition 1 is a generalization of the scheme proposed in [4] whose main idea is as follows. Let s min and s max denote the smallest and largest size of the side information sets, respectively. Transmitting s max`t messages one by one can satisfy all users since each user has at most s max messages in its side information set. Transmitting m´s min linearly independent linear combinations of the m messages also satisfies all users, as each user has at least s min messages in its side information set. Therefore by choosing the best of these two linear codes, we have ˚ď mints max`t , m´s min u.
We generalize this idea for the complete-S PICODptq by partitioning S into the collection S and by satisfying the users in each S i P S by using the above scheme. The total code length is the sum of the length of the code used in each partition. Finally, the shortest code length this scheme can achieve is given by searching the best possible partition of S.
B. Converse for some complete-S PICODptq problems
We show that for two choices of S the achievability in Proposition 1 is information theoretic optimal.
Theorem 1 (Converse for the complement-consecutive complete-S PICODptq). For the complete-S PICODptq with m messages and S " r0 : m´tszrs min : s max s " r0 : s min´1 sYrs max`1 : m´ts for some 0 ă s min ď s max ă m´t (note that the set S includes elements 0 and m´t), the optimal code length is ˚" mintm, m`t`s min´smax´2 u " mintm, |S|`2t´2u.
The proof of Theorem 1 can be found in Section IV.
Theorem 2 (Converse for the consecutive complete-S PICODptq). For the complete-S PICODptq with m messages and S " rs min : s max s for some 0 ď s min ď s max ď m´t (i.e., S contains consecutive integers, from s min to s max ) the optimal code length is ˚" mints max`t , m´s min u.
impossible. Therefore, in the proof of Proposition 6, we propose a combinatorial method to show the existence of at a least a user with some desired property, namely, the ability to decode a certain number of messages. The new method involves the Maximum Acyclic Induced Subgraph (MAIS) converse idea for the classic IC [2] , as well as a combinatorial design technique inspired by Steiner systems [13] , which we shall refer to as block cover. The existence proof does not indicate which user has the desired property, but only shows its existence regardless of the choice of desired messages at the users.
Theorem 2 can be further extended to cover other complete-S PICODptq. We have the following results.
Proposition 2 (Not a complete-S system, but all users are below the critical case users in the layer representation). For the complete-S PICODptq with m messages and s max :" max sPS tsu ď t m´t 2 u, the optimal code length is ˚" s max`t .
The proof can be found in Section VII.
Proposition 3 (Not a complete-S system, but all users are above the critical case users in the layer representation). For the complete-S PICODptq with m messages and s min :" min sPS tsu ě r m´t 2 s, the optimal code length is ˚" m´s min .
The proofs can be found in Section VII.
Proposition 4 (Not a complete-S system, but all users in a band around the critical case users are present in the layer representation). For the complete-S PICODptq with m messages, let
where s max :" max sPS tsu and s min :" min sPS tsu. If " t m´t 2 u´δ : r m´t 2 s`δ ‰ Ď S then the optimal code length is ˚" mints max`t , m´s min u.
Remark 3. Propositions 2, 3 and 4 show an interesting fact: for these settings the only relevant layers in the layer representation are the ones closest to the "critical" middle layer m´t 2 , or the layers in a band " t m´t 2 u´δ : r m´t 2 s`δ ‰ around the "critical" middle layer. The optimal code for the users in these layers satisfies all the remaining users.
Finally, for those PICODptq problems with m ď 5 messages that are not covered by Propo-
IV. LAYER COUNTING CONVERSE: PROOF OF THEOREM 1
Recall that the complete-S PICODptq, for a given set S Ď r0 : m´ts, comprises n " ř sPS`m sȗ sers where the side information sets are all possible distinct subsets of size s of m messages, for all s P S. The proof of Theorem 1 relies on idea of decoding chain, which gives a high level explanation of the proof of the following lemma (see discussion after the proof), namely, the number of messages decoded along this chain provides a converse on ˚.
Lemma 1. In a PICODptq with m messages and n users, for any ordering of the users (i.e., up to relabeling the users) we have
Proof of Lemma 1: Since we have a working system, all users are satisfied by the transmission of x κ of length . For user u 1 we have
where lim Ñ8 " 0 by Fano's inequality. Similarly, for user u 2 we have
Therefore we have
By continuing with the same reasoning, we get
Since the messages are independent and uniformly distributed with entropy κ bits, and since the code is binary, we conclude
for constant pn, κq, sufficiently large , and any valid codes. Therefor the bound in (15) must hold for the optimal code length as well, thus proving (11) .
The sequence of users u 1 , u 2 , . . . , u n in Lemma 1 is the decoding chain mentioned at the beginning of this section. In fact, the converse in Lemma 1 can also be thought of as the acyclic induced subgraph converse for the all unicast IC problem [2] , where each user desires multiple messages, as opposed to a single message. The users withˇˇD i z Y i´1 j"1 pA j Y D j qˇˇ‰ 0 form an acyclic induced subgraph in the graph representation of the IC. Therefore, in Lemma 1 the value ofˇˇY n i"1`D i z Y i´1 j"1 pA j Y D j q˘ˇˇdepends on the choice of the order for the users, that is, we can relabel the users in order to find the tighest bound provided by Lemma 1. Finding such an order for Lemma 1 illustrates the intuition for the converse proof of Theorem 1: finding the user that can decode the largest number of messages.
To illustrate the method of finding the user who can decode the largest number of messages, we introduce the layer representation of the complete-S PICODptq. As an example, the layer representation for the complete-r0 : m´1s PICODp1q problem is given in Fig. 1 . In Fig. 1 , all the users with the same size of the side information set are said to form a layer, and there are in total m layers; the i-th layer contains the users whose side information set has size · · · · · · s = 0 (layer 0) s = 1 (layer 1) s = 2 (layer 2) i P r0 : m´1s, and the number of users in the i-th layer is`m i˘. The key observation is that, in a working system, a user u i in i-th layer can decode a message w d i it does not have in its side information set A i . After that, user u i is equivalent to a user u i`1 in the pi`1q-th layer whose
User u i will thus be able to decode the message w d i`1 that is desired by user u d i`1 , in addition to its own desired message w d i . But now user u i will have A i`2 " A i Y tw d i , w d i`1 u, which is the side information of a user u i`2 in the pi`2q-th layer. By continuing with the same reasoning, user u i will be able to mimic one user per layer until the last layer. We apply this argument to the user in the 0-th layer (there is only one such user). We see that the user in the 0-th layer is able to decode one message per layer without loss of optimality, that is, the user in the 0-th layer decodes m messages in total. This provides a decoding chain of length m. In this decoding chain each user's side information set and the desired message set form the side information set of the next user. By having such a decoding chain, we can use Lemma 1 to show that ˚ě m for the complete-r0 : m´1s PICODp1q problem in Fig. 1 . We use this observation, and similar ones, in the following to provide a lower bound on ˚i n terms of number of messages a user can decode, which is the main idea in all our converse proofs.
The proof of Theorem 1 directly follows this idea of counting the layers in a layer representation of a decoding chain. The key for the proof is the fact that each layer in the layer representation for the complement-consecutive complete-S, where S " r0 : m´tszrs min : s max s, contains all users with side information set of the same size. After the user has decoded its desired message(s), we can map this user to another user in a higher layer. Such a mapping forms a decoding chain, starting from the user in the 0-th layer, provides a lower bound on ˚.
We are now ready to prove Theorem 1 for the complement complete-S with m messages and S " r0 : m´tszrs min : s max s.
Proof of Theorem 1:
Consider the PICODptq where S " r0 : m´tszrs min : s max s " r0 : s min´1 s Y rs max`1 : m´ts for some 0 ă s min ď s max ă m´t. We aim to find the decoding chain that has the largest number of messages/users along the chain. In each layer of the layer representation we find a user for the decoding chain. Therefore the chain contains |S| users, where |S| " s min`m´t´smax .
We first find s min users, one user per layer for the layers indexed by r0 : s min´1 s, as done in the example in Fig. 1 . Then, the user u j | j"s min`1 is found in layer s max`1 such that |A j | j"s min`1 | " s max`1 ; we want A s min`1 Ě A s min so user u s min`1 can be mimicked by user u s min ; we want |D s min X A s min`1 | to be as large as possible so the number of messages decoded in the decoding chain can be maximized; details on how this is done will be given next. Finally, we find other |S|´s min´1 " m´t´s max´1 users to complete the decoding chain, one user per layer for the layers indexed by rs max`2 : m´ts, as done in the example in Fig. 1 .
Assume all users are satisfied by the transmission of x κ . Let u 1 be the user with empty side information set, i.e., A 1 " H. Since all users are satisfied, u 1 can decode at least one message not in its side information set; denote the index of such a message as d 1,1 . Layer 1
contains the users with side information set of size 1. There exists a user in layer 1, say u 2 , with side information A 2 " A 1 Y td 1,1 u " td 1,1 u and desired message d 2,1 R A 2 . By continuing with this reasoning we can find users up to user u s min : user u s min has side information set A s min " A s min´1 Y td s min´1 ,1 u " td 1,1 , . . . , d s min´1 ,1 u and desires message d s min ,1 R A s min . We would be tempted to say that the next user in the decoding chain should be user u s min`1 with
may be strictly less than the size of the side information of the next layer of users present in the systems, which is s max`1 . For this reason, user u s min`1 is chosen in layer s max`1 as follows: if s min´1`t ă s max`1 , choose any user in layer s max`1 as u s min`1 such that A s min`1 Ą A s min YD s min , i.e., the user that u s min can mimic by providing a genie side information A s min`1 zpA s min YD s min q; otherwise we choose u s min`1 to be the user with A s min`1 Ď A s min YD s min , i.e., the user that u s min can mimic. From this point onwards, the next users in the decoding chain can again be chosen such that A j " A j´1 Y td j´1,1 u, j P rs min`2 : |S|s.
Note that in the decoding chain we have A j " A j´1 Y td j´1,1 u for j P r|S|szt1, s min1 u, A 1 " H, and A s min`1 Ą A s min . These users satisfy A j Ą A j´1 , for all j P r2 : |S|s.
Therefore, by Lemma 1 we have
The value ˚" mintm`t`s min´smax´2 , mu can be achieved as follows. By the scheme in Proposition 1 with partition S " S 1 Y S 2 , with S 1 :" r0 : s min´1 s and S 2 :" rs max`1 :
m´ts, all users in group S 1 are satisfied with ps min´1 q`t transmissions, and all users in group S 2 are satisfied with m´ps max`1 q transmissions; therefore, we have a code of length m`s min`t´smax´2 . Also, we can always transmit all m messages one by one, resulting in a code of length m. Therefore, we can achieve the lower bound by using the code among the above two with the shortest length.
This concludes the proof of Theorem 1.
Remark 6. The proof of Theorem 1 constructively builds a decoding chain. The decoding chain starts from the user in the lowest layer. The next user in the chain is chosen in the next layer, based on the side information and desired message of the previous one. The chain ends at the highest layer. However, this construction, where each layer contributes at most one user to the decoding chain, is not always tight.
As shown in [7] , for the complete-S PICODp1q where S " r1 : qs or S " rq : m´2s, 1 ď q ď m´2, the optimal code length is ˚" |S|`1. In other words, there exists a decoding chain which includes two users with the same size of side information, where one of the users can mimic the other one. (9) . We shall see that all other consecutive complete-S cases can be deduced from the critical one. Therefore, this section contains the proof for the following key result:
Proposition 6. (The critical case) For the complete-tsu PICODptq with m " 2s`t messages, the optimal code length is ˚" s`t. Specifically, given a valid code, there always exists a user that can decode ˚" s`t messages.
As for the layer counting converse used in Theorem 1, we shall show that under the assumption that all users can decode at least one message outside their side information set, there must exists a user that can mimic other users and decodes ˚" s`t messages regardless of the desired messages of all the users. Note that in the complete-S PICODptq where |S| " 1, only one layer exists in the layer representation. Thus by the constructive method in Theorem 1, we only obtain the trivial bound ˚ě 1. However, we do need to find the specific user that can decode ˚" s`t messages, but only show its existence. So we turn to an existence proof, which is largely based on combinatorics ideas. Specifically, for all possible desired message set assignments for the users, given a valid code that satisfies all users, we show that there exists a user that can decode ˚" s`t messages. We start by introducing next the two main ingredients needed in the proof of Proposition 6.
A. Proposition 6: Converse Main Ingredient 1: Block Cover
So far we used the idea of decoding chain to show that a user can decode more than its set of desired messages. The decoding chain depends on the choice of desired messages at the users.
Once the desired messages change, the decoding chain may change as well. Here we are only interested in the existence of such a decoding chain of a given length. In other words, we show the existence of a decoding chain of a certain length regardless of the choice of desired messages at the users. We start with a simple example to showcase a problem we faced when considering different message assignments.
Example 1. Consider the complete-t1u PICODp1q, i.e., s " t " 1, with m " 2s`1 " 3 messages for which ‹ " s`1 " 2 is the smallest number of transmissions needed to satisfy all the n "`m s˘" 3 users. Say that u 1 knows A 1 " t1u and desires d 1 " 2; u 2 knows A 2 " t2u and desires d 2 " 1; and u 3 knows A 3 " t3u and desires d 3 " 1. By sending w 1 , users u 2 and u 3 are satisfied; by sending w 2 , user u 1 is satisfied. By the decoding chain argument, user u 3 is able to mimic u 1 (because he decodes the message that is the side information set of user u 1 ) and therefore can also decode w 2 ; on the contrary, users u 2 and u 3 can not decode any more messages other than the desired one. However, another choice of desired messages can be d 1 " 3, d 2 " 1, d 3 " 1; with this, users u 1 and user u 3 can only decode their desired messages while user u 2 can mimic user u 1 thus is able to decode two messages.
As Example 1 shows for the case t " 1, for a specific user, there is always an optimal choice of desired messages such that this user cannot decode any message other the desired one. However, we also note that for any choice of desired messages, there always exists a user that can decode two messages. In the critical case setting, we shall prove that regardless of the choice of desired messages, there always exists a user who can decode s`t messages. Since there are`s`t t˘p 2s`t s q (doubly exponential in s) possible choices of desired messages, finding explicitly such a user for every case is intractable. Therefore, our converse shows the existence of such a user. The main idea of the existence proof is as follows.
Instead of checking all possible different choices of desired message sets at the users, we reason on the size of the decoding chain for that user. By assumption, every user can decode t messages outside its side information set. Some users may be able to decode more messages because they can mimic other users. After receiving a valid code, we aim to show that every user eventually knows at least s`t messages, including the s messages in its side information set and the (at least) t decoded ones. Say that user u j , with side information A j , eventually can decode the messages indexed by B j Ě D j . One can think of the set C j :" A j YB j as a block that covers the side information set A j , by which we mean that the set C j is a proper superset of A j . User u j can also mimic any users u k whose side information set satisfies A k Ă C j . Therefore the desired message set for all the users u k whose side information A k Ă C j is D k Ă C j . For any subset of users we can find a collection C such that, for every side information set A j , there is a cover C j P C such that C j " A j Y B j where B j is the largest set of the messages that user u j can decode. By this definition, this block cover / collection C satisfies the following properties:
1) [BlockCover-P1] For every s-element subset of rms, there exists at least one C P C that contains this subset.
2) [BlockCover-P2] s ă |C| ď m for all C P C.
3) [BlockCover-P3] For all P Ď r|C|s, we have | X jPP C j | R rs : s`t´1s.
Proof of BlockCover Properties: Properties BlockCover-P1 and BlockCover-P2 follow by the definition of block cover, while property BlockCover-P3 holds because if we have |X jPP C j | P rs : s`t´1s for some P Ď r|C|s, we can have a user with side information set A 1 Ď X jPP C j with corresponding decoding set D 1 and this leads to the following contradiction. By definition of intersection A 1 Ă C j , @j P P ; but also by definition of block cover D 1 Ă C j , @j P P ; thus
the starting assumption | X jPP C j | P rs : s`t´1s.
This block cover idea was inspired by the so-called generalized Steiner system in combinatorial design [13] . An Sps,˚, mq generalized Steiner system consists of blocks / sets such that each subset of size s from the ground set of size m is covered exactly once. In a critical PICODptq setting, the collection of blocks C also covers all s-element subsets of rms (i.e., all users' side information sets). But our problem is not exactly a generalized Steiner system because an selement subset may be contained in more than one block as long as it is not an exact intersection of the blocks-see Property BlockCover-P3. Therefore, our block cover can be seen as a relaxed generalized Steiner system. To the best of our knowledge no results are available for this specific relaxed generalized Steiner system.
For the critical case we aim to show that there is a user who can decode s`t messages (as in Example 1). We argue it by contradiction. Assume no user can decode s`t messages, that is, every user can decode at least t and at most s`t´1 messages by mimicking other users.
In terms of block cover, this indicates that we can have a block cover C with max CPC t|C|u ď ps`t´1q`s ă m " 2s`t. Our argument of showing that there always exists a user that can decode t`s messages for the critical case is equivalent to showing that a block cover with size at most 2s`t´1 cannot exist. Our combinatorial proof shows that the existence of a choice of desired messages such that t`s ď |C j | ď 2s`t´1, @j P r|C|s leads to the existence of a user that can decode t`s messages, thus max |C j | " 2s`t, which is a contradiction. Therefore must exists a user whose block cover has size m " 2s`t.
B. Proposition 6: Converse Main Ingredient 2: Maximum Acyclic Induced Subgraph (MAIS)
Bound
Recall that for a PICODptq, each user chooses t desired messages outside its side information set. The collection of the desired message sets for all the users users is denoted as
Once D is chosen, the PICODptq reduces to a multi-cast IC where each user requests t messages; we can make one user to be t users with the same side information sets but each with a distinct single desired message; the multi-cast IC with n users becomes a multi-cast IC with tn users, each requesting one message.
Similarly to the classic all-unicast IC, we can represent in a directed graph / digraph the side information sets and the desired messages of a multi-cast IC where each user desires a single message [2] . Pick a subset U Ď rtns of users who desire different messages and create a digraph GpU q as follows. The vertices V pGq Ď W represent the desired messages by the users in U .
A directed arc pw i , w j q P EpGq exists if and only if the user who desires w i has w j in its side information set. G is called acyclic if it does not contain a directed cycle. The size of G is the number of the vertices in, i.e. |V pGq| " |U |. For the all-unicast IC, the maximum size of U such that the corresponding digraph GpU q is acyclic serves as a converse bound on the optimal code length. This converse is known as maximum acyclic induced subgraph (MAIS) bound [2] .
For the PICODptq, a similar MAIS bound can be found, which is the maximum size of the acyclic digraph GpU q created by the choice of users U Ď rtns such that they all desire different messages. Since MAIS depends on the desired message set D, we denote its size as |MAISpDq|.
Thus, for the PICODptq as for multi-cast IC, the size of MAIS is a converse bound on [2] , namely, ě |MAISpDq|.
Finding the MAIS for the all-unicast IC is known to be an NP-hard problem [5] in general.
Finding the MAIS for the multi-cast IC appears to be more difficult since one needs to check every possible choice of users with distinct desired messages. Finding the MAIS for the PICODptq problem seems even more complicated since each choice of D in the PICODptq corresponds to a multi-cast IC, and in addition one needs to find the best D in terms of code length. Therefore, finding the MAIS for the PICODptq by solving all possible all-unicast IC problems appears intractable. Therefore, our existence proof does not find the exact MAIS for the PICODptq, but only bounds on its size, i.e., max D |MAISpDq|. Towards this goal, we have the following properties:
1) [MAIS-P1] for the critical complete-tsu PICODptq with m " 2s`t messages, |MAISpDq| " s`t for certain D if and only if there exists a user who decodes s`t messages.
2) [MAIS-P2] for the critical complete-tsu PICODptq with m " 2s`t messages, if there exists a D such that |MAISpDq| ď s`t´1, there exists a D 1 where |MAISpD 1 q| " s`t´1.
Proof of Property MAIS-P1: On the one hand, if |MAISpDq| " s`t, there are s`t users who desire different messages. These users form an acyclic induced subgraph. We can obtain a decoding chain from the acyclic induced subgraph, in which the first user has side information of all s messages that are not desired by these s`t users. The first user, by decoding its desired message, can mimic all the other users and eventually decode s`t messages.
On the other hand, if there is one user who can decode s`t messages, there are s`t´1 users that can be mimicked by it with different desired messages. These s`t users form an acyclic induced subgraph of size s`t. Then |MAISpDq| " s`t.
Proof of Property MAIS-P2: We prove the claim by showing that for a choice of desired messages D that has a |MAISpDq| " a for some integer a ă s`t, we can always find another choice of desired messages D 1 such that |MAISpD 1 q| " a`1.
Assume there exists a D such that, for some integer a ă s`t, satisfies |MAISpDq| " a. For this D, the PICODptq can be seem as a unicast IC with rtns users, whose graph representation has an induced acyclic subgraph of size a and all induced subgraphs of size strictly larger than a are cyclic. Without loss of generality, let tu 1 , . . . , u a u be the set of users that form this MAIS who have desired messages tw d 1 , . . . , w da u " ras. By the definition of MAIS, any user with side information A Ď ra`1 : ms must have desired message d P ras; this is so because any user with A Ď ra`1 : ms and d P ra`1 : ms can be added to the users u 1 , . . . , u a to form an acyclic subgraph of size a`1, which would contradict to the assumption that |MAIS| " a.
Based on D we construct D 1 such that |MAISpD 1 q| " a`1 as follows. Choose a user u 1 with side information A 1 Ď ra`1 : ms and change its desired message to d 1 P ra`1 : mszA 1 (it was d 1 P ras in D). Since a ă s`t we have |ra`1 : ms| ě s`1 and |ra`1 : mszA 1 | ě 1, thus such a user u 1 and its desired message d 1 can be found. Moreover, by construction the users in tu 1 , . . . , u a , u 1 u form an acyclic subgraph of size a`1.
Next, we show that any induced subgraph of size strictly larger than a`1 in the IC represented by D 1 is cyclic. This can be seen as follows. Note that from D to D 1 only the desired message of u 1 was changed, therefore any induced subgraph in the IC represented by D 1 that does not have u 1 also exists in the IC represented by D. For any induced subgraph in the IC represented by D 1 with size strictly larger than a`1, if it does not contain u 1 , this induced subgraph exists in the IC represented by D. By the condition |MAISpDq| " a we know that this subgraph is cyclic. If the induced subgraph contains u 1 , remove u 1 so as to obtain an induced subgraph of size strictly larger than a. This newly obtained subgraph exists in the IC represented by D.
Similarly the subgraph is cyclic by |MAISpDq| " a thus the original subgraph which contains u 1 is also cyclic. This concludes that |MAISpD 1 q| " a`1.
We show that we can always construct |MAISpD 1 q| " a`1 based on |MAISpDq| " a ă s`t.
Therefore if there exists a D such that |MAISpDq| ă s`t, by the construction we have have a D 1 such that |MAISpD 1 q| " s`t´1.
We are now ready to prove Proposition 6.
C. Proof of Proposition 6
Our proof for Proposition 6 is by contradiction. Specifically, we prove that, under the assumption that there exists D 1 such that |MAISpD 1 q| " s`t´1 (see Property MAIS-P2) and given a valid code, there must exist a user that can decode s`t messages. This however contradicts Property MAIS-P1. Therefore D 1 does not exist, which implies that there must exists a user that can decode s`t messages and |MAISpDq| " s`t for all D. This proves that for the critical case the optimal number of transmission is ˚" s`t.
Specifically, the assumption that |MAISpD 1 q| " s`t´1 implies that one can find a set of s`t´1 users, denoted by V , who desire different messages and with a strict partial order on V given by: for distinct i, j P V , if i ă j then d j R A i . Without loss of generality, let rs`2 : 2s`ts be the set of the distinct s`t´1 desired messages by the users in V . By the definition of MAIS, there is a user in V such that its side information set satisfies A Ă rs`1s. This is the user that has no incoming edges in the induced acyclic subgraph of the MAIS. Thus, a user with side information including the messages in rs`1s (these messages are not desired by the users in V ) is able to decode all the messages in rs`2 : 2s`ts.
Consider the following s`1 users: for i P rs`1s user u i has side information A i " rs`1sztiu.
The side information sets and decoded messages of these users are illustrated in columns are for messages and rows for users; a 0 (resp. 1) entry indicates the absence (resp. presence) of the corresponding message in the side information set of the user. We have one of two cases: Proposition 6.Case1: Assume that for some k P rs`1s we have B k X rs`1s " rs`1szA k .
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Recall B k is the set of messages that user u k can decode and A k its side information, this user will gain the knowledge of all messages W rs`1s . It therefore can decode all the remaining messages W rs`2:2s`ts . Eventually this user decodes s`t messages, therefore C k " r2s`ts. By assumption B i Ď rs`2 : 2s`ts contains the indices of the messages decoded by user u i and property BlockCover-P3, we have | X iPP C i | R rs : s`t´1s for any P Ď rs`1s. Note that | X iPP A i | " s`1´|P | and A i X B i " H, thus we have | X iPP B i | R r|P |´1 : |P |`t´2s, @P Ď rs`1s.
In Proposition 6.Case2, all B i , i P rs`1s are non-empty subsets of a ground set rs`2 : 2s`ts;
by Lemma 4 in Appendix A, it is guaranteed that there is a P such that |rs`2 : 2s`1s X pX iPP B i q| " |P |´1; therefore we have |X iPP B i | P r|P |´1 : |P |`t´2s for some P Ď rs`1s, which contradicts what we just stated, thus this case in impossible.
Therefore only Proposition 6.Case1 is possible. This shows the existence of a user whose block cover is rms " r2s`ts. This user can decode s`t messages. But this contradicts the assumption that the MAIS bound is |MAISpD 1 q| " 2s`t´1. Overall, this shows that for all possible choices of D one must have |MAISpDq| " 2s`t, which implies ˚ě s`t. This, with the achievability in Proposition 1, concludes the proof of Proposition 6.
D. Complete-S where |S| " 1
With Proposition 6, we can prove a more general case.
Proposition 7. (The case |S| " 1.) For the complete-tsu PICODptq with m messages, the optimal code length is ˚" mints`t, m´su.
Proof of Proposition 7: Proposition 6 solves the case where S " tsu and m " 2s`t.
Therefore, in the following we study the remaining two cases: m ă 2s`t and m ą 2s`t.
Case m ă 2s`t: Consider an integer α ď s and split the n "`m s˘u sers in the system into two categories: users u i with rαs Ă A i , and the other users. The users in the first category do not decode any message in rαs (since they have all these messages in their side information set); these users together form a complete-ts´αu PICODptq with m´α messages. Since this complete-ts´αu PICODptq is a subset of the original complete-tsu PICODptq, its optimal number of transmissions is a lower bound on the number of transmissions in the original system.
If we take m´α " 2ps´αq`t ðñ α " 2s`t´m ą 0 then, by Proposition 6, the optimal number of transmissions for the complete-ts´αu PICODptq with m´α " 2ps´αq`t messages is ps´αq`t " m´s. Therefore the original complete-tsu PICODptq requires at least m´s transmissions, i.e., ˚ě m´s " mintm´s, s`tu.
Case m ą 2s`t: The proof is by contradiction. Assume there exists a D 1 such that |MAISpD 1 q| " s`t´1 and, without loss of generality, that the maximum acyclic induced subgraph is formed by users with desired messages rs`t´1s. Specifically, we have users u i , i P rs`t´1s such that d i " i and d j R A i for any j, i P rss, j ą i (by the definition of MAIS and its induced partial order).
Let U 1 index the users whose side information is a subset of rs`t : ms, i.e., i P U 1 if A i Ă rs`t : ms. Apparently 1 P U 1 . We distinguish the following two cases.
Proposition 7.(m ą 2s`t).Case1: If there is a user u i P U 1 with desired message d i P rs`t : ms, we have d j R A t for all j P rss. Thus users u i , u 1 , u 2 , . . . , u s`t´1 form an acyclic induced subgraph of length s`t. This contradicts to the assumption that |MAISpD 1 q| " s`t´1.
Proposition 7.(m ą 2s`t).Case2: For all i P U 1 we have d i P rss. By a similar reasoning as in proof of Proposition 6, we can show that there exists a user who can decode s`t messages.
This again contradicts the assumption that |MAISpDq| " s`t´1.
By combining Proposition 7.(m ą 2s`t).Case1 and Proposition 7.(m ą 2s`t).Case2, we conclude that |MAISpDq| ą s. By Properties MAIS-P1 and MAIS-P2 we thus have ˚ě s`t " mintm´s, s`tu.
The achievability follows directly the schemes in Proposition 1. Since |S| " 1, no partition is needed.
VI. COMPLETE-S PICODptq WHERE S IS CONSECUTIVE: PROOF OF THEOREM 2
With Proposition 7, we are ready to prove Theorem 2 in full generality. We consider the following three cases. Fig. 3a , where the red layer is the one left after dropping users. For this system the optimal number of transmissions lower bound by mintm´s max , s max`t u " s max`t (because s max ď rpm`tq{2s in this case), which is a lower bound on the number of transmissions in the original system. By Proposition 1, we have ˚" s max`t .
B. Case s min ě tpm´tq{2u: ˚" m´s min
As for the case in Section VI-A, drop all the users except those with side information of size s min , thereby obtaining a compete-ts min u PICODptq with m messages and optimal number of transmissions is mintm´s min , s min`t u " m´s min (because s min ě tpm´tq{2u in this case).
By Proposition 1, we have ˚" m´s min . The layer representation of this case is shown in Fig. 3b , where red layer is the one left after dropping users.
Drop all users except those with side information of size s P S 1 for S 1 in (19), thereby obtaining a complete-S 1 PICODptq with m messages. The layer representation of this case is shown in Fig. 3b , where red layers are the ones left after dropping users. Create dummy messages W rm`1:m 1 s , where dummy messages will not be desired by any user. To every user who was not dropped, with side information of size s P S 1 , give every pr m´t 2 s`δ´sq-subset of rm`1 : m 1 s as extra side information (where δ is defined in (17) and m 1 in (18)); each such user generates m 1´m r m´t 2 s`δ´s˘n ew users. All the users created by this procedure form a complete-tr m´t 2 s`δu PICODptq with m 1 messages, whose optimal number of transmissions is
" min ts max`t , m´s min u " 1 .
Although the new system contains more users, any valid code for the original system works for the new one. Therefore the optimal code length 1 is a lower bound on the optimal code length for the original system. This lower bound can be attained by the scheme described in Proposition 1. This concludes Theorem 2.
VII. SOME OTHER COMPLETE-S PICODptq
The proofs in Section V-D start by dropping some users in the system. This shows that there exists non-critical users that do not affect the optimal code length. Therefore, by adding noncritical users, we can obtain a non-consecutive complete-S PICODptq where the proof used for Theorem 2 can still provide a tight converse.
A. Proof of Proposition 2
The converse depends only on the users with side information of size s max . The code that satisfies the complete-ts max u PICODptq, i.e., transmit s max`t messages one at a time, also satisfies all the users with smaller size of side information.
B. Proof of Proposition 3
The converse depends only on the users with side information of size s min . The code that satisfies the complete-ts min u PICODptq, i.e., transmit m´s min linearly independent linear combinations of all messages, also satisfies all the users with larger size of side information.
C. Proof of Proposition 4
The converse depends only on the users with side information of size in rt m´t 2 u´δ : r m´t 2 s`δs. The code that satisfies the complete-rt m´t 2 u´δ : r m´t 2 s`δs PICODptq also satisfies all the users with larger size of side information set. That is, either transmit s max`t messages one at a time, or m´s min linearly independent linear combinations of all messages.
D. Proof of Proposition 5
Proposition 5 states that the achievable scheme in Proposition 1 is information theoretically optimal for the complete-S PICODptq with m ď 5. The main idea behind these proofs follows the one in converse proof of Theorem 1: construct a decoding chain by providing proper messages to the user as genie, in a way that the user can mimic other users and decode the desired number of messages. Table I lists 
Unfortunately, the converse proofs are based on a case-by-case reasoning, i.e., constructively find a user that can decode a certain number of messages. We could not straightforwardly extended these proof to the complete-S PICODptq for general m. Here we show proofs of two cases. The other cases can be proved using the similar methods.
a) Proposition 5.Case1: We show that for the complete-S PICODp1q where S " t1, 3u
and m " 5, the optimal code has length ˚" 4. We do so by proving the existence of a user with one message in its side information set who can decode the remaining 4 messages.
By Proposition 7, there exists a user, say u 1 , with side information set of size 1, say A 1 " t1u, who can decode 2 messages, say B 1 Ě t2, 3u. User u 1 thus can mimic user u 2 with side information A 2 " t1, 2, 3u and decode its desired message. Therefore user u 1 can decode at least 3 messages, |B 1 | ě 3.
Denote the last message that has not been decoded by user u 1 as w 5 . Now, if w 5 is desired by some users, i.e., we have a user u 3 with d 3 " 5, user u 1 can mimic user u 3 and decode w 5 since A 3 Ă r4s. Therefore user u 1 can decode 4 messages and ˚ě 4.
Otherwise, w 5 is not desired by any users in the system. Since the message that is not desired by any users does not have any effect, by deleting it, the system becomes the complete-r0 : 3s
PICODp1q with m " 4. By Theorem 1 we have the user with A " t5u can decode 4 messages and ˚ě 4.
We apply the achievability for the complete-t1, 2, 3u PICODp1q. This achievability works since t1, 3u Ă t1, 2, 3u. By Theorem 2 we have ˚ď 4. This proves the optimality of ˚" 4 transmissions.
Note: the existence proof based on block cover, as used for Proposition 6, is also workable for Proposition 5 as well.
b) Proposition 5.Case2: We show that for the complete-S PICODp1q problem where S " t0, 2, 4u and m " 5, the optimal code has length ˚" 4. The following lemma, which is a refined version of Proposition 7, is used in the proof.
Lemma 2. For a complete-tsu PICODptq with m messages, let A 1 Ă rms, |A 1 | ď s, U A 1 be the group of users who have A 1 in their side information, i.e., u i P U A 1 if and only if A 1 Ď A i . For any A 1 , there exists a user in U A 1 that can decode at least mintm´s, s`t´|A 1 |u messages.
Note: Proposition 7 is the case A 1 " H.
Proof of Lemma 2: The users in U A 1 alone can be seen as the users in a new complete-S 1 PICODptq, where S 1 " ts´|A 1 |u, m 1 " m´|A 1 |. By Proposition 7 we have that there exists a user in this system that can decode mints 1`t , m 1´s1 u " mints`t´|A 1 |, m´su messages.
The above argument holds for all A 1 Ă rms, |A 1 | ď s.
Back to the proof of Proposition 5.Case2. We show that by giving one message as a genie, the user with no side information can decode the other 4 messages.
Since every user can decode one message, user u 1 with A 1 " H can decode message w d 1 . By Lemma 2, we see that there exists a user u 2 P U td 1 u that can decode 2 messages, where U td 1 u is the group of users who have side information sets of size 2 and w d 1 in their side information sets. Without loss of generality let A 2 " td 1 , 2u and the two messages that u 2 can decode be w 3 , w 4 , d 1 R t2, 3, 4u. Therefore, giving message w 2 to user u 1 allows it to decode w 3 , w 4 . Also, there exists a user with side information td 1 , 2, 3, 4u and decodes w d 5 R td 1 , 2, 3, 4u. So user u 1 can decode w d 5 as well. Overall, user u 1 can decode 4 messages with the proper genie w 2 . The code length is therefore lower bounded by ˚ě 4.
For the achievability, we split the users into two groups: S 1 " t0, 2u where users have side information of size 0 or 2; S 2 " t4u where users have side information of size 4. By Proposition 2
we can satisfy all users in S 1 with 3 transmission; by Proposition 7 we can satisfy all users in S 2 with one transmission. In total we use 4 transmissions to satisfy all users.
VIII. PROOF OF THEOREM 3
In this section, we prove a tight converse bound on the optimal code length for PICODp1q with circular-arc network topology hypergraph. We start by introducing some graph theory terminology.
A. Graph Preliminaries
Let For a PICODptq, its network topology hypergraph is a hypergraph H " pV, Eq such that: i)
V " tu 1 , . . . , u n u, i.e., vertices represent the users; ii) E " tE 1 , . . . , E m u, i.e., edges represent the messages; iii) u i P E j if w j R A i , i.e., a vertex is incident to an edge if the user does not have the message in the side information. This definition of network topology hypergraph is a generalization of the network topology graph in [14] .
Note that the network topology hypergraph is defined solely on user set U , message set W , and side information sets A. For the IC, the network topology hypergraph does not uniquely define an instance of the problem, since it does not contain the information about desired message sets of the users. However, the network topology hypergraph uniquely defines a PICODptq due to the property that the PICODptq does not specify the desired messages for the users.
B. On the Optimality of a Single Transmission
We give the necessary and sufficient condition on the network topology hypergraph of a
PICODp1q problem for which one transmission is optimal. This result applies to all PICODp1q instances, thus serves as a general converse bound for the PICODp1q.
Proposition 8.
A PICODp1q with m messages has ˚" 1 if and only if its network topology hypergraph has a 1-factor. Otherwise ˚ě 2.
Proof of Proposition 8:
Achievability: The network topology hypergraph H has a 1-factor if it has an edge induced sub-hypergraph whose vertices are the same as the vertices of H and all have degree one. In other words, in this induced sub-hypergraph all vertices are adjacent to one and only one edge.
Since H is the network topology hypergraph, its vertices represent users and edges represent messages. A vertex is adjacent to an edge if and only if the user does not have that message in its side information set. For the PICODp1q, that message can be a desired message by the incident users. Therefore, among all the messages corresponding to the edges in the 1-factor, every user has one and only one message that is not in its side information set. Transmitting the sum of all these messages satisfies all users. By this transmission scheme we achieve ˚" 1, which is clearly optimal.
Converse: We aim to show that if the network topology hypergraph does not have a 1-factor hypergraph, then we can construct a user that can decode two messages, thus two transmissions are needed. For any valid code, consider the sub-hypergraph induced by the edges corresponding to all the desired messages by all users, i.e., the edge induced sub-hypergraph of H where the edges correspond to the messages that are decoded by at least one user. This sub-hypergraph is always a factor, i.e., a spanning sub-hypergraph, since all users can decode at least one message in a PICODp1q. Assume no 1-factor exists in H, that is, there exists a vertex whose degree is at least 2 in the sub-hypergraph. In other words, for all choices of desired messages at the users, there exists a pair of users u 1 and u 2 with desired messages w d 1 and w d 2 such that d 2 R A 1 . We therefore have A 1 Ď rmsztd 1 , d 2 u. Given any valid code, a user u 1 with A 1 " rmsztd 1 , d 2 u can mimic user u 1 then user u 2 , thus can decode w d 1 , w d 2 . By Lemma 1, we conclude that ˚ě 2.
C. Proof of Theorem 3
We show a case where the converse proposed in Proposition 8 is tight by proposing an achievable scheme based on the properties of a circular-arc hypergraph. First, in Lemma 3 we show the following fact: if two edges, say E i and E j , are "close" in E with a nonzero gap between them, then there exists an edge in E that "covers" the whole gap between E i and E j .
This fact will be used in Theorem 3 to design a two-transmission achievable scheme.
Lemma 3. Assume a circular-arc hypergraph H without isolated vertices and where the vertices are in a cyclic order tv 1 , v 2 , . . . , v n u. Assume there exist two edges E i " tv i 1 , . . . , v ip u and E j " tv j 1 , . . . , v jq u that satisfy the following two conditions: Condition1) i p`1 ă j 1 , and Condition2) every edge that contains any vertices in tv ip`1 , . . . , v j 1´1 u contains v ip . Then, there exists an edge E k such that tv ip`1 , . . . , v j 1´1 u Ď E k .
Proof of Lemma 3:
Since H does not have any isolated vertices, there exists E k P E such that v j 1´1 P E k . By the Condition2 we have v ip P E k . By the property of circular-arc hypergraph (if v ip and v j 1´1 are contained in E k , all the vertices between are contained in E k as well) we have tv ip`1 , . . . , v j 1´1 u Ď E k .
Proof of Theorem 3:
We propose an achievable scheme that uses two transmissions to satisfy all users for all PICODp1q instances with circular-arc network topology hypergraph. The scheme consists two steps. a) Theorem 3.Step1: Given a PICODptq with network topology hypergraphas a circular-arc hypergraph, we notice that:
‚ No vertex is isolated.
‚ There might exists an edge that is as a proper subset of another edge. October 10, 2018 DRAFT We drop those edges that are proper subsets of the union of other edges, obtaining the edge set E. In other words, |E i zpY j‰i E j q| ą 0, @E i , E j P E. The achievability scheme based on E will be valid for the original problem setting as well (since we are restricted to use less messages to satisfy all users). The edge induced subgraph by E has no isolated vertex as well.
Algorithm 1: Algorithm for finding E p1q in Step1. Data: User set: V " tv 1 , . . . , v n u, message set: E.
Result: Message set: E p1q " tE 1 p1q , . . . E e p1q u.
Initialization: set i " 1, E p1q " H.
while i ď n do
Seek an edge that starts at v i , i.e., an edge that is tv i , . . . u;
if Such an edge is found then
Let E p1q include be the edge found;
i becomes the index of the vertex right after the found edge, that is, the edge t. . . , v i´1 u ; else i " i`1;
end end In Step1 we find a set of messages E p1q Ď E by using Algorithm 1. The blue solid arcs in Fig. 4 show an example of E p1q found by Algorithm 1.
Denote the cardinality of E p1q as e :" |E p1q |. We claim that E p1q has the following properties:
‚ E i p1q X E j p1q " H, for all i, j P res, pi, jq ‰ p1, eq and pi, jq ‰ pe, 1q.
‚ For all i, j P re´1s, E i p1q " tv i p1q The first property holds since the algorithm chooses adjacent edges in E p1q that are disjoint and there is possibly nonempty intersection between E 1 p1q and E e . The second property holds by Lemma 3.
In the first transmission we send the sum of the messages in E p1q , i.e., ř e i"1 w i . The users who are satisfied are in Y E i PE p1q E i zpE 1 p1q X E e q. In the network topology hypergraph, these are the users that are "spanned" by these edges, excluding the users whose vertices are in E 1 p1q X E e where E 1 p1q X E e ‰ H. Therefore we are left with the users whose corresponding vertices are contained in pU zpY E p1q E i p1Y pE 1 p1q X E e q. b) Theorem 3.Step2: The users who are not satisfied by the first transmission are the users whose side information sets contain either all the chosen messages in Theorem 3.Step1, or both w 1 p1q and w e . In other words, in the network topology hypergraph, they are the users who lie "in between" the edges, or in the intersection of the first and last edges, in E p1q chosen in the previous step.
As we have shown in the second property of E p1q in Theorem 3.Step1, for the unsatisfied users between E i p1q P E p1q and E pi`1q p1q P E p1q , there exists an edge E ip2q that includes all those users. Therefore, we find a set of edges E p2q " tE 1 p2q , . . . , E pe´1q p2q u such that U zpY E p1q E i p1Ď Y E i PE p2q E i . In Fig. 4 they are the edges represented by the red dashed arcs. Note that all edges in E p2q are pairwise disjoint, since if E i p2q X E i`1 p2q ‰ H then we have E i p1q Ď E i´1 p2q Y E i p2q , i.e., |E i p1q zpY j‰i p1q E j q| " 0. This is forbidden since we dropped the messages at the beginning of the Step1. Moreover, pE 1 p1q X E e 1 q X E 1 p2q " H and pE 1 p1q X E e 1 q X E pe´1q p2q " H by the same reasoning.
In the second transmission, we send the sum´ř e´1 j"1 w j p2q¯`w 1 p1q . The users that are not satisfied yet by the first transmission have all but one of the messages in tw 1 p2q , . . . , w k´1 p2q , w 1 p1q u in their side information sets. Therefore all the unsatisfied user after Theorem 3.Step1 can be satisfied by the second transmission. All the users are satisfied with two transmissions. This, together with the converse in Proposition 8, concludes the proof of Theorem 3.
IX. CONCLUSION AND FUTURE WORKS
In this paper we provided tight information theoretic converse bounds for some classes of PICODptq problems. The key idea for our converse is to show that for the PICODptq with a certain structure of the side information sets, regardless of the choice of desired message sets at the users, there exists a user that can decode a certain number of messages beside its t desired ones. We showed two methods to prove the existence of such a user: constructive proof and existence proof. The constructive proof works for the PICODptq with circular-arc network topology hypergraph, and for the complement-consecutive complete-S PICODptq with m messages where S " r0 : m´tszrs min : s max s, 0 ă s min ď s max ă m´1. The existence proof works for the consecutive complete-S PICODptq with m messages where S " rs min : s max s, 0 ď s min ď s max ď m´1.
The key idea for the existence proof was inspired by the similarity of the side information set structure of the consecutive complete-tsu PICODptq to Steiner systems in combinatorial design. Combinatorial design studies the properties of a family of subsets, called blocks, that cover all s-element subsets of the same ground set; the results are usually established on the high symmetry of the structure of all s-element subsets. We introduced the idea of block cover as a tool for the converse proof, together with the classical MAIS for the IC problem. We solved first the critical complete-tsu PICODptq with m " 2s`t messages, where we showed that a block cover with maximum block size strictly less than m " 2s`t does not exist. For the other considered cases, we showed that we can enhance the system to a critical one.
Open problems and future directions include: ‚ The main contribution of this work are methods to prove the existence of a user that can decode a certain number of messages: constructive and existence proofs. While the later shows an advantage over the former on the complexity of the proof, it is based on the strong symmetric structure of the side information set of the users. Like combinatorial design, for the result to hold we need exactly all the s-element subsets of ground set rms. Therefore, this method suits the complete-tsu PICODptq. For the other cases, we need some extra tools. We showed the proof for the consecutive complete-S PICODptq by a reduction to the critical case. However, it appears that not all the PICODptq, even all complete-S PICODptq, can be reduced in the same fashion without loss of optimality in terms of the code length. Therefore we still lack an efficient method to obtain a general optimal converse bound for the general PICODptq. In Section VII-D we showed the optimality of the proposed achievability up to m " 5 for the complete-S PICODptq. The converse is obtained by checking all the cases that are not covered by the Theorem 1 or Propositions 2, 3, 4. Therefore the method is not systematic and straightforwardly generalizable to general m. The information theoretical optimal code length for the general complete-S PICODptq with m messages is still open.
‚ We notice that in the complete-S PICODptq considered in this work, removing/adding some users does not change the optimal code length. In fact, in some cases (e.g., S " r0 : m{2s) roughly half of the users can be removed without affecting ˚. These users can be considered as "non-critical", in contrast to other "critical" users who will change the optimal code length if removed/added. The PICODptq is called "critical" if all of its users are critical. We see the "critical" consecutive complete-S PICODptq are those with m ě s min`smax`t . In other words, the ones with "small" size of side information/number of desired messages. In this case the optimal code length s max`t . For this setting, removing any single user reduces the optimal code length by 1. If m ă s min`smax`1 , there are ř smax s"s min`m s˘´`2 m´2s min´1 m´s min´1˘u sers are non-critical. It is worth to mention that due to the symmetric structure of the complete-S PICODptq where |S| " 1, all users are essentially the same, i.e., all users are critical if any user is critical. The question about the critical users in the PICODptq is interesting because it shows the redundancy embedded in the system structure. The condition for a complete-S PICODptq to be critical, the number of its non-critical users, and in general, the condition to be critical for the general PICODptq, are the topics of future works for the PICODptq. ‚ In the PICOD formulation adopted in this work, the server broadcasts information to all users based on the knowledge all messages in the database. Another practically motivated scenario includes peer-to-peer/distributed models where users broadcast information based on their side information set. The converse bounds developed in this work are also converse bounds for peer-to-peer/distributed model with the same parameters. The open question is whether this "trivial" converse bound can be achieved. Surprisingly, it appears that for the consecutive and complement-consecutive complete-S PICODptq that we have solved, as long as the problem is "pliable," i.e., there are indeed multiple choices of desired messages that satisfy the users, than the tight results in this paper are tight for the peer-to-peer/distributed model.
One of the open questions is to quantify the optimal code length is the non-pliable cases for the complete-S PICODptq, where the problem reduces to a distributed index coding problem [10] .
APPENDIX Lemma 4. For s`1 arbitrary subsets B i from a ground set of size s, there exists a set P Ď rs`1s such that | X iPP B i | " |P |´1.
The proof of Lemma 4 is based on induction on s (the size of the ground set in this Lemma) and the following Lemma 5. Proof of Lemma 5: Construct a xˆy matrix W . w ij " 1{|B i | if v j P B i , otherwise w ij " 0.
Since |B i | ‰ 0 for all i, matrix W can be constructed. Note that the sum of each row is one. We have the summation of all elements in W is ř iPrxs,jPrys w ij " ř iPrxs p ř jPrys w ij q " x, which is the number of rows. The summation of all elements in W can also be obtained by adding up the summation of the columns. Since there are y columns, there exists a column whose summation is no less than the average, i.e., exists j such that
Let B i be the smallest subset that contains v j . We have
Therefore, for the pair pi, jq we have v j P B i and
Proof of Lemma 4: When |B i | " 0 for some i, take P " tiu, we have | X iPP B i | "
0 " |P |´1. Lemma 4 is proven. Therefore we just need to consider the case where all B i are non-empty.
For the initial case s " 1 the statement in Lemma 4 is true. It can be easily seen since B 1 " B 2 " t1u (this is the only s`1 " 2 non empty subsets from a ground set of cardinality s " 1). Take P " r2s; we have | X iPr2s B i | " 1 " 2´1.
Assume the statement in Lemma 4 is true for all s ď t´1. We construct a P such that | X iPP B i | " |P |´1 for s " t. In Lemma 5, substitute x by s`1 and y by s, we have a pair pi, jq such that j P B i and c j |B i | ě s`1 s , where c j " |C j | and C j Ď rs`1s is the collection of subsets that contain j. By reordering the labels, without loss of generality, let i " 1 and B i " B 1 " rjs.
Since c j |B 1 | ě s`1 s ą 1, we have c j ą j, |C j zt1u| ą j´1. Consider B 1 i 1 :" B i 1 Xrj´1s, i 1 P C j zt1u where B 1 i 1 are subsets of rj´1s. Since j´1 ă s, by the inductive hypothesis there exists P 1 such that | X i1PP 1 B 1 i 1 | " |P 1 |´1. Let P " P 1 Y t1u. Note that j P B q for all q P P and k R X qPP B q for all k P rj`1 : ss. We have X qPP B q " X j 1 P 1 Y tju. Then | X qPP B q | " |P 1 |´1`1 " |P |´1 as |P | " |P 1 |`1.
Therefore we can always find a P such that | X iPP B i | " |P |´1 for all positive integer s.
