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Abstract
Generative adversarial networks (GANs) are notoriously difficult to train and the
reasons for their (non-)convergence behaviors are still not completely understood.
Using a simple GAN example, we mathematically analyze the local convergence
behavior of its training dynamics in a non-asymptotic way. We find that in order to
ensure a good convergence rate two factors of the Jacobian should be simultane-
ously avoided, which are (1) Phase Factor: the Jacobian has complex eigenvalues
with a large imaginary-to-real ratio, (2) Conditioning Factor: the Jacobian is ill-
conditioned. Previous methods of regularizing the Jacobian can only alleviate one
of these two factors, while making the other more severe. From our theoretical
analysis, we propose the Jacobian Regularized GANs (JR-GANs), which insure the
two factors are alleviated by construction. With extensive experiments on several
popular datasets, we show that the JR-GAN training is highly stable and achieves
near state-of-the-art results both qualitatively and quantitatively.
1 Introduction
Generative adversarial networks (GANs) [1] have achieved great success at generating realistic
samples, with extensive applications [2–4]. The goal of GANs is to generate samples that are
indistinguishable from the real data and hence has essentially learned the underlying data distribution.
However, they are difficult to train such that many heuristic tricks have been applied [5, 6]. As a result,
a lot of theoretical work has focused on stabilizing the GAN training by replacing Jensen-Shannon
(JS) divergence implicit in the vanilla GAN [1] with alternative divergences (or distances), such as
f -divergence (i.e. f -GAN) [7] and Wasserstein distance (i.e. WGAN) [8]. Much of the related work
has introduced various regularizers for better approximating these divergences [9–11].
But the training dynamics of GANs are still not completely understood. Typically, the training of
GANs is achieved by solving the zero-sum game via simultaneous gradient descent (SimGD) or
alternative gradient descent [1, 7, 8]. The original work [1] showed that the SimGD converges to
the equilibrium if the updates are made in the function space. In practice, with the generator and
discriminator being parametrized by two separate neural networks, the updates in the parameter space
are no longer guaranteed to converge due to its highly non-convex properties [12].
Recently, [13] showed that under suitable assumptions, the GAN dynamics are locally convergent.
Furthermore, [14] pointed out that if the assumptions in [13] are not satisfied, in particular when
distributions are not absolutely continuous, the GAN dynamics are not always convergent, unless some
regularization techniques are applied, such as zero-centered gradient penalties [10] and consensus
optimization (ConOpt) [15]. However, these theoretical results are established in an asymptotic limit
of vanishing step size where SimGD approximates a continuous-time dynamic system. In practice,
we are more concerned about the characterization of the non-asymptotic convergence rate and the
choice of the finite step size or learning rate. This is because that even though the continuous-time
dynamic system is convergent, its discrete-time counterpart might still suffer from poor convergence.
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For instance, [15] reported that training GANs via SimGD suffers due to the existence of complex
eigenvalues in the Jacobian of the dynamic system.
In this work, we focus on the non-asymptotic analysis of local convergence in the GAN dynamics. By
considering a simple GAN example, we evaluate the eigenvalues of its Jacobian near the equilibrium
and provide the convergence rate. We find out that the number of iterations needed to achieve an
-error solution might be unexpectedly large due to both the Phase Factor and Conditioning Factor
of the Jacobian. We later show that previous methods of regularizing the Jacobian directly can
only alleviate one of these two factors but at the same time make the impact of the other one more
severe. Based on our analysis, we propose a new Jacobian regularization for GANs, called JR-GAN,
and theoretically show that JR-GAN could help alleviate these two factors simultaneously in the
above simple GAN example. Experimentally, JR-GAN is more robust to different choices of GAN
architectures compared with previous training stabilization techniques, and could also achieve near
start-of-the-art results for the unsupervised image generation on several popular datasets.
2 Background
2.1 GAN as a minimax game
Despite many variants, the GAN is best described as a minimax game in which the two players,
usually named the generator and discriminator, are trying to maximize and minimize the same
objective function, respectively. The GAN game is generally formulated as follows:
min
φ
max
θ
f(φ, θ)
f(φ, θ) , Ex∼Pr [g1(Dθ(x))] + Ez∼P0 [g2(Dθ(Gφ(z)))]
(1)
where φ ∈ Rn and θ ∈ Rn denote the parameters of the generator Gφ : Z → X and discriminator
Dθ : X → R, respectively, Pr and P0 represent the true data distribution with support X and the
random noise distribution with support Z . Besides, two functions g1, g2 : R→ R, determined by the
implicit divergence or distance that the generator is supposed to minimize, are both concave functions
according to f -GAN and WGAN. For example, we can choose to implicitly minimize JS divergence
in the vanilla GAN with g1(t) = g2(−t) = − log(1 + e−t), Wasserstein distance in the WGAN with
g1(t) = g2(−t) = t and reverse Kullback–Leibler (KL) divergence with g1(t) = −e−t, g2(t) = 1−t.
For training the minimax GAN game (1), SimGD is the most commonly used algorithm, in which the
parameter updates are
φ(k+1) = φ(k) − η∇φf(φ(k), θ(k))
θ(k+1) = θ(k) + η∇θf(φ(k), θ(k))
(2)
where η > 0 is the step size, φ(k) and θ(k) denote the corresponding parameters in the k-th iteration.
Due to the highly non-convex properties of the GAN objective [12], it is difficult to analyze its global
convergence in general. To gain key insights into the training instabilities in GANs, we focus on the
local convergence of points near the equilibrium [13–16].
2.2 Asymptotic vs. non-asymptotic convergence analysis
The asymptotic convergence analysis is defined as applying the “ordinary differential equation
(ODE) method” to analyze the convergence properties of dynamic systems. For example, consider a
discrete-time system characterized by the gradient descent v(t+1) = v(t) + ηh(v(t)) for the gradient
h(·) : Rn → Rn and step size η > 0, the asymptotic convergence analysis assumes the step size η is
infinitely small such that the discrete-time system can be approximated by an ODE v˙(t) = h(v(t)).
According to the Linearization Theorem [17], if the Jacobian of the dynamic system A , ∂h(v)∂v
evaluated at a stationary point v∗ is Hurwitz, namely, Re{λi(A)} < 0,∀i = 1, · · · , n, the equivalent
ODE will converge to v∗ for all points in its neighborhood.
In the non-asymptotic convergence analysis, however, we consider the discrete system directly to
obtain the number of iterations needed to achieve an -error solution with a finite step size. Particularly,
given the JacobianA, to ensure the non-asymptotic convergence, we first provide an appropriate range
of step size η by solving the inequalities |1 + λi(A)| < 1,∀i = 1, · · · , n. Based on the constraint of
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the step size, we get the minimum value of |1 + λi(A)|, and thus are able to evaluate the minimum
number of iterations for an -error solution, which characterizes the convergence rate. As we can
see, the non-asymptotic analysis could more precisely reveal the convergence performance of the
dynamic system than the asymptotic one.
3 A simple GAN example
We consider a simple GAN example, in which the true data distribution is an isotropic Gaussian with
a nonzero mean, i.e. x ∼ N (v, σ2I) where x ∈ Rn and noise distribution is also a Gaussian with the
same shape but a zero mean, i.e. z ∼ N (0, σ2I) where z ∈ Rn. Unless otherwise stated, we assume
n ≥ 2, ‖v‖2 > 2 and 0 < σ2 < 2. In addition, we assume the generator and discriminator are both
linear, i.e. Dθ(x) = θTx and Gφ(z) = φ+ z, which is obviously expressive enough to learn the true
data distribution. Then the GAN game objective function in (1) can be rewritten as
f(φ, θ) = Ex∼N (v,σ2I)[g1(θTx)] + Ez∼N (0,σ2I)[g2(θT (φ+ z))] (3)
It is easy to verify that the equilibrium exists, which is (φ∗, θ∗) = (v, 0). First, by considering a small
open neighborhood of (φ∗, θ∗) of radius δ, denoted by Bδ(φ∗, θ∗), we introduce the local properties
in this simple GAN example as follows.
Lemma 1. The first-order derivative of f(φ, θ) with respect to (φ, θ) ∈ Bδ(φ∗, θ∗) is given by
∇f(φ, θ) ,
[∇φf(φ, θ)
∇θf(φ, θ)
]
≈
[
g′2(0)θ
(g′′1 (0) + g
′′
2 (0))
(
σ2I + vvT
)
θ + g′1(0)v + g
′
2(0)φ
]
(4)
and its second-order derivative for (φ, θ) ∈ Bδ(φ∗, θ∗) is given by
∇2f(φ, θ) ,
[∇2φφf(φ, θ) ∇2φθf(φ, θ)
∇2θφf(φ, θ) ∇2θθf(φ, θ)
]
≈
[
g′′2 (0)θθ
T g′2(0)I
g′2(0)I (g
′′
1 (0) + g
′′
2 (0))
(
σ2I + vvT
)] (5)
Proof: See Appendix A.1. 
Due to the concavity of g1(x) and g2(x), we know g′′1 (0) ≤ 0 and g′′2 (0) ≤ 0. From (5) we will
always have∇2φφf(φ, θ)  0 and ∇2θθf(φ, θ)  0 for all points in the local region Bδ(φ∗, θ∗). Take
the vanilla GAN objective as an example, we can easily get g′′1 (0) = g
′′
2 (0) = − 14 , so its objective is
concave-concave in φ and θ, instead of being convex-concave as assumed in previous works [7, 18].
This makes the non-asymptotic convergence analysis not simplistic as the problem looks like.
Without loss of generality, we mainly consider the vanilla GAN objective, i.e. g1(t) = g2(−t) =
− log(1 + e−t), in the rest of the paper. For simplicity, we let w ,
[
φ− v
θ
]
so the equilibrium
becomes w∗ = 0 and the SimGD updates in (2) can be rewritten as
w(k+1) = w(k) + η∇˜f(w(k)) (6)
where ∇˜f(w(k)) ,
[−∇φf(w(k))
∇θf(w(k))
]
, and the Jacobian is given by A(w(k)) , ∂∇˜f(w
(k))
∂w(k)
=[−∇2φφf(w(k)) ∇2φθf(w(k))
−∇2θφf(w(k)) ∇2θθf(w(k))
]
. In the next, we will replace A(w(k)) by A for brevity.
Theorem 1. For any point withinBδ(w∗), the JacobianA in the simple vanilla GAN example trained
via SimGD has the following eigenvalues: λ1,2(A) =
−σ2±
√
(σ2)2−4
4 and λ3,4(A) =
−β2±
√
(β2)2−4
4
where β2 , σ2 + ‖v‖2.
Proof: See Appendix A.2. 
The above theorem shows that Re{λ1,2(A)} < 0 and Re{λ3,4(A)} < 0, and thus the SimGD updates
in this simple GAN example is asymptotically locally convergent, which is consistent with [13]. Next,
we discuss lower bounds of the non-asymptotic convergence rate in two cases.
On the one hand, since we know the variance satisfies 0 < σ2 < 2, then λ1,2(A) are complex
eigenvalues. Denote by ζ ,
∣∣∣ Im{λ1,2(A)}Re{λ1,2(A)} ∣∣∣ the absolute value of the imaginary-to-real ratio of λ1,2(A).
The non-asymptotic convergence property determined by λ1,2(A) is given as follows.
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Corollary 1. To ensure non-asymptotic local convergence, the step size should satisfy 0 < η <
4√
1+ζ2
. The number of iterations to achieve an -error solution satisfies N ≥ 2 log
C0

log(1+ 1
ζ2
)
where C0 is
a constant. Specifically, as ζ →∞, N will be at least O (ζ2 log 1 ).
Proof: See Appendix A.3. 
It shows that when the absolute value of the imaginary-to-real ratio ζ increases, the number of
iterations N for a certain convergence performance increases (quadractically in the limit). Since we
know ζ =
√
( 2σ2 )
2 − 1 in the simple vanilla GAN example, if we assume the variance σ2 = 0.01,
then ζ ≈ 200 and thus N ≥ O(104 log 1 ) which is apparently too large for such a simple task.
On the other hand, since by assumption we know β2 > 2, then λ3,4(A) are real eigenvalues. Without
loss of generality, we assume |λ3(A)| ≥ |λ4(A)| and their ratio is denoted by τ ,
∣∣∣λ3(A)λ4(A) ∣∣∣. Thus, τ
is a lower bound of the condition number of the Jacobian. The non-asymptotic convergence property
determined by λ3,4(A) is given as follows.
Corollary 2. To ensure non-asymptotic local convergence, the step size should also satisfy 0 < η <
4√
τ
. For τ > 2, the number of iterations N to achieve an -error solution satisfies N >
log C1
log (1− 2τ )
where C1 is a constant. Specifically, as τ →∞, N will be at least O(τ log 1 ).
Proof: See Appendix A.4. 
It shows that when the lower bound of the condition number τ increases, the number of iterations N
for a certain convergence performance guarantee also increases (linearly in the limit). Since we know
τ = 14 (β
2 +
√
(β2)2 − 4)2 in the simple vanilla GAN example, if we assume the the norm of the
mean ‖v‖ = 10, then τ ≈ 104 and thus N ≥ O(104 log 1 ) which also results in a poor convergence
rate for such a simple task.
In summary, there exist at least two factors of the Jacobian that can cause the GAN training issues.
• Phase Factor: The Jacobian A has complex eigenvalues with a large imaginary-to-real ratio,
which has also been reported in [15].
• Conditioning Factor: The Jacobian A is ill-conditioned, i.e., the largest absolute value of its
eigenvalues is much larger than the smallest one.
Therefore, the GANs with a good convergence behavior should avoid these two factors simultaneously.
To this end, Theorem 1 reveals that in the simple GAN example (3), both σ2 and β2 should not be
too small or too large, which is a relatively strict requirement. Furthermore, changing the expressive
power of the generator or discriminator may not easily alleviate these two factors simultaneously.
Please see Appendix B for an example of changing the discriminator representations. It might partly
explain why GANs trained via SimGD only converge for a very limited set of GAN architectures [5].
4 Jacobian Regularization
A straightforward method to alleviate the above two factors simultaneously is to introduce a regular-
ization matrix Γ such that the training updates in (6) become w(k+1) = w(k) + ηΓ∇˜f(w(k)) and thus
the (regularized) Jacobian is given by A = Γ∂∇˜f(w
(k))
∂w(k)
. Our goal is to find a specific regularization
matrix Γ such that we can appropriately control the eigenvalues of the Jacobian near the equilibrium.
4.1 Revisiting previous methods
There are several gradient-based regularization methods that have been proposed to deal with the
training instabilities of GANs from the perspective of controlling Jacobian. First, to overcome the
non-convergence issue of training WGAN via SimGD, [13] has proposed to only regularize the
generator by using the gradient of the discriminator and the regularized updates are
φ(k+1) = φ(k) − η∇φf(w(k))− 1
2
ηγ∇φ
∥∥∥∇θf(w(k))∥∥∥2 (7)
4
where the corresponding regularization matrix is Γ =
[
I −γ∇2φθf(w(k))
0 I
]
with γ being a tunable
hyperparameter. Another similar idea is to apply the gradient-based regularization only on the
discriminator, called smoothing optimizer [15] and the regularized updates are
θ(k+1) = θ(k) + η∇θf(w(k))− 1
2
ηγ∇θ
∥∥∥∇φf(w(k))∥∥∥2 (8)
where the corresponding regularization matrix is Γ =
[
I 0
γ∇2θφf(w(k)) I
]
. Furthermore, to alleviate
the impact of the Phase Factor alone, [15] has proposed ConOpt and the regularized updates are
w(k+1) = w(k) + η∇˜f(w(k))− 1
2
ηγ∇
∥∥∥∇f(w(k))∥∥∥2 (9)
where the corresponding regularization matrix is Γ =
[
I + γ∇2φφf(w(k)) −γ∇2φθf(w(k))
γ∇2θφf(w(k)) I − γ∇2θθf(w(k))
]
.
Their behaviors in terms of stabilizing the simple vanilla GAN example (3) are given as follows.
Theorem 2. In the simple vanilla GAN example above, none of the gradient-based regularization
methods (only regularizing generator, smoothing optimizer and ConOpt) are capable of simultane-
ously alleviating the Phase Factor and Conditioning Factor.
Proof: See Appendix D.1. 
From the above theorem, together with the example of changing the representations in Appendix B,
we can see that without careful considerations of both the Phase Factor and Conditioning Factor,
these GAN variants might still suffer from poor convergence even in the simple GAN example.
4.2 JR-GAN
Based on the previous methods, we propose a new but simple Jacobian regularization, called JR-GAN,
which also applies the regularization terms based on the gradients of the generator and discriminator.
Specifically, the regularized updates are given by
φ(k+1) = φ(k) − η∇φf(w(k))− 1
2
ηγ∇φ
∥∥∥∇θf(w(k))∥∥∥2
θ(k+1) = θ(k) + η∇θf(w(k))− 1
2
ηγ∇θ
∥∥∥∇φf(w(k))∥∥∥2 (10)
Similarly, γ > 0 is a tunable parameter, and we can get the corresponding regularization matrix
as Γ =
[
I −γ∇2φθf(w(k))
γ∇2θφf(w(k)) I
]
. Note that the key difference between the updates of
JR-GAN in (10) and ConOpt in (9) is that JR-GAN does not introduce the Hessians∇2φφf(w(k)) and
∇2θθf(w(k)) in the regularization matrix Γ. Intuitively, a reason for doing this is to avoid the risk of
reversing the gradient flows, which might damage the GAN training (see Appendix C for a detailed
explanation). The following theorem shows the eigenvalues of the Jacobian for the simple vanilla
GAN dynamics trained via our proposed regularization.
Theorem 3. For any point withinBδ(w∗), the JacobianA in the simple vanilla GAN example trained
via the JR-GAN updates (10) has the following eigenvalues: λ1,2(A) =
−(σ2+γ)±
√
(σ2+γ)2−(γ2+4)
4
and λ3,4(A) =
−(β2+γ)±
√
(β2+γ)2−(γ2+4)
4 , where β
2 , σ2 + ‖v‖2.
Proof: See Appendix D.2. 
From the above theorem, we can evaluate both ζ ,
∣∣∣ Im{λ1,2(A)}Re{λ1,2(A)} ∣∣∣ and τ , ∣∣∣λ3(A)λ4(A) ∣∣∣, two key variables
that reflect the impact of the Phase Factor and Conditioning Factor, respectively, and see how the
tunable parameter γ in JR-GAN changes their values. The results are given in the following corollary.
Corollary 3. In the simple vanilla GAN example trained via (10), ζ monotonically decreases with γ,
and if γ ≥ 2, then τ also monotonically decreases with γ. In the limit of γ →∞, we get ζ → 0 (i.e.,
no complex eigenvalues) and τ → 1 (i.e., well conditioned). Therefore, we can make γ large enough
in JR-GAN to alleviate the impact of the Phase Factor and Conditioning Factor simultaneously.
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(a) Discriminator training curve
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(b) Generator training curve
Figure 1: Training dynamics of SimGD, ConOpt and JR-GAN (Ours) in the simple vanilla GAN example
where µ = 4 and σ2 = 0.04. (a) shows the discriminator convergence where “d_norm” denotes the l2 distance
between the current and optimal value of the discriminator parameters, and (b) shows the generator convergence
where “g_norm” denotes the l2 distance between the current and optimal value of the generator parameters.
Proof. See Appendix D.3. 
According to Corollary 1 and 2, if ζ → 0 and τ → 1, the non-asymptotic convergence performance
will be improved greatly. Therefore, the above corollary theoretically shows that our proposed method
JR-GAN could provide a good local convergence behavior by tuning the hyperparameter γ. Note that
even so, we cannot make γ arbitrarily large in JR-GAN. According to the non-asymptotic analysis, the
step size should also satisfy 0 < η < ηmax where ηmax , 8 min{γ+σ
2
γ2+4 ,
1
(β2+γ)+
√
2β2γ+(β2)2−4}.
As we can see ηmax decreases with the increment of γ, and goes to 0 as γ → ∞. So when γ is
sufficiently large, we have to make the step size infinitely small accordingly.
5 Experiments
Isotropic Gaussian. First, we empirically verify our theory in the simple vanilla GAN example.
Specifically, we consider a two-dimensional case, i.e. n = 2 and the mean of true data is v = [0, µ]T .
To test the local convergence, the parameters of both the discriminator and generator are initialized
within Bδ(w∗) where δ = 0.05. Unless stated otherwise, we set the learning rate to be η = 0.001,
the regularization parameter to be γ = 10, the optimizer to be the stochastic gradient descent (SGD)
with a batch size 128, and run 15K iterations.
Figure 1 shows the discriminator and generator training curves, respectively, for three training
methods: SimGD, ConOpt and JR-GAN (Ours) by letting µ = 4 and σ2 = 0.04. We observe that
for SimGD, the training curves oscillate with very weak damping which becomes even weaker if we
increase µ or decrease σ2 (See Figures 5 and 6 in Appendix E.1). It verifies that SimGD might suffer
from poor convergence caused by the Phase Factor and Conditioning Factor. Also, ConOpt could
alleviate the Phase Factor since oscillations caused by complex eigenvalues disappear. However, its
generator convergence is heavily slowed down by the Conditioning Factor which becomes worse as
we increase µ (See Figure 5 in Appendix E.1). In contrast, the JR-GAN enjoys a decent convergence
rate for both the generator and discriminator by alleviating the two factors simultaneously.
Mixture of Gaussians. Second, we test JR-GAN in a commonly used toy example where the goal is
to learn a mixture of Gaussians with modes uniformly distributed around a circle with radius r. We
note that ConOpt does much better than SimGD in this toy example with r = 1 [15]. Here we make
the task harder by letting r = 10 while keeping other settings the same with [15]. The generator and
discriminator are both fully connected neural networks with 4 hidden layers and 256 units for each
hidden layer. We run SimGD, ConOpt and JR-GAN (Ours) with RMSProp [19] and learning rate of
10−4 for 10K iterations, and the input noise is sampled from a 64-dimensional Gaussian N (0, rI64).
Experimentally, we find γ = 10 works best for ConOpt while γ = 1000 works best for JR-GAN.
Figure 2 shows the results of SimGD, ConOpt and JR-GAN (Ours) over different iterations. We can
see that SimGD still oscillates among different modes and fails to converge, while ConOpt converges
to some suboptimal solution. Only JR-GAN is able to converge to the target data distribution. Please
see Figures 7 and 8 in Appendix E.1 for more detailed comparison among these three methods.
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(a) SimGD
(b) ConOpt
(c) Ours
Figure 2: Comparison of SimGD, ConOpt and JR-GAN (Ours) on the mixture of Gaussians over iterations
where r = 10. From left to right, each row consists of the results after 0, 2000, 4000, 6000, 8000 and 10000
iterations. Note that here we choose γ = 10 for ConOpt and γ = 1000 for JR-GAN.
(a) Inception score (b) FID
Figure 3: Inception scores and FIDs of different training methods with different GAN settings on the CIFAR-10
dataset. For inception score, the higher is better. For FID, the lower is better.
CIFAR-10. In this experiment, we quantitatively evaluate the sample quality of JR-GAN on the
CIFAR-10 dataset [20] by applying the inception score [6] and Frechet inception distance (FID) [16].
First, we test the dependencies of JR-GAN on different network architectures and hyperparameters.
We also compare with other GAN training methods, including the standard GAN via the alternative
gradient descent [1] (denoted as ‘GAN’), ConOpt and SN-GAN [11]. For all methods, we use the
non-saturating loss as suggested in [1]. For fair comparison, we test 6 settings: the standard CNN
model in [11] with batch normalization [21] on generator (A) or without batch normalization on
generator (B), the DCGAN-like architecture with a constant number of filters in [15] via the Adam
optimizer [22] (C) or via the RMSProp optimizer (D), and the ResNet [23] architectures v1 (E) or
v2 (F) with a constant number of filters. Note that the first four settings (A-D) are based on the
architectures used in the previous works. Please refer to Table 2 and 3 in Appendix E.2 for the
architectures E and F where Mf = 64. Unless otherwise stated, we use the Adam optimizer with
β1 = 0.5 and β2 = 0.999. Also, we use a batch size of 64 and run all experiments with a learning
rate of 10−4 for 500K iterations. For ConOpt, we set γ = 10, and for JR-GAN, we set γ = 100.
Figure 3 shows the inception score and FID results for different training methods with all 6 settings
on CIFAR-10. We can see that JR-GAN is more robust than other methods with respect to different
network architectures and hyperparameters. Both SN-GAN and ConOpt perform almost the best in
their own proposed GAN architectures but perform poorly in other cases. In addition, we compare
JR-GAN with multiple state-of-the-art GAN models in Table 1. Please see Table 3 in Appendix E.2
for the detailed network architectures where we set Mf = 256 and use a learning rate of 5× 10−5 for
better scores. We can see that JR-GAN outperforms SN-GAN in terms of both inception score and
FID, and also achieves the near state-of-the-art results with a relatively low computational complexity.
CelebA and ImageNet. In this experiment, we qualitatively evaluate the generated samples of
JR-GAN on the CelebA (with size of 64 × 64) [28] and ILSVRC2012 (ImageNet, with size of
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Method Inception score FID
Real data 11.24± .12 7.8
DCGAN [5] 6.64± .14 34.3†
LR-GAN [24] 7.17± .07 -
DFM [25] 7.72± .13 30.1†
WGAN-GP [9] 7.86± .08 28.2†
SN-GAN [11] 8.22± .05 21.7± .21
OT-GAN* [26] 8.47± .12 -
PG-GAN* [27] 8.56± .06 19.1†
Ours 8.35± .08 19.9± .96
Table 1: Inception scores and FIDs on CIFAR-10 where all methods are trained in an unsupervised manner. For
our results, we train the same architecture for 10 times with different random seeds and calculate the mean and
standard derivation after 500K iterations. Note that models marked by ∗ require large amounts of computation
as they either use a very large batch size [26] or apply the multi-scale training [27]. Also just for reference, the
FIDs marked by † are obtained from https://github.com/pfnet-research/chainer-gan-lib with only one trial.
(a) Random samples for CelebA (b) Random samples for ImageNet
Figure 4: Random samples generated by JR-GANs trained on CelebA and ImageNet, respectively, in an
unsupervised manner. For CelebA, the sample size is 64× 64, and for ImageNet, the sample size is 128× 128.
128× 128) [29] datasets. Due to the limitation of our computational budgets, we do not apply large
hyperparameter searches. Instead, we use a similar training setup as for the CIFAR-10 experiments,
with slightly different network architectures. Please see Tables 4 and 5 in Appendix E.2 for details.
Figure 4 (a) and (b) show the randomly generated samples of JR-GAN trained on CelebA and
ImageNet, respectively. We can see that for CelebA, JR-GAN can produce realistic and diverse
celebrity faces (also with various backgrounds). For ImageNet, JR-GAN can stabilize the training
well while other training methods quickly collapse. While not completely realistic, it can generate
visually convincing and diverse images from 1000 ImageNet classes in a completely unsupervised
manner. The good results of JR-GAN on CelebA and ImageNet demonstrate its ability of stabilizing
the GAN training on more complex tasks.
6 Conclusions
In this paper, we analyzed the non-asymptotic local convergence behavior of the GAN training
dynamics in a simple GAN example. We found out that to ensure a good convergence behavior, both
the Phase Factor and Conditioning Factor should be alleviated simultaneously, but previous gradient-
based regularizations can only avoid one factor while making the other more severe. Therefore, we
proposed a new Jacobian regularization method, called JR-GAN, and in theory showed it can alleviate
the two factors simultaneously. Finally, we did extensive experiments to show the training stability
and sample quality of JR-GAN. In the future, we would like to further improve the sample quality
of JR-GAN on complex datasets, such as ImageNet. Besides, we believe there exist more efficient
Jacobian regularization methods based on our theoretical analysis.
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A Proofs in Section 3
A.1 Proof of Lemma 1
Proof. First, we have
∇φf(φ, θ) = Ez∼N (0,σ2I)[g′2(θT (φ+ z))θ]
Since the equilibrium point (φ∗, θ∗) satisfies θ∗T (φ∗+ z) = 0, for points (φ, θ) near the equilibrium,
we know g′2(θ
T (φ + z)) = g′2(0) + g
′′
2 (0)θ
T (φ + z) + o(‖θ‖) by Taylor expansion. That is, by
ignoring the small term with norm o(‖θ‖), we have
∇φf(φ, θ) ≈ Ez∼N (0,σ2I)[g′2(0)θ + g′′2 (0)θθT (φ+ z)]
= g′2(0)θ + g
′′
2 (0)θθ
Tφ
(a)≈ g′2(0)θ
where (a) is also from ignoring the small term with norm o(‖θ‖). Similarly,
∇θf(φ, θ) = Ex∼N (v,σ2I)
[
g′1(θ
Tx)x
]
+ Ex˜∼N (φ,σ2I)
[
g′2(θ
T x˜)x˜
]
(a)≈ Ex∼N (v,σ2I)
[(
g′1(0) + g
′′
1 (0)θ
Tx
)
x
]
+ Ex˜∼N (φ,σ2I)
[(
g′2(0) + g
′′
2 (0)θ
T x˜
)
x˜
]
= g′1(0)v + g
′′
1 (0)
(
σ2I + vvT
)
θ + g′2(0)φ+ g
′′
2 (0)
(
σ2I + φφT
)
θ
(b)≈ g′1(0)v + g′2(0)φ+ (g′′1 (0) + g′′2 (0))
(
σ2I + vvT
)
θ
where (a) is from g′1(θ
Tx) = g′1(0)+g
′′
1 (0)θ
Tx+o(‖θ‖) and g′2(θT x˜) = g′2(0)+g′′2 (0)θT x˜+o(‖θ‖)
by Taylor expansion, and (b) is from ‖φ− v‖ = o(1).
For second-order derivatives, we have
∇2φφf(φ, θ) =Ez∼N (0,σ2I)
[
g′′2 (θ
T (φ+ z))θθT
]
(a)≈g′′2 (0)θθT
where (a) also follows from g′′2 (θ
T (φ+ z)) = g′′2 (0) + o(1) by Taylor expansion. Also,
∇2θφf(φ, θ) = Ex˜∼N (φ,σ2I)[g′2(θT x˜)I + g′′2 (θT x˜)x˜θT ]
(a)≈ Ex˜∼N (φ,σ2I)[
(
g′2(0) + g
′′
2 (0)θ
T x˜
)
I + g′′2 (0)x˜θ
T ]
= g′2(0)I + g
′′
2 (0)θ
TφI + g′′2 (0)φθ
T
(b)≈ g′2(0)I
where (a) is from g′2(θ
T x˜) = g′2(0) + g
′′
2 (0)θ
T x˜+ o(‖θ‖) and g′′2 (θT x˜) = g′′2 (0) + o(1) by Taylor
expansion, and (b) is from ‖θ‖ = o(1), and
∇2θθf(φ, θ) = Ex∼N (v,σ2I)
[
g′′1 (θ
Tx)xxT
]
+ Ex˜∼N (φ,σ2I)
[
g′′2 (θ
T x˜)x˜x˜T
]
(a)≈ Ex∼N (v,σ2I)
[
g′′1 (0)xx
T
]
+ Ex˜∼N (φ,σ2I)
[
g′′2 (0)x˜x˜
T
]
(b)≈ (g′′1 (0) + g′′2 (0))
(
σ2I + vvT
)
where (a) is from g′′1 (θ
Tx) = g′′1 (0) + o(1) and g
′′
2 (θ
T x˜) = g′′2 (0) + o(1) by Taylor expansion, and
(b) is from ‖φ− v‖ = o(1). 
A.2 Proof of Theorem 1
Proof. For the vanilla GAN, we know g1(t) = g2(−t) = − log(1 + e−t). Then we have g′1(0) = 12 ,
g′2(0) = − 12 and g′′1 (0) = g′′2 (0) = − 14 . From Lemma 1, the updates (6) of SimGD near the
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equilibrium w∗ becomes
w(k+1) = w(k) + η
[
1
2θ
(k)
1
2 (φ
(k) − v) + 12
(
σ2I + vvT
)
θ(k)
]
= w(k) + η
[
0 12I− 12I − 12
(
σ2I + vvT
)]︸ ︷︷ ︸
,A
w(k)
(11)
where w(k) ,
[
φ(k) − v
θ(k)
]
. Next, we need to compute the eigenvalues of the Jacobian A. By
definition, let Ay = λy where the eigenvector satisfies y =
[
y1
y2
]
6= 0, then we have
1
2
y2 = λy1 (12)
−1
2
y1 − 1
2
(
σ2I + vvT
)
y2 = λy2 (13)
First, we know λ 6= 0, otherwise, we get y = 0 which violates the definition of eigenvectors. Thus
from (12) we have y1 = 12λy2. Plugging it into (13) yields
−λvvT y2 = (2λ2 + σ2λ+ 1
2
)y2 (14)
Then we can evaluate λ in two cases:
(1) vT y2 = 0. From (14) we have (4λ2 + 2σ2λ+ 1)y2 = 0. Similarly we know y2 6= 0, otherwise,
we get y1 = 0 as well from (13) which again violates the definition of eigenvectors. Thus, the
coefficient satisfies 4λ2 + 2σ2λ+ 1 = 0, and solving this equation yields λ1,2(A) in the theorem.
(2) vT y2 6= 0. By left multiplying vT on both sides of Eq. (14) we get−λ‖v‖2vT y2 = (2λ2 +σ2λ+
1
2 )v
T y2. Since vT y2 6= 0, we have 4λ2 + 2(σ2 + ‖v‖2)λ+ 1 = 0, and solving this equation yields
λ3,4(A) in the theorem. 
A.3 Proof of Corollary 1
Proof. In the first part of the proof, we try to find the range of the step size η. Given σ2 < 2, we
know λ1,2(A) are complex eigenvalues and thus |1 + ηλ1,2(A)| = 14η2 − σ
2
2 η + 1. Since it requires
|1 + ηλ1,2(A)| < 1 to ensure the non-asymptotic convergence, by setting 14η2 − σ
2
2 η+ 1 < 1 we get
0 < η < 2σ2. As we know ζ =
√
( 2σ2 )
2 − 1 in the simple vanilla GAN example, then σ2 = 2√
1+ζ2
,
which means 0 < η < 4√
1+ζ2
.
In the second part of the proof, we try to find the lower bound of the number of iterations N given
the step size constraint. We know 14η
2 − σ22 η + 1 ≥
√
1− (σ22 )2 with the equality holds at η = σ2.
Therefore, for the step size η satisfying 0 < η < 4√
1+ζ2
, we have 1√
1+ 1
ζ2
≤ |1 + ηλ1,2(A)| < 1.
Thus, for the updates w(k) = (I + ηA)w(k−1), it is easy to get w˜(k) = (I + ηΛ)w˜(k−1) where
the eigen-matrix Λ satisfying Λ = PAP−1 with P invertible and w˜(k) = Pw(k). Apparently,
|w˜(k)j | = |I+ηλ1,2(A)|k|w˜(0)j | where the index j refers to the entry in w˜(k) related to the eigenvalues
λ1,2(A). Also, we know ‖w˜(k)‖ ≥ |w˜(k)j | and ‖w˜(k)‖ = ‖Pw(k)‖ ≤ ‖P‖‖w(k)‖, so we have
‖w(k)‖ ≥ |I + ηλ1,2(A)|k‖P‖−1|w˜(0)j |. Therefore, for the -error solution ‖w(N)‖ ≤  after N
iterations, we have (1 + 1ζ2 )
−N2 ‖P‖−1|w˜(0)j | ≤ . By letting C0 = ‖P‖−1|w˜(0)j |, we can easily get
the lower bound of N . 
A.4 Proof of Corollary 2
Proof. In the first part of the proof, we try to find the range of the step size η. Given β2 > 2,
λ3,4(A) are both real eigenvalues. Similarly, to ensure the non-asymptotic convergence, the step size
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η also satisfies |1 + ηλ3,4(A)| < 1. From Theorem 1 we have 1 + ηλ3(A) = 1 − β
2+
√
(β2)2−4
4 η
and 1 + ηλ4(A) = 1 − β
2−
√
(β2)2−4
4 η. Next, we analyze λ3(A) and λ4(A) separately. To ensure
|1 + ηλ3(A)| < 1, then 0 < η < 8
β2+
√
(β2)2−4 . As we know τ =
1
4 (β
2 +
√
(β2)2 − 4)2 in the
simple vanilla GAN example, then 8
β2+
√
(β2)2−4 =
4√
τ
, which means 0 < η < 4√
τ
. Also, to satisfy
|1 + ηλ4(A)| < 1, then 0 < η < 2(β2 +
√
(β2)
2 − 4) = 4√τ . As we know τ > 1 by definition,
the step size η satisfies 0 < η < min{ 4√
τ
, 4
√
τ} = 4√
τ
.
In the second part of the proof, we try to find the lower bound of the number of iterations N
given the step size constraint. We know |1 + ηλ4(A)| = |1 − 12√τ η| and for 0 < η < 4√τ we get
1− 2τ < 1− 12√τ η < 1, Therefore, if 1 < τ < 2, then−1 < 1− 2τ < 0, and thus 0 < |1+ηλ4(A)| < 1.
If τ ≥ 2, then 1 − 2τ > 0, and thus 1 − 2τ < |1 + ηλ4(A)| < 1. Putting them together, we get
max{1− 2τ , 0} < |1 + ηλ4(A)| < 1. Similar to the proof of Corollary 1, we rewrite the updates as
w˜(k) = (I + ηΛ)w˜(k−1) where the eigen-matrix Λ satisfying Λ = PAP−1 with P invertible and
w˜(k) = Pw(k). Here we focus on |w˜(k)j′ | = |I + ηλ1,2(A)|k|w˜(0)j′ | where the index j′ refers to the
entry in w˜(k) related to the eigenvalues λ4(A). Also, we know ‖w(k)‖ ≥ |I + ηλ1,2(A)|kC1 where
C1 = ‖P‖−1|w˜(0)j′ |. Therefore, for τ > 2, we get ‖w(k)‖ ≥ (1 − 2τ )
k
2C1. For the -error solution
‖w(N)‖ ≤ , we have (1− 2τ )
N
2 C1 ≤  which yields the lower bound of N . 
B An example of full rank representations
In the simple vanilla GAN example, if we consider the zero noise-limit case, i.e. σ2 = 0, and assume
n = 1, from Theorem 1 we know the eigenvalues of the Jacobian A are
λ1,2(A) =
−v2 ±
√
(v2)
2 − 4
4
(15)
When v → 0, λ1,2(A) → ± 12 i with an infinitely large imaginary-to-real ratio ζ, which obviously
suffers from the impact of the Phase Factor.
To alleviate this issue, one solution could be to increase the expressive power of discriminator.
For instance, it is suggested by [14] that we can replace the linear discriminator Dθ(x) = θx by
the discriminator with the so-called full-rank representations Dθ(x) = θex. Similarly, in the zero
noise-limit case with n = 1, we first rewrite the objective (3) as f(θ, φ) = g1(θex) + g2(−θex). For
the vanilla GAN, we have g1(t) = g2(−t) = − log(1 + e−t). Then the Jacobian A of all points
within Bδ(w∗) is evaluated as A =
[
0 12e
v
− 12ev − 12e2v
]
and its eigenvalues are
λ1,2(A) =
−e2v ±√e4v − 4e2v
4
(16)
Now when v → 0, λ1,2(A)→ −1±
√
3i
4 with the imaginary-to-real ratio ζ =
√
3. By Corollary 1, the
impact of the Phase Factor has been effectively alleviated when v is very small.
However, the impact of the Conditioning Factor, if it exists, becomes much more severe. Asymptot-
ically when v is sufficiently large, from (15) we know that τ increases in the order of v4, but (16)
shows that τ increases in the order of e2v. For example, if we assume v = 5, the eigenvalues of the
original Jacobian (15) is evaluated as λ1,2(A) = −25±
√
621
2 with τ = Ω(10
2). However, after using
the discriminator with full-rank representations, the eigenvalues of the new Jacobian (16) is evaluated
as λ1,2(A) = −e
10±√e20−4e10
4 with τ = Ω(10
5).
C A condition of choosing the regularization matrix
First, we note that the regularization matrix Γ introduced by a good Jacobian regularization method
cannot be arbitrary and a particular condition is given as follows.
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Condition 1 (Non-Reversing-Flow Condition). By applying the regularization matrix Γ, it should
not reverse the overall gradient flow for the original minimax problem (1).
A counterexample of the Non-Reversing-Flow Condition is to choose Γ = −MT where M ,
∂∇˜f(w(k))
∂w(k)
such that the new Jacobian becomes A = −MTM which is a Hessian with no complex
eigenvalues and thus it could avoid the Phase Factor. From (6), the updates become
w(k+1) = w(k) − ηMT ∇˜f(w(k))
= w(k) − η∇2f(w(k))∇f(w(k))
As we know, in general, the objective f(φ, θ) is not convex-concave in φ and θ. For example, f(φ, θ)
becomes concave-concave in φ and θ near the equilibrium in the simple vanilla GAN example (3).
Therefore, for any w(k) satisfying∇2φφf(w(k)) ≺ 0, particularly if assuming∇2φφf(w(k)) = −t2I
where t is a non-zero scalar, the update for φ becomes
φ(k+1) = φ(k) + ηt2∇φf(w(k))− η∇2θφf(w(k))∇θf(w(k))
According to the first two terms on the right-hand side of the above equation, it is actually a gradient
flow of the generator Gφ maximizing the objective f(φ, θ) instead. This partly explains why directly
minimizing a surrogate loss l(w) = 12‖∇f(w(k))‖2 does not work well in practice as has been
observed by [15].
Next, we point out that ConOpt may also violate the Non-Reversing-Flow Condition in some cases.
Similarly, for any point w(k) satisfying∇2φφf(w(k)) ≺ 0, particularly if we assume∇2φφf(w(k)) =
−t2I , the update for φ in (9) for ConOpt becomes
φ(k+1) = φ(k) + η(γt2 − 1)∇φf(w(k))− ηγ∇2θφf(w(k))∇θf(w(k))
If γt2 > 1, it is also a gradient flow of the generator Gφ maximizing the objective f(φ, θ) instead.
Note that the Hessian ∇2φφf(w(k)), introduced by ConOpt to the parameter updates, serves as the
root cause of violating Condition 1. This might also partly explains why ConOpt is less robust than
our proposed method in some experiments. Even worse, as γ increases, it is more likely for ConOpt
to reverse the gradient flow. It intuitively explains why γ should be kept relatively small for ConOpt.
D Proofs in Section 4
D.1 Proof of Theorem 2
Proof. we revisit each of these three regularization methods by evaluating and analyzing the eigenval-
ues of their Jacobians in the simple vanilla GAN example separately.
Only regularizing generator. In the simple vanilla GAN example, from (5) in Lemma 1 we have
∂∇˜f(w(k))
∂w(k)
=
[
0 12I− 12I − 12
(
σ2I + vvT
)]. Also the regularization matrix becomes Γ = [I γ2 I
0 I
]
.
Thus, for all points in Bδ(w∗), the Jacobian is
A = Γ
∂∇˜f(w(k))
∂w(k)
=
[
I γ2 I
0 I
] [
0 12I− 12I − 12
(
σ2I + vvT
)] = [−γ4 I 12I − γ4 (σ2I + vvT )− 12I − 12 (σ2I + vvT )
]
By definition of eigenvalues, let Ay = λy where y =
[
y1
y2
]
6= 0, then
−γ
4
y1 +
(
1
2
I − γ
4
(σ2I + vvT )
)
y2 = λy1 (17)
−1
2
y1 − 1
2
(
σ2I + vvT
)
y2 = λy2 (18)
From (17) we have y1 = 1λ+ γ4
(
1
2I − γ4 (σ2I + vvT )
)
y2 (note that λ 6= −γ4 ; otherwise, we get
y = 0). Plugging it into (18) yields
−λvvT y2 =
(
2λ2 + (
1
2
γ + σ2)λ+
1
2
)
y2 (19)
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Similarly, we can also solve (19) in two cases yielding the eigenvalues of the Jacobian as follows,
λ1,2(A) =
− (σ2 + γ2 )±√(σ2 + γ2 )2 − 4
4
, λ3,4(A) =
− (β2 + γ2 )±√(β2 + γ2 )2 − 4
4
(20)
As we can see, the resulting ζ =
√
( 2σ2+ γ2
)2 − 1 for σ2 + γ2 < 2, which means increasing γ will
decrease ζ and thus could alleviate the impact of the Phase Factor by Corollary 1. However, the
resulting τ = (
(β2+ γ2 )+
√
(β2+ γ2 )
2−4)2
4 for β
2 + γ2 > 2, which means increasing γ will also increase
τ and thus the impact of Conditioning Factor will not be alleviated but become much severer by
Corollary 2. Therefore, if the Conditioning Factor is the main obstacle for the GAN convergence (for
example, ‖v‖ is sufficiently large in the simple vanilla GAN example), only regularizing generator as
in (7) will make the convergence performance of the GAN training worse.
Smoothing optimizer. Similarly in the simple vanilla GAN example, the regularziation matrix
becomes Γ =
[
I 0
−γ2 I I
]
. For any point in Bδ(w∗), the Jacobian is
A = Γ
∂∇˜f(w(k))
∂w(k)
=
[
I 0
−γ2 I I
] [
0 12I− 12I − 12
(
σ2I + vvT
)] = [ 0 12I− 12I − 12 ((σ2 + γ2 ) I + vvT )
]
Then by following from the exact proof of Theorem 1 after replacing σ2 in the Jacobian of (11) by
σ2 + γ2 , we can get the eigenvalues of the Jacobian as follows,
λ1,2(A) =
− (σ2 + γ2 )±√(σ2 + γ2 )2 − 4
4
, λ3,4(A) =
− (β2 + γ2 )±√(β2 + γ2 )2 − 4
4
(21)
As the eigenvalues here are exactly the same with (20), the local convergence properties of only
regularizing the discriminator are identical to those of only regularizing the generator. Similarly, if
Conditioning Factor becomes the main obstacle for GAN convergence, only regularizing discriminator
as in (8) will make the convergence performance of the GAN training worse.
Consensus optimization (ConOpt). Since for ConOpt, it is a little bit tricky to obtain the eigenvalues
of its Jacobian directly, we turn to comparing the eigenvalues of it Jacobian with those of the Jacobian
for SimGD.
First, we define M , ∂∇˜f(w
(k))
∂w(k)
. For SimGD, we know its Jacobian is M . For ConOpt, since the
regularization matrix Γ = I − γMT , its Jacobian is given by
A = ΓM = M − γMTM (22)
Then, we define λ(M) and λ(M) as the two eigenvalues of M with the largest and smallest absolute
values, respectively, and the similar definitions of λ(A) and λ(A) apply to A. As a result, the
condition numbers of A and M are given by τ(A) , |λ(A)||λ(A)| and τ(M) ,
|λ(M)|
|λ(M)| , respectively.
If σ2 < 2 and β2 > 2, from Theorem 1 we know for any point in Bδ(w∗), the Jacobian for SimGD
satisfies |λ1,2(M)| = 12 , |λ3(M)| =
β2+
√
(β2)2−4
4 >
1
2 and |λ4(M)| =
β2−
√
(β2)2−4
4 <
1
2 . Thus,
λ(M) = λ3(M) and λ(M) = λ4(M), which are both negative real values.
By definition of eigenvalues, we haveMy1 = λ(M)y1 andMy2 = λ(M)y2 where y1 and y2 are two
normalized eigenvectors of M with unit length. Thus, yT1My1 = λ(M) and y
T
2My2 = λ(M). From
(22), we have yT1My1 = λ(M) − γλ(M)
2
and yT2My2 = λ(M) − γλ(M)2. From the definition
of λ(A) and λ(A), we know |yT1 Ay1| ≤ |λ(A)| and |yT2 Ay2| ≥ |λ(A)|, then |λ(M)− γλ(M)
2| ≤
|λ(A)| and |λ(M)− γλ(M)2| ≥ |λ(A)|. Combining the two inequalities yields
τ(A) ≥ τ(M) · 1 + γ|λ(M)|
1 + γ|λ(M)| (23)
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Define by ∆(γ) , 1+γ|λ(M)|1+γ|λ(M)| . As |λ(M)| > |λ(M)| > 0 and γ > 0, we have ∆(γ) > 1, which
means τ(A) > τ(M) for any γ > 0. Even worse, since the derivative ∆′(γ) = λ(M)−λ(M)(1−γλ(M))2 > 0,
when γ increases, ∆(γ) also increases. Thus, by using ConOpt, the impact of Conditioning Factor
is not alleviated but becomes more severe by Corollary 2. Furthermore, the Jacobian will be worse-
conditioned with the increment of γ. Therefore, although ConOpt could alleviate the impact of
the Phase Factor as shown in [15], it will make the GAN convergence performance worse if the
Conditioning Factor becomes the main obstacle for the GAN convergence.
From the above analysis, we can see that all these three gradient-based regularization methods cannot
alleviate the Phase Factor and Conditioning Factor simultaneously. 
D.2 Proof of Theorem 3
Proof. When applying the proposed Jacobian regularization in the simple vanilla GAN example (3),
the regularization matrix becomes Γ =
[
I γ2 I−γ2 I I
]
. Therefore, for any point in Bδ(w∗),
A = Γ
∂∇˜f(w(k))
∂w(k)
=
[
I γ2 I−γ2 I I
] [
0 12I− 12I − 12
(
σ2I + vvT
)] = [−γ4 I 12I − γ4 (σ2I + vvT )− 12I −γ4 I − 12 (σ2I + vvT )
]
By definition of eigenvalues, let Ay = λy where y =
[
y1
y2
]
6= 0, then
−γ
4
y1 +
(
1
2
I − γ
4
(σ2I + vvT )
)
y2 = λy1 (24)
−1
2
y1 − γ
4
y2 − 1
2
(
σ2I + vvT
)
y2 = λy2 (25)
Similarly, λ 6= 0, otherwise, we get y = 0 which violates the definition of eigenvectors. By applying
(24)− (25) ∗ γ2 , we have y1 = 1λ
(
γ
2λ+
γ2
8 +
1
2
)
y2. Plugging it into (25) yields
−λvvT y2 =
(
2λ2 + (γ + σ2)λ+
γ2
8
+
1
2
)
y2 (26)
Similarly, we can solve (26) in two cases yielding the desired results by following the same process
in the proof of Theorem 1. 
D.3 Proof of Corollary 3
Proof. From Theorem 3 we know for σ2 < 2, λ1,2(A) are complex eigenvalues only if γ < 2σ2 − σ
2
2 .
According to the above definition of ζ, we get
ζ =
{√
h1(γ)− 1, γ < 2σ2 − σ
2
2
0, γ ≥ 2σ2 − σ
2
2
(27)
where h1(γ) = γ
2+4
(σ2+γ)2 > 1. Since the derivative of h1(γ) satisfies h
′
1(γ) =
2(γ+σ2)(σ2γ−4)
(σ2+γ)4 < 0
and ζ is a monotonically increasing function of h1(γ) for γ < 2σ2 − σ
2
2 , ζ is a monotonically
decreasing function of γ for γ < 2σ2 − σ
2
2 . As ζ = 0 if γ ≥ 2σ2 − σ
2
2 , by the continuity of the function
in (27), we have ζ is a monotonically decreasing function of γ where ζ → 0 as γ → ∞. It means
that we can increase γ to alleviate the impact of the Phase Factor
Furthermore, from Theorem 3 we know for β2 > 2,
τ =
(√
h2(γ) +
√
h2(γ)2 − 1
)2
(28)
where h2(γ) =
(β2+γ)2
γ2+4 > 1. Since the derivative of h2(γ) satisfies h
′
2(γ) =
2(γ+β2)(4−β2γ)
(γ+4)4 < 0
for γ > 4β2 and τ is a monotonically increasing function of h2(γ), τ is a monotonically decreasing
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function of γ for γ > 4β2 . As β
2 > 2, then 4β2 < 2 and we thus can safely replace the above condition
γ > 4β2 by γ ≥ 2. In the limit of γ →∞, we have h2(γ)→ 1 and thus from (28) τ → 1. It means
that we can increase γ to alleviate the impact of the Conditioning Factor for all γ > 4β2 .
Therefore, it is reasonable to keep increasing the tunable parameter γ so as to alleviate or even
eliminate both the Phase Factor and Conditioning Factor simultaneously, which demonstrates the
advantages of JR-GAN. 
E More experimental results
E.1 More results on Isotropic Gaussian
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(a) µ = 2
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(b) µ = 4
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(c) µ = 6
Figure 5: Training dynamics of SimGD, ConOpt and Ours with varying mean value µ where σ = 0.2. The top
row shows the discriminator convergence and the bottom row shows the generator convergence. Note that as
µ increases, the convergence rate for either SimGD or ConOpt becomes slower. When µ = 6, the generator
training curve for the ConOpt directly blow up.
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Figure 6: Training dynamics of SimGD, ConOpt and Ours with varying standard deviation σ where µ = 2.
The top row shows the discriminator convergence and the bottom row shows the generator convergence. Note
that the damping effect in SimGD becomes stronger as the standard derivation σ increases.
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Mixture of Gaussians. We systematically conduct more experiments on comparing SimGD, ConOpt
and JR-GAN (Ours) on the data generated by a circular mixture of Gaussians, and the results are
shown in Figure 7 and 8.
(a) SimGD
(b) ConOpt (γ = 10)
(c) ConOpt (γ = 1000)
(d) Ours (γ = 10)
(e) Ours (γ = 1000)
Figure 7: Comparison of SimGD (a), ConOpt (b,c) and Ours (d,e) on the mixture of Gaussians over iterations
where r = 2. From left to right, each row consists of the results after 0, 2000, 4000, 6000, 8000 and 10000
iterations. Note that we present two results of both ConOpt and Ours by setting γ ∈ {10, 1000}, respectively.
(a) SimGD
(b) ConOpt (γ = 10)
(c) ConOpt (γ = 1000)
(d) Ours (γ = 10)
(e) Ours (γ = 1000)
Figure 8: Comparison of SimGD (a), ConOpt (b,c) and Ours (d,e) on the mixture of Gaussians over iterations
where r = 10. From left to right, each row consists of the results after 0, 2000, 4000, 6000, 8000 and 10000
iterations. Note that we present two results of both ConOpt and Ours by setting γ ∈ {10, 1000}, respectively.
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E.2 Network architectures
z ∈ R128 ∼ N (0, I)
dense, 2× 2×Mf
4× 4, stride=2, deconv. Mf ReLU
ResBlock Mf
4× 4, stride=2, deconv. Mf ReLU
ResBlock Mf
4× 4, stride=2, deconv. Mf ReLU
ResBlock Mf
4× 4, stride=2, deconv. 3 tanh
(a) Generator
x ∈ R32×32×3
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
dense→ 1
(b) Discriminator
Table 2: ResNet architectures v1 for CIFAR-10 where Mf denotes the number of filters.
z ∈ R128 ∼ N (0, I)
dense, 4× 4×Mf
4× 4, stride=2, deconv. Mf ReLU
ResBlock Mf
4× 4, stride=2, deconv. Mf ReLU
ResBlock Mf
4× 4, stride=2, deconv. Mf ReLU
ResBlock Mf
3× 3, stride=1, conv. 3 tanh
(a) Generator
x ∈ R32×32×3
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
dense→ 1
(b) Discriminator
Table 3: ResNet architectures v2 for CIFAR-10 where Mf denotes the number of filters.
z ∈ R128 ∼ N (0, I)
dense, 4× 4×Mf
4× 4, stride=2, deconv. Mf ReLU
ResBlock Mf
4× 4, stride=2, deconv. Mf ReLU
ResBlock Mf
4× 4, stride=2, deconv. Mf ReLU
ResBlock Mf
4× 4, stride=2, deconv. Mf ReLU
ResBlock Mf
3× 3, stride=1, conv. 3 tanh
(a) Generator
x ∈ R64×64×3
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
dense→ 1
(b) Discriminator
Table 4: ResNet architectures for CelebA where Mf denotes the number of filters.
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z ∈ R128 ∼ N (0, I)
dense, 4× 4×Mf
4× 4, stride=2, deconv. Mf ReLU
ResBlock Mf
4× 4, stride=2, deconv. Mf ReLU
ResBlock Mf
4× 4, stride=2, deconv. Mf ReLU
ResBlock Mf
4× 4, stride=2, deconv. Mf ReLU
ResBlock Mf
4× 4, stride=2, deconv. Mf ReLU
ResBlock Mf
3× 3, stride=1, conv. 3 tanh
(a) Generator
x ∈ R128×128×3
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
4× 4, stride=2, conv. Mf ReLU
ResBlock Mf
dense→ 1
(b) Discriminator
Table 5: ResNet architectures for ImageNet where Mf denotes the number of filters.
E.3 Training time on CIFAR-10 with four methods: GAN, SN-GAN, ConOpt and Ours.
Figure 9: Training time on CIFAR-10 with four training methods: GAN, SN-GAN, ConOpt and Ours in all the
A-F settings.
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E.4 Generated images on CIFAR-10 with four methods: GAN, SN-GAN, ConOpt and Ours.
GAN
Ours
ConOpt
SN-GAN
A B C D E F
Figure 10: Generated images on CIFAR-10 with four training methods: GAN, SN-GAN, ConOpt and Ours in
all the A-F settings. Best viewed in the electronic version by zooming in.
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