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Spin-transfer-torque random access memory (STTRAM) has received great at-
tention as a prospective universal memory due to high speed read and write capabilities,
scalability to smaller technology nodes and non-volatile data retention. Two major factors
that could limit the performance of large scale STTRAM arrays are the high switching
current and the stochastic switching behavior. In this work, possible routes to mitigate
these issues have been explored and new techniques have been proposed to estimate the
reliability of the write process. Large area of the selection transistor required to support
high switching current impacts the bit storage density of an STTRAM memory array. To
increase the bit storage density, a multi-state STTRAM cell employing a cross-shaped
ferromagnet was proposed previously. Here, the spin-transfer-torque (STT) driven mag-
netization dynamics of the cross-shaped ferromagnet is revisited. As a low power alter-
native, voltage controlled magnetic anisotropy (VCMA) based writing scheme is studied.
Trade-offs and limitations of the VCMA-induced switching over STT are also discussed.
In the next part of this dissertation, magnetic properties and magnetization process of epi-
taxial chromium telluride thin films have been studied. Presence of strong perpendicular
magnetic anisotropy in this material makes it an attractive choice for device applications.
In this work, anisotropy energies of chromium telluride thin films have been estimated
from magnetization measurements. The magnetization reversal process is then studied
vii
using analytical models as well as micromagnetic simulations. The last part of this work
focuses on the write error rates (WER) of STTRAM. The stochastic write process of
STTRAM at finite temperatures gives rise to write errors when a bit fails to switch within
the duration of the write pulse. Ultra-low WER on the scale of 10−9 or less are desired
for practical applications. Micromagnetic simulations are required to capture spatially-
incoherent magnetization dynamics inside a ferromagnet, which may effect the WER. In
this work, using the techniques of rare event enhancement, reliable calculation of WERs
to 10−9 is demonstrated while keeping the computational effort to a minimum. Employ-
ing rare-event-enhanced micromagnetic simulations, WERs of both perpendicular and
in-plane STTRAM bits are calculated and effects of spatially-incoherent excitations on
the WER slopes are discussed.
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Chapter 1
Introduction
Transistor scaling following the Moore’s law has transformed the computing de-
vices by continuously improving the performance and efficiency of the integrated circuit
transistors while reducing the product cost [1]. Continuous dimensional scaling has al-
lowed more components to fit into the integrated circuits expanding the horizon of elec-
tronics and computing devices to everyday life. As feature size of integrated circuit ele-
ments shrinks to dimensions comparable to only hundred’s of atoms, scaling these devices
becomes very difficult, if not impossible. This prediction has triggered an intense search
for alternative technologies that allow scaling to even smaller dimensions and help the
existing devices to meet the performance and efficiency criteria, or completely replace
them in future. Solutions targeting both logic and memory applications are being ex-
plored [1–3]. The expectation on the future memory technologies has become even more
demanding. While the existing memory technologies, such as dynamic random access
memory (DRAM), flash memory, and hard disk drives (HDD) are being optimized to
their fullest potentials, multiple emerging technologies are also being pursued as a re-
placement [2, 4–8]. Among the emerging memory devices, spin-transfer-torque random
access memory (STTRAM), is being pursued actively as a replacement for one or more
levels in the memory hierarchy [9–11]. Aggressive research efforts of the past decades
have taken this technology to the prototyping stage and there is now an ongoing effort
towards successful commercialization [5]. In this chapter, the basic working principles
of STTRAM will be described followed by a discussion that motivates this work. A brief
introduction to micromagnetic framework and magnetization dynamics is also provided.
1
1.1 Spin-transfer-torque random access memory
Ferromagnetic materials have long been used for memory applications—from
magnetic core memories used in early generations of computers to high density terabyte
hard disk drives (HDD) in today’s computers. One of the most important discoveries that
led to the modern HDDs and also played a major role in the development of magnetic
random access memories (MRAM) is the discovery of giant magneto-resistance (GMR)
effect (independently) by Albert Fert [12] and Peter Grunberg [13] in 1988 (awarded No-
ble prize in Physics in 2007). The GMR effect causes a change in the electrical resistance
when the ferromagnetic layers in a Ferromagnet (FM)/Non-magnet (NM)/Ferromagnet
(FM) structure change their magnetic orientation. This discovery transformed the way of
how information stored as magnetization could be read into electrical signals. Applica-
tion of this mechanism in the read head of HDDs allowed a much denser storage of dig-
ital information. This discovery then was followed by the discovery of tunnel magneto-
resistance (TMR), which is similar to GMR, but offers a higher degree of sensitivity than
GMR. TMR was first demonstrated experimentally by Julliere in 1975 in an Fe/Ge/Co
magnetic tunnel junction (MTJ) with 14% magneto-resistance at 4.2 K [14]. Large TMR
effects (∼ 10 to 20% at 300K) were subsequently demonstrated by Miyazaki et al. (in
an Fe/Al2O3/Fe MTJ) [15] and Moodera et al. (in a CoFe/Al2O3/Co MTJ) [16] in 1995
leading to the rapid development of MRAM based on these high TMR MTJs. Earlier
reports of MRAM also addressed design of GMR based sensing [17, 18]. Following the
demonstration of TMR, multiple studies of MRAM with 1-transistor and 1-MTJ memory
cell were published [19–22] and MRAM gained widespread importance as a promising
nonvolatile memory technology. In these MRAM memory cells the read operation made
use of the TMR effect, and the write operation required creating a magnetic field by send-
ing a current through the word line [23]. This generation of MRAM continued to develop
for about a decade.
The current generation of MRAM, the so-called spin-transfer-torque random ac-
cess memory (STTRAM) offers an all-electrical read and write process. The read mech-
anism remained the same, although discovery of MgO tunnel barrier led to much larger
TMR ratios compared to the earlier MTJs with AlOx tunnel barriers [24–27]. The write
2
technique is based on the process called spin-transfer-torque switching, discovered by
Slonczewski [28] and Berger [29] in 1996. Field switched MRAM is not expected to work
as the dimensions of the memory cells are being scaled down aggressively [5]. STTRAM,
on the other hand, has been shown to be compatible with scaling to very small dimensions
(up to less than 10 nm in lateral dimensions demonstrated in recent years [30–32]). Rapid
research and development in both academia and industry during the past decade has en-
abled STTRAM to reach the prototyping stage and it is expected to appear in commercial
products in near future [5].
MRAM (or STTRAM) stores binary information as the relative orientation of two
FMs in a MTJ nanopillar (Figure 1.1). Two FM layers are separated by a thin insulating
tunnel barrier. As shown in Figure 1.1(a)-(b), the remanent magnetization of the FM
layers could be in the plane of the thin film (henceforth referred to as I-MTJ or I-STT),
or, along the out-of-plane (perpendicular) direction (henceforth referred to as P-MTJ or
P-STT). In the I-MTJ structure, the FM electrodes are usually patterned in an elliptical
shape so as to engineer the equilibrium energy valleys of the magnets. The equilibrium
energy valleys of the magnets in a P-MTJ structure is governed by the perpendicular
anisotropy energy and these magnets are usually patterned in a circular shape. The read
mechanism relies on the TMR effect which results into a low resistance, RP, or high
resistance, RAP, of the two terminal MTJ nanopillar when the magnetization of the two
FM layers are parallel (P) or anti-parallel (AP), respectively. The difference in resistance
between these two states defines the TMR ratio as,
TMR =
RAP −RP
RP
. (1.1)
Typical MTJ nanopillars used in the memory arrays have TMR ratios of ∼100% - 200%
[5]. Figure 1.1(c) shows example of an STTRAM memory array with four memory cells.
Due to low ON-OFF ratio of the MTJ, usually a selection transistor is required in each
cell connected in series with the MTJ.
TMR effect can be explained assuming a spin-dependent tunneling transport across
the tunnel barrier. The tunneling process is assumed to be spin-conserving i.e., the ma-
jority spin from one electrode can only tunnel to the majority spin states on the other
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Figure 1.1: Simplified schematic of an MTJ with (a) in-plane magnetized FMs (I-
MTJ) and (b) perpendicular magnetized FMs (P-MTJ). (c) Typical memory array with
1-transistor 1-MTJ memory cells.
electrode. The band-structure of the majority and minority electrons in the FM electrodes
are split by an exchange interaction that creates an asymmetry of the density of states at
the Fermi energy for the two spin channels. In the AP state, as in Figure 1.2(a) for both
spin channels the tunneling probability is reduced as either type of carrier sees a reduced
density of states at the Fermi energy at one of the FM electrodes. In the P state, as in
Figure 1.2(b), for the majority channel there are enough states available at both the elec-
trodes, increasing the tunneling probability. Hence the P state shows a lower resistance
than the AP state. Based on these simplified assumptions, Julliere suggested the follow-
ing relation between the TMR and the degree of spin-polarization of the ferromagnetic
electrodes [33],
TMR =
2P1P2
1− P1P2 , (1.2)
where P1 and P2 are spin polarization of density of states at the Fermi energy in the
ferromagnetic electrodes. However, tunnel barrier dielectric does play a role in achieving
high TMR, as was established later by more detailed theories as well as experimental
results [33]. TMR values more than 600% at 300 K has been achieved so far using CoFe
ferromagnetic electrodes and MgO tunnel barrier [34].
The write process changes the magnetic orientation of one of the FM layer, the
so-called “free” layer (FL) FM in the MTJ stack. The other FM layer is designed to
remain magnetized along a predefined direction and hence referred to as the “fixed” or
“reference” layer (RL) FM. As mentioned previously, earlier generations of MRAMs
used a magnetic field induced switching process where the magnetic field required for
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Figure 1.2: Read (TMR) and write (STT) processes in an MTJ. (a) & (b) explain the
transport mechanism using spin-dependent tunneling processes (dotted arrows) for AP
(a) and P (b) configurations of the FM electrodes. STT switching process for AP to P
transition is explained in (c). Small RED arrows denote electron spin and small green
arrow is the direction of the torque.
the switching is generated by a current carrying wire. The STT-induced switching offers
a more controlled and efficient way of switching. The STT write process for the AP
to P transition is illustrated in Figure 1.2(c). Unpolarized electrons enter the fixed FM
and get spin-polarized according to the direction of the fixed FM. These spin-polarized
electrons then tunnel through the tunnel barrier and enter the free FM. Electrons coming
out at the right end of the tunnel junction again follow the polarization direction of the
free FM. If the magnetic orientation of the free FM is different from that of fixed FM,
electrons must have transferred their angular momentum as they traveled through the free
FM. This angular momentum exerts a torque on the free FM that tries to align the free FM
towards the fixed FM. When the current direction is reversed, through a similar process
of angular momentum transfer (via the reflected electrons [35]), the free layer aligns anti-
parallel to the fixed layer. The switching times of the memory element and the retention
properties (the magnetic bit stability) will depend on the magnetic properties of the FM
layers and the spin-filtering properties of their interfaces with the tunnel barrier. The next
section introduces the theoretical framework that will be used throughout this dissertation
to describe magnetic properties and magnetization dynamics of these magnets.
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1.2 Micromagnetic framework and magnetization dynamics
Knowledge of equilibrium magnetization configurations, their long term stability
under real operating conditions, and STT-induced dynamics is necessary for quantitative
understanding of STTRAM. Micromagnetic simulations are very useful for this purpose.
The term micromagnetics was first introduced by Brown [36]. Within the micromagnetic
framework, magnetization of a ferromagnetic material is treated as a classical vector of
fixed length (equals the saturation magnetic moment Ms) with its direction allowed to
vary continuously over spatial coordinates [37]. The space-varying magnetization vector
is then represented as Msm¯(r¯), where, m¯(r¯) is the space-varying unit vector pointing at
the direction of magnetization. The basic energy terms required to describe the magneti-
zation processes are the exchange, magnetostatic and anisotropy energy terms (where, de-
pending on the material under consideration the latter term may be omitted). Minimizing
this total energy functional with respect to the magnetization, equilibrium magnetization
states are then obtained. The gradient of this energy with respect to magnetization is the
effective field that governs the magnetization dynamics.
The total energy ETotal for a given magnetization distribution m¯(r¯) for a ferro-
magnet of volume V can be written as,
ETotal =
∫
V
[
Aex (|∇m¯|)2 − 1
2
µ0Ms(H¯d · m¯) + eanisotropy − µ0Ms(H¯ext · m¯)
]
, (1.3)
where the first three terms correspond to the exchange, magnetostatic and anisotropy
energies, respectively, and the fourth term takes into account the Zeeman energy due
to the applied magnetic field H¯ext. Note that SI unit has been followed in the above
equation and same will be used for the rest of the dissertation. The exchange energy
term, Aex|∇m¯|2, contains the information of quantum-mechanical exchange interaction.
This term is the continuum form of the well-known Heisenberg exchange interaction. Aex
is the exchange coefficient used in the micromagnetic description.
The magnetostatic energy term, also known as the stray field energy or demag-
netizing energy, accounts for the classical interactions among the magnetized particles
within the ferromagnet’s body. As it originates from the magnetization itself, it is also
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called magnetostatic self energy. This energy and the corresponding demagnetizing field,
H¯d, can be evaluated from the Maxwell’s equations [37, 38]. From Maxwell’s equations,
in absence of charge and displacement currents, one obtains ∇¯ × H¯d = 0. Hence H¯d
can be expressed as the gradient of a scalar potential, such that H¯d = −∇¯U , where the
negative sign is used as a convention. Again from another of Maxwell’s equations one
obtains ∇¯ · B¯ = 0. Substituting B¯ = µ0(H¯d +Msm¯) and H¯d = −∇¯U in ∇¯ · B¯ = 0 gives,
∇2U = Ms∇¯ · m¯. (1.4)
In the above equation ∇¯ · M¯ acts the magnetic charge density. Outside the ferromagnetic
region Ms = 0, giving ∇2U = 0. Then at the boundary H¯d parallel to the surface
is continuous, and B¯ perpendicular to the surface is continuous. These two constraints
result in to two boundary conditions for U . Solving the above equation with the boundary
conditions, H¯d is obtained.
The anisotropy energy can be of different forms depending on the symmetry of
the crystal structure of the ferromagnetic material. For the purpose of this dissertation,
only uniaxial anisotropy is discussed here. More information on anisotropy can be found
in [37, 38]. Uniaxial anisotropy attempts to align the magnetic moments m¯ within the
material along a certain crystal axis (easy axis type) or away from the axis (easy plane
type). This type of anisotropy could arise in a material with, e.g., a hexagonal crystal
structure [38]. In thinner ferromagnetic films, interface anisotropy also can act as a source
of uniaxial anisotropy [39, 40]. For both cases, the anisotropy energy can be written
as [37, 38],
eanisotropy = Ku1
[
1− (u¯ · m¯)2]+Ku2 [1− (u¯ · m¯)2]2 + ..., (1.5)
where u¯ is the anisotropy axis, Ku1 is the first order anisotropy term, and Ku2 is the
second order anisotropy term. Higher order terms (including Ku2) are usually negligible.
Again, for the materials and devices considered in this dissertation, only perpendicular
magnetic anisotropy (PMA) is relevant. For PMA u¯ = zˆ with zˆ being the out-of-plane
normal (along the thickness) direction of the ferromagnetic thin film. Replacing u¯ with zˆ
in the above equation, one obtains,
eanisotropy = Ku1
[
1− cos2 θ]+Ku2 [1− cos2 θ]2 + ..., (1.6)
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where θ is the polar angle (angle between the vectors zˆ and u¯) of magnetization m¯.
The effective magnetic field H¯eff can be obtained from ETotal as,
H¯eff(r¯) = − 1
µ0Ms
∇m¯
[
Aex
(|∇m¯|)2 − 1
2
µ0Ms(H¯d · m¯) + eanisotropy − µ0Ms(H¯ext · m¯)
]
,
(1.7)
where ∇m¯ =
(
xˆ ∂
∂mx
, yˆ ∂
∂my
, zˆ ∂
∂mz
)
denotes differentiation with respect to the mag-
netization m¯ =
(
mx, my, mz
)
. The dynamics of the magnetic moments under this
effective magnetic field then is obtained from the Landau-Lifshitz-Gilbert (LLG) equa-
tion,
dm¯
dt
= −γ (m¯× H¯eff)− α(m¯× dm¯
dt
)
. (1.8)
In the above equation, γ = 2.21×105 m/A·s is the gyromagnetic ratio and α is the Gilbert
damping constant. The first term accounts for a precessional motion of the magnetic
moment m¯(r¯) around the effective magnetic field H¯eff(r¯). The second term then accounts
for different energy dissipation processes that eventually align the magnetic moments to
the direction of local effective magnetic fields.
In presence of spin-transfer-torque two more terms are then added to the above
equation as,
dm¯
dt
= −γ (m¯× H¯eff)− α(m¯× dm¯
dt
)
+ γβ (m¯× (m¯p × m¯))− γβp (m×mp) .
(1.9)
The third and fourth terms in the above equation are known as the Slonczewski-like and
field-like torque terms, respectively. The factor β = h¯
µ0q
J
tFLMs
, where J is the charge
current density, q = 1.6× 10−19 Coulomb is the magnitude of electron charge.  = η/2,
where η is the spin-polarization of the charge current. The factor p is usually smaller
than  and will be ignored in most of the discussions in this dissertation unless otherwise
specified. The above equation with the Slonczewski-like term also is referred to as the
Landau-Lifshitz-Gilbert-Slonczewski (LLGS) equation. Equation 1.9 can be represented
in the equivalent Landau-Lifshitz form as,
dm¯
dt
= −γ′ (m¯× H¯eff)− αγ′ (m¯× (m¯× H¯eff))+ γ′β (+ αp) (m¯× (m¯p × m¯))
− γ′β (p − α) (m×mp) , (1.10)
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where γ′ = γ
1+α2
. In micromagnetic simulations [41, 42], the above equation is then nu-
merically integrated with appropriate boundary conditions. To obtain the magnetization
dynamics, an initial magnetization state also is required. To obtain the initial equilibrium
magnetization configuration, the STT terms in Equation 1.10 are set to zero and the time
integration is continued for sufficiently long times such that the dm¯
dt
term becomes neg-
ligible. Alternatively, the equilibrium magnetization configuration may be obtained by
direct energy minimization.
State-of-the art micromagnetic simulators such as Object Oriented Micromagnetic
Framework (OOMMF) [41] or MUMAX3 [42] allow one to study magnetization dynam-
ics as well as equilibrium magnetic states over ferromagnetic volumes of arbitrary shapes
and sizes. Micromagnetic simulations described in subsequent chapters are performed
using these two codes. However, for the purpose of STTRAM, useful insights from the
above equations can be obtained by approximating the magnetization m¯ to be uniform
over the volume of the ferromagnet. This approximation, the so-called “macrospin ap-
proximation,” is often sufficient to obtain an estimate of the switching current, switching
time and retention properties of an STTRAM bit, as the ferromagnetic electrodes are
usually patterned in nanoscale dimensions.
1.2.1 Macrospin approximation
Assuming an uniformly magnetized ferromagnet, the demagnetizing field can be
written in the form H¯d = −MsNm¯, where N is the demagnetizing tensor with only
diagonal terms Nxx, Nyy, Nzz being non-zero and Nxx +Nyy +Nzz = 1 [37]. The factors
Nxx, Nyy and Nzz can be determined from Aarhoni’s formula [43] for FMs of rectangular
shape, or by using micromagnetic simulations for other simple shapes (e.g., ellipses or
circles) [44]. The total energy (Equation 1.3) within the macrospin approximation can
be written as (expressing demagnetizing energy using the above factors, and a first order
uniaxial anisotropy energy with anisotropy axis along the out-of-plane z direction),
ETotal = V
[
1
2
µ0M
2
s
(
Nxxm
2
x +Nyym
2
y +Nzzm
2
z
)
+Ku1(1−m2z)
]
, (1.11)
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where V is the volume of the bit and m¯ =
(
mx, my, mz
)
is the magnetization vector
of the uniformly magnetized ferromagnetic body. For an I-STT bit, the FL magnet is
patterned in an elliptic shape and has negligible uniaxial anisotropy (Ku1 = 0). Assuming
the major axis of the elliptic FM along the xˆ direction and minor axis along the yˆ direction,
Equation 1.11 gives two energy minima along m¯ = ±xˆ. The minimum energy barrier
separating these two minima then decides the thermal stability factor ∆ of the equilibrium
states. For the I-STT bit with elliptic magnet, from the above equation, one obtains,
∆I−STT =
V
kBT
1
2
µ0M
2
s (Nyy −Nxx) =
V
kBT
1
2
µ0MsH
I−STT
K , (1.12)
where kB is the Boltzmann’s constant and T is the temperature. In the expression on the
far right of Equation 1.12, it is useful to define the shape-anisotropy field as H I−STTK =
Ms (Nyy −Nxx). The retention time τlife is related to ∆ by the Néel-Brown relaxation
model [45, 46], with τlife = τ0 exp(∆). For ∼10 years of retention, ∆ ≥ 40 is required.
For the I-STT bit, the thermal stability ∆I−STT then is controlled by the factors Nxx and
Nyy. These factors again are decided by the aspect ratio of the elliptic or rectangular FM.
For a P-STT bit of circular shape Nxx = Nyy. Strong perpendicular anisotropy
energy Ku1 prefers out-of-plane alignment of the magnet, giving two equilibrium states
along m¯ = ±zˆ. The thermal stability factor for the P-STT bit becomes,
∆P−STT =
V
kBT
1
2
µ0Ms
[
2Ku1
µ0Ms
− (Nzz −Nxx)Ms
]
=
V
kBT
1
2
µ0MsH
P−STT
K , (1.13)
where, HP−STTK =
[
2Ku1
µ0Ms
− (Nzz −Nxx)Ms
]
, is the effective perpendicular anisotropy
field. In this case the thermal stability factor is largely controlled by the product Ku1V
and weakly dependent on the shape of the magnet.
The macrospin approximation also gives an analytical estimate of the critical cur-
rent requited to switch the free layer magnet between the equilibrium energy valleys. The
critical current required to destabilize an energy minima can be obtained from the sta-
bility condition of the linearized LLGS equation [47, 48]. For an I-STT bit, the critical
current for STT switching, neglecting the field-like torque and anisotropy terms, can be
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expressed as,
I I−STTc0 =
αµ0qV M
2
s
2h¯
[Nyy +Nzz − 2Nxx] = αq
h¯
[
kBT∆
I−STT +
1
2
µ0M
2
s (Nzz −Nxx)
]
.
(1.14)
Similarly, the critical current for a P-STT bit, neglecting the field-like torque term, be-
comes,
IP−STTc0 =
2αqV
h¯
[
Ku1 − 1
2
µ0M
2
s (Nzz −Nxx)
]
=
2αq
h¯
kBT∆
P−STT. (1.15)
In Equation 1.14, for the I-STT bit 1
2
µ0M
2
s (Nzz − Nxx)  kBT∆I−STT. Due to the
additional factor of 1
2
µ0M
2
s (Nzz − Nxx), the critical switching current for an I-STT bit
will be much higher than a P-STT bit of same thermal stability. With typical values of
material parameters, the switching current density obtained from the above equations are
of the order of 1010 A/m2 [45, 47]. Also, the above equations are only valid in the zero
temperature limit. For finite temperature simulations, a random fluctuating field term is
added to the effective field in the LLGS equation. Hence magnetization dynamics at finite
temperature is stochastic [49–51]. Details of the stochastic LLGS equation and stochastic
write process at a finite temperature will be discussed in Chapter 4.
1.3 Dissertation overview
Two key points to note from the discussion above is that: (1) the critical switching
current of an STTRAM bit is quite high, and (2) the write process is stochastic. To
ensure a fast and reliable write operation, a relatively high current (higher than the critical
current) must be applied. The area of the selection transistor required to support such a
large current is much bigger than the area of the MTJ itself (the transistor area could be
as large as ∼ 10 times the the MTJ area [5]). Thus the STTRAM cell area is limited
by the selection transistor size. To achieve higher memory density, switching current
must be reduced. Materials with ultra-low damping and/or higher spin-torque efficiency
can lower the switching current without affecting the thermal stability. Another option
is to accommodate multiple bits within a single cell while having the same transistor
area. The latter approach is explored in this work. As shown in a previous work [7], by
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using a cross-shaped magnet as the free layer, four equilibrium state could be realized
and two bits could be stored within a single MTJ. In Chapter 2, we revisit this idea of
a shape-engineered FM and investigate low power switching mechanisms for this multi-
state memory cell.
As explained in the previous section, in order to achieve a lower critical current
density while meeting the long term storage criterion, magnets with perpendicular mag-
netic anisotropy are more attractive than in-plane magnets. The thermal stability factor,
∆ of a P-STT bit (Equation 1.13) is roughly proportional to the product of the anisotropy
strength per unit volume Ku1, and the volume of the bit V . Thus as the free layer volume
is scaled down, materials with higher Ku1 would be required to maintain ∆ ≥ 40. This
has triggered a search for materials with higher PMA energy [11, 52]. In Chapter 3, we
focus on the magnetic anisotropy and magnetization reversal in chromium telluride thin
films with strong perpendicular magnetic anisotropy. Although for device applications
patterned magnets are usually required, material property of the ferromagnetic materials
are often studied using thin films. Chapter 3 also serves to explain how material properties
are determined from the magnetization vs. applied field measurements.
In Chapter 4 and 5, we focus on the stochastic write process of STTRAM, espe-
cially the problem of estimating write error probabilities. The probability that the free
layer remains unswitched at the end of a finite duration current pulse is called the write
error rate (WER). For practical applications WER needs to be lower than a certain value
e.g., 10−9 [11] depending on the error correction capabilities. WER can be modeled pre-
cisely within the macrospin approximation from the Fokker-Planck equation. However,
the free layer FM may not always follow a macrospin model. Spatially-incoherent mag-
netization states excited by the combined effects of STT and thermal fluctuations may
influence the switching process and the WER. Micromagnetic simulations are required
to capture such spatially-incoherent switching processes. Number of independent sim-
ulations required for reliable estimation of such ultra-low WERs makes this approach
infeasible. In Chapter 4 and 5, a new method is proposed which enables computation
of such ultra-low WER of an STTRAM bit including micromagnetic effects. In Chapter
12
4, we focus on the WER of a P-STT bit. The case of an I-STT bit is then discussed in
Chapter 5.
Chapter 6 concludes the dissertation by summarizing the key findings and identi-
fying potential future research directions.
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Chapter 2
Cross-shaped ferromagnet based multi-state magnetic
memory
To meet the switching current requirement of a STTRAM cell a large selection
transistor is required, which limits the bit packing density of the memory array. Even
for the state-of-the art perpendicular STTRAM technology, with the transistor being 5-10
times larger than the area of the MTJ [5], the cell area could be up to ∼14-20F 2. To
improve the information storage density of STTRAM memory arrays, multi-level cells
(MLCs) have been studied where the storage density could be improved by storing more
than one bit within a single cell [53, 54]. To store n bits in one cell, 2n different states
(equilibrium magnetic states, each with a unique resistance) are required. A two bit/cell
memory could be realized by connecting two different MTJs in series or parallel to each
other, with each MTJ switching at a different current density [55–57]. Similar MLC
STTRAM structures have also been studied where the STT mechanism is replaced by a
spin-orbit-torque (SOT) or spin-Hall-effect (SHE) based writing scheme [58, 59]. How-
ever it could be difficult to extend this technique to more than two bit/cell using either
of these approaches. Another possible route to achieve higher packing density is to ex-
plore circuit level solutions where multiple single bit MTJs can be accessed by a single
The results reported in this chapter have been published in: (1) “Micromagnetic simulations of spin-
wave normal modes and the spin-transfer-torque driven magnetization dynamics of a ferromagnetic cross”
by T. Pramanik, U. Roy, M. Tsoi, L. F. Register, S. K. Banerjee in Journal of Applied Physics, vol. 115,
no. 17, pp. 17D123, 2014. (2) “Proposal of a Multistate Memory Using Voltage Controlled Magnetic
Anisotropy of a Cross-Shaped Ferromagnet” by T. Pramanik, U. Roy, L. F. Register, S. K. Banerjee, in
IEEE Transactions on Nanotechnology, vol. 14, issue 5, pages 883-888, 2015. Contributions: T. Pramanik
carried out the micromagnetic simulations, T. Pramanik and U. Roy wrote the manuscripts, M. Tsoi, L. F.
Register and S. K. Banerjee supervised the work, and all authors reviewed and commented on the results
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selection transistor [60–63]. More disruptive solutions have also been explored recently
using domain wall motion confined in magnetic nanotracks to realize more than two re-
sistance states [64, 65]. In this work, we’ll explore an option that modifies the shape of
the free layer (FL) ferromagnet (FM) to create more than two energy minima with each
of them having a distinct resistance value. Nanomagnets of various complex shapes were
previously studied for a wide range of device applications [66–70]. An approach very
similar to the one discussed here was also proposed previously in a patent [71] where the
possibility of storing up to three bits (eight states) within a single FM was mentioned.
A more recent study showed six magnetic states in a similar shape-engineered FM [72].
This approach has the advantage that the structure of the MTJ remains same as for a sin-
gle bit case, and it could be extended to more than two bit/cell storage. However, details
of the write process that involves magnetization switching were not reported. Our pre-
vious study focusing on the STT-induced write mechanism of a cross-shaped FM (a two
bit per cell memory) revealed complex switching dynamics and very large write current
requirement [7, 73] that outweighs the benefit of a multi-state memory.
In this chapter, first, our previous work [73] on the cross-shaped FM based two
bits/cell STTRAM is summarized. Next, magnetic normal modes of such a shape-engineered
FM are studied to understand the origin of complex switching dynamics observed previ-
ously [74]. Finally, to lower the write energy, a voltage controlled switching mecha-
nism [75] of a similar shape-engineered structure is studied.
2.1 Cross-shaped ferromagnet for two bits/cell STTRAM
The multi-state concept explored in [7] is schematically shown in Figure 2.1.
Magnetization easy direction of an elongated particle, such as a rectangle or an ellipse
follows the long axis of the element [Figure 2.1(a)]. Guided by the same intuition, more
than one easy direction possibly could be designed by adding another easy direction to
the rectangle. The result is a cross-shaped element with four equivalent energy minima
as shown in Figure 2.1(b). Indeed, bi-axial anisotropy of such shapes has been explored
earlier [76], although the dimensions were much larger. Four energy minima, as depicted
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Figure 2.1: Multi-state magnetic memory based on a cross-shaped ferromagnet: (a) Equi-
librium energy minima for a rectangular FM follow the long axis of the rectangle. (b)
Four different magnetized states corresponding to four equilibrium energy minima of the
cross-shaped FM. (c) Cross-shaped MTJ with the RL uniformly magnetized along an
asymmetric angle of 22.5◦ that resolves four energy minima of the cross-shaped FL into
four different resistance levels allowing storage of 2 bits within one memory cell (1 MTJ).
schematically in Figure 2.1(b), for such a nanoscale cross-shaped FM can be obtained
from micromagnetic simulations [73]. The shape anisotropy of the branches and hence
the barrier height between the minima are controlled by the aspect ratio (AR) of the
branches. The multi-state MTJ structure is shown in Figure2.1(c) with the reference layer
(RL) magnet assumed to be oriented at an angle of 22.5◦ with the short branch. The non-
trivial magnetization direction of the RL magnet presumably could be achieved by engi-
neering a synthetic-antiferromagnet (SAF) structure pinned by an antiferromagnet layer
underneath. The asymmetry in the RL magnetization direction together with the asym-
metry in the branch dimensions [l1 6= l2 in Figure 2.1(c)] results in four well-separated
resistance levels that could store 2 bits [77].
These two asymmetries (asymmetries in the branch dimensions and the direction
of the RL magnetization) are also required to design a reliable STT-induced write process
for the multi-state FM [73]. Table 2.1 summarizes the switching process of the multi-state
bit studied in [73]. These switching current densities are, of course, for certain choices
of material parameters and dimensions, but serve the purpose of illustrating the switching
mechanism. Depending on the current pulse amplitude the bit could be switched from
“State 1” to “State 2” or from “State 1” to “State 3”. Switching to “State 4” from “State
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Table 2.1: Switching of the cross-shaped FM with STT. The initial state in each case is
“State 1”. Pulse durations are not drawn to scale. For more details see [73].
Current density (A/cm2) Pulse shape Final state
J0 < 0.25×108 “State 1”
0.25×108 ≤ J1→2 ≤ 1.75×108 “State 2”
1.75×108 < J1→2,3 < 3.5×108 “State 2 or 3”
J1→3 ≥ 3.5×108 “State 3”
J1→3, followed by −J1→2 “State 4”
1” has to be via “State 3” and requires two opposite polarity pulses. In general, switching
between any two arbitrary states could be realized using one or two pulses of appropriate
polarities and amplitudes. Note that the current density required for switching is of the
order of 108 A/cm2. There also exists a certain range of current densities where the
final state could be either “State 2” or “State 3”. In this range the final magnetization
state is picked randomly with increased current density [73]. Though the reason for such
anomaly is not well understood, this random behavior seems to disappear with a different
set of material parameters [78]. In the following section, normal modes of excitation
of the cross-shaped FM is studied with a hope to illuminate the complex magnetization
dynamics observed during switching.
2.2 Magnetic normal modes of the cross-shaped ferromagnet excited
by STT
Spin-transfer-torque (STT) driven ferromagnetic resonance (ST-FMR) [79] and
spin wave (SW) excitations [80, 81] in magnetic thin films and patterned magnets have
been explored widely over the last decade due to both fundamental interest and potential
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Figure 2.2: “State 1” magnetization distribution for two different geometries of cross-
shaped FM: (a) Symmetric branches (b) Asymmetric branches. Direction of the RL mag-
netization ~mp defines the spin-polarization direction θSPC of the current.
applications in spintronic devices [82–85]. Here, spin wave modes of the cross-shaped
FM are calculated using the micromagnetic spectral mapping technique for different de-
gree of asymmetry in the branch dimensions and the spin-polarization direction of the
current.
All micromagnetic simulations have been done using OOMMF [41]. To sepa-
rate out the effect of asymmetry in the branch dimensions from the effect of asymmetry
in the direction of the spin polarized current (θSPC), two different structures have been
simulated. These two configurations are shown in Figure 2.2 along with the lateral di-
mension of the structure and the axes convention. The thickness of the magnet is 2 nm in
both cases. Then for each shape, two different θSPC values are considered: θSPC = 45◦
(henceforth referred to as symmetric SPC) and θSPC = 22.5◦ (henceforth referred to as
asymmetric SPC). Only the free layer magnet is simulated assuming the fixed layer mag-
net to act only as a source of spin polarized current. The material parameters used are:
saturation magnetization Ms = 1400 × 103 A/m, exchange constant Aex = 30 × 10−12
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Figure 2.3: Power spectra obtained from the z-component of magnetization for (a) sym-
metric and (b) asymmetric cross-shaped FM with θSPC = 45◦ and θSPC = 22.5◦. Adapted
from [74].
J/m, Gilbert damping constant α = 0.01, spin polarization of the current η = 0.4. A cell
size of 2 nm has been used for all three directions. Field-like-torque (FLT) is set to be
30% of STT [73,86]. Spin-wave modes are calculated employing techniques as described
in [44]. Equilibrium magnetic configuration equivalent to “State 1” (as in Figure 2.2) is
obtained first by energy minimization. Then a SPC pulse of given symmetry (θSPC) and
current density of 107 A/cm2 is applied on the equilibrium state at time t = 0 ns. The
applied current strength is low enough (much lower than the switching currents noted in
Table 2.1) such that only a small amplitude oscillation is induced. This magnetization
dynamics is recorded up to 10 ns at a sampling interval of 5 ps allowing one to investigate
frequencies up to 100 GHz with a resolution of 100 MHz. To obtain the frequency domain
data, fast Fourier transom (FFT) is computed from the time domain variation of out-of-
plane (z) component of magnetization for each discretized cell. The frequency spectra is
then obtained by averaging the FFT power over all of the discretized cells in the magnetic
domain. After identifying peaks from the spectra, spectral maps are obtained by plotting
space varying FFT amplitude and phase for each frequency peak in the spectra.
Frequency spectra obtained for the above two cases are shown in Figure 2.3. For
the symmetric cross (Figure 2.3(a)), two peaks at 12.3 GHz and 29.4 GHz are present for
both θSPC = 45◦ and θSPC = 22.5◦, while two additional peaks at 10.6 GHz and 18.1 GHz
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Figure 2.4: Spatial distribution of oscillation amplitude and phase in the symmetric cross-
shaped FM corresponding to the peaks shown in Figure 2.3(a) for θSPC = 22.5◦. All
images follow the same color map shown on the left. Adapted from [74].
appears only for θSPC = 22.5◦. Such dependence of the excited modes on the direction of
SPC was also reported for an elliptic magnet [87]. Spatial maps of oscillation amplitude
and phase corresponding to the peaks are shown in Figure 2.4. The peaks at 10.6 GHz
could be identified as a quasi-uniform mode (although the precession amplitude is higher
at the edges). The peak at 12.3 GHz also shows stronger oscillation at the branch edges
similar to the 10.6 Hz modes. But the phase image shows that for this mode, precession
at any two neighboring branches are in out-of-phase. The other two modes at 18.1 GHz
and 29.4 GHz are found to be higher order standing wave like excitations.
Figure 2.3(b) shows the spectra for the asymmetric cross. For both θSPC = 45◦
and θSPC = 22.5◦ same set of modes are found. Spatial maps of oscillation amplitude
and phase corresponding to the peaks are shown in Figure 2.5. The first two peaks at
11.0 GHz and 12.2 GHz show edge mode like spatial variation in the short and long
branches, respectively. The mode at 12.2 GHz again shows out-of-phase precession at
any two neighboring branches. The peaks at 16.5 GHz and 23.9 GHz shows standing
wave like pattern in the branches. In the case of asymmetric cross changing the direction
of polarization of SPC does not give rise to any additional modes. This is probably due
to the dominance of shape anisotropy (over asymmetry of polarization direction of SPC)
dictated by the asymmetry of dimensions of the short and the long branches.
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Figure 2.5: Spatial distribution of oscillation amplitude and phase in the asymmetric
cross-shaped FM corresponding to the peaks shown in Figure 2.3(b) for θSPC = 22.5◦.
All images follow the same color map shown on the left. Adapted from [74].
As mentioned earlier, the cross-shaped FM could be considered as a ferromagnet
having an effective bi-axial anisotropy created by two rectangles coupled at the center.
It is interesting to compare the excited mode frequencies with that of rectangular FMs
of similar dimensions. In absence of any external magnetic field, the uniform mode fre-
quency fU of a thin rectangular FM is given by the Kittel’s formula [44],
fU =
1
2pi
γµ0Ms
√
(Nzz −Nxx)(Nyy −Nxx), (2.1)
where, gyromagnetic ratio γ = 1.76×1011 rad/T·s, vacuum permeability µ0 = 4pi×10−7
V·s/A·m and Nxx, Nyy, Nzz are the diagonal elements of the demagnetizing tensor for a
rectangle with the long side along the x direction and the short side along the y direction.
Saturation magnetization Ms = 1400 × 103 A/m is used. The demagnetizing factors
are estimated from Aharoni’s formula [43]. The uniform mode frequencies calculated
using Equation 2.1 for different aspect ratio rectangles are listed in Table 2.2. As evident,
the uniform mode frequencies of rectangles with dimensions equal to the branches of
the cross-shaped FM are quite close to the first two peaks obtained in Figure 2.3(a)-(b).
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Table 2.2: Uniform mode frequencies from Kittel’s formula.
Length (nm) Width (nm) Thickness (nm) Frequency (GHz)
40 20 2 10.3
60 20 2 12.3
100 20 2 13.8
140 20 1.8 14.5
Note that, for the cross-shaped FM, the precession in the branches are localized at the
edges and rather non-uniform, presumably due to the non-uniformity of the effective
field originating from the 45◦ domain wall at the center of the cross. Also, the frequency
of the rectangles with length equal to the lateral (or vertical) extent of the cross-shaped
FM, are much higher than the quasi-uniform mode frequencies observed in Figure 2.3(a)-
(b). This is expected as the center creates a coupling among the branches giving rise to
an effective biaxial anisotropy, while weakening the shape anisotropy of the constituent
rectangles themselves.
The confinement in the branches is decided by the non-uniform internal magnetic
field and could be studied further following methods similar to the ones in [84, 88]. Nev-
ertheless, the above results indicate that the asymmetry of the cross dimensions has a
stronger effect on the excited spin wave modes than the direction of spin-polarization
of the current. This could be a reason of why an asymmetric cross-shaped structure is
necessary together with the asymmetry of the RL to better resolve the switching current
densities from “State 1” to “State 2” and “State 1” to “State 3” [73].
2.3 Voltage controlled switching of the cross-shaped ferromagnet
STT-based write scheme for the cross-shaped FM requires a large write current.
The issue becomes worse when we need well separated current levels targeting specific
final states. Higher current levels (compared to the critical current of a single bit device)
would also require an increased area of the drive transistor, i.e., this multi-level cell en-
ables two bit/cell storage, albeit with an increased transistor size. As a result the storage
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density does not increase much (if not reduced) even with this multi-state cell. In the
following section, we attempt to address this issue with a low power voltage controlled
switching method for the cross-shaped ferromagnet.
2.3.1 Voltage controlled magnetic anisotropy
Recently voltage control of magnetism has become a very active area of research
due to fundamental interest and due to the possibility of manipulating magnetism at the
nanoscale in a more energy efficient manner by applying electric fields instead of cur-
rents [89]. Voltage controlled magnetic anisotropy (VCMA) is one these options that has
recently gained a lot of interest as this could be observed at CoFe/MgO interfaces that
is also the material of choice for conventional STTRAM [40]. Perpendicular magnetic
anisotropy (PMA) at the interface of MgO with Fe-based alloys is also used in perpendic-
ular STTRAM bit [40, 90, 91]. Once the thickness of the FM is reduced below a critical
limit, this anisotropy could win over the out-of-plane demagnetizing field of a ferromag-
netic thin film. Below this critical thickness the magnetization prefers to align along the
out-of-plane (normal to the plane of the thin film) direction. This anisotropy energy has
been shown to be dependent on the electric field across the interface [84,92–102] and the
effect has been termed as voltage controlled magnetic anisotropy (VCMA). VCMA may
assist STT-induced switching, resulting in a significant reduction of the STT-switching
current density [96, 98, 99]. Alternatively, VCMA-induced precessional motion may be
used to achieve switching, without the need for STT. The latter approach of precessional
switching offers a highly efficient write process offering ultra-low write energy compared
to the STT-based write process. This option has already been explored theoretically [101]
and demonstrated experimentally [95, 100] in patterned FMs of rectangular, elliptic and
circular shapes.
Figure 2.6(a) shows a typical arrangement for VCMA-based precessional switch-
ing of FL in an in-plane MTJ structure. For an MTJ, as the electric field direction is
opposite at the two FM/MgO interfaces, PMA energy density will be reduced at one in-
terface and increased at the other interface. During switching the electric field is applied
to increase the PMA energy of the FL (i.e., PMA energy of the RL is reduced under the
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same electric field, which has no effect on the already in-plane RL magnet). The variation
of the anisotropy energy Ku1 with the applied electric field F has been shown to be,
Ku1 =
1
tFL
[Kt − ζF ], (2.2)
where, ζ is the VCMA coefficient (change of interface anisotropy energy in J/m2 per unit
of applied electric field in V/m) and tFL is the thickness of the FL, Kt is the anisotropy
energy per unit interface area. The thickness term tFL in the denominator indicates the
interfacial nature of the anisotropy as well as the VCMA effect. Figure 2.6(b-d) explain
the VCMA-based switching process for an in-plane FL with equilibrium (F = 0) energy
minima along the x-axis. The voltage is turned on at time t = 0 ns. With the energy
minima now along the z-axis, the FL magnet begins to precess around this new effective
field. If the voltage is left turned ON, as in Figure 2.6(b), the magnetization finally aligns
itself toward the +z direction. If the voltage is turned OFF after the half-precession cycle
(∼ 0.7 ns, Figure 2.6(c)) or after the full precession cycle (∼ 1.3 ns, Figure 2.6(d)), the FL
gets damped to the nearest energy minima (along the x direction). Hence, by controlling
the voltage pulse width the bit can be switched from one state to the other. As there is
no STT required in this process, by optimizing the MgO thickness (to reduce the current
flow due to the applied electric field), essentially a completely voltage-controlled write
process can be designed.
Note that after the application of the voltage pulse, the magnet could choose either
the +z or the−z direction (they are equivalent in terms of energy) depending on the initial
value of the out-of-plane component of the magnetization at t = 0 [103]. The precession
direction would be opposite for these two cases. As this small out-of-plane component of
magnetization at t = 0 would be randomly decided by the thermal fluctuations, there is
hardly any control on the precession direction. For this single bit device, the precession
direction does not affect the final state (turning OFF the pulse at ∼ 0.7 ns will toggle
the state). However, the direction of precession becomes important for the cross-shaped
FM based multi-state bit. As discussed in the following section, a small out-of-plane
magnetic field would be necessary to break the symmetry of the out-of-plane directions
and ensure same direction of rotation each time a pulse is applied.
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Figure 2.6: VCMA-based precessional switching explained using macrospin simulations
of an in-plane FL magnet. (a) In-plane MTJ with the FL thickness optimized to ob-
tain substantially large PMA, while retaining in-plane orientation at equilibrium. Axes
definitions and polarity of positive bias is also shown. (b) Precessional magnetization
trajectory taken by the FL magnet under applied bias voltage. (c) A 0.7 ns long voltage
pulse switches the FL from +x to −x direction. (d) A 1.3 ns long pulse returns the FL to
the initial +x direction.
As explained in section 2.1, four equilibrium magnetization states of a cross-
shaped FM arise out of the shape induced anisotropy. The logic state associated with
the equilibrium magnetization states are determined by the in-plane magnetization com-
ponents guided by the shape of the magnet. Materials with strong PMA are not suitable
for such a device, as PMA favors out-of-plane magnetization irrespective of the shape.
However, by choosing appropriate dimensions and thickness of a cross-shaped FM with
significant interfacial PMA, it is possible to switch the magnetization between the equi-
librium magnetization states using VCMA-based precessional motion, while the in-plane
component of the magnetization provides multi-state functionality as before [75].
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2.3.2 Switching cross-shaped ferromagnet using VCMA
2.3.2.1 Simulation details
Again, OOMMF [41] simulations are used to obtain the equilibrium magneti-
zation states and magnetization dynamics of the cross-shaped FM. Following previous
reports [95,101,104], the interfacial PMA is included as a uniaxial anisotropy field in the
effective field term in Landau-Lifshitz-Gilbert (LLG) equation. For all the simulations, a
cell size of 1 nm is used in the x and y directions (axes definitions are shown in Figure
2.7). The cell size in the out-of-plane (z) direction is set equal to the thickness of the
cross-shaped FM. Material parameters used are: saturation magnetization Ms = 1150
kA/m, damping constant α = 0.01, exchange constant A = 30 pJ/m, interfacial perpen-
dicular anisotropy Kt = 1.3 mJ/m2, which are typical for CoFeB alloys [40, 96, 105].
The interfacial PMA is assumed to change linearly with the applied electric field as per
Equation 2.2, with a coefficient of electric field control of magnetic anisotropy ζ . The re-
ported (experimental and theoretical) values of the coefficient ζ varies from 30 µJ/m2
per 1 V/nm of electric field to 100 µJ/m2 per 1 V/nm of electric field [92–97, 106].
We assumed ζ = 50 µJ/m2 per 1 V/nm for all the simulations. We define the positive
bias voltage with polarity as shown in Figure 2.7 (inset). Hence, with a positive bias
voltage the electric field points from the FL magnet towards the MgO layer at the FM-
MgO interface, increasing the interfacial PMA of the FL, consistent with experimental
reports [96, 97, 100]. The reported values of the breakdown electric field for an MgO
tunnel barrier varies from 0.8 V/nm to 2.4 V/nm [107–109]. A bias voltage of 1.5 V and
MgO tunnel barrier thickness of 1 nm are used for all the simulations. The resulting elec-
tric field of 1.5 V/nm is within the breakdown voltage range given above. Effect of STT
(resulting from the leakage current flow through the MgO tunnel barrier under an applied
voltage) has been neglected because the leakage current is expected to be much smaller
than the current required to produce significant STT. Higher order anisotropy terms and
finite temperature effects have not been considered. The rise and fall times of the voltage
pulses are taken to be zero.
Previously in section 2.1 and 2.2, a cross-shaped FM with branches of rectangu-
lar shape was considered following the previous study [73]. However, VCMA-induced
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Figure 2.7: Four equilibrium magnetization states of the cross-shaped FM with branches
of elliptic shape: (a) “State 1”; (b)“State 2”; (c)“State 3”; (d) “State 4”. Red to white
color variation signifies highest to zero out-of-plane magnetization. Axes definitions and
RL direction (
→
mp) are shown in (a). Dimensions are shown in (b). The inset shows the
proposed design of the cross-shaped MTJ stack and the PMA-SAF stack for generating
a small internal magnetic field. The thick non-magnetic metal (NM) separates the two
stacks. The polarity for positive bias is also shown in the inset. This figure has been
reproduced from [75].
dynamics of such a cross-shaped FM involves domain wall like excitations and rather
chaotic precession. A cross-shaped FM with elliptical branches is found to be more suited
for VCMA-based switching. As shown in Figure 2.7, the modified cross-shaped FM can
be considered as two ellipses with major axes perpendicular to each other. For each of the
two ellipses, the minor axis is 40 nm long and the major axis is 260 nm long. The length
of the minor axis of the ellipses within the cross-shaped FM is defined as width W , and
length of the major axis is defined as length L of the cross-shaped FM (see Figure 2.7).
The aspect ratio AR of the cross-shaped FM is then defined as L/W .
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Keeping the lateral dimensions the same, the thickness of the cross-shaped FM is
tuned in such a way that the magnetization of the branches tends to remain in-plane in
equilibrium with some out-of-plane component at the end of the branches (as shown in
Figure 2.7). The out-of-plane component of the magnetization at the end of the branches
can be positive (in +z) or negative (in -z), which gives rise to four more states in ad-
dition to the four states shown in Figure 2.7 (States shown in Figure 2.7 have positive
out-of-plane components). During or after switching using a voltage pulse, the magneti-
zation can settle down at an energy minima with negative out-of-plane component of the
magnetization. To eliminate this latter possibility here, a small external magnetic field
of 20 Oe towards the +z direction is assumed to be present, making the four states with
positive out-of-plane magnetization energetically more favorable. This small uniform
bias magnetic field can be generated internally using an additional PMA synthetic anti-
ferromagnet (SAF) stack [110,111] placed at an appropriate distance from the MTJ stack
and separated by a thick non-magnetic metal layer (see Figure 2.7 inset). This small out-
of-plane field also contributes to the canted magnetization of the branches in equilibrium.
To obtain the initial equilibrium states shown in Figure 2.7, the magnetization is first sat-
urated by an applied field towards a direction close to one of the equilibrium states, and
then it is allowed to relax while the applied field (except the small fixed out-of-plane field
mentioned int the previous section) is removed.
Similar to the cross-shaped FM in [73], the modified cross-shaped FM has four
equilibrium magnetization configurations. These four equilibrium magnetization states
have four different resistance values when the cross-shaped FM is used as the FL in a
MTJ structure with the RL pointed at an asymmetric angle (e.g., 22.5◦) with respect to
the x-axis, as shown in Figure 2.7(a). Note that, the branch dimensions are same as
opposed to the structure studied in [73]. So the RL orientation may require additional
adjustments to design four well resolved resistance states corresponding to the four states
shown in figure 2.7 [77]. Adjusting the RL orientation does not affect the VCMA-based
precessional switching as the STT term is negligible.
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Figure 2.8: VCMA-induced magnetization dynamics due to an applied voltage starting at
“State 1”: (a) in presence of the voltage magnetization rotates towards the out-of-plane
direction; (b) switching to “State 2” with a voltage pulse width of 0.7 ns; (c) switching to
“State 3” with a voltage pulse width of 1.4 ns; (d) switching to “State 4” with a voltage
pulse width of 2.1 ns. The symbols 〈mx〉, 〈my〉 and 〈mz〉 denote spatially averaged x, y
and z components of the magnetization respectively. Approximate time period of rotation
of magnetization tp is marked in (a). This figure has been adapted from [75].
2.3.2.2 VCMA-induced dynamics and switching
To study the VCMA-induced dynamics, a voltage pulse is applied, taking one of
the equilibrium magnetization states as the initial magnetization (e.g., “State 1” in Figure
2.8). When a positive voltage pulse is applied, the PMA of the FL is increased. The
magnetization of the branches start to precess around the new effective field direction,
which points towards a more out-of-plane direction. The precession direction is anti-
clockwise (clockwise) for a positive (negative) out-of-plane component of initial mag-
netization, which is why control of the out-of-plane component as discussed before is
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important. As a result of this precession, magnetization configuration traverses the states
in the order “State 1”→“State 2”→“State 3”→“State 4”→“State 1”, starting from any
of the equilibrium states. This precessional motion is shown in Figure 2.8(a) in terms of
spatially averaged x, y and z components of the magnetization. If the voltage is turned off
after different time durations, the magnetization of the branches are damped to the nearest
energy minima, switching the FM to different equilibrium magnetization states. With a
voltage pulse duration of 0.7 ns, 1.4 ns and 2.1 ns, “State 1” can be switched to “State
2”, “State 3” and “State 4”, as shown in Figure 2.8(b), (c) and (d) respectively. Similarly,
starting with “State 2”, a voltage pulse duration of 0.7 ns, 1.4 ns and 2.1 ns will result in
“State 3”, “State 4” and “State 1” respectively. Hence starting with any state, other states
can be reached by a voltage pulse of appropriate duration. These pulse duration are of the
same order of magnitude as reported for rectangular or elliptic bits [95,100,101]. Preces-
sion of magnetization of the cross-shaped FM as shown in Figure 2.8(a) is not perfectly
periodic. The time period of rotation tp, as marked in Figure 2.8(a), is the time taken by
the spatially averaged magnetization to come back to the initial magnetization.
VCMA-induced precessional switching in elliptic [101], rectangular [95] or cir-
cular [100] nanomagnets is conceptually similar to precessional magnetization switching
using short magnetic field pulses [103, 112]. Duration of voltage pulse (field pulse) and
critical voltage (field) for switching can be calculated for elliptic, rectangular or circular
nanomagnets within the macrospin approximation [103]. But it is difficult to approximate
the cross-shaped FM as a macrospin and, thus, a simple analytical approach to calculate
tp might not be possible. Therefore micromagnetic simulations are used to calculate tp
and voltage pulse durations required for switching to different states.
Neglecting the power dissipation due to leakage current flow through the MgO
tunnel barrier, the energy consumed per write operation can be estimated by the charging
energy of the parallel plate capacitor formed by the MTJ [95]. Considering a dielectric
constant of ∼10 for MgO, write energy per write operation is approximately ∼1.5 fJ
for the assumed dimension of the cross-shaped FM. This energy is much less than the
energy required for STT-induced switching (∼0.1-10 pJ) [5, 9, 113]. Considering a leak-
age current of ∼104 A/cm2 [96] for example, and a maximum pulse duration of 2.1 ns
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(switching from “State 1” to “State 4”), the energy wasted by the leakage current is about
∼5 fJ, which is more than the energy required for VCMA-induced switching. Therefore
it is important to reduce the leakage current as much as possible to reduce the power
consumption in such a device.
Figure 2.9: Reversal of the cross-shaped FM from “State 1” to “State 2” following the
MEP as obtained using the string method: (a) Energy of the initial guess path and the MEP
with 50 images. (b) Initial guess of Image 25. This figure has been adapted from [75].
Figure 2.10: Magnetization configurations of selected images on the MEP shown in Fig-
ure 2.9: (a) Image 13, (b) Image 25 and (c) Image 37. This figure has been adapted
from [75].
2.4 Thermal stability of the cross-shaped ferromagnet
As discussed in Chapter 1, to ensure the retention of the stored information in a
magnetic memory, the energy barrier isolating the energy minima should be high enough
(∼ 40 − 60 times for 10 years of retention) compared to the thermal energy kBT (kB is
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Figure 2.11: MEP for switching from “State 1” to “State 2” for different aspect ratios
AR of the cross-shaped FM obtained using the string method. Eeq is the total energy of
“State 1” (or “State 2”). With increasingAR, the energy maximum at Image 25 turns into
a energy minimum. This figure has been adapted from [75].
the Boltzmann constant, T = 300 K). For the case of the cross-shaped FM, the mini-
mum energy barrier between any two equilibrium states will decide the thermal stability
∆ of this multi-state memory. To estimate ∆ for an elliptic/rectangular FM, analytical
formulae noted in Section 1.2.1 often can be used reasonably [11]. However, due to the
complex micromagnetic nature of the energy landscape of a cross-shaped FM, such ana-
lytical equations cannot be used. Even for nanomagnets with basic shapes (such as ellipse
or rectangle) magnetization switching might occur through nucleation and propagation of
domain walls [11, 114]. For such cases, where the magnetization switching along the
minimum energy path (MEP) could not be approximated as coherent rotation, the nudged
elastic band (NEB) method [115] and the string method [114, 116, 117] were applied to
estimate the MEP between equilibrium states of the FM. However, to employ the NEB
technique one needs to determine the effective magnetic field along the direction perpen-
dicular to the guess path (or so-called “string”). The string method is a modified version
of the NEB technique, where this step is avoided by using a re-normalization technique.
This process allows one to use a micromagnetic solver (e.g., OOMMF) to calculate the
effective field and take the subsequent time-integration. For this reason, the string method
is employed here to estimate the MEP between the equilibrium magnetization states of
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the cross-shaped FM. The height of the MEP then determines the thermal stability ∆ of
the memory bit.
The details of the implementation of the string method employing OOMMF can
be found elsewhere [114, 116, 118]. Our code has also been benchmarked for a simple
PMA magnet against previously reported results (Figure 1 of [114]). The thermal stability
is determined by the energy required to switch the cross-shaped FM from one state to
another state, which involves flipping of only one of the two intersecting ellipses along
an MEP. So we assumed an initial guess path with 50 images with “State 1” and “State
2” as the 1st and the 50th images, respectively. To guide the initial guess path towards
the MEP with a reasonable number of iterations, we consider another image (the 25th
image) on the initial guess path. The 25th image is created such that the two horizontal
branches (branches along the x direction) magnetized opposite to each other [see Figure
2.9(b)]. With these three images, considering equal arc-length discretization [116, 118]
of the MEP, an initial guess path with 50 images is generated by spline interpolation. We
have verified that increasing the number of images to 100 does not change the resulting
MEP. Each of the 48 images (i.e., except Image 1 and Image 50, which are held fixed)
is then allowed to relax for 10 ps using OOMMF with a damping constant of 1 and
without the precession term in the LLG equation [116]. After each iteration, to maintain
equal distance between the images on the path, the resulting images are again interpolated
on the string using spline interpolation [118]. The relaxation and interpolation steps are
repeated until the total micromagnetic energy of each image does not change significantly
(more than 0.5 kBT ) between consecutive iterations.
For the cross-shaped FM with dimensions as shown in Figure 2.7, the energies
of the initial guess path and the final MEP are plotted in Figure 2.9(a). The total energy
(ETotal) for each image includes the magnetostatic, the exchange, the uniaxial anisotropy
(due to the PMA) and the Zeeman energies (due to the small fixed perpendicular magnetic
field). From the final converged MEP (Figure 2.9(a)), it can be noted that the switching
from “State 1” to “State 2” along the MEP occurs via two energy maxima (at Image 13
and Image 37) and an energy minimum (at Image 25). Magnetization distributions for
Image 13, Image 25 and Image 37 on the MEP are shown in Figure 2.10(a)-(c). The
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barrier height for thermal flipping is decided by the energy required to switch “State 1”
(“State 2”) over the energy maxima at Image 13 (Image 37), taking the cross-shaped
FM to the energy minima at Image 25. Image 13 and Image 37 show the horizontal
branches flipping along the MEP following a path that is partially out-of-plane, which
is expected because of the presence of a perpendicular anisotropy field. The thermal
stability factor, ∆, as decided by the barrier height is approximately 41, which provides
sufficient retention time for non-volatile operation [46]. The energy of Image 25 on the
MEP depends on the aspect ratio AR of the cross-shaped FM as shown in Figure 2.11.
The energy minimum at Image 25 on the MEP gradually becomes an energy maximum
with decreasing aspect ratio.
Table 2.3: Thermal stability factor ∆ and time period of rotation tp for different dimen-
sions of the cross-shaped FM. This table has been reproduced from [75].
W AR tFL Thermal stability factor Time period of rotation
(nm) (L/W) (nm) ∆ tp (ns)
25 6.0 1.9 23 1.8
25 7.0 1.9 26 2.2
35 6.0 1.8 27 1.8
35 7.0 1.8 33 2.1
40 4.5 1.8 25 1.9
40 5.0 1.8 29 2.0
40 5.5 1.8 33 2.2
40 6.5 1.8 42 2.6
40 7.5 1.8 51 3.1
2.5 Effect of dimension on the VCMA-induced switching and ther-
mal stability
The dependence of tp and ∆ on the dimensions of the cross-shaped FM are sum-
marized in Table 2.3. Material parameters, MgO barrier thickness and applied voltage
pulse amplitude are kept same as the ones noted in section 2.3.2.1. As evident from
Equation 2.2, if the thickness tFL is increased, while keeping W and AR the same, the
equilibrium magnetization becomes increasingly in-plane because the PMA energy per
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unit volume Ku1 is reduced. Eventually, the electric field F required to switch such a
cross-shaped FM exceeds the breakdown field of the MgO tunnel barrier. This sets the
upper limit of tFL for a given set of W and AR. On the other hand, if tFL is lower than
a critical value then the PMA overcomes the shape anisotropy and the equilibrium mag-
netization becomes predominantly out-of-plane. To make the cross-shaped FM work as
a multi-state memory switchable by voltage, the thickness must be tuned close to a value
so that the out-of-plane demagnetizing field is comparable to and somewhat compensated
by the interfacial perpendicular anisotropy field [98]. If the AR is lowered, keeping tFL
and W the same, ∆ is reduced, which is similar to the scaling of ∆ for an elliptic bit as a
function of the aspect ratio [119]. Too low an AR results in small shape anisotropy and
predominantly out-of-plane equilibrium magnetization. Increasing the AR increases tp
as well as ∆. From Table 2.3 it is evident that ∆ ≥ 40 could be achieved for cross-shaped
FMs with W = 40 nm and an AR over 6.5. Efficient patterning techniques would be
required to make such large aspect ratio shapes. Designing a layout with efficient place-
ment of the cross-shaped bits would be important to maximize the information storage
density.
2.6 Summary
In summary, we have shown that a cross-shaped FM switched using VCMA could
provide a low-power non-volatile random access memory, where two bits can be stored
in each memory cell using four equilibrium magnetization states. Compared to the pre-
viously studied STT-based switching process, a voltage controlled switching mechanism
allows for much lowered write energy per write operation. The energy barrier height be-
tween the equilibrium energy valleys of the cross-shaped FM has been estimated using
the string method. For certain minimum dimensions of the cross-shaped FM, this bar-
rier height is sufficient to ensure the thermal stability of the memory bits. However, the
switching relies on shape anisotropy, and it has been shown that the dimensions of the
cross-shaped FM are critically important for the switching to be viable while maintaining
the thermal stability and multi-state functionality. For the latter reason, despite being able
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to store two bits, the structure may not provide enhanced storage density as compared to
two analogous single-bit devices.
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Chapter 3
Perpendicular magnetic anisotropy and magnetization
reversal in epitaxial chromium telluride thin films
Although, lithographically patterned magnets of nanoscale dimensions are re-
quired for nanoscale device applications, study of magnetic thin films prior to their pat-
terning is equally important. New materials will be required in near future if magnetic
devices are to retain their properties when the device dimensions are scaled down. By
studying the magnetic properties and magnetization reversal processes in a thin film,
one estimates the material properties, identifies optimum growth recipes to tailor specific
properties and determines any unexpected modification of material properties during the
subsequent patterning steps. In this chapter, magnetic properties and magnetization re-
versal mechanisms in thin films with strong perpendicular magnetic anisotropy (PMA)
will be investigated.
Ultra-high density, low-cost and efficient storage [120] and non-volatile memory
devices [40, 121] are required to fulfill the increasing demand for data storage and data-
intensive computing. As stated in Chapter 1, PMA magnets offer more efficient operation
of STTRAM. Interestingly, for hard disk drives (HDD), which store information as the
magnetization of the individual domains on a magnetic thin film media, high anisotropy
The results reported in this chapter have been published in the journal article titled “Angular depen-
dence of magnetization reversal in epitaxial chromium telluride thin films with perpendicular magnetic
anisotropy” by T. Pramanik, A. Roy, R. Dey, A. Rai, S. Guchhait, HCP Movva, C-C. Hsieh, S. K. Banerjee
in Journal of Magnetism and Magnetic Materials, vol. 437, pages 72-77, 2017. Contributions: Samples
were grown by A. Roy. A. Roy carried out the material characterization. T. Pramanik and S. Guchhait
conducted the magnetic measurements. R. Dey and S. Guchhait conducted the transport measurements. T.
Pramanik carried out the simulations with help from A. Roy and R. Dey. A. Roy, T. Pramanik and R. Dey
wrote the manuscript and are the corresponding authors of this publication. S. K. Banerjee supervised the
work. All authors reviewed and commented on the results and the manuscript.
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perpendicular media (with out-of-plane remanent magnetization) offers increased bit stor-
age density when compared to longitudinal media (with in-plane remanent magnetiza-
tion). The retention time of the stored information in such perpendicular thin film media
depends on the ratio of the anisotropy energy to the thermal energy, Ku1V/kBT , where
Ku1 is the PMA energy per unit volume, and V is the effective volume of the bit in the
media [120]. Materials with high PMA energy are thus desired to increase the memory
density.
3.1 Magnetic anisotropy of chromium telluride thin films
3.1.1 Growth and material characterization
A number of choices for PMA thin films are already well known [39, 121]. Mag-
netic properties and magnetization reversal processes in these thin films are also well
established. Chromium telluride (Cr1−δTe) material systems have been known for a long
time due to their complex and interesting magnetic properties. Early studies have focused
on the crystal structure and magnetic moments of different phases in bulk form [122–125],
while recent studies have focused more on thin films suitable for device applications, e.g.,
intrinsic exchange bias [126], possibility of half-metallic ferromagnetism [127], and elec-
tric field modulation of ferromagnetism [128]. In this chapter, we focus on the magnetic
anisotropy and magnetization reversal properties of epitaxial Cr2Te3 thin films.
Different stable stoichiometries of chromium telluride (Cr1−δTe) material system
have metal deficient crystal structures, depending on the value of δ, and are ferromag-
netic metals with a Curie temperature varying from 180 K to 340 K [129]. The thin films
used in this study were grown in a molecular beam epitaxy (MBE) chamber under ultra-
high vacuum (UHV) conditions [130, 131]. Details of the growth and characterization
systems and growth techniques have been described elsewhere [132, 133]. A reflection
high energy electron diffraction (RHEED) setup attached to the MBE system have been
used for in situ monitoring of surface reconstruction and growth. RHEED patterns cap-
tured during the growth indicated hexagonal structure and high crystalline quality of the
grown thin films. Hexagonal crystal structure and growth along the along (001) direc-
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tion (c-axis) were also confirmed by X-ray diffraction measurements. The elemental
compositions of the grown films were investigated using an in situ X-ray photoelectron
spectroscopy (XPS). In situ scanning tunneling microscopy (STM) study of the surface of
Cr2Te3 thin film grown on Si(111)-(7×7) surfaces revealed characteristically triangular
shaped structures. Careful investigation also reveals that the islands are truncated triangu-
lar, or, more precisely truncated hexagonal, with sharp edges or partially rounded edges
in shape [130, 131]. The growth structurally agrees very well with other reports of the
growth of a thin film following hexagonal structure due to substrate crystal symmetry of
a hcp(0001) and fcc(111) [132, 134–137]. Magnetic and transport measurements were
carried out with 9 T Quantum Design physical property measurement system (PPMS)
equipped with a vibrating sample magnetometry (VSM) option, capable of cooling sam-
ples down to 2 K.
3.1.2 Magnetic property measurements
Magnetic and magneto-transport measurements carried out on Cr2Te3 thin films
confirmed a ferromagnetic Curie temperature (Tc) of ∼ 180 K [131]. Figure 3.1(a) and
(b) show the in-plane and out-of-plane hysteresis loops, respectively, of a 20 nm thick
film at 2 K. The square shape of the out-of-plane hysteresis loop with a coercive field
much smaller than the in-plane saturation field indicates presence of strong PMA along
the c-axis.
From this basic measurement a number of material parameters can be estimated.
First, the saturation magnetization ofMs = 620×103 A/m is estimated from the measured
moment at saturation and the thin film volume. Then, the anisotropy energy coefficients
are also extracted using the the method proposed by Sucksmith and Thompson [138]. This
method relies on the fact that, the hard axis (in-plane directions) magnetization remains
quasi-coherent even for an extended thin film. Hysteresis in the in-plane magnetization
curve near zero field due to formation of multi-domain states may affect the estimation
of anisotropy coefficients by the above technique which assumes coherent rotation. How-
ever, as suggested in [139], anisotropy coefficients should be estimated from the fit to the
non-hysteretic part of the magnetization curve. Thus, we have excluded the field range
39
where the hysteresis occurs and fit only the data obtained at fields where there is no iden-
tifiable hysteresis (shown in the inset of Figure 3.1(a)). Data points at very high fields,
which mark the onset of saturation have been excluded from the fitting as well. As the co-
herent rotation mechanism is valid in the selected range of magnetic field, the Sucksmith-
Thomson method should yield a reliable estimation of the anisotropy coefficients. The
first and second order anisotropy coefficients extracted from the fit are Ku1 = 8.71×105
J/m3 and Ku2 = 2.85× 105 J/m3, respectively. This yields a ratio of Ku2/Ku1 = 0.33 and
a hard axis saturation field of Hsat = 3.8 T. The fitted in-plane magnetization curve, also
shown in Figure 3.1(a), agrees well with the experimental data. Previously, a strong sec-
ond order uniaxial anisotropy with | Ku2/Ku1 | ≈ 1 at 296 K was reported in CrTe [125].
Comparable values of cubic anisotropy and uniaxial anisotropy coefficients were also re-
ported for CrTe with zinc-blende structure [140]. The ratio Ku2/Ku1 in our thin film is
similar to the value for bulk cobalt (Ku2/Ku1 ≈ 0.28) [141] and Co/Pt thin films (Ku2/Ku1
≈ 0.3-0.4) [142], but much higher than values observed in Ta/CoFeB/MgO material sys-
tems (Ku2/Ku1 < 0.1) [143].
Figure 3.1: VSM measurements of a 20 nm thick film at 2 K. (a) Hysteresis loop (Black
squares) measured with magnetic field applied in the in-plane (hard axis) direction. An-
alytical model (Red solid line) assuming coherent rotation with first and second order
anisotropy terms agrees well with the magnetization curve. The values of the first and
second order anisotropy terms are extracted from the y-intercept and the slope, respec-
tively, of the straight line fit to the data as shown in the inset. (b) Hysteresis loop measured
with magnetic field applied in the out-of-plane (easy axis) direction. This figure has been
adapted from [130].
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Figure 3.2: (a) Angular dependence of the switching field for a 4 nm thick film at 2 K.
Experimental data points are shown by black solid squares. SW model considering only
first order anisotropy (C1) and both first and second order anisotropies (C2). Kondorsky
model (C3), one-dimensional defect model (C4), and micromagnetic simulations (C5).
(b) Angular dependence of the nucleation field (squares) and pinning field (hexagons)
obtained from the one-dimensional model of a defect (inset) with the best fit values of
the model parameters. The switching fields (circle) coincide with the nucleation fields
up to ψ = 70◦ and with the pinning fields for ψ > 70◦. This figure has been adapted
from [130].
3.2 Angular dependence of the switching field
In Figure 3.2, the angular dependence of switching field from a 4 nm thick film is
shown as a function of the angle (ψ) between the direction of the magnetic field and the
anisotropy axis (c-axis). We have inferred the switching fields (black squares in Figure
3.2(a)) from the magnetoresistance measurements. The magnetoresistance shows hystere-
sis with two sharp maxima at the same magnitude of positive and negative field values
that correspond to the switching fields (Hs) [131]. As observed, the saturation field at
ψ = 90◦ is ∼ 3.7 T, which is very close to the hard axis saturation field of 3.8 T for the
20 nm thick film [Figure 3.1(a)]. Assuming the same ratio of Ku2/Ku1 = 0.33 and a satu-
ration field of Hsat = 3.7 T, the anisotropy energies are calculated to be Ku1 = 8.39×105
J/m3 and Ku2 = 2.75×105 J/m3 for this 4 nm thick film. From the angular dependence
of the switching field, we attempt to explain the magnetization reversal mechanism based
on existing theoretical models.
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Again, the simplest form of angular dependence is obtained form the well known
Stoner-Wohlfarth (SW) model [144] valid within the macrospin approximation. Assum-
ing only the first order anisotropy, the switching field Hs is given by,
h2/3s sin
2/3 ψ + hs cos
2/3 ψ = 1, (3.1)
where hs = Hs/Hsat is the normalized switching field magnitude. The angular variation
predicted by this equation shown in Figure 3.2(a) (curve C1) clearly indicates a different
switching mechanism being responsible for the observed angular dependence. SW rela-
tion can be modified to take into account the second order anisotropy term [145]. In this
case the switching field hs is to be numerically solved from the equations below,
hx = hs sinψ = A cos
3 θ +B cos5 θ,
hz = hs cosψ = C sin
3 θ +B sin5 θ.
(3.2)
The coefficients in the above two equations are A = −1 − 6reff , B = 6reff , and C =
1 − 4reff , where reff = Ku2Ku1,eff and Ku1eff = Ku1 − 12µ0M2s . θ is the polar angle (angle
between the out-of-plane normal and the magnetization direction) of the magnetization
vector. This extended model with second order anisotropy included into the SW calcu-
lation, is still insufficient [curve C2 in Figure 3.2(a)] and very different from the angular
dependence observed in the experiment. This is not unexpected, as the coherent rotation
models are only applicable for smaller particles with dimensions of the order of single
domain particle.
A more probable mechanism for magnetization reversal in extended thin films
is by nucleation and propagation of reverse domain(s) [146]. In this case the switching
field is decided by either of the two related mechanisms: nucleation of reverse domains or
propagation of domain walls. As long as the reversal is limited by the nucleation field, the
angular dependence may still follow a SW-like behavior even for larger particles [147].
For a thin film, the propagation of a domain wall can be hindered due to imperfections
and thus the magnetization reversal process follows the Kondorsky model governed by
the domain wall pinning strength. The Kondorsky model has the well-known inverse
cosine angular dependence given by the equation,
Hs(ψ) =
Hs(0
◦)
cosψ
. (3.3)
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As can be seen from Figure 4, the experimental data in our case does not follow the
Kondorsky model [curve C3 in Figure 3.2(a)].
Note that the switching fields are lower than the anisotropy field which is also
well-known for other hard magnetic materials such as Sm-Co or Nd-Fe-B [148]. Such
deviation can be explained considering nucleation and domain wall pinning due to de-
fects and inhomogeneities in the material [148–150]. Following Sakuma et. al. [149],
we assume a simple one-dimensional model with a defect of width D in an otherwise
perfect host region infinitely extended in either direction as shown in Figure 3.2(b) in-
set. This model assumes three dimensionless parameters that defines the defect region:
E =
AIIexK
II
u1eff
AIexK
I
u1eff
, F = A
II
exM
II
s
AIexM
I
s
, G = A
II
exK
II
u2
AIexK
I
u2
, where Aex is the exchange constant and su-
perscripts I and II denote the host and the defect regions, respectively. The defect region
is considered to be magnetically weaker than the host so that, 0 ≤ E,F ≤ 1. We also
assume that both the first and second order anisotropy energies are lowered by the same
ratio in the defect giving E = G (instead of G = 0 as has been considered in [151]). From
a uniformly magnetized initial state, as the external magnetic field is increased to reverse
the magnetization, magnetization inside the defect region starts to follow the external field
more closely than the host region. The maximum field above which a reverse domain ap-
pears inside the defect i.e., the magnetization inside the defect points towards the external
magnetic field, is defined as the nucleation field. The pinning field is defined as the max-
imum field above which the defect region fails to limit the growth of an already reversed
domain into the host regions. Depending on the values of E, F , D and ψ, a reversed do-
main inside the defect could either escape into the host region, triggering magnetization
reversal at the nucleation field or remain pinned inside the defect region until the value
of the pinning field is reached. The higher of these two fields decides the switching field.
For each set of E, F and D, the nucleation and pinning fields are obtained as a function
of ψ and compared with the experimentally observed angular dependence. The best fit is
obtained with E = 0.23, F = 1.0 and D = 14 nm. With these parameters the switching
field from this model agrees well with the experimentally observed angular variation of
the switching field [curve C4 in Figure 3.2(a)]. The corresponding nucleation and pinning
fields are shown in Figure 3.2(b) which reveals that nucleation dominates the switching
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mechanism for ψ < 70◦, above which the pinning field exceeds the nucleation field. This
simple model adequately explains the comparative role of nucleation and pinning in the
switching process.
Figure 3.3: (a) The variation of the anisotropy energy Ku1 over randomly organized tri-
angular grains considered in the micromagnetic model. Black to White corresponds to
minimum to maximum value of the anisotropy energy. The defect is marked by the red
circle. (b) Simulated hysteresis loops for different orientation of the magnetic field. Av-
erage out-of-plane component of magnetization (Mz) shows rectangular hysteresis loops
for magnetic field orientations ψ ≤ 80◦. For ψ = 90◦, average in-plane component of
magnetization (Mx) is plotted. (c) Domain structure formed at remanence after saturation
in the applied magnetic field with ψ = 90◦. The scale bar is same for (a) and (c). This
figure has been adapted from [130].
3.3 Micromagnetic simulations
We attempt to picturize the magnetization reversal dynamics by means of mi-
cromagnetic simulations using MUMAX3 micromagnetic simulator [42]. The micro-
structure of the thin film is modeled in the simulation as randomly organized isosceles
right triangles [Figure 3.3(a)]. Our assumption is valid since the STM morphologies of
the film shows random azimuthal distribution of triangular or hexagonal features of sizes
50 nm − 100 nm and their merging in various ways to form a continuous film [130]. We
believe that this random orientation can produce a variation in the arrangement of the
spins, giving rise to a randomly distributed domain structure with the spins inside each
domain oriented in the same direction. Presence of spiral-like features can also add up
to this cause. Existence of such imperfections suggests that a variation in the magnetic
44
Figure 3.4: Magnetization dynamics observed in the micromagnetic simulation during
switching from -z magnetized state to +z magnetized state. (a)-(d) show switching by
reverse domain nucleation and domain wall propagation at an applied field of 0.93 T
along ψ = 10◦ direction. Inset of (a) shows the magnetization inside the defect region
at the onset of nucleation. (e)-(h) shows the switching by domain wall depinning and
propagation at an applied field of 1.56 T along ψ = 75◦ direction. Inset of (e) shows the
presence of an already nucleated reversed domain inside the defect. (a)-(h) follows the
same color scale shown in (d). Length scale of (a)-(h) is shown in (a). This figure has
been adapted from [130].
properties may also exist from island to island, as well as at the boundaries. The surface
roughness estimated from STM imaging is found to be less than 1 nm and thus neglected
in the micromagnetic model. For the micromagnetic simulations, a total of 242 grains
were considered which results into simulation geometry of 704 nm × 704 nm × 4 nm. A
space discretization size of 1.375 nm is considered along x and y directions and a space
discretization of 2 nm is considered along z direction. Periodic boundary conditions are
applied along the x and the y directions. The exchange energy constant used is 10 pJ/m,
and both the saturation magnetization and exchange constant are assumed to be homo-
geneous throughout the thin film, as we have obtained F = 1 for the best fit considering
the one-dimensional model. The anisotropy energies (both Ku1 and Ku2) are assumed to
be the same within each grain, but vary from grain to grain following a Gaussian distri-
bution with a variation of 5 % of the corresponding average values. For each grain the
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uniaxial anisotropy axis is also assumed to be randomly oriented with a tilt of 5◦ from the
out of plane direction. A rectangular defect region of width D = 14 nm is considered at
the boundary of two triangular grains [Figure 3.3(a)]. The material parameters inside the
defect region are set such that E = 0.23 and F = 1 are fulfilled. An energy minimization
solver [42] is used to simulate the hysteresis loops and a time integration solver with a
damping constant of 0.5 has been used to simulate magnetization dynamics. We have
considered T = 0 K for all the simulations.
Figure 3.3(b) shows the simulated hysteresis loops for the magnetic field ap-
plied at different angles from the out-of-plane direction. The in-plane hysteresis loop
(ψ = 90◦), shown in Figure 3.3(b), agrees with the experiment ([Figure 3.1(a)]) qualita-
tively and shows similar narrow loop opening. The remanence state is always uniformly
magnetized along±z direction for ψ ≤ 80◦, whereas, multiple domain walls are observed
in the in-plane (ψ = 90◦) remanence state as shown in Figure 3.3(c). This also explains
the higher magnetoresistance observed in the experiment at zero field for ψ = 90◦ as
compared to ψ ≤ 80◦ [131].
The magnetization configuration at different stages during switching for ψ = 10◦
and ψ = 75◦ are shown in Figure 3.4 (a)-(d) and (e)-(h), respectively. For both the cases,
the nucleation is expected to initiate at a location where the anisotropy is much lower
compared to the neighboring grains. In our simulation, the defect region has the low-
est anisotropy energy [see Figure 3.3(a)], and thus acts as the nucleation center. Figure
3.4(a) shows the initial (time = 0 ns) magnetization configuration at the switching field.
The magnetization inside the defect [inset in Figure 3.4(a)] starts deviating from the rest
of the film and initiates the nucleation as time progresses [Figure 3.4(b)]. As the pinning
field is lower than the nucleation field at ψ = 10◦, the nucleated reverse domain grows out
of the defect region and gradually propagates to complete the switching as seen from Fig-
ure 3.4 (b)-(d). At ψ = 75◦, the initial magnetization configuration in Figure 3.4(e) shows
an already nucleated domain [inset in Figure 3.4(e)] inside the defect. However, as the
pinning field is higher than the nucleation field in this case, the reversed domain remained
pinned in lower applied fields (not shown). When the magnetic field is increased further
to the pinning field [shown in Figure 3.4(e)], the reverse domain overcomes the energy
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barrier and the domain wall gradually propagates to complete the magnetization reversal
as seen from Figure 3.4 (f)-(h). The angular dependence of the switching field obtained
from the micromagnetic simulations, shown in Figure 3.2(a) (curve C5), also agrees well
with the experimentally observed values. We note that the specific morphological fea-
tures and defects can also contribute to the switching behavior. However, our simple
model with a one-dimensional defect satisfactorily explains the angular dependence of
the switching field observed in the experiment.
3.4 Summary
This chapter describes the magnetic anisotropy and magnetization reversal prop-
erties of epitaxial Cr2Te3 thin films based on magnetic and magneto-transport measure-
ments. Anisotropy coefficients are estimated from the magnetization curves measured
along the easy and hard axis directions. The angular dependence of the switching fields is
then compared to different models to obtain insights into the magnetization reversal pro-
cesses. Strong perpendicular anisotropy in Cr2Te3 thin films could be useful for achieving
thermally robust nanomagnets for spintronics applications, as well as a high coercivity
rare-earth-free material for permanent magnet applications. The angular dependence of
the magnetization reversal in the film exhibits a complex nature. We show that a sim-
ple one-dimensional micromagnetic model of a defect can explain the angular variation
satisfactorily. The magnetization switching dynamics studied using micromagnetic sim-
ulations confirmed the relative role of nucleation and pinning processes.
Although strong perpendicular magnetic anisotropy properties of this material
makes it very attractive for magnetic devices, the Curie temperature has to be increased
before it can be considered for practical applications. Further investigations with dif-
ferent compositions of this material may provide a solution with higher Curie tempera-
ture together with strong perpendicular magnetic anisotropy. Moreover suitable material
combinations have to be devised so that these materials could be integrated into magnetic
tunnel junction structures with strong spin-filtering properties.
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Chapter 4
Write error rates of perpendicular spin-transfer-torque
random access memory
Micromagnetic and macrospin calculations presented in the previous chapters do
not take into account the effects of the thermal fluctuation field. The influence of ther-
mal fluctuations on the magnetization cannot be ignored for practical device operating at
finite-temperatures. In the equilibrium condition, random thermal kicks continuously de-
flect the magnetization from the energy minimized state. As discussed in Chapter 1, if the
energy barrier between the energy minima is not high enough (compared to the thermal
energy), these thermal kicks alone could trigger magnetization reversal. During magneti-
zation reversal under external magnetic fields or currents, thermal fluctuations can assist
or resist the reversal process randomly. As a result magnetization reversal becomes a
stochastic process. These effects must be considered while evaluating the performance of
a magnetic device or associated circuits. In this chapter, we focus on the write process of
perpendicular STTRAM in presence of thermal fluctuation field.
The write process in an STTRAM bit becomes inherently stochastic due to the
thermal fluctuation field. As a result, the time taken by the bit (magnetization of the free
layer) to switch has a wide distribution [11,45]. There will be a non-zero probability that
The results reported in this chapter have been published in the journal article titled “Write error rate
of spin-transfer-torque random access memory including micromagnetic effects using rare event enhance-
ment” by U. Roy, T. Pramanik, L. F. Register, S. K. Banerjee in IEEE Transactions on Magnetics, vol. 52,
issue 10, pages 1-6, 2016. Contributions: U. Roy and L. F. Register conceived the idea. U. Roy initiated
the work. T. Pramanik developed the codes and ran the simulations with help from U. Roy. L. F. Register
and S. K. Banerjee supervised the work. U. Roy, T. Pramanik and L. F. Register wrote the manuscript.
T. Pramanik is the corresponding author for the publication. All authors reviewed and commented on the
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when a finite duration write pulse is turned off, the bit still will not have been written
and a so-called write error will have taken place [11]. The probability that a write error
takes place for a given applied current pulse of a given length is called the write error
rate (WER). For correct operation of the STTRAM array, the WER needs to be ∼ 10−9
or less (depending on the requirement set by the error correction circuit (ECC) in the
chip [11]). As a result, accurate modeling of the low probability tail of the WER becomes
critical. WER of STTRAM bits can be modeled precisely within the macrospin approxi-
mation from the Fokker-Planck (FP) equation [51]. Landau-Lifshitz-Gilbert-Slonczewski
(LLGS) simulations within the macrospin limit with a stochastic thermal field added also
have been performed with up to ∼ 105 independent switching trials to model switching
time distributions [152]. However, experimentally observed effects such as sub-volume
excitations [153] and the branching of the WER plots and associated higher than oth-
erwise expected WER [154, 155] cannot be captured within the macrospin approxima-
tion. For an in-depth understanding and accurate prediction of the low probability tails
of WER, micromagnetic effects must be taken into account. Previously, WER calcula-
tion including micromagnetic effects have been carried out using 64 and 103 independent
stochastic simulations in [156] and [157], respectively. However, the extreme tails of
WERs cannot be captured in this way for micromagnetic or even macrospin simulations.
In this chapter, first we’ll summarize the available options to estimate WER of a
STTRAM bit within the macrospin approximation. Next, we show calculation of WERs
using stochastic LLGS simulations combined with a “rare event enhancement” (REE)
technique [158]. Similar REE techniques have been used for Monte Carlo simulation
of other systems where rare events nevertheless remain important [159, 160]. REE arti-
ficially enhances the rate of occurrence of low probability events while proportionately
reducing their weights. We’ll describe a prototype REE method tailored to the STTRAM
switching physics and illustrate it with macrospin stochastic LLGS calculations, which
allows comparison to reference FP results. Then we will provide results for full micro-
magnetic stochastic LLGS simulations, demonstrating the ability to reliably predict WER
to 10−9 and likely beyond for sets of only ∼103 ongoing LLGS simulations, with applied
currents consistent with practical usage.
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4.1 WER calculation within the macrospin approximation
4.1.1 Stochastic LLGS equation
Thermal fluctuations can be included in the micromagnetic framework following
the approach of Brown [49, 50]. The stochastic version of LLGS equation that includes
the thermal fluctuation field is given by,
dm¯
dt
= −γ(m¯× [H¯eff + H¯th]) + α(m¯× dm¯
dt
) + γβ(m¯× (m¯p × m¯)), (4.1)
where, H¯th is the stochastic thermal field. Components of H¯th obey the relations 〈Hth,i(t)〉 =
0 and 〈Hth,i(t)〉Hth,j(t′)〉 = 2Dδijδ(t−t′), with i = x, y, z being the Cartesian co-ordinate
axes and D = αkBT
(1+α2)γµ0MsV
. All other terms have their usual meaning as explained in
Chapter 1. For micromagnetic simulations, V (in the expression for D) is the volume of
one discretized cell, while in the macrospin limit, V is simply the volume of the magnet
(e.g., free layer volume in an STTRAM bit).
Equation 4.1 must be integrated properly to yield the correct solution. In this
work, we have used Heun scheme to integrate the above equation with small enough time
steps to ensure convergence [161]. Details of the numerical integration algorithm are
available in [161]. In each time step the components of H¯th are calculated by drawing
numbers randomly from a Gaussian distribution with zero mean and unit standard de-
viation, and then multiplying it with an appropriate prefactor that decides the strength
of the thermal kick. Because of this random field added to the total effective field, the
magnetization trajectories will now be different for each trial simulation.
Figure 4.1(a) shows a few stochastic magnetization trajectories of a macrospin
perpendicular STTRAM (P-STT) bit calculated using Equation 4.1. If the transition in
the magnetization is not yet complete when the current pulse turns off, the FL magnet
could return to the initial state causing a write failure.
The switching (or error) probability can also be estimated by calculating the
switching time distribution for a bit for a given current density. In this case, the cur-
rent is left turned on for long enough time to switch all of the trial simulations (e.g.,
105 in Figure 4.1) for the same P-STT bit with the same applied current density. The
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Figure 4.1: (a) Stochastic magnetization trajectories of out-of-plane component of mag-
netization, mz, for a perpendicular FL magnet, calculated from macrospin simulations.
The current pulse is turned on at time t = 0 ns and turned off at t = 3 ns. (b) Switching
time distribution obtained by simulating 105 instances of the same P-STT bit. Inset shows
the schematics of the bit with the dimensions of the magnets, direction of current flow and
axes convention. Details of the simulation parameters are described in Section 4.2.1.
switching times (time taken to reach mz = 0) for each of these cases are then noted. The
distribution of these switching times is shown in Figure 4.1(b). In general the shape of
this distribution is not symmetric and the degree of asymmetry varies depending on the
applied current density. From the switching time distribution, as in Figure 4.1(b), one can
then estimate the variation of switching probabilities, Psw or unswitched probabilities,
WER = 1 − Psw. Figure 4.2(a)) and 4.2(b) show variations of Psw and WER, respec-
tively, with time for various strength of applied currents. The logarithmic scale of Figure
4.2(b) clearly shows unreliable estimates below WER = 10−4 for the WER curves ob-
tained from the stochastic LLGS simulations. To get reliable estimates of WER to 10−9,
more than 109 simulations will be required. Fortunately, if the macrospin description
is valid, WER of STTRAM bits can be modeled precisely from the Fokker-Planck (FP)
equation [51, 162].
4.1.2 Fokker-Planck equation
The derivation of the Fokker-Planck (FP) equation governing the thermal fluctu-
ation of a single domain magnet was described also in Brown’s paper [49]. More recent
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Figure 4.2: Variation of (a) P sw and (b) WER with time for different strengths of applied
current. WERs obtained from FP equation is also shown in (b) for comparison. Details
of the simulation parameters are described in Section 4.2.1.
derivation including the STT term can be found in [50, 51]. The magnetization unit vec-
tor can be represented in the spherical co-ordinate by the angles (θ, φ), where θ and φ are
the polar and azimuthal angles of the magnetization vector m¯. If W (θ, φ, t) denotes the
probability of the magnetization being pointed at the direction (θ, φ) at time t, then the
FP equation is given by,
∂W
∂t
= −∇¯sph · J¯ , (4.2)
where ∇¯sph =
(
θˆ 1
sin θ
∂
∂θ
, φˆ ∂
∂φ
)
is the gradient in spherical co-ordinate excluding the
term for the radial direction. The total surface current density J¯ =
(
θˆJθ, φˆJφ
)
is given
as,
Jθ =
γ
1 + α2
(Hφ + αHθ − αASTmφp + ASTmθp)W − k
∂W
∂θ
,
Jφ =
γ
1 + α2
(αHφ −Hθ + ASTmφp + αASTmθp)W −
k
sin θ
∂W
∂φ
,
(4.3)
where the diffusion constant k = kBT
Msµ0V (1+α2)
, Hθ = H¯eff · θˆ, Hφ = H¯eff · φˆ, mθp = m¯p · θˆ,
mφp = m¯p · φˆ, and AST = β.
Considering the axial symmetry of a circular magnet as in the P-STT bit, φ depen-
dence in the above FP equation can be dropped and the equation for a circular uniaxial
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magnet may be written as [51],
∂W
∂t´
= − 1
sin θ
∂
∂θ
[
sin2 θ (−iapp − cos θ)W − 1
2∆P−STT
sin θ
∂W
∂θ
]
, (4.4)
where t´ = tαγH
P−STT
K
(1+α2)
is the normalized time, iapp = Iapp/Ic0 is the normalized applied
current with Ic0 being the critical current and ∆ being the thermal stability factor of the
P-STT bit. HP−STTK is the effective perpendicular anisotropy field as explained in Section
1.2.1. Equation 4.4 can now be solved numerically for W (θ, t) using a finite difference
grid from θ = 0 to θ = pi to obtain the time evolution of the probability density W (θ, t)
for a given applied current. Assuming an initial magnetization along the +z direction
(θ = 0), the initial probability distribution of m¯ is obtained from a Boltzmann distribution
as follows:
W (θ, t = 0) = W0 exp [−E(θ)/kBT ] ,∫ pi/2
0
W (θ, t = 0) sin θ dθ = 1,
(4.5)
where E(θ) is the total energy (including magnetostatic and uniaxial anisotropy) of the
bit as a function of the orientation θ. Finally, the WER at time t is given by:
WER(t) =
∫ pi/2
0
W (θ, t) sin θ dθ, (4.6)
where W (θ, t) is the solution obtained from Equation 4.4. Figure 4.2(b) shows the WER
estimated from FP solutions together with the WER obtained from the stochastic LLGS
equation.
In the next section, we describe the rare-event-enhancement (REE) technique to
estimate WER to 10−9 with only 103 stochastic LLGS simulations.
4.2 Rare event enhancement technique to estimate write error
4.2.1 Details of the simulated bit
The simulated P-STT bit (as shown in Figure 4.1(b) inset) is assumed to have a
free layer (FL) magnet of circular cross-section with a diameter of 60 nm and thickness
of 1 nm. Only the FL magnet is considered in all simulations in this work assuming the
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fixed layer to act only as a source of spin-polarized current that flows perpendicular to
the plane of the FL (along the z direction). The spin-polarization direction, m¯p, of the
current is along the +z axis with a spin torque efficiency factor (spin polarization factor)
η = 0.4. A saturation magnetization Ms = 1.1× 106 A/m, a uniaxial anisotropy energy
Ku1 = 8 × 105 J/m3 with axis along the z direction, and a Gilbert damping constant
α = 0.01 were used. Assuming a rectangular box with sides 60 nm ×60 nm ×1 nm,
the demagnetization factors are calculated to be: Nxx = Nyy = 0.027 and Nzz = 0.946
[43]. The simulation temperature was set to T = 300 K. With the above parameters,
the thermal stability factor of the PMA bit (calculated from Equation 1.13) is ∆ ≈ 67
and the critical current for STT switching (calculated from Equation 1.15) is Ic0 = 42.1
µA. Heun’s [161] scheme was used for integrating the stochastic LLGS equation with an
integration time step of 1 fs for these macrospin simulations. Initial (t = 0) equilibrium
thermal distributions of m(t) were obtained by starting with a value of mz = 1 at t = −5
ns and performing the stochastic LLGS simulation up to t = 0 ns with no STT.
4.2.2 Basic method
We employ a REE method known as “importance splitting” [163–166]. The core
idea is that for many stochastic systems, before the system reaches some state of ex-
tremely low level of probability LN , it traverses multiple intermediate higher levels of
probability [166]. Thus, extremely rare events can be reached with high probability by,
from time to time, splitting “parent” trajectories that are more likely to lead to rare events
into multiple “offspring” trajectories, but each of corresponding lower weight than the
parents to conserve the norm. Each offspring trajectory then follows its own stochasti-
cally independent trajectory. Beyond this point, there is both much generality and detail
to importance splitting methods and their optimization, which is beyond the scope of this
work. Our goal here is only to demonstrate a specific, relatively simple, prototype adap-
tation to stochastic LLGS simulation of STTRAM switching as a proof-of-concept and
starting point.
The first critical order of business is to choose a predictor of which trajectories
are more likely to lead to rare events than others. For this STTRAM, the state of the bit
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Figure 4.3: Enhancement of rare stochastic LLGS magnetization trajectories of the (nor-
malized) mz at discrete times = t1, t2, t3 etc. STT switching is initiated at t = 0 ns
from a thermalized distribution with mz close to unity. Starting with mz near but not at
1 due to the stochastic thermal field, the bit magnetization trajectories are pushed toward
mz = −1 due to STT but still subject to the stochastic thermal field, as the time pro-
gresses. Enhancement times are marked by blue vertical lines. The threshold value value
of mz is marked by the red horizontal line. This figure has been adapted from [158].
can be characterized reasonably by the surface-normal component of the magnetization
normalized to the magnitude of the total magnetization, mz such that 1 ≥ mz ≥ −1.
At any time t, the greater mz(t), the smaller the in-plane component of the (normalized)
magnetization m(t), the smaller the STT on the bit, and the slower the bit is being ac-
celerated toward mz = −1, and, thus, the longer switching is likely to take from that
time forward. Moreover, the closer mz(t) is to unity, the greater the relative importance
of the continuing stochastic thermal field as compared to the STT, and, thus, the less
deterministic at least near future trajectories m(t) will be, where splitting completely de-
terministic trajectories serves no purpose even if that trajectory is likely to lead to a rare
event. Thus, we chosemz as our measure of the likelihood that a magnetization trajectory
m(t) will ultimately lead to a rare non-switching event, as well as the potential usefulness
of importance splitting of the trajectory.
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The prototype REE procedure used here is illustrated in Figure 4.3. This figure
and the chosen trajectories are optimized for conceptual clarity and not results. These
trajectories also are for a P-STT bit of circular cross-section in the macrospin approxi-
mation, but for this prototype method the approach is the same for micromagnetic simu-
lations. The simulation of switching is subdivided into time intervals of variable length
τl = tl+1 − tl. These time intervals are adjusted on the fly such that, for a substantial set
of trajectories m(t) considered simultaneously, the time interval is terminated when the
number of trajectories for which mz has fallen below zero at the end of the time interval
is approximately equal to the number of trial for whichmz is closer to unity than a chosen
mz threshold value mz,th (the choice of which will be returned to below). Then, at the
beginning of each new time interval beyond the first, the parent trajectories m(t) with
mz > mz,th are subdivided into two offspring trajectories, each weighted by one-half
the weight of the parent trajectory, which then continue along their own stochastically
independent subsequent trajectories; trajectories with mz,th ≥ mz > 0 are continued as
they are with the same weighting; and trajectories with mz ≤ 0 are considered switched
and are discontinued. (Trajectories with mz ≤ 0 are considered beyond the point of no
return if the pulse were to continue. That some trajectories withmz ≤ 0 might not end up
switched if the write pulse were turned off at this point or, conversely, that some trajecto-
ries with mz > 0 would nevertheless end up switched if the write pulse were turned off
at this point should not noticeably affect the WER within the resolution of interest here.)
In principle, the total number of ongoing trajectories would be conserved precisely at all
times in this way if we could terminate time intervals when the number of trajectories with
mz ≤ 0 and the number with mz > mz,th were precisely equal. In practice, however, we
have to stop and restart all of the stochastic LLGS simulations to check these numbers,
which, so far, we have done at fixed small but nonzero time intervals. As a result we have
allowed for a limited inequality, and the total number of ongoing trajectories can differ
somewhat from the original through time. However, we also adjust the inequality window
about the equality through time to bias the number of ongoing trajectories back toward
the original value, so that the number of trajectories m(t) and—the associated computa-
tional effort of solving the stochastic LLGS simulations—remains effectively conserved
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through simulation time. However, the enhancement of rare trajectories at the expense of
more common trajectories during each time interval leads to an ultimately strong artifi-
cial skewing of the magnetization trajectories toward the rare events of interest, with the
possibility of a given individual trajectory remaining within the lth time interval τl having
been enhanced by up to 2l in the limit.
For Figure 4.3, specifically, a small illustrative sample of magnetization dynamics
trajectories has been plotted vs. time along with a relatively low (far from unity) threshold
mz,th = 0.8 used for visual clarity. Trial trajectories 1 and 2 havemz > mz,th at the begin-
ning of the first enhancement t1—a time determined considering many more trajectories
not shown—and, hence, each of them are split into 2 offspring trajectories, each with
their weights reduced from unity to 0.5. Trial trajectories 3 and 4 have 0 < mz ≤ mz,th,
and hence advance as they are without any enhancement. Trial trajectory 5 has reached
a negative value of mz at t1 (not shown) and is discontinued. At time t2 both offspring
trajectories of Trial trajectory 1 are again split in two offspring trajectories each, and
each with a weight now reduced to 0.25, while Trial trajectory 4 is discontinued. This
procedure continues at t3 and beyond.
Like the choice of the predictor of low probability events, the choice of the thresh-
old value of the predictor also is important. It also is non-trivial. To this end we now turn
to a study of WER for macrospins calculated with our REE method. These macrospin
simulations are, of course, computationally less demanding than micromagnetic simula-
tions and, thus, allows for more simulations and larger data sets. They also allow for
comparison to reference FP results.
4.2.3 Choosing threshold and illustration of REE using macrospin simulations
Figure 4.4 shows the simulated probabilities as a function of time of not having
switched —essentially the WER if applied current were turned off at that time as dis-
cussed in the previous section —for the P-STT bit obtained with REE for three different
values of mz,th as shown (Figure 4.4(b-d)), as well as without REE (Figure 4.4(a)) for
reference. The applied current is 2Ic0. Each of the, here, 100 simulation sets consist
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Figure 4.4: Effect of selection of threshold mz,th used for REE on the calculated WER
for a macrospin with an applied current of twice the critical current, Ic0, (thin lines, grey
online) with the FP solution provided for reference (thick lines, blue online). The results
of each figure represent 100 sets (each represented by its own grey line) of 103 indepen-
dent trials. (a) Results without REE for reference. Intrinsically, the lowest non-zero value
of WER for each set is 10−3 as seen. (b), (c) and (d) Results with REE with thresholds,
mz,th = 0.7, 0.95 and 0.99, respectively. All choices of mz,th provide vastly improved
estimations of WER as compared to simulations without REE, but mz,th = 0.95 clearly
provides the best of the three. This figure has been adapted from [158].
of 103 independent trials. Here a “trial” corresponds to a single initial trajectory, which
subsequently may or may not give rise to one or more offspring trajectories. As the total
weighting including continuing and switched (terminated) trajectories is conserved for
each trial, the total weighting for all trajectories springing from all trials in a set is 103 at
all times. Therefore, WER for each set of trials may be written as,
WER(t) =
∑
not−switched trajectories Weight∑
all trajectories Weight
=
∑
not−switched trajectories Weight
103
. (4.7)
As can be seen in Figure 4.4, use of REE with any of the choices ofmz,th provides
vastly improved estimations of WER. However mz,th = 0.95 clearly provides the least
variability among these choices. Consistent with the discussion of the previous subsec-
tion, ifmz,th is too low (further from unity), then, we waste REEs on too many trajectories
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that are already largely deterministic. If mz,th is too high (closer to unity), we miss REEs
for too many trajectories that remain largely stochastic. Indicative of this latter limit is
the quasi-step like behavior for many of the trial sets, noticeable at fairly large WERs but
increasing in scale as WER decreases, as seen in Figure 4.4(d), partially reminiscent of
the behavior for the REE free result of Figure 4.4(a) if at much smaller WERs.
Figure 4.5: (a) Definition of transit time (τtr) and incubation time (τin) for an exam-
ple stochastic magnetization trajectory marked in blue, for a candidate threshold mz,th
(marked by the red horizontal line). (b) Variation of standard deviation of τtr (σtr) of 103
trajectories as a function of the threshold mz,th. The optimum threshold for each cur-
rent is marked as a red circle on the corresponding curves. This figure has been adapted
from [158].
Toward identifying the optimum threshold a priori, a significant sample of indi-
vidual trials—103 again for our simulations—of m(t) were simulated without REE. As
shown in Figure 4.5(a), for each of these trials a “transit” time (τtr) was identified as a
function of mz,th, which is defined as the time required for m(t) to fall from mz = mz,th
to mz = 0 (and, similarly, an “incubation” time (τin) is identified as the time for m(t) to
reach mz,th from t = 0) consistent with prior work [167–169]. We then considered the
standard deviation in the transit time (σtr) among all trials. We found that the inflection
point in this curve, as shown in Figure 4.5(b), provides a reasonably optimal value of
mz,th as the inflection signifies a transition between more stochastic paths with thus large
variability in transit times, and more deterministic paths with thus similar transit times.
In particular, the 0.95 value for 2Ic0 that was predicted in this way is consistent with the
results of Figure 4.4. Moreover, as can be seen, the optimum value of mz,th increased
toward unity with increased applied current. The greater the current, the greater the STT
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Figure 4.6: REE simulation of WER using a current-dependent optimizedmz,th threshold
for an applied current of (a) 2Ic0, (b) 3Ic0, (c) 4Ic0, (d) 6Ic0. Error bars (red) represent
±2σ among the samples. FP results (blue lines) are provided for comparison. This figure
has been adapted from [158].
for a given value of mz, the less deviation of mz from unity that is required for the STT
to overcome the thermal fluctuation field on average.
Figure 4.6 shows the WER for 100 sets of 103 trials each obtained with REE using
the optimum thresholds found from Figure 4.5(b) for applied currents of I = 2Ic0, 3Ic0
and 4Ic0, respectively, along with error bars representing a plus or minus two standard
deviations ±2σ (95%) confidence interval for the individual trial sets based on the vari-
ation among them. The ±2σ confidence interval for the average result of all 100 sets of
trials considered as a whole is an order of magnitude smaller still. This later average of
the predicted WER from the all REE enhanced stochastic LLGS trials follows the exact
FP solution quite well.
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4.3 WER from REE enabled micromagnetic simulations
4.3.1 Simulation method and simulated system
The GPU-based micromagnetic simulator MUMAX3 [42] was used to carry out
the micromagnetic simulations. The parameters of the free magnet were taken to be the
same as for the macrospin simulations (Section 4.2.1). The calculated values of thermal
stability ∆ and the critical current Ic0 within the macrospin approximation may well be
overestimates of the true values for the micromagnetic system, but still can be used as
a reference. The grid size was taken to be 1.88 nm in the plane of the FL and 1 nm
perpendicular to the plane of the FL. An exchange constant Aex = 20 pJ/m is used. A
10 fs integration step size was used for all the micromagnetic simulations. As for the
macrospin trials, the initial population of trial trajectories was thermalized by simulating
magnetization dynamics for 5 ns under the influence of thermal fluctuations before the
current was applied at t = 0. For these micromagnetic REE simulations, as a simple
extension of the approach used for the macrospin simulations, the predictor of which
trajectories are more likely to lead to rare events than others was taken as 〈mz(x, y, t)〉,
the spatial average of mz(x, y, t) normalized to the magnitude of 〈m(x, y, t)〉. Then, also
as for the macrospin simulations, a threshold value of 〈mz(x, y, t)〉, mz,th, was used to
identify the rare, slow switching trials.
4.3.2 Results from REE enabled micromagnetic simulations
Figure 4.7(a) illustrates the selection of the threshold mz,th for the micromagnetic
REE simulations similar to Figure 4.5(b), except mz is now spatially averaged and then
normalized. Variation of standard deviation of transit time among 103 non-enhanced trials
is plotted as a function of mz,th. The inflection points at approximately mz,th = 0.95 for
2Ic0 and mz,th = 0.97 for 3Ic0 are selected as the threshold for the respective simulations
of WER with REE.
Figures 4.7(b) and (c) show the thus calculated WERs from micromagnetic simu-
lations with REE, exhibiting the ability to calculate WERs down to 10−9, which is where
we terminated our simulations, and likely beyond. Macrospin results also are provided
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Figure 4.7: WER obtained from micromagnetic simulations with REE. (a) σtr of 103 tri-
als as a function of the threshold mz,th. The approximate inflection points are marked by
the red circles for I = 2Ic0 and 3Ic0. A well-defined inflection point is not found for 6Ic0.
(b) WER calculated using REE for I = 2Ic0 using a threshold of 0.95 for both micro-
magnetic and macrospin calculations. (c) 10 independent REE runs with micromagnetic
simulations for I = 2Ic0 (mz,th = 0.95) again and of 3Ic0 (mz,th = 0.97). Correspond-
ing FP solutions are also shown. The error bars in (b) and (c) indicate plus or minus
two times expected standard deviation among the sets of 103 trials in the time taken to
reach the corresponding WER, calculated using 10 runs (100 runs) for the micromagnetic
(macrospin) calculations. (d) WER calculated from REE enhanced micromagnetic sim-
ulations at increased applied currents of I = 4Ic0 and I = 6Ic0. This figure has been
adapted from [158].
for comparison to the micromagnetic results for an applied current of 2Ic0 in (b), while
micromagnetic results are provided for applied currents of both 2Ic0 and 3Ic0 in (c). FP
results also are supplied for reference. Each of the 10 individual lines for the micro-
magnetic simulations for each value of applied current represents an independent set of
103 simulation trials with REE. The reliability of these WER predictions is illustrated
by the ±2σ (95%) confidence intervals in the time to achieve a given WER based on
the variation among the 10 sets. Again, the expected ±2σ confidence interval for the
average result of all 10 sets of trials considered as a whole is smaller by a factor of 3
here. The error bars for the macrospin simulations in Figure 4.7(b) also represent the
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±2σ confidence interval among independent sets of 103 trials, although with 100 sets, as
allowed by the much less computationally demanding simulations, as in Section II. The
macrospin results again remain consistent with the reference FP results even allowing
for the order-of-magnitude smaller confidence interval for all 100 macrospin sets consid-
ered as a whole. In absolute terms, the ±2σ confidence interval is much the same for
the micromagnetic and macrospin simulations, although the error in the micromagnetic
simulations relative to the average is significantly larger.
For practical applications 3Ic0 already may be considered a large current [45,170],
particularly given that the employed Ic0 obtained in the macrospin limit may well be an
overestimate of the true Ic0 as previously noted. Nevertheless, it is informative from a
modeling perspective to consider what happens as we follow the applied current higher.
Figure 4.7(d) shows one REE run each for I = 4Ic0 and I = 6Ic0. As shown, we were
unable to reliably predict WER below ∼10−6 for an applied current of 4Ic0, and below
∼10−5 for an applied current of 6Ic0. While well beyond what is otherwise possible to
simulate, these WERs may not be sufficient for device applications. There are multiple
potential reasons for this limitation. We will only note a few. For larger currents and an
associated larger percentage of initial trajectories leading to fast deterministic switching
once the current is turned on, the initial distribution of magnetization trajectories may
need to be enhanced as well. A more refined predictor than comparison of 〈mz(x, y, t)〉
to mz,th may be possible for micromagnetic simulations. In part, this reduced range of
reliable WER predictions behavior is—we have performed test simulation—an artifact
of our choosing to hold the number of simulation trials constant in this primary work by
waiting to enhance the trials with mz closer to unity than mz,th until an equal number
of trial had switched, mz ≤ 0. If the transit time between mz,th and switching becomes
large compared to the incubation time to reachmz,th, few trial trajectories remain close to
unity above mz,th to enhance, leading to less statistical independence among the rare trial
trajectories. Enhancing trials with mz closer to unity than mz,th as soon as the number of
such trials dropped to one-half the original number alleviates this problem significantly,
although leading to somewhat more variability in the number of trials. While results
improved we still did not reach 10−9 WERs by this approach alone. In addition, for
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larger applied currents, shorter time periods between checking the status of the trials is
required.
Figure 4.8: WERs of P-STT bits for varying magnet diameters, from macrospin FP cal-
culations and from REE enabled micromagnetic simulations. For each diameter, average
of 10 REE runs (each with 103 trajectories) has been shown for the micromagnetic re-
sult. The applied current for each diameter is twice the corresponding macrospin critical
current as noted in the table.
In short, as previously noted, the REE method used here is a basic prototype.
Use of improved and more sophisticated REE methods should lead to still more reliable
prediction for a given computational effort and allow for still larger applied currents if
needed. In other words, even with the already great advantage of REE for simulation of
WERs for practical micromagnetic systems demonstrated with the simple approach used
here, there remains room to further improve the REE-based calculation of WER in the
future.
4.3.3 Variation of WER with magnet diameter
Figure 4.8 shows the variation of WER slopes for circular magnets of diameter
40 nm, 60 nm and 80 nm. All other parameters are taken to be same as in Section 4.3.1
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and 4.2.1. The circular magnet is discretized into a 16 × 16 × 1 (for the 40 nm magnet)
or 32 × 32 × 1 (for the 60 nm and 80 nm diameter magnets) grid for the micromagnetic
simulations. The critical currents Ic0 for the 40 nm and the 80 nm magnets, obtained
within the macrospin approximation, are 22.9 µA and 65.7 µA, respectively. For each
diameter the REE calculations has been repeated 10 times for an applied current of I =
2Ic0. The averages of 10 REE runs are then plotted in Figure 4.8 together with the FP
solutions for the three diameters. As is evident form the figure, WER from the REE-
enabled micromagnetic simulations are much lower than the FP solution for all three
diameters. This deviation is larger for a larger bit. Even for the 40 nm diameter bit, time
required to achieve a WER of 10−9 considering micromagnetic effects is much shorter
than what is expected from the macrospin approximation. For larger bit REE predicted
WER decreases with a steeper slope than the smaller bit. The results provide insight into
scaling properties of the STTRAM write process, beyond that can be captured by the
macrospin approximation.
4.4 Summary
In this chapter, we have focused on the stochastic write process of a P-STT bit.
We have developed a relatively simple, prototype REE method tailored to calculation of
WER in micromagnetic STTRAM systems, and have demonstrated statistically reliable
prediction of WER down to ∼10−9 (representing a simulation choice, not limits of the
method) for practical values of applied currents with sample sets of only 103 stochastic
LLGS-based switching trials. The total number of ongoing stochastic LLGS simulations,
the computational burden, is effectively conserved through simulation time. Improved
REE methods could be developed based on this work for more reliable prediction of
WERs, to lower WERs, and under more extreme switching conditions. REE enabled
micromagnetic simulations predicted a much lower WER than that obtained within the
macrospin approximation.
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Chapter 5
Write error rates of in-plane spin-transfer-torque
random access memory
In the previous chapter we focused on the stochastic write process of a perpen-
dicular STTRAM bit. Using a rare-event-enhancement (REE) technique combined with
the micromagnetic simulations, we demonstrated calculation of WER to 10−9 using only
103 micromagnetic simulations. In this chapter we attempt to extend the REE technique
toward an in-plane STTRAM bit with elliptic free layer magnets. Although perpendic-
ular magnets are preferred over in-plane ones (see Section 1.2.1), stochastic switching
process of an in-plane magnet remains relevant from a modeling perspective as majority
of the experimental evidence of incoherent switching affecting WERs used in-plane mag-
nets [154, 155, 171]. There is also a renewed interest towards in-plane magnets as they
are more compatible with recently discovered spin-orbit torque switching mechanisms,
wherein current driven parallel (vs. perpendicular in a conventional MTJ structure) to the
surface of the magnet in an underlying spin-Hall-effect metal [172, 173] or a topological
insulator material [174–178] generates a spin-current with spin-polarization direction in
the plane of the magnet, perpendicular to the direction of the charge current.
To investigate spatially-incoherent magnetization reversal processes and estimate
switching probabilities for in-plane magnets, prior studies employed up to 103 indepen-
dent micromagnetic simulations [157, 179–182]. However, extreme tails of WERs are
beyond the scope of such simulations as noted in the previous chapter. In this chapter, we
The results reported in this chapter will be published as a journal article titled (tentative) “Write error
rates of in-plane spin-transfer-torque random access memory calculated from rare-event enhanced micro-
magnetic simulations” by T. Pramanik, U. Roy, P. Jadaun, L. Register, S. Banerjee. The manuscript is under
review. Contributions: T. Pramanik developed the codes and ran the simulations with help from U. Roy
and P. Jadaun. L. F. Register and S. K. Banerjee supervised the work. T. Pramanik and U. Roy wrote the
manuscript. All authors reviewed and commented on the results and the manuscript.
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first extend the REE technique to an in-plane STTRAM (I-STT) bit using a predictor of
rare events based on the easy-axis magnetization and, to address the oscillatory nature of
the switching process for I-STT, time averaging over the natural oscillation period for the
hard-axis component of the magnetization. This REE technique allows us to investigate
the tails of the WER with increasing switching time, and, thereby, investigate the physical
reasons behind the extremely slow switching without incurring a prohibitively large com-
putational expense. Our study finds that, among other things, the extremely slow cases of
switching can become dominated by certain types of spatial incoherence in the magneti-
zation, such as vortex (V) and anti-vortex (AV) states. Moreover, once these latter states
become dominant, they lead to a reduced slope (magnitude) of the WER vs switching
time curve, i.e., a “branching” in the WER characteristics. These V and AV states, not
only cannot be captured by macrospin models, of course, but also become problematic
to follow to much smaller WERs for the so-far considered REE-enhanced Monte Carlo
micromagnetic simulations. Therefore, we further modified the REE method by adding a
new predictor of rare events to selectively address these vortices and anti-vortices based
on what is called the “topological charge” or “skyrmion number,” which then allows for
reliable REE-enhanced prediction of WERs to the lowest considered values of 10−9 for
all considered currents.
5.1 REE technique for in-plane STTRAM bits
5.1.1 Details of the simulated bit
Figure 5.1(a) shows a magnetic tunnel junction (MTJ) with a free layer (FL) and
a reference layer (RL) magnet patterned in an elliptic shape, as used for an I-STT bit.
Switching from the parallel state to the anti-parallel state is considered. Only the FL
is included in our simulations assuming the RL acts only as a source of spin-polarized
current that flows along the surface-normal direction (z-axis) of the free layer. The FL
is assumed to have a major axis of 150 nm along the x-axis, a minor axis of 50 nm
along the y-axis and a thickness of 2 nm along the z-axis. A saturation magnetization
Ms = 0.8 × 106 A/m and a Gilbert damping constant α = 0.01 were used. The spin-
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Figure 5.1: (a) MTJ with elliptic free layer (FL) and reference layer (RL) magnets, as
used in a typical I-STT cell. Magnetization dynamics of FL will be considered. Axes
convention, direction of current flow and lateral dimensions of the FL are marked. (b)
Example magnetization trajectories, mx, and corresponding filtered trajectories, mx, ob-
tained from macrospin stochastic LLGS simulations of the STT-induced switching of the
FL magnet.
polarization direction, m¯p, of the current is along the +x direction with a spin polarization
factor η = 0.4. Field-like torque has not been considered. Assuming a rectangle of
same lateral dimensions as the elliptic bit, demagnetization factors of the FL magnet are
estimated to be Nxx = 0.0181, Nyy = 0.0562 and Nzz = 0.9257 [43]. Temperature is
set to T = 300 K for all simulations. Within the macrospin limit, with the above set of
parameters, the thermal stability factor of the I-STT bit (calculated from Equation 1.12)
is ∆ = 43.7 and the critical current of STT switching (calculated from Equation 1.14)
is Ic0 = 0.34 mA. As for the P-STT bit in the previous chapter, the stochastic LLGS
equation (Equation 4.1) is then integrated with a time step of 0.1 ps using the scheme
of Heun [161] for all the macrospin simulations. Initial (t = 0) equilibrium thermal
distributions of ~m(t) are obtained by starting with mx = 1 and integrating the stochastic
LLGS equation for 5 ns without STT.
5.1.2 Modified REE technique
The basic idea remains the same as described in Section 4.2.2 for a perpendicular
magnet. Again, the first requirement is to choose a predictor of which trajectories, ~m(t),
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are more likely to lead to rare events than others. For a P-STT bit, the state of the bit
is well characterized by the surface-normal component of magnetization unit vector, mz,
and hence mz was used as the predictor to identify rare trials. Similarly, for an I-STT bit,
we choose mx, the component of magnetization unit vector along the in-plane easy axis,
as the predictor. Due to the axial symmetry of a circular P-STT bit, mz varies mono-
tonically (except small fluctuations due to random thermal field) from the initial state
(mz ≈ +1) toward the final state (mz ≈ −1) during switching. In case of an elliptic
I-STT bit, mx switches from the initial state (mx ≈ +1) to the final state (mx ≈ −1) via
large pre-switching oscillations, as shown by the grey trajectories in Figure 5.1(b). At
any time, t, the state of the trajectory may not be obvious from the instantaneous value of
the predictor mx. To substantially resolve this issue, mx is filtered via a moving average
over a time window (τw). τw is taken as the oscillation period of the strongest frequency
component present in the pre-switching small-amplitude oscillations of my, the compo-
nent of magnetization along the in-plane hard axis. Within the macrospin approximation,
e.g., this frequency is found to be the same as the frequency of the uniform mode given
by Kittel’s formula [183]. As shown in Figure 5.1(b) (blue trajectories), pre-switching
oscillations are strongly suppressed in the time averaged trajectories, mx, making it suit-
able for use as a predictor. The suppression is not perfect because the oscillation period
can vary for large oscillations.
Figure 5.2 depicts the REE technique with the help of a few sample macrospin
trajectories of mx (T1-T5) for visual clarity. Total simulation time is subdivided into
smaller intervals. These intervals are terminated at times {t1, t2, t3, ...} that are decided on
the fly such that the number of trajectories that have switched (mx < 0) are approximately
equal to the number of trajectories that have mx greater than a predetermined threshold,
mx,th (0.8 in Figure 5.2) (with again mx = 1 corresponding to the ideal initial state).
Then, at the beginning of the next interval, trajectories above the threshold (e.g., T1 at
time t1 in Figure 5.2) are split into two offspring trajectories each with half the weight
of the parent trajectory. Trajectories that have switched (e.g., T4, T5 at time t1) are
discontinued and trajectories with 0 ≤ mx ≤ mx,th (e.g., T2, T3 at time t1) are continued
without any splitting. This process is repeated at subsequent time intervals. Note that to
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Figure 5.2: Illustration of the splitting technique of REE for stochastic LLGS trajectories
of mx at discrete times = t1, t2, t3 etc. Switching current is applied at t = 0 ns on
a thermalized distribution with mx close to unity. The threshold, mx,th = 0.8 in this
example, is marked by the red horizontal line.
obtain the filtered value mx at any given time instant, for example tl, the simulation must
be continued until tl + td, where td = τw/2. For all REE simulations, 103 independent
trials, each assigned a weight of 1, are considered at t = 0. Including the weighting of all
continued and switched (terminated) trajectories derived from these 103 trials, the total
weighting remains conserved at 103 throughout the simulation time. Hence, the WER is
estimated as:
WER(t) =
1
103
∑
not−switched
weight. (5.1)
Previous studies of I-STT bits showed the presence of magnetization trajecto-
ries that may return to the initial state even after an apparently successful switching
[184–186]. To identify such cases, trajectories with mx < 0 are simulated for a short
additional time (1 ns for macrospin simulations, 0.5 ns for micromagnetic simulations)
unless they settle down with mx ≤ −0.95. If a trajectory returns above mx > 0 during
this time period, we place it back in the unswitched population and follow it as any other
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unswitched trajectory. (We note that by this procedure, until such paths are eliminated
as switched or the enhancement time interval is reached, they add to the otherwise con-
served number of paths. However, a subsequent modification to be discussed in Section
5.3.2 then essentially eliminates this overhead.) However, for the macrospin simulations,
only few such trajectories were encountered and no noticeable change of the WER was
observed from the case when this additional simulation time was not considered (i.e., all
trajectories withmx < 0 were immediately declared switched and hence their simulations
were stopped). For micromagnetic simulations, as will be discussed in the later sections,
the number of such trajectories increased considerably at higher applied currents leading
to a change in the WER slope.
5.1.3 Results of REE within the macrospin approximation
Again, as for the perpendicular magnet in the previous chapter, we calculate the
WER for the in-plane magnet in the macrospin limit to verify the correctness of the tech-
nique. However, for an in-plane magnet as the one considered here, one needs to solve
full two-dimensional Fokker-Planck equation (Equation 4.2). Instead, the REE estimated
WER in the macrospin limit will be compared with WER calculated from 105 indepen-
dent macrospin LLGS simulations (without any enhancement).
To identify the optimum thresholds we followed the method as in the previous
chapter (see Section 4.2.3). First, 103 trajectories are simulated without REE for each
applied current of interest. Then, transit times (τtr) for each of 103 filtered (using the
moving average filter as discussed earlier) trajectories are calculated for a given choice
of threshold mx,th. The definitions used for the transit (τtr) and incubation (τin) times
are shown in Figure 5.3(a) inset. The standard deviation of transit times (σtr), shown in
Figure 5.3(a), increases with increased mx,th. The inflection points on these curves are
then considered to be reasonably optimal choices for mx,th.
To illustrate proposed REE scheme and its correctness, we compare the results of
REE predicted WER to those obtained from 105 independent LLGS simulations without
REE. Results are shown in Figure 5.3(b) for applied currents of I = 1.5Ic0, 2Ic0, 3Ic0
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Figure 5.3: WER from REE enhanced macrospin simulations: (a) Variation of the stan-
dard deviation of the transit time (σtr) of 103 macrospin trajectories without REE. In-
flection points, marked by black squares on each line, depict the optimal values of the
threshold, mx,th. Definition of transit times (τtr) and incubation times (τin) are shown in
the inset. (b) WER estimated from REE within macrospin approximation. Thin grey lines
for each applied current are results of independent REE runs each with 103 trajectories.
The average of the 100 such REE runs (thick red lines) and the ±2σ confidence interval
(error bars) for individual REE sets also are shown. The thick blue lines are from 105
independent LLGS simulations without REE.
and 4Ic0. For each applied current, REE calculation employing with 103 trials each,
are performed 100 times (thin gray lines in Figure 5.3(b)), using the optimum thresholds
chosen from Figure 5.3(a). Figure 5.3(b) also shows the average (thick red line) of all 100
REE runs, along with error bars representing a plus or minus two standard deviations±2σ
(95%) confidence interval for the individual runs based on the variation among the 100
independent runs. This average WER from the all REE-enhanced stochastic LLGS trials
and that from the 105 non-enhanced LLGS trials are consistent, until (as expected) the
latter could not be continued any beyond (or accurately to) 10−5, with all non-enhanced
trials having switched.
Figure 5.4 shows a few examples of rare macrospin trajectories from the REE sim-
ulations for two different applied currents. As is evident, for each case, the magnetization
remained confined within a narrow zone close to mx = 1 until just before switching. This
initial phase could be understood as the incubation phase. The term “incubation” was
used in previous studies to denote the initial “non-reactive” time duration after applying
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Figure 5.4: Examples of rare macrospin trajectories of mx (each color is one trajectory),
with extremely long switching times, for (a) I = 2Ic0 and (b) I = 4Ic0. 10 trajectories
are plotted together for each current. Magnetization remained confined within a narrow
“incubation zone” until very close to the switching time.
the current pulse, when magnetization of the free layer does not show any appreciable
deviation from the equilibrium state [167, 187, 188]. Within a macrospin picture an incu-
bation delay is attributed to the vanishing strength of the STT term in the LLGS equation
in the limit of collinear magnetization of the FL and the RL magnets (m¯p × m¯ = 0 in
Equation 4.1) [51,189]. During this time, thermal field may help the magnetization to es-
cape from the incubation phase or may push the magnetization back into the incubation.
This stochastic nature of the escape mechanism is the sole source of rare events within
the macrospin approximation. Figure 5.4 also reveals that with increasing STT strength,
the boundary of this incubation phase is pushed toward mx = 1, which is consistent with
higher optimum threshold, mx,th, at higher applied currents. Once out of the incubation
phase, the magnetization switched very quickly, following rather deterministic paths.
5.2 REE with micromagnetic simulations
Micromagnetic simulations were carried out using MUMAX3 [42]. The dimen-
sions and material parameters of the simulated magnet are same as for the macrospin sim-
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Figure 5.5: REE with micromagnetic simulations: (a) Variations of σtr with choice of
threshold 〈mx,th〉 computed from 103 non-enhanced trajectories. Inset shows a few ex-
ample trajectories of space averaged, normalized and filtered magnetization, 〈mx〉 from
the micromagnetic simulations. (b) WER estimated from REE enabled micromagnetic
simulations. Thin grey lines for each applied current are results of independent REE runs
each with 103 trajectories. Thresholds picked from (a) (black dots) have been used for
REE runs in (b). Step-like artifacts in (b) point to room for improvement in the choice
of threshold. Blue lines are the average WER obtained from 100 macrospin REE runs
shown in Figure 5.3(b).
ulations. The elliptic FL magnet is discretized into a simulation grid of 64× 32× 1 cells.
An exchange stiffness Aex = 20 pJ/m is used. The Heun solver has been chosen with an
integration step size of 10 fs for all the micromagnetic simulations. The initial population
of magnetization is prepared by simulating magnetization dynamics under thermal fluc-
tuation (without the STT term) for 5 ns starting from a state uniformly magnetized along
the +x direction. For micromagnetic simulations, to determine the predictor of which
trajectories are more likely to lead to rare events, the following method is adopted. First,
the spatial-average of magnetization, mx(x, y, t), 〈mx〉, is normalized to the magnitude
of the spatial-average of ~m(x, y, t). This normalized quantity is then filtered via a moving
average over a time window (τw) that is calculated as for the macrospin REE simulations.
The filtered quantity 〈mx〉 is now used as the predictor in the REE simulations.
Standard deviation of transit times (σtr) computed from 103 non-enhanced micro-
magnetic simulations are plotted in Figure 5.5(a) as a function of the threshold, 〈mx,th〉.
Figure 5.5(a) inset shows a few example trajectories of 〈mx〉. As can be seen, inflection
points are hard to identify here, unlike the macrospin counterpart in Figure 5.3(a). Nev-
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ertheless, one can still pick the approximate inflection points (marked by black squares)
as initial estimates for thresholds. Figure 5.5(b) shows WERs from REE-enabled mi-
cromagnetic simulations with thresholds, 〈mx,th〉, picked from Figure 5.5(a) for applied
currents of I = 1.5Ic0, 2Ic0 and 3Ic0. Subsequent presence of step-like artifacts in the
WER vs. time results suggest room-for-improvement in the choice of threshold. Such
steps are found to result from trajectories that fail to switch for periods long compared to
the nominal transit time, but have predictor (〈mx〉) value lower than the chosen thresh-
olds and, thus, continue without splitting through many enhancement windows. Hence,
these trajectories maintain a large weight and create a sharp decrease of the WER when
they switch. For P-STT [158], such steps could be avoided by lowering the threshold
(also explained in Section 4.2.3). Figure 5.6 shows improved results with lower thresh-
olds (〈mx,th〉): 0.8 for I = 1.5Ic0 and 2Ic0, 0.4 for I = 3Ic0, 0.2 for I = 4Ic0 and 6Ic0.
However, increased variability and step-like features below WER = 10−6 could not be
avoided for I = 3Ic0 (Figure 5.6(a)). These features became much stronger and appeared
at even higher WER (below 10−3) for I = 4Ic0 and 6Ic0, as shown in Figure 5.6(b).
Figure 5.6: REE with micromagnetic simulations, with lowered threshold: (a) I =
1.5Ic0, 2Ic0 and 3Ic0, (b) I = 4Ic0 and 6Ic0. Thin gray lines for each current are results
of independent REE runs each with 103 trajectories. The red curves show the average
of 10 REE runs for 2Ic0, 3Ic0 and 5 REE runs for 1.5Ic0. The error bars represent ±2σ
confidence interval for the individual runs of 103 trials based on the variation among the
runs. WERs for I = 4Ic0 and 6Ic0, repeated 3 times for each applied current, show a
change of slope and large variation among the individual runs at lower WER. Blue lines
are the average WER obtained from 100 macrospin REE runs shown in Figure 5.3(b).
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In Figure 5.6(a), the REE runs for I = 1.5Ic0 have been repeated 5 times each with
103 trials and terminated after WER < 10−6 due to constraints on simulation time. For
I = 2Ic0 and 3Ic0, REE runs have been repeated 10 times each with 103 trials. Average
of these individual REE runs for each applied current is also plotted. The reliability of
these WER predictions again is illustrated by the ±2σ (95%) confidence intervals for the
individual runs in the time to achieve a given WER, based on the variation among the
individual runs of 103 trajectories.
For I = 4Ic0 and 6Ic0, REE runs have been repeated 3 times [Figure 5.6(b)]. In
each case, a change of slope is observed in the WER at the tail of these curves (below
WER = 10−3). Around this point, we have terminated these runs as the results could
be unreliable. This change of slope is also found to be correlated with an increasing
number of trajectories switching back toward the initial state after 〈mx〉 reached zero,
which in macrospin simulations was a reliable predictor of successful switching. As
discussed in the next section, such trajectories emerged from the excitation of vortices or
anti-vortices. At higher applied currents and lower WERs, number of such trajectories
increased rapidly, leading to a change in WER slopes as well as a large variation of WER
among the individual REE sets.
Macrospin WERs shown in Figure 5.6(a)-(b) are the averages of 100 REE runs
[same as shown in Figure 5.3(b)]. Micromagnetic simulations predicted higher WERs
than the macrospin case for this I-STT bit. As discussed in the next section, this increased
WER is a result of different spatially-incoherent excitations that impede STT switching.
At lower currents (e.g., I = 1.5Ic0) the end mode dominates, causing delayed switching
and higher-than-macrospin WER. This mode is presumably suppressed at higher currents
(I = 2Ic0 and I = 3Ic0) leading to a WER slope close to the macrospin ones. However,
at even higher currents, vortex or anti-vortex like states are excited, leading to a change
in the WER slope.
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5.3 Excitation and modeling of end mode, vortex, and anti-vortex
magnetization states during switching
5.3.1 Switching via end mode, vortex, and anti-vortex magnetization states
Lower values of thresholds required for the micromagnetic simulations suggest
that the mechanism that slows down (or keeps in an “incubation” phase) some of the tra-
jectories is different for these micromagnetic simulations than the macrospin case. As
explained in Section II, the vanishing strength of STT in the limit of collinear magnetiza-
tion of the FL and RL magnets gives rise to the incubation phase and acts as a source of
rare events in the macrospin magnetization dynamics. Within the micromagnetic frame-
work, such an incubation effect is expected to be weakened as the local magnetization
vector is now allowed to deviate significantly from a collinear orientation and initiate the
STT switching. However, another effect observed in micromagnetic simulations is that
the current-induced non-uniform magnetization states may keep the free layer locked into
trajectories that are not favorable for switching, resulting in an effective incubation-like
delay. Existence of non-uniform switching modes and metastable excitations, such as
so called “C-states”, named after the shape of the magnetization profile, and vortices,
are well known for I-STT bits [171, 179, 181, 186, 190–195]. Such spatially-incoherent
switching modes are also known to cause prolonged switching delays [179,190,196,197].
Here, we find that combined action of STT and thermal fluctuation could push the free
layer into these non-uniform magnetization states. Similar to the incubation phase in the
macrospin case, escape from such trajectories is then strongly influenced by thermal fluc-
tuations. Hence, these excitations of spatially-incoherent states now act as a source of
rare events in micromagnetic WER simulations. Average magnetization of such a non-
uniform state is much lower than the average magnetization of the initial equilibrium state
(〈mx〉 ≈ 1). Hence lower thresholds are required to capture these trajectories.
To visualize these states, we selected the magnetization trajectories that remained
unswitched for extremely long times (e.g., trajectories that switched when WER is below
10−6) and traced their dynamics back all the way till t = 0. These trajectories are expected
to have avoided switching through many enhancement windows and thus, should depict
the incubation phases of interest.
77
Figure 5.7: Example rare trajectories for I = 2Ic0. Average magnetization mx in (a)
shows persistent oscillations. A-D show magnetization snapshots at time instants marked
with red dots on the inset in (a). (b) shows another type of fluctuation. E-H show magne-
tization snapshots at time instants marked with red dots on the inset in (b). All snapshots
follow the same color map shown at the bottom of the figure.
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Figure 5.7 shows two rare trajectories for I = 2Ic0. It can be easily recognized
that these rare trajectories from micromagnetic simulations are quite different from the
ones shown in Figure 5.4 from macrospin simulations. In Figure 5.7(a), the average
magnetization shows large fluctuations centered at 〈mx〉 ≈ 0.5 for a prolonged interval
before switching. As seen from the inset, this fluctuation is rather periodic. Magneti-
zation snapshots (shown in Figure 5.7(A-D)) at a few time instants along the trajectory
reveal repeated excitation of end domains (blue domains in Figure 5.7(A,C)). Such pre-
cession has been shown to be related to the end mode with out-of-phase precession at the
opposite ends of the ellipse [182, 190, 194]. The central domain (red domains in Figure
5.7(A, C)) in these states are very similar to C-states reported in Refs. [171, 192, 193].
These trajectories could also explain the existence of intermediate states that are far from
the equilibrium states (although closer to the initial state in terms of spatially averaged
mx) and the random waiting times before switching, as described in [188]. Figure 5.7(b)
shows another type of excitation with little or no periodicity in the magnetization trajec-
tory that results from the end mode combined with other higher order modes. Trajectories
(not shown) are also observed where excitations like Figure 5.7(a) transformed into the
one in Figure 5.7(b) or vice versa. These types of trajectories dominate the unswitched
population for I = 2Ic0 and 1.5Ic0 giving rise to a WER higher than the macrospin WER,
as shown in Figure 5.6(a).
With increased applied current, along with the end mode (like Figure 5.7(A-D)),
vortex (V) or anti-vortex (AV) like excitations also arise. An example trajectory for I =
3Ic0 with magnetization distribution at selected times are shown in Figure 5.8. As shown
in Figure 5.8(A), two end domains approaching each other from both sides may result
in a vortex core moving into the magnet. Once inside, the vortex core rotates along
the periphery of the magnet (Figure 5.8(B-E)), altering it’s circulation (rotation of the in-
plane magnetization around the vortex core) at the two ends of the ellipse (clockwise in B,
F, counterclockwise in D, E). Such rotations can survive for a long time (e.g., from E to F).
A very similar rotational motion is also observed for AV cores as shown in Figure 5.8(G-
L). With the AV core moving along the periphery of the magnet, it can drag a domain
wall (Figure 5.8(J)) along with it, causing sharp jumps (∼ 3.8 ns in the right inset) in
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Figure 5.8: Magnetization dynamics of a rare trajectory for I = 3Ic0. Magnetization
snapshots (A-L) shows two different type of excitations. In A-F (time instants marked
with red dots on the left inset), a vortex is observed to be rotating around the edge. In G-
L (times marked with red dots on the right inset), an anti-vortex is observed to be rotating
around the edge. All snapshots follow the same color map shown at the bottom of the
figure. Yellow arrows point to the core of the vortex or anti-vortex.
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the average magnetization while preventing successful switching. Rotating vortex cores
has been observed previously in experiments studying STT-induced dynamics of in-plane
magnets [193, 198]. However, rotation of AV cores has not been studied so far in detail.
In an even rarer scenario, the V or AV core is forced to move closer to the center
of the ellipse. Such trajectories are observed only below WER = 10−6 for I = 3Ic0. They
become more frequent when the applied current is increased to I = 4Ic0 and I = 6Ic0,
presumably due to the additional energy being supplied by STT. Two such trajectories
are depicted in Figure 5.9(a) and 5.9(b) showing an AV and a V, respectively. For both
cases, the magnetization dynamics become quite slow (compared to the rapid fluctuations
due to domain walls as in Figure 5.7) and the average magnetization remains between the
two equilibrium states. Hence even lower thresholds are required to capture these rare
events. Once the core of the V or AV reaches the center of the ellipse, the core movement
completely controls the magnetization dynamics (unlike Figure 5.8 where the end mode
seems to be present while the core continues to rotate). The V or AV core at the center can
protect a small unswitched domain (e.g., 5.9(E, K, L)) and prevent complete switching.
As shown in Figure 5.9(a), one of the two offspring of the initial trajectory switched by
pushing the AV toward the edge (5.9F), while the other failed to switch. Interestingly, be-
havior of such trajectories reminds one of the experimentally well-known back-hopping
phenomenon [184], although the time scales of these events are much shorter in our case
(e.g., < 10 ns, whereas back-hopping was observed in longer timescales of ∼ 100 ns or
more in the experiment). Due to the prolonged lifetime and repeated “back-hopping” of
such states, the unswitched fraction increases and a change of slope in the WER is ob-
served (see Figure 5.6(b)). Increased WER due to V/AV excitations also agrees well with
Ref. [179], where presence of vortices resulted in reduced and non-monotonic variation
of switching probabilities over time. Intermediate states with resistances halfway from
the equilibrium states were also observed previously in many experiments [186,191,195].
Time evolution of intermediate states observed by Aoki et al. [195] and Heindl et al. [186],
are quite similar to the ones in Figure 5.9(a) and (b).
Presence of an AV near a V with opposite core polarization may result in their
collision and formation of a Bloch point [199, 200]. A Bloch point is a singularity in
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Figure 5.9: Example rare trajectories for I = 4Ic0. (a) Trajectory with a near periodic
variation of 〈mx〉 over time and repeated “back-hopping”. Magnetization snapshots A-F
(times marked with red dots on (a)) show excitation of an anti-vortex that moves close to
the center of the elliptical magnet. One offspring (black line in (a)) failed to switch at 6 ns
while the other offspring (blue line) switched by pushing the anti-vortex core out of the
magnet. (b) Trajectory with a vortex excitation. Snapshots G-L (times marked with red
dots on (b)) show the formation and movement of the vortex core. All snapshots follow
the same color map shown at the bottom of the figure. Yellow arrows point to the core of
the vortex or anti-vortex.
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the ferromagnet with vanishing magnetization at the center that violates the assumption
of constant magnetization magnitude commonly used in micromagnetic simulators in-
cluding that used here. Evolution of a Bloch point during STT switching of an in-plane
magnet has been reported previously [201]. Although, micromagnetic simulations with
fine 3D meshing have been used in prior studies to investigate Bloch point structures, the
simulation results could still remain grid size dependent [200, 202]. A finer mesh, in our
case, also requires a much smaller integration time step demanding a formidable amount
of computation even with the REE technique. Nonetheless, we have verified that test
simulations with a finer grid and smaller integration time step reproduced the essential
features observed here, without significantly affecting the quantitative results.
5.3.2 Detection and enhancement of trajectories with vortex and anti-vortex states
The large variability among individual REE runs at higher currents (Figure 5.6(b))
presumably results from a poor choice of threshold and/or enhancement technique. The
“rare” trajectories of interest at higher applied currents, such as the ones in Figure 6,
are confined around 〈mx〉 ∼ 0, making them difficult to detect with a scheme guided by
a macrospin-like threshold selection (see Figure 5.3(a) and 5.5(a)). A better approach
would be to detect and enhance trajectories like Figure 5.9 using their integrated “topo-
logical charge”, or “skyrmion number” Q, defined as,
Q ≡ 1
4pi
∫∫
~m · (∂ ~m
∂x
× ∂ ~m
∂y
)dxdy, (5.2)
where, ~m is the space-varying magnetization unit vector [203]. For a V or AV, the above
integral results in ± 0.5 depending on the core polarization and the winding number (in-
plane rotation direction of the magnetic moments around the core). For quasi-uniform
magnetizations Q ≈ 0. Numerical evaluation of the above integral enables one to detect
existence of topological textures within the magnet. Therefore, we now propose a mod-
ified REE scheme also making use of the quantity Q, combined with the continuing use
of 〈mx〉.
To quantify the number of trajectories with excitations like Figure 5.9(a) or (b),
the histograms of Q numbers are obtained at the end of each enhancement window (e.g.,
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Figure 5.10: Modified REE technique based on the integrated topological charge Q
within the magnet. (a) Histograms of |Q| for I = 2Ic0 and 4Ic0 at two different time in-
stants show growing population near |Q| ∼ 0.4 for I = 4Ic0 which is absent for I = 2Ic0.
(b) WER estimated from the REE enhanced micromagnetic simulations showed lower-
than-macrospin WER when trajectories with |Q| > 0.25 are excluded from the calcula-
tion. (c)-(d) WER estimated from improved REE simulations, for I = 4Ic0 and 6Ic0,
respectively, with |Q| added as an additional predictor of rare trajectories. Macrospin
WERs are the average WER obtained from 100 macrospin REE runs shown in Figure
5.3(b).
at times { t1, t2, t3, ...} in Figure 5.2). Figure 5.10(a) shows example histograms of |Q|
at a time instant close to t = 0 and at a later instant t = tN where WER(tN) ≈ 10−6, for
applied currents of I = 2Ic0 and 4Ic0. We plot |Q| instead of Q, as the excitations can’t
be classified a priori as V or AV without knowing their core polarity. For lower currents,
as in I = 2Ic0, the total population remained confined near |Q| ≈ 0 always, indicating
absence of any excitations that can generate significant topological charge density. On
the other hand, histograms at higher current, e.g. I = 4Ic0, clearly show a shift of the
population toward |Q| ≈ 0.5, revealing significant number of trajectories with half-integer
topological number e.g. V or AV. Note that the peak at higher |Q| is not centered exactly
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at 0.5, presumably due to distorted shape of the excitations or edge effects.
To verify that these higher |Q| excitations are indeed responsible for a higher-
than-macrospin WER for I = 4Ic0 and 6Ic0, we recalculated WER excluding all the
paths from the initial population of 103 trajectories (all offspring, all the way till t = 0)
that turn into a state with |Q| > 0.25. As shown in Figure 5.10(b) for I = 4Ic0, WER
excluding these trajectories are much lower than the macrospin estimates. However, as
all rare trajectories are due to a V or AV like path (hence excluded from the estimate in
Figure 5.10(b), black curves), the WER could not be calculated below∼ 10−4 when these
paths were excluded artificially.
The above observation that states with |Q| > 0.25 are responsible for slow switch-
ing suggests that |Q| can be used to identify rare trials in the REE technique together with
〈mx〉 for efficient detection of rare trajectories. Instead of only depending on the threshold
〈mx,th〉, now the trajectories with |Q| > 0.25 are also enhanced (split into two offspring).
Additionally, a trajectory is not discontinued until it achieves |Q| ≤ 0.25, even if 〈mx〉
becomes negative. (This approach essentially eliminates the previously noted overhead of
following paths below 〈mx〉 = 0.) The switching time for each trajectory is calculated by
detecting the time instant after which 〈mx〉 does not appear above zero ever again. Figure
5.10(c) and (d) show the calculated WERs for I = 4Ic0 and I = 6Ic0, respectively, with
the above modifications to REE technique. The variability among the individual REE
runs are now much reduced compared to Figure 5.6(b). Change of slope in the WER
curve is also more consistent among the individual REE runs for a given applied current
compared to Figure 5.6(b).
To further confirm that the modified slope is a result of high |Q| excitations, ad-
ditional simulations (without enhancement) are carried out on a population of ∼ 103
AV-like states, similar to the one in Figure 5A, each having |Q| ≈ 0.5, picked from the
REE runs at I = 4Ic0 (Figure 5.10(c), grey lines) at different times varying from 5 ns to
15 ns. Each of them is re-assigned a weight of 1 and declared as an initial state (t = 0).
Two different simulations, one with STT (at I = 4Ic0) and another without STT, are car-
ried out on each of these states. Simulation for each state is continued until |〈mx〉| > 0.95
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is reached. In presence of STT, all of these states switched (reached 〈mx〉 ≈ −1). WER
calculated from these simulations with STT is shown in Figure 5.11(a) (black line), with
a shift along the x and y axes for easy comparison with the slope estimated from the REE
simulations (red line). As can be seen, the slope obtained from the STT-induced switch-
ing of these sampled AV-like states agrees well with the REE-estimated slope, confirming
that the reduced switching speed of AV-like states indeed causes the modified slope. From
the simulations without STT, we observed that, approximately half of these AV-like states
switched to the desired equilibrium state (〈mx〉 ≈ −1) and the other half relaxed to the
other equilibrium state (〈mx〉 ≈ +1). That is, an un-torqued AV state has equal probabil-
ity to end up in either of the equilibrium states, regardless of its 〈mx〉 (greater or less than
zero) in the AV state. An example trajectory of 〈mx〉 from these simulations is shown
in Figure 5.11(a) inset along with the definition of the switching time. As the AV core
could still be present within the magnet at 〈mx〉 ≈ 0, the trajectory may return to the
initial state if the current is indeed turned off at the so-called switching time, causing a
write error. However—and conveniently for computational purposes—in the absence of
STT, both the switching probability of initial states with 〈mx〉 less than 0 and those with
〈mx〉 greater than 0 are equal to one-half. Hence, the definition of switching time used
throughout, when 〈mx〉 falls below 0, leads to the same WER prediction on average for a
given time period whether or not the current pulse is actually turned off at the end of that
time period.
Although turning off the current at the defined switching instant does not change
the calculated WER considerably, the rate at which these states relaxes to either of the
equilibrium states in absence of STT, is much slower compared to the case when STT is
present. From the simulations without STT, we monitor the fraction of unrelaxed AV-like
states with time, separately for the cases with final state of 〈mx〉 ≈ −1 or +1. The results
are shown in Figure 5.11(b), along with the WER from the simulations with STT (black
line, unshifted). As can be seen, the slopes in absence of STT is even lower, implying
a longer time scale of relaxing to an equilibrium state in absence of STT. Longer time
to relax to the equilibrium states implies that the bit could remain in an undefined state
(other than the equilibrium states) for a short time interval after the write pulse has been
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Figure 5.11: (a) Comparison of REE-estimated WER slope with simulations of ∼ 103
sampled non-equilibrium AV-like states. Average WER of 10 REE runs (shown in Figure
7(c)) for I = 4Ic0 is shown by the red line. For comparison, the black line, shifted by
the dashed lines, shows the WER vs. time behavior of a sampled purely AV population
simulated in presence of STT. The inset shows the definition of switching time with the
help of an example trajectory of 〈mx〉. (b) Decay of AV population over time towards
〈mx〉 ≈ −1 (blue line) and 〈mx〉 ≈ +1 (brown line), when allowed to relax without STT.
The black line is the same as in (a), shown here unshifted.
turned off.
The onset of a decreased slope of the WER curves at low WERs for high currents,
as in Figure 5.10(c)-(d) is similar to the “branching” effect observed in previous experi-
ments [154,155,191]. In experiments, branching is usually identified from WER variation
with switching voltage for fixed pulse widths [154,155,191], whereas we have estimated
the WER variation with time for fixed applied currents. Nonetheless, a change of slope
in the one interpretation should correspond to a similar change of slope in the other. In
these experiments branching has been observed to be present only in a subset of devices
that exhibit same branching characteristics in repeated measurements, while others do not
exhibit branching [154, 155, 191]. This difference could arise from variations in device
geometry and/or material parameters [155, 191]. As shown in Ref. [154], branching ef-
fects are already known to change with applied easy axis magnetic field, temperature etc.
Thus, using the methods presented in the paper, it may be possible to identify geometries
that help suppress (or inadvertently enhance) such branching and, associated extended
required switching times.
For the simulations discussed so far, we have not included the current-induced
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Oersted fields. The Oersted field, generated by the current flowing through the nanopillar
tunnel junction, is known to influence the switching process of I-STT bits by setting a
preference for certain type of C-states and vortices consistent with the symmetry of the
field [171, 181]. To verify if Oersted field reduces the probability of AV-like paths (as
seen Figure 6(a), e.g.), we include the Oersted field in a set of control simulations. In
these simulations, the Oersted field was calculated by assuming a uniform and constant
current density flowing through a vertical nanopillar of 50 nm height and cross-section
same as the elliptic magnet [201]. The free layer was assumed to be at the center of the
nanopillar. However, no visible changes are observed in the WERs, and the presence
of AV-like excitations were not notably affected. However, the current density applied to
achieve switching in these early studies [171,180,181,192,193,195] involving spin-valve
nanopillars were at least an order of magnitude higher than the range of applied current
studied here. Hence, a much stronger Oersted field was expected in these experiments.
When the Oersted field is increased in our simulations artificially by 20× (keeping the
STT same at I = 4Ic0), more V-type excitations (e.g. Figure 5.9(b)) are observed and
presence of AV-like trajectories are reduced drastically. Nonetheless, these V-type trajec-
tories now become the bottleneck for successful switching and results in a very similar
WER behavior (not shown) as in Figure 5.10(c)-(d).
5.4 Summary
In summary, we have extended the previously proposed REE technique for WER
calculation to the STT switching of in-plane magnets, including adding a rare-event pre-
dictor based on the topological charge of the magnetic excitation. The modified technique
allows us to estimate ultra-low WERs taking into account spatially-incoherent switching
processes including the end mode, vortex and anti-vortex states. The results show that
spatially-incoherent excitations give rise to increased WER predictions as compared to
those of spatially coherent macrospin calculations. Moreover, magnetization locked into
such spatially-incoherent states, can lead to an incubation-like delay and failed switching
attempts. At higher applied currents, vortex and anti-vortex excitations start to domi-
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nate the unswitched population. The result of prolonged lifetimes while in these states
is a decrease in the slope (magnitude) of the WER vs. switching time curve once they
become dominant, and, thus, longer required switching times than otherwise would be
expected. Notably, the onset of this reduced slope cannot even be reached practically in
the required micromagnetic simulation without REE Monte Carlo simulation, let alone
modeled to probabilities of 10−9 or below. The branching of the WER slope observed
in simulation here appears conceptually consistent with observed branching of WER vs.
switching voltage in experimental studies. Finally, we note that we have focused on basic
REE methods to allow modeling of WERs, including identifying appropriate predictors
of rare events.
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Chapter 6
Conclusion
6.1 Summary of the dissertation
The work discussed in this dissertation covered a number of topics broadly related
to the write process of STTRAM. Two key facts of interest, as mentioned in Chapter 1, are
the large write current required to switch the free layer magnet in an STTRAM bit and the
stochastic nature of this switching process. In subsequent chapters, possible techniques
to evaluate and improve the write process have been studied. Reduced storage density
is one of the problems related to the write current requirement. This study focused on
the magnetization switching process of a multi-state magnetic memory bit with an aim
to increase the storage density (Chapter 2). Reduced write currents of perpendicular
magnets motivated the study of chromium telluride thin films, a perpendicular magnetic
anisotropy material (Chapter 3). For the problems related to the stochastic write process,
this dissertation primarily focused on the techniques to quantify write error rates caused
by this stochastic process (Chapters 4 and 5). Micromagnetic simulations have been
employed in each of these studies to investigate the switching processes and estimate
quantities of interest. Conclusions from each of the chapters are noted below:
• Chapter 2 evaluates a multi-state STTRAM bit based on the shape anisotropy of
a cross-shaped ferromagnet for possible improvements in the bit storage density.
STT-induced write process for such shape-engineered ferromagnet required quite
large write currents, that ultimately outweigh the advantage of a 2 bit per cell stor-
age. A voltage controlled precessional write process is found to be more energy
efficient than the STT-based write process. Switching times and write energies of
the proposed multi-state bit are estimated from micromagnetic simulations. Ther-
mal stability of the bit then is calculated employing the string method. The results
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show that such a multi-state memory with an ultra-low power write process could
be viable if the material properties and device dimensions are chosen appropriately.
• Chapter 3 investigates the magnetic properties of epitaxial chromium telluride thin
films. These thin films exhibit strong perpendicular magnetic anisotropy. The study
quantifies the magnetic anisotropy energies of the thin film from the magnetization
hysteresis loops measurements. For these thin films, a relatively large second order
anisotropy coefficient is obtained. The angular dependence of the switching field
then is compared with different models of magnetization reversal. Finally, using
a 1D model of a defect and considering both nucleation and pinning mechanisms,
the angular dependence of the switching field is explained satisfactorily. Micro-
magnetic simulations then are carried out to visualize the switching process.
• Chapter 4 introduces the topic of write errors related to the stochastic nature of
the STT switching process at finite temperatures. First, the existing techniques for
calculating write error rates are summarized. The majority of the existing studies
assumed a macrospin description that fails to capture spatially-incoherent switch-
ing processes. To estimate write errors to ultra-low values of 10−9 while captur-
ing these processes, a rare-event-enhanced micromagnetic simulation approach has
been developed. This technique enables us to estimate write error rates to 10−9
from only ∼ 103 micromagnetic simulations. This technique first is applied within
the macrospin approximation to benchmark the predicted write error rates with
that obtained from the Fokker-Planck equation. Then applying this technique to-
gether with micromagnetic simulations, WERs for perpendicular STT-RAM bits
have been estimated.
• Chapter 5 extends the rare-event-enhancement based approach toward the STT-
induced switching of an in-plane magnet. Again the technique first is applied within
the macrospin approximation to verify the correctness of the solutions. Then write
error rates from full micromagnetic simulations are obtained. The result show
presence of multiple switching pathways with spatially-incoherent magnetization
states such as end mode, vortex or anti-vortex, which cannot be captured by the
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macrospin simulations. Moreover, vortex or anti-vortex excitations cause the basic
rare-event-enhancement technique to fail. However, adding a “topological charge”
based predictor to the rare-event-enhancement technique leads to reliable estimates
again.
6.2 Future work
The research presented in this dissertation also serves as the groundwork for a
number of interesting future research directions. Some of these possibilities are noted
below:
• The study of the multi-state STTRAM in Chapter 2 concludes that, despite being
able to store two bits, the structure may not provide enhanced storage density as
compared to two analogous single-bit devices. It may be worth reevaluating the
above statement by repeating the study with a stronger VCMA coefficient and de-
signing an optimized layout density of the proposed multi-bit memory. Then the
result could be compared with a single bit memory to quantify possible improve-
ments in the storage density, if any.
• As noted in Chapter 3, strong uniaxial magnetic anisotropy of chromium telluride
thin films could be useful for achieving thermally stable magnets of nanoscale di-
mensions as well as an alternative to rare-earth based permanent magnet materials.
Further experiments may be carried out to investigate if the Curie temperature could
be increased beyond the room temperature by varying the composition of the thin
film, while preserving the strong uniaxial magnetic anisotropy.
• Chapter 4 shows that the write error rate slopes of the perpendicular STTRAM
bits, estimated from the rare-event-enhanced micromagnetic simulations, are much
higher (in magnitude) than the slopes obtained within the macrospin approxima-
tion. Details of the switching process that gives rise to an improved write error be-
havior could be studied further following the approach taken in Chapter 5. Finally,
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the predicted write error rates for varying applied currents and device dimensions
may be fitted into a model suitable for circuit level simulations.
• The study in Chapter 4 considered a perpendicular STTRAM bit of circular cross-
section. Although, circular magnets are preferred for all practical purposes, process
variations could result into shape distortion. It would be interesting to study how the
shape affects the write error slopes of a perpendicular STTRAM bit. Note that the
precise rare-event-enhancement technique used for a circular magnet may not work
well for a different shape (elliptic e.g.) and the technique could then be modified
following the one described in Chapter 5 for the elliptic in-plane bit.
• The onset of a decreased (in magnitude) slope of the write error curves for high
currents, as discussed in Chapter 5, Section 5.3.2, appears conceptually consistent
with observed branching of WER vs. switching voltage in experimental studies.
The fact that in the experiments branching has been observed to be present only
in a subset of devices, suggests that variation in device geometry and/or material
parameters could possibly alter the “branching” observed in our simulations. This
could be studied employing the techniques discussed in Chapter 5 and repeating
the write error calculation for devices with varying dimensions and shapes. Such
a study will probably require some experimental investigations as well, to identify
possible shape distortions that occur during the fabrication.
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