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We develop a tool to analyse some self-similar measures with overlaps, those obtained
from systems of homotheties with centres in a lattice where the contraction ratios are
all equal to the inverse of a natural number L. We obtain the local dimension of the
measure as the Shannon entropy of an associated hidden Markov chain divided by the
logarithm of L. This result turns out to be useful in the study of the absolute continuity
or singularity of the measure, and provides two sequences converging to the dimension of
the measure, one of them non-increasing and the other non-decreasing, which allows us
to obtain estimates of the dimension.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Self-similar measures, and the wider class of invariant measures for iterated function systems, are geometric projections
of Bernoulli processes. They have played a key role in the development of fractal geometry for two main reasons: they serve
as geometric models for some natural phenomena and they provide a simple mathematical framework for the development
of fractal geometry concepts and methods (global and local dimension, overlaps, coverings, packings, etc.).
The case of self-similar measures with the open set condition (without overlaps; see Section 2) is the simplest and
is widely understood, as it permits the construction of an isomorphism of measure spaces with the Bernoulli process
underlying the code space (see [17, Remark 2.5]). Its properties are obtained from properties of Bernoulli processes, such as
the strong law of large numbers. Nevertheless, the open set condition imposes restrictive geometric conditions that limit its
practical applications.
The challenge is to understand more about the case of overlapping measures, for which the mathematical study presents
many diﬃculties.
Examples of this type of measures are those associated to Bernoulli convolutions, which are self-similar measures con-
structed from homogeneous systems of two homotheties on the real line. The large number of articles treating Bernoulli
convolutions (see [21]), starting with the work of Jessen and Wintner [13], gives an idea of the complexity of the still
developing study of this problem.
Other recently studied cases of self-similar measures with overlapping and centres in a lattice are outlined below, all for
the real line.
Ngai [18] considers the homogenous systems of homotheties with ratio 1/2, related to the dilation equation in wavelet
theory. Lau and Ngai [15] consider some homogeneous systems of homotheties with ratio 1/L where L  3 is an integer. For
examples of related research, see [24,26]. In all these works, multifractal properties of the associated self-similar measures
are studied.
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where L  2 is integer, which includes the cases studied in [15,18]. We study the dimension of the self-similar measure μ.
We will ﬁnd a way of analysing μ by relating it with an associated ergodic hidden Markov chain. To do so, the ﬁrst step
is to obtain a matrix expression for μ. The way to do this is similar to the method of second-order identities [15,18,25], but
our method avoids some unnecessary restrictions, broadening the range of application, within the scope of the problem we
are studying.
Relationship of μ with the hidden Markov chain, using the matrix expression obtained, allows us to use the rich theory
pertaining to these processes: the ergodic theorem, the Shannon–McMillan theorem, and the properties of Shannon entropy.
We obtain a general result on the dimension of μ, expressing it as a function of an entropy, as occurs in the case with the
open set condition.
Relationships between dimension and entropy have been obtained since the work of Besicovitch, Eggleston, and Billings-
ley [3,4,10] (see for instance [2,17,22,27]). We ﬁnd a relationship of this type for the self-similar measures with overlapping
which are studied.
We will obtain the absolute continuity or the singularity of μ from the elementary well-known result that characterizes
the case of maximum entropy by means of the discrete uniform distribution.
Our results give lower and upper bounds for the dimension, which in some cases allow its calculation with high
precision. Speciﬁcally, we obtain two sequences converging to the dimension, one of them non-increasing and the other
non-decreasing.
This improves the results on the dimension of μ obtained in the cases considered in [15,18]. The general focus of those
works is the multifractal spectrum of μ. One outstanding aspect of multifractal analysis is the study of dimension. A formula
for the dimension is obtained in only some cases; this formula expresses dimension as a limit about which the only thing
known is that it is converging (in one case a non-decreasing sequence is obtained). This limits its application in the study of
the absolute continuity or singularity of μ and restricts the usefulness of the analysis from a computational point of view.
In Section 2, we review some notions and results on dimension, self-similar measures and Shannon entropy.
In Section 3, we realize the study of the dimension and the absolute continuity or singularity of μ.
In Section 4, we explain how to implement the calculations, we obtain absolute continuity for some cases studied
in [15,18], and we exhibit ﬁgures for some of these measures.
2. Preliminaries
Let μ be a compactly supported ﬁnite Borel measure on Rd . Consider the spherical local dimension of μ at x
θ(μ, x) = lim
r→0
logμB(x, r)
log r
,
where B(x, r) denotes the closed ball centred at x and with radius r. The measure μ is called exact dimensional if for μ-a.e.
(almost every) x the limit exists and takes a constant value. For an exact dimensional measure several notions of dimension
coincide.
The lower and upper Hausdorff dimensions of the measure μ are deﬁned as
dim∗ μ = inf{dim A: μA > 0},
dim∗ μ = inf{dim A: μAc = 0},
where dim A is the Hausdorff dimension of the set A. The lower and upper packing dimensions of μ are deﬁned in the same
way, replacing dim A with the packing dimension of A (see [9, Deﬁnition 3.3.11 and Section 1.2]).
The measure μ is exact dimensional with θ(μ, x) = α for μ-a.e. x if and only if the four notions of dimension consid-
ered above coincide and take the value α (this follows easily from [9, Theorem 3.3.14]). This common value for an exact
dimensional measure μ is called dimension of μ and it is denoted by dimμ. In what follows all the measures considered
are exact dimensional; when reference is made to dimμ it should be kept in mind that μ is always assumed to be exact
dimensional.
If dimμ = α then the entropy dimension (or Renyi dimension) of μ is also equal to α. This will be mentioned again in
Remark 4.
A suﬃcient condition for μ to be exact dimensional is the differentiability at q = 1 of the Lq-spectrum of μ. If τ ′(1) = α
then dimμ = α (see [19]). In [15] the dimension of μ is studied using this result (in Corollaries 3.3 and 4.7 and Theo-
rem 1.4).
We recall some notions pertaining to self-similar measures (see [11,12]). Let {ϕ1, . . . , ϕn} be a system of contractive simi-
larities on Rd . Let E be the associated self-similar set, that is the unique non-empty compact set E such that E =⋃ni=1 ϕi E .
The system is said to satisfy the open set condition if there exists a non-empty open set U such that ϕ1(U ), . . . , ϕn(U ) are
disjoint and
⋃n
i=1 f i(U ) ⊂ U . The system is homogeneous if all the contractivity ratios are equal.
Let {w1, . . . ,wn} be a system of strictly positive probabilities (summing to one) and let μ be the self-similar measure
associated to the weighted system of contractive similarities, that is the unique Borel probability measure with
μ =
n∑
wi · μ ◦ ϕ−1i ;
i=1
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dimμ =
∑n
i=1 wi logwi∑n
i=1 wi log ri
, (1)
where {r1, . . . , rn} are the contractivity ratios. See [9, Theorem 5.2.5] for a proof of this result, obtained by geometrical
considerations and the strong law of large numbers. In [7, Theorem 1], a slightly more general result is proved. We note
that −∑ni=1 wi log2 wi is the Shannon entropy of the distribution given by {w1, . . . ,wn}.
Here, we state some well-known facts about Shannon entropy (see [1,5,8]).
Let M be a ﬁnite set. Consider a stochastic process V = (V1, V2, . . .) with values in M∞ and the distribution given by
P {V1 = i1, . . . , Vk = ik} = Q [i1, . . . , ik],
where Q is a probability measure on the product σ -algebra on M∞ and
[i1, . . . , ik] =
{
( j1, j2, . . .) ∈ M∞: ( j1, . . . , jk) = (i1, . . . , ik)
}
is the cylinder in M∞ with base (i1, . . . , ik) ∈ Mk .
The Shannon entropy of (V1, . . . , Vk) is deﬁned as
H(V1, . . . , Vk) = −
∑
i1,...,ik∈M
Q [i1, . . . , ik] log2 Q [i1, . . . , ik].
The Shannon entropy of V , or of Q , is deﬁned as
H(V ) = lim
k→∞
1
k
· H(V1, . . . , Vk) = H(Q ) (2)
if the limit exists.
The conditional Shannon entropy can be deﬁned as
H(Vk/V1, . . . , Vk−1) = H(V1, . . . , Vk) − H(V1, . . . , Vk−1).
If V is stationary, i.e., Q is shift-invariant, then the Shannon entropy of V exists and we have (see [8, Theorem 4.2.1])
H(V ) = lim
k→∞
H(Vk/V1, . . . , Vk−1). (3)
The limit in (2) is the Cèsaro limit of the sequence in (3). If V is stationary then both sequences are non-increasing as well
as converging, but the sequence in (3) converges more rapidly than the one in (2).
We can use (3) for estimating H(V ) for some processes V that we will associate to the self-similar measures under
study. We will also obtain a converging non-decreasing sequence from the following result.
Let X = (X1, X2, . . .) be a stationary Markov chain with ﬁnite state space S and let φ : S → M be a relabelling of the
states. Assume that V is the hidden Markov chain given by Vk = φ(Xk). From [6, Lemma 3.1] we know that the sequence
H(Vk/X1, V2, . . . , Vk−1) = H(X1, V2, . . . , Vk) − H(X1, V2, . . . , Vk−1) is non-decreasing in k and
H(V ) = lim
k→∞
H(Vk/X1, V2, . . . , Vk−1), (4)
where
H(X1, V2, . . . , Vk) = −
∑
j∈S
∑
(i2,...,ik)∈Mk−1
p( j, i2, . . . , ik) log2 p( j, i2, . . . , ik),
and p( j, i2, . . . , ik) = P {X1 = j, V2 = i2, . . . , Vk = ik}.
3. Homotheties with centres in a lattice and ratios 1/L
Let {ϕ1, . . . , ϕn} be a homogeneous system of homotheties in Rd with centres c1, . . . , cn in a lattice and ratio L−1 where
L  2 is an integer. Let E be the associated self-similar set.
Let C be the convex hull of {c1, . . . , cn}. Since the ϕi are homotheties, we have ϕiC ⊂ C , and from [12, Observation 3.1(8)]
we have E ⊂ C . Since {c1, . . . , cn} ⊂ E , it follows that the convex hull of E coincides with C .
Let {w1, . . . ,wn} be a system of strictly positive probabilities, summing to one, and let μ be the unique Borel probability
measure satisfying μ =∑ni=1 wi · μ ◦ ϕ−1i .
Deﬁnition 1. Such a probability measure μ will be called a homogeneous rational self-similar measure.
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known (see (1)), and thus the cases of interest to us are those for which this condition is not satisﬁed.
In the case when d = 1, we write ci for the centres, without bold type.
In [23, Section 3] we analyse the particular case with d = 1, n = 3, c1 = 0, c2 = 1/2, c3 = 1, L = 2 and w1 = w2 = w3 =
1/3.
It is easy to see that if f is any aﬃne map on Rd then f ϕi f −1 is a homothety having ratio L−1, as is ϕi . The self-similar
measure for the weighted i.f.s. {( f ϕi f −1,wi)} is the pull back measure under f of the self-similar measure μ for the
original weighted i.f.s. {(ϕi,wi)}, as can be deduced directly from the deﬁnitions. Taking f to be an aﬃne map such that
f (ci) ∈ Zd for all i = 1, . . . ,n, the new measure is bi-Lipschitz equivalent to μ, the contraction ratio is the same, and the
centres of the homotheties become points with integer coordinates, so we can study this new measure instead. We assume
from now on that
{c1, . . . , cn} ⊂ Zd.
We write ϕi1,...,ik for ϕi1 ◦ · · · ◦ ϕik .
Remark 1. These systems satisfy the ﬁnite type condition (see [20]): We have ϕl(x) = L−1x+ cl(1 − L−1) and ϕi1,...,ik (x) =
L−kx + ∑km=1 L−(m−1)cim (1 − L−1), and hence Lkϕi1,...,ik (0) = ∑km=1 Lk−mcim (L − 1). From this it follows that
Lk(ϕi1,...,ik (0) − ϕ j1,..., jk (0)) has integer coordinates and, from this, the ﬁnite type condition can be checked.
3.1. A matrix expression for the self-similar measure
3.1.1. L-adic d-dimensional cubes
For k = 0,1, . . . , let Jk be the class of closed intervals
Jk =
{[
(i − 1) · L−k, i · L−k]: i ∈ Z}
and let Dk be the class of cubes in Rd that are Cartesian products of elements in Jk . The Dk ’s are nested and Dk+1 can be
obtained from Dk by dividing each element in Ld pieces, with L equal parts for each coordinate. Since the centres ci have
integer coordinates they are vertices of sets in Dk for all k.
Remark 2. It is immediate that ϕl(Dk−1) =Dk and ϕ−1l (Dk) =Dk−1 for all k and l.
For k 0 let
Ak =
⋃
{F1 ∩ F2: F1, F2 ∈Dk, F1 
= F2}
be the set of overlaps in Dk , which coincides with the union of the boundaries of the cubes in Dk . We have ϕ
−1
l (Ak) =
Ak−1 ⊂ Ak for all k, l. We show that μAk = 0, and to do so we use the following lemma.
Lemma 1. Let μ be the self-similar measure associated to a weighted system of contractive similarities {(ϕi, pi): i = 1, . . . ,n} in Rd,
possibly having overlaps. If A is not dense in the self-similar set E and
⋃n
j=1 ϕ
−1
j (A) ⊂ A then μA = 0.
Proof. The proof is a variant of an argument in the proof of [17, Theorem 2.1], but a complete proof is given for the
convenience of the reader.
Let I = {1, . . . ,n} and I∗ =⋃∞k=1 Ik .
Consider the measurable function π : I∞ → E given by
{
π(i1, i2, . . .)
}=
∞⋂
k=1
ϕi1,...,ik (E).
It is well known that π(I∞) = E . Given an x ∈ E and an i = (i1, i2, . . .) ∈ I∞ such that π(i) = x, the shift i-orbit of x is
deﬁned as the set γi(x) = {x, x1, x2, . . .}, where xm = ϕ−1im ◦ · · · ◦ ϕ−1i1 (x) ∈ E for m  1, and the shift orbit of x is deﬁned as
O (x) =⋃{γi(x): i ∈ I∞,π(i) = x}.
For i ∈ I∞ and j= ( j1, . . . , jl) ∈ I∗ let
δj(i) = lim
k→∞
1
k
card
{
q: (iq, iq+1, . . . , iq+l−1) = j, 1 q k − l + 1
}
.
We consider the set
B = {i ∈ I∞: δj(i) = pj, j ∈ I∗},
where pj = p j1 · · · p j if j= ( j1, . . . , jl).l
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follows that O (π(i)) ∩ ϕj(E) 
= ∅, and hence O (π(i)) is dense in E for each i ∈ B, since E =
⋃
t∈Ik ϕt(E) with ϕt = ϕt1,...,tk .
Let ν be the product probability measure on I∞ deﬁned from the probability measure on I given by (pi: i = 1, . . . ,n).
From the ergodic theorem we have ν(B) = 1, since I∗ is countable. From this it follows that ν(D) = 0, with D =
{i ∈ I∞: O (π(i)) is not dense in E}.
For each x ∈ A we have O (x) ⊂ A, since ⋃nj=1 ϕ−1j (x) ∈⋃nj=1 ϕ−1j (A) ⊂ A, and hence O (x) is not dense in E since A is
not. Therefore π−1A ⊂ D and hence μA = ν(π−1A) ν(D) = 0, since μ = νπ−1. 
By passing to a lower dimensional aﬃne subspace if needed, we will from now on assume that E is not contained in
any (d − 1)-dimensional aﬃne subspace. In particular, E ∩ Ack 
= ∅ for all k 0.
Proposition 2. For k 0 we have μAk = 0.
Proof. Let k 0. Since E ∩ Ack 
= ∅ the closed set Ak is not dense in E . Since also
⋃n
l=1 ϕ
−1
l Ak ⊂ Ak the result follows from
Lemma 1. 
3.1.2. Basic cubes
Since the support of μ is the compact set E there are only a ﬁnite number of cubes in D0 having positive measure. Let
〈1〉, . . . , 〈N〉 be these cubes given in an arbitrary ﬁxed ordering. Let
M = {1, . . . , Ld}.
Each cube 〈 j〉, 1  j  N , splits into Ld cubes in D1. We label these cubes as 〈 j; i1〉, i1 ∈ M , with the following order-
ing. We consider for each of these cubes the point with minimal coordinates, and we order the cubes according to the
lexicographical ordering of these points.
We proceed further with the labelling. Each cube 〈 j; i1〉 splits into Ld cubes in D2, which we label as 〈 j; i1, i2〉, i2 ∈ M ,
with the same criterion, and we iterate this process, thus labelling as 〈 j; i〉 = 〈 j; i1, . . . , ik〉, for i= (i1, . . . , ik) ∈ Mk , all cubes
in Dk into which the primary cubes 〈1〉, . . . , 〈N〉 split.
We note that although μ〈i〉 > 0 for all i, it can happen that μ〈i; i〉 = 0 for some k and i ∈ Mk . However, if μD > 0 for
some D ∈Dk then D is contained in a set 〈i〉 (a cube) and hence is a set 〈i; i〉; we use this fact in the proof of Lemma 3(1).
Lemma 3.We have
(1) Each ϕl〈 j〉 is a set 〈i;m〉.
(2) We have ϕl〈 j〉 = 〈i;m〉 if and only if ϕl〈 j; i〉 = 〈i;m, i〉 for all k 0 and i ∈ Mk.
(3) If ϕ−1l 〈i;m, i〉 is not a set 〈 j; i〉 for any j then μ(ϕ−1l 〈i;m, i〉) = 0.
Proof. (1) We have ϕl〈 j〉 ∈D1 and μ(ϕl〈 j〉) =∑nt=1 wt · μ(ϕ−1t ϕl〈 j〉) wl · μ〈 j〉 > 0.
(2) This is obvious since ϕl is a similarity.
(3) In spite of Lemma 3(1), although ϕ−1l 〈i;m〉 ∈D0 it can be that it is not a set 〈 j〉. If ϕ−1l 〈i;m〉 
= 〈 j〉 for j = 1, . . . ,N ,
then if it intersects some set 〈 j〉 it does so in the boundary of 〈 j〉, and hence, by Proposition 2, we have μ(ϕ−1l 〈i;m〉) = 0.
The result follows from Lemma 3(2) since ϕl is bijective. 
3.1.3. Matrix expression for the measure of the basic cubes
For m ∈ M let Zm be the N × N matrix with
Zm(i, j) = wl if ϕl〈 j〉 = 〈i;m〉 for some l,
and Zm(i, j) = 0 otherwise. Of course, for given m, i, j there is at most one such l if the ϕl are all different, which we
assume.
From Lemma 3(2) and since ϕl is bijective, we have
Zm(i, j) = wl if ϕ−1l 〈i;m, i〉 = 〈 j; i〉,
and in this case
wl · μ
(
ϕ−1l 〈i;m, i〉
)= Zm(i, j) · μ〈 j; i〉.
From this and Lemma 3(3) we have
μ〈i;m, i〉 =
n∑
wl · μ
(
ϕ−1l 〈i;m, i〉
)=
N∑
Zm(i, j) · μ〈 j; i〉. (5)
l=1 j=1
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μ〈·; i〉 = (μ〈 j; i〉: j = 1, . . . ,N)t , so that
μ〈 j; i〉 = e jμ〈·; i〉. (6)
The relation obtained in (5) can be expressed as
μ〈·;m, i〉 = Zmμ〈·; i〉. (7)
We call pt = μ〈·〉 = (μ〈1〉, . . . ,μ〈N〉)t .
Proposition 4. For j ∈ {1, . . . ,N}, k 0 and i ∈ Mk we have
μ〈 j; i〉 = e j Z ipt,
with Z i = Zi1 · · · Zik if i= (i1, . . . , ik).
Proof. From (7) we obtain μ〈·; i〉 = Z iμ〈·〉 = Z ipt and the result follows from (6). 
It is easy to obtain a formula for computing the matrices Zm . We do it for d = 1; for d > 1 the formula can be obtained
by considering an expression with d coordinates for m, i, j and cl .
For simplicity we assume that min1ln cl = 0 (and hence 〈1〉 = [0,1]). We consider the closed intervals I( j) = [ j − 1, j]
for j = 1, . . . ,max1ln cl . Note that each 〈i〉 must be a set I( j), but some of the sets I( j) can have null measure and hence
not be sets 〈i〉.
We have ϕl(x) = cl + (x− cl)/L and
ϕl I( j) =
[
cl + j − 1− clL , cl +
j − 1− cl
L
+ 1
L
]
. (8)
We have
j − 1− cl
L
= ﬂoor
(
j − 1− cl
L
)
+ frac
(
j − 1− cl
L
)
,
where “ﬂoor” is “the greatest integer less than or equal to” and frac(z) = z − ﬂoor(z).
We now consider, for j = 1, . . . ,max1ln cl and m = 1, . . . , L, the closed intervals I( j,m) = [ j − 1 + (m − 1)/L,
j − 1+m/L], so that if I( j) = 〈i〉 then I( j,m) = 〈i;m〉.
It is easy to check that for given l, j there are a unique i and a unique m with ϕl I( j) = I(i,m). From (8) we obtain
i − 1 = cl + ﬂoor( j−1−clL ) and m−1L = frac( j−1−clL ), and hence these i,m are
i = cl + 1+ ﬂoor
(
j − 1− cl
L
)
, (9)
m = j − cl − L · ﬂoor
(
j − 1− cl
L
)
. (10)
Assume that 〈i〉 = I(ti) for i = 1, . . . ,N . We have Zm(i, j) = wl if ϕl I(t j) = I(ti,m), and hence we can obtain the matrices
Zm from (9) and (10).
In Proposition 7 we will give a method to calculate pt , and in Remark 3 we will give a procedure to identify the sets
〈i〉 = I(ti), which are those I( j) having positive measure.
In [25] a matrix expression is obtained for the self-similar measure associated to Bernoulli convolutions for which the
ratio is the inverse of the golden number. In [15,18] the method of second-order identities is developed based on the ideas
of [25], obtaining a matrix expression for some self-similar measures. The expression obtained here is similar. It does not
cover the case considered in [25], but does cover a class that is wider than those studied in [15,18].
In addition, the study of some elements of the matrix expression that we make in Section 3.2 will allow us in Section 3.3
to relate μ to a hidden Markov chain and, from this, to obtain some results on the dimension of μ.
3.2. Properties of the matrix Z
Recall that M = {1, . . . , Ld}. Let
Z =
∑
m∈M
Zm.
We begin with a lemma that is useful in showing that Z is irreducible.
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an open set with μD > 0 then for μ-a.e. x there are k 1 and l1, . . . , lk ∈ {1, . . . ,n} with ϕ−1lk ◦ · · · ◦ ϕ
−1
l1
(x) ∈ D.
The proof of Lemma 5 is a part of the proof of Morán and Rey [17, Theorem 2.1]. This theorem states, under the open set
condition, that the overlaps have null measure. In its proof it is shown that the orbits of a.e. x ∈ E are dense in E = suppμ.
We note that the proof of this result about orbits remains valid also without the open set condition (see the proof of
Lemma 1). It is easy to see that this result is equivalent to Lemma 5.
Proposition 6. Z is an irreducible matrix and its transpose is a stochastic matrix, and hence its greatest eigenvalue is one and it is
simple.
Proof. Let i, j ∈ {1, . . . ,N}. By Proposition 2, the interior of 〈 j〉 is an open set with measure equal to that of 〈 j〉, and hence
is positive like that of 〈i〉. It follows from Lemma 5 that there is an x in the interior of 〈i〉 with ϕ−1lk ◦ · · · ◦ ϕ
−1
l1
(x) ∈ 〈 j〉 for
some k 1 and l1, . . . , lk ∈ {1, . . . ,n}. Since ϕl1 ◦ · · · ◦ ϕlk 〈 j〉 is a set 〈t; i1, . . . , ik〉 that contains x it must be t = i, and hence
ϕl1 ◦ · · · ◦ ϕlk 〈 j〉 = 〈i; i1, . . . , ik〉 (11)
for some i1, . . . , ik .
Let t0 = j and tk = i. It is easy to check from (11) and Lemma 3 ((1) and (2)) that there are t1, . . . , tk−1 with ϕlk 〈t0〉 =〈t1; ik〉 and
ϕlk−u ◦ ϕlk−u+1 ◦ · · · ◦ ϕlk 〈 j〉 = ϕlk−u 〈tu; ik−u+1, . . . , ik〉
= 〈tu+1; ik−u, ik−u+1, . . . , ik〉
for u = 1, . . . ,k − 1. From this and Lemma 3(2) we obtain Zik−u (tu+1, tu) = wlk−u > 0 for u = 0, . . .k − 1, and hence the
(i, j) = (tk, t0) entry of the matrix power Zk satisﬁes
Zk(i, j) Zi1 (tk, tk−1)Zi2 (tk−1, tk−2) · · · Zik (t1, t0) > 0.
Therefore Z is irreducible.
By Lemma 3(1), ϕl〈 j〉 is a set 〈i;m〉 for each l, j, and from this it follows, for j = 1, . . . ,N , that the column j of Z sums
to w1 + · · · + wn = 1. Therefore the transpose of Z is a stochastic matrix.
Applying the Perron–Frobenius theorem completes the proof. 
Proposition 7. The unique probability vector x solving Zx= x is pt .
Proof. By Proposition 2 we have μA0 = 0, and thus the overlaps of the sets 〈i〉 have null measure. Since E = suppμ ⊂⋃N
i=1〈i〉 and μE = 1 it follows that pt is a probability vector.
From (7) and since μA1 = 0 we have
Zpt =
∑
m∈M
Zmμ〈·〉 =
∑
m∈M
μ〈·;m〉 = μ〈·〉 = pt .
By Proposition 6, one is a simple eigenvalue of Z which proves the uniqueness. 
Remark 3. This result allows us to make explicit calculations for pt and then for the μ〈 j; i〉’s by means of Proposition 4. It
can also be used to identify the sets 〈i〉. If we had incorrectly taken a set in D0 as if it were a set 〈i〉, then the null value of
its measure would be revealed by the null value in the corresponding entry of the resulting (incorrect) pt .
3.3. Dimension of the self-similar measure
We show that for μ-a.e. x the local dimension θ(μ, x) exists and does not depend on x, and its value is the Shannon
entropy of an associated ergodic measure on M∞ divided by log2 L. This gives the Hausdorff and packing dimensions of μ.
From this we also deduce some conditions for the absolute continuity of μ (w.r.t. Lebesgue measure).
We write ν1  ν2 for the absolute continuity of a measure ν1 w.r.t. a measure ν2, and L for the d-dimensional Lebesgue
measure.
We construct an auxiliary measure η by considering the restrictions of μ to the cubes 〈 j〉, translating them to a given
ﬁxed cube and piling the restrictions up together.
Let 〈0〉 be the unit cube [0,1]d and, for j = 1, . . . ,N , let g j be the translation with g j〈0〉 = 〈 j〉. For i ∈ Mk we call
g−1〈 j; i〉 by 〈0; i〉; this is a subset of 〈0〉 which does not depend on j. We consider the Borel measure η =∑Nj=1 η j withj
V. Ruiz / J. Math. Anal. Appl. 353 (2009) 350–361 357η j = μ j ◦ g j , where μ j(·) = μ(〈 j〉 ∩ ·) is the restriction of μ to 〈 j〉. The measure η is concentrated on 〈0〉. It is a probability
measure since μ is and the overlaps of the sets 〈 j〉 have null μ-measure. We have
η〈0; i〉 =
N∑
j=1
μ〈 j; i〉. (12)
We ﬁrst show that, if dimη = α (recall that according to our convention this presupposes that η is exact dimensional)
then dimμ = α.
From [16, Lemma 2.4], if dimη = α then dimη j = α, since η j  η. Since g j is bi-Lipschitz we have dimμ j = dimη j = α
for j = 1, . . . ,N . Hence θ(μ j, x) = α for μ j-a.e. x. Since μA0 = 0 (see Proposition 2) and μ =∑Nj=1 μ j , it follows that
θ(μ, x) = α for μ-a.e. x and hence dimμ = α.
We next show that η is in fact exact dimensional and we obtain dimη, thus obtaining dimμ and proving Theorem 9
below.
Let Q be the measure on the product σ -algebra on M∞ given by
Q [i] = eZ ipt for k 1, i ∈ Mk,
where [i] is the cylinder in M∞ with base i and e =∑Nj=1 e j is the row N-vector with every entry 1. Note that from (12)
and Proposition 4 we have Q [i] = η〈0; i〉.
In [23, Proposition 1] it is shown that Q is a shift-invariant and ergodic probability measure. This follows from the
following facts: Z =∑m∈M Zm is irreducible, its greatest eigenvalue is one, eZ = e, Zpt = pt , and ept = 1. Furthermore,
in [23, Proposition 1] it is shown that Q is the distribution of an ergodic hidden Markov chain, which we denote by
V = V (Zm: m = 1, . . . , Ld) = (V1, V2, . . .). By the theorem of Shannon–McMillan (see [8, Theorem 15.7.1]) we have
lim
k→∞
−1
k
log2 Q [i1, . . . , ik] = H (13)
for Q -a.e. (i1, i2, . . .) ∈ M∞ , where H is the Shannon entropy of Q .
Let A =⋃∞k=0 Ak . Then μA = 0, since μAk = 0 for all k (see Proposition 2). Since g j(Ak) = Ak for all j,k, it follows that
the overlaps of the sets 〈0; i1, . . . , ik〉 for given k are contained in Ak , and we also have ηAk = 0 and hence ηA = 0.
For x ∈ 〈0〉∩ Ac and k 0 there is a unique set 〈0; i1, . . . , ik〉 that contains x; let Dk(x) be this set. There holds Dk+1(x) ⊂
Dk(x) for η-a.e. x and all k. Notice that
⋂∞
k=1 Dk(x) = {x}.
Proposition 8.We have
lim
k→∞
−1
k
log2 ηDk(x) = H for η-a.e. x ∈ 〈0〉.
Proof. Consider the measurable function π : M∞ → 〈0〉 given by
{
π(i1, i2, . . .)
}=
∞⋂
k=1
〈0; i1, . . . , ik〉,
so that π [i] = 〈0; i〉 for k 0, i ∈ Mk . Since Q [i] = η〈0; i〉 we have Q = ηπ .
Let Γ ⊂ M∞ be the set where (13) holds, with Q Γ = 1. Let B = (πΓ ) ∩ Ac . Since B ⊂ 〈0〉 ∩ Ac , π−1(x) has cardinality
one for x ∈ B . It is easily seen that π−1B ⊂ Γ and ηB = 1.
Let x ∈ B and (i1, i2, . . .) = π−1(x) ∈ Γ . We have Dk(x) = 〈0; i1, . . . , ik〉 and hence
ηDk(x) = η〈0; i1, . . . , ik〉 = ηπ [i1, . . . , ik] = Q [i1, . . . , ik].
The proposition follows from (13), since ηB = 1. 
From this we ﬁnd that the cylindrical local dimension of η is
lim
k→∞
logηDk(x)
log|Dk(x)| = limk→∞
log2 ηDk(x)
log2(
√
d · L−k) =
H
log2 L
for η-a.e. x ∈ 〈0〉,
where |Dk(x)| is the diameter of Dk(x). From [22, Theorem 15.3] we ﬁnd that the spherical local dimension θ(η, x) is also
H/ log2 L for η-a.e. x. Hence dimη = H/ log2 L and, ﬁnally, since dimμ = dimη we have:
Theorem 9. Letμ be a homogeneous rational self-similar measure as in Deﬁnition 1. Let V = V (Zm: m = 1, . . . , Ld) be the associated
ergodic hidden Markov chain as above, and let H be its Shannon entropy. Then μ is an exact dimensional measure with
dimμ = H
log2 L
.
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dimμ H(V1)
log2 L
= − 1
log L
∑
m∈M
(
eZmp
t) log(eZmpt).
Remark 4. The entropy dimension of μ is deﬁned as
dime μ = lim
δ→0
H(μ, δ)
− log δ ,
where
H(μ, δ) = inf{H(μ, P): P is a ﬁnite Borel partition of suppμ, |P| δ},
H(μ, P) = −∑A∈P (μA) log(μA), and |P| is the maximum of the diameters of elements of P . Taking Pk = {〈 j; i〉: j =
1, . . . ,N, i ∈ Mk} for δ = √dL−k = |Pk| we have
H(μ, Pk)
− log δ = −
1
k log L − log√d
N∑
j=1
∑
i∈Mk
μ〈 j; i〉 logμ〈 j; i〉 (14)
(with 0 log0 = 0). By [27, Theorem 4.4] we know that if dimμ = α then dime μ = α. From Theorem 9 and (2) (in Section 2)
we have
dime μ = dimμ = lim
k→∞
− 1
k log L
∑
i∈Mk
Q [i] log Q [i]. (15)
This choice of Pk brings about something similar to (14) with the sequence in (15); recall that Q [i] =∑Nj=1 μ〈 j; i〉.
3.4. Absolute continuity and singularity
Using Theorem 9 and the well-known result on Shannon entropy given in (16) and (17) we next obtain results on
absolute continuity for homogeneous rational self-similar measures.
It is easy to check that the maximum entropy of a ﬁnite distribution is uniquely attained by the uniform distribution. In
our case we have
H(V1, . . . , Vk) log2
(
Lkd
)
, (16)
with equality if and only if
P
{
(V1, . . . , Vk) = i
}= L−kd for all i ∈ Mk, (17)
where P {(V1, . . . , Vk) = i} = Q [i] = eZ ipt .
The dimension of the self-similar measure μ is less than or equal to the dimension d of Rd . We next show that equality
holds if and only if μ is absolutely continuous. We give other characterizations that will facilitate further analysis of this
case.
Proposition 10. The following properties are equivalent:
(1) μ  L.
(2) dimμ = d.
(3) eZ ipt = L−kd for all k and i ∈ Mk.
(4) η is the Lebesgue measure on [0,1]d.
(5) μ is not singular.
Proof. (1) ⇒ (2) Obvious from the deﬁnitions.
(2) ⇔ (3) From Theorem 9 we have dimμ = H/ log2 L, and hence dimμ = d if and only if H = log2(Ld). From the
properties given in (16) and (17) we have H = log2(Ld) if and only if equality holds in (16) for all k, since the sequence
{(1/k) · H(V1, . . . , Vk)}k is non-increasing and converges to H .
(3) ⇒ (4) We have η〈0; i〉 =∑Nj=1 μ〈 j; i〉 = eZ ipt = L−kd for all k and i ∈ Mk . The result follows by a standard argument.
(4) ⇒ (1) Since μ j ◦ g j  η and η  L we have μ j ◦ g j  L, and since g j is a translation we have μ j  L, for
j = 1, . . . ,N . Finally, since μ =∑Nj=1 μ j we have μ  L.
(5) ⇔ (1) It is well known that arbitrary self-similar measures are either absolutely continuous or singular with respect
to Lebesgue measure. 
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verifying the singularity of μ required checking that Proposition 10(3) fails for k = 2. This was the case mentioned above
in [23]. We have not found any case for which we had to check this condition for k > 2. All the cases we tried that did not
satisfy the easy-to-check hypothesis of Corollary 12 below are like this.
In the following two corollaries, we provide suﬃcient conditions for absolute continuity. The second is a simple condition
for the initial elements of the problem and the ﬁrst for the matrices Zm .
Corollary 11. If eZm = L−de for all m ∈ M, or Zmpt = L−dpt for all m ∈ M, then μ  L.
Proof. If eZm = (Ld)−1e for all m ∈ M then eZ i = (Ld)−ke and hence eZ ipt = (Ld)−kept = L−kd for all k and i ∈ Mk . Thus the
condition in Proposition 10(3) holds. The proof of the other claim is similar. 
For j= ( j1, . . . , jd) ∈ I := {0, . . . , L − 1}d let
J (L, j) = {z= (z1, . . . , zd) ∈ Zd: zi (mod L) = ji, i = 1, . . . ,d}= {j+ Lz: z ∈ Zd}.
Note that the J (L, j) are disjoint lattices for j ∈ I and ⋃j∈I J (L, j) = Zd .
Corollary 12. Let S j =
∑{wl: l ∈ {1, . . . ,n}, cl ∈ J (L, j)}. If S j = L−d for all j ∈ I then μ  L.
We prove this corollary only for d = 1. In this case we have J (L, t) = {t + Lz: z ∈ Z} for t = 0, . . . , L − 1. The proof for
d > 1 is similar by considering an expression for the indices with d coordinates.
Proof. We show that St = L−1 for all t if and only if eZm = L−1e for all m, and the result follows from Corollary 11.
Let j ∈ {1, . . . ,N}. We have 〈 j〉 = I( j0) = [ j0 − 1, j0] for some integer j0, and without loss of generality we assume
j0 > 0. If cl ∈ J (L, t) then
cl = t + Lz
for some z ∈ Z. From (10) we have Zm(i, j) = wl for
m = j0 − t − L · ﬂoor
(
( j0 − 1− t)/L
)
and some i ∈ {1, . . . ,N} irrelevant here. Note that m depends only on j0 and t , but does not depend on z and hence
it does not depend on the speciﬁc l. Since L · ﬂoor(y/L) = y − y (mod L) for y integer, we have m = m( j0, t) =
( j0 − 1− t) (mod L) + 1. It is trivial to check that {m( j0, t): t = 0, . . . , L − 1} = {1,2, . . . , L} = M .
From this it follows that, for all j, the sum of the jth column of Zm for each m ∈ M is equal to St for some t , and there
follows the claimed equivalence. 
We conclude this section with a result about the Lebesgue measure of the self-similar compact set E . If μ  L then
LE > 0, since μE = 1 > 0. We show that actually LE  1.
Corollary 13. If μ  L then LE  1.
Proof. If μ  L then η is the Lebesgue measure on 〈0〉 = [0,1]d , by Proposition 10. Thus η  L, and its density function
is I〈0〉 , with I〈0〉(x) = 1 if x ∈ 〈0〉 and 0 otherwise. Let f be the density function of μ, with μD =
∫
D f dL. Since η =∑N
j=1 μ j ◦ g j we have
N∑
j=1
f ◦ g j = I〈0〉
in 〈0〉 (almost surely). Let A = {x ∈ E: f (x) > 0}. Since I〈0〉 is positive in 〈0〉 and L〈0〉 = 1 it must be LA  1, and the result
follows since A ⊂ E . 
Kenyon [14, Lemma 5] obtains LE = 1 in the case with d = 1, n = 3, c1 = 0, c2 = p, c3 = q, with (p + q) (mod 3) = 0
and p,q being coprime, and L = 3. With Corollary 12, it is easy to check that in this case μ  L for w1 = w2 = w3 = 3−1.
Hence, in this case, equality is achieved in the inequality LE  1 of Corollary 13.
360 V. Ruiz / J. Math. Anal. Appl. 353 (2009) 350–361Fig. 1. The centres are (0,0), (0,1), (1,2), (2,1), (3,1) and (2,0),
L = 2 and k = 6. The weights wi are 212 , 420 , 14 , 120 , 14 , 112 , re-
spectively, and from Corollary 12 it follows that μ is absolutely
continuous.
Fig. 2. The centres are (0,0), (0,1), (1,2), (2,1), (3,1) and (2,0),
L = 2 and k = 6. The weights wi are 16 , 16 , 16 , 16 , 16 , 16 and
dimμ  1′997, approached with three decimal digits of precision
in the usual way. This is obtained from Theorem 9 and the explana-
tions given in Section 4.
4. Examples
Since V is a stationary hidden Markov chain, we can obtain lower and upper bounds for the entropy in Theorem 9 from
the converging sequences in (3) and (4) (see Section 1).
To calculate the terms of the non-increasing sequence we use:
H(V1, . . . , Vk) = −
∑
i∈Mk
(
eZ ip
t) log2(eZ ipt).
To obtain a non-decreasing sequence requires the consideration of a Markov chain such that V is a function of it. It can be
shown that there is a Markov chain X such that V is a function of it and with
H(X1, V2, . . . , Vk) = −
LdN∑
i1=1
∑
i∈Mk−1
(
eZ∗i1 Z ip
t) log2(eZ∗i1 Z ipt
)
,
where {Z∗i1 : i1 = 1, . . . ,N · Ld} = {Zi A j: i = 1, . . . , Ld, j = 1, . . . ,N} and A j is the N × N matrix with 1 in the ( j, j) entry
and zero elsewhere. We omit the details, as they are similar to those in [23, Remark 4], which are for a particular case.
In some cases we obtain many digits of precision for dimμ with a low computation time, as in [23], but in other cases
the gaps between the terms of both sequences are not so small for moderate k.
In some of the cases considered in [15,18] the absolute continuity of the self-similar measure can be easily obtained
from Corollary 12.
In [18] there are considered the cases where d = 1 and L = 2, and for these cases absolute continuity is shown when n
is even, cl = l and wl = n−1, 1 l n (Corollary 3.4). We obtain absolute continuity if
∑
{wl: cl is even} =
∑
{wl: cl is odd} = 12 ,
for all n, which improves on the result of [18].
In [15] there are considered the cases where d = 1, n = L + 1 and cl = l, 1  l  n. We obtain absolute continuity if
w1 + wn = w2 = · · · = wn−1 = L−1.
We conclude this section with graphical representations for some homogeneous rational self-similar measures in R2.
For the indicated values of k we calculate μ〈 j; i〉 = e j Z ipt for j ∈ {1, . . . ,N} and i ∈ Mk . We then colour the square
〈 j; i〉 in a grey tone with degree of darkness ranging from white, when the measure is null, to black, when μ〈 j; i〉 takes
the maximum value among all the μ〈 j′; i′〉 calculated. The centres of the small circles in the picture are the centres of the
homotheties (see Figs. 1–4).
5. Conclusion
We have studied some self-similar measures with overlaps. We have obtained the dimension of such a measure as a
Shannon entropy (up to constants), which is a new instance of a result linking dimension and entropy. This approach allows
us to base the determination of the absolute continuity or singularity of the measures on the fact that the discrete uniform
distribution maximizes entropy. In addition, the approach allows us to obtain lower and upper bounds for the dimension.
We have not studied the multifractal properties, only the dimension. We have improved previous results by other authors
for some of the cases studied here.
V. Ruiz / J. Math. Anal. Appl. 353 (2009) 350–361 361Fig. 3. The centres are (3,3), (2,2), (4,4), (2,4), (4,2), (3,0), (5,1),
(6,3), (3,6), (5,5), (1,5), (0,3), (1,1), (3,5), (3,1), (1,3) and
(5,3), L = 3, k = 3. The weights wi are 118 , 116 , 116 , 116 , 116 , 118 , 118 ,
1
18 ,
1
18 ,
1
18 ,
1
18 ,
1
18 ,
1
18 ,
1
16 ,
1
16 ,
1
16 ,
1
16 . We have 1
′9660 < dimμ <
1′9989.
Fig. 4. The centres are (0,2), (1,3), (1,2), (3,2), (2,1), (3,1), (1,1),
(2,2), (0,0) and (2,0), L = 3, k = 4. The weights wi are 330 , 330 , 130 ,
4
30 ,
1
30 ,
4
30 ,
4
30 ,
1
30 ,
4
30 ,
5
30 . We have 1
′87 < dimμ < 1′97.
Work in progress seems to indicate that these ideas can be extended to a wider range of cases.
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