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1. INTRODUCTION 
We consider the non-selfadjoint eigenvalue problem 
(1) 
u”(Y)=0 v = 1) 2 )...) n, (2) 
where p,? = const. for 1 < j < n with pnn # 0, pkj E C[O, l] for 2 <j< n, 
06k<n-2 andpj-,,jEC1[O, l] for 16j6n. 
In the present paper we assume that the eigenvalue problem (l), (2) is 
irregular inthe sense of [6]; irregular eigenvalue problems of this and of 
more special type have been studied by Ward [ 141, Eberhard [2,3], 
Khromov [7, 81, Bergmann [l], Schultze [lo], Wolter [15], Vagabov 
[ 131, and Freiling [S, 61. These authors proved that only a very small 
class of functions can be expanded into a uniformly convergent series of 
eigenfunctions and associated functions of irregular eigenvalue problems 
and that there can be no talk about carrying over results on the con- 
vergence of eigenfunction expansions from the regular case to the irregular 
case. 
The main object of this paper is, to give necessary conditions for the L,- 
convergence of series in eigenfunctions ofproblem (1) (2). In Section 3 we 
prove the following fundamental result: 
If C(j,v)eJ aj"'PjY is a series in eigenfunctions and associated functions of 
an irregular eigenvalue problem (l), (2), which converges in Lz[xo, x,], 
0 <x0 < x1 < 1, then we have, under the assumptions of Section 2, 
(i) f&X) = Cc j,v) E J ajv cpi,(X) converges uniformly on every interval 
co, 81 = co, xl); 
503 
0022-247X/86$3.00 
CopyrIght 0 1986 by Academic Press, Inc. 
All rights of reproduction in any form reserved 
504 GERHARD FREILING 
(ii) fUo is operator-analytic on the interval [0, x,) and 
satisfies-together with its derivatives-an infinite set of boundary con- 
ditions (compare Theorem 3.1). 
The system ((P,~)(,,~~)~~ is by [S] complete in L,[O, 11; on the other 
hand, we conclude easily from Theorem 3.1 that this system (and no 
minimal subsystem of it) can form a basis in L,[O, 11. 
In Section 4 we consider irregular eigenvalue problems of the form 
y’“‘+ i p,,(x)y(-“)&‘ly, 
L’ =2 
U”(Y) = 02 l<v<n, 
and from Theorem 3.1 we derive the corresponding result for this impor- 
tant type of problem. 
2. ASSUMPTIONS AND AUXILIARY RESULTS 
2.1. ASSUMPTIONS. (i) The boundary conditions (2) are supposed to be 
given in the following normalized form: 
U,(y) = y’““(0) + 1 a,y”‘(O) = 0 
j=O 
for l<v<m>n-m>l, 
i 
n -- I 
1 
vu- I 
U,,(y)=/iL, 1 OrvjY’“(0) +Y’q”‘(l)+ 2 PvjY"'(l)=o 
.j = 0 j=O 
for m + 1 6 v < n, where 
andO<~,+,<~,+,< ... <n,,bn-1. 
(ii) The characteristic equation 
i p,jwJ+ 1 =o 
j= I 
(3) 
has n simple roots w,, co2 ,..., co,, where uj= RieiaJ # 0 for 1 <j < n and 
ai#a, for j#k. 
2.2. Remarks and Notations. (i) The assumption aj # ak for j # k is not 
needed for the proof of Theorem 3.1, but only to ensure that [S, 
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Theorem 2.51 on the completeness of the system of eigen- and associated 
functions of ( 1 ), (2) in L,[O, 1 ] can be applied. 
(ii) The A-plane is divided by the lines Re(Ao,) = Re(loj), i#j, into 
2h sectors 
Sk= (IECI~y,darg16y,+,}, O<k62h-1 
with O<y,,<yl < + * * < yZh = y0 + 271. For each k E (0, l,..., 2h - 1 } there 
exists a permutation k of ( 1,2,..., n) with 
Re(lw,,,,,) 6 Re(Ao,,,,,) < . . . < Re(Ao,,& for A E Sk. 
Further we define 
{k,, kz,..., k,}= {k 10 < k < 2h - 1 and Re(eiYkq+mJ 
= Re(eiyk%(m+ 1 J 1, 
and with constants aj E 6: we set 
a;’ ... aK’ m 
D,(al ,..., a ) = ! 
Km 
a1 
. . . a2 
u:m+’ ... (p+ I n-m 
D,(a,,..., anpm) = ! 1 
a? ... a:-, 
and 
aYrn+’ ... aVm+l n-m-l 
e-l ... a&l n-m-l 
2.3. ASSUMPTION. For all k E {k I ,,.., k ) we require 
(i) max(0, Re(eiYk~+,- ,,)> < Re(e%+,,,) < Re(eiYkq,C,+2j), 
(ii) DON = RAQ~+(~),..., ~,k(mJ Z 0, 
D02k=DO(~Rk(l),...,~nk(m-I)~~nk(m+l))Z0, 
Dl,k=Dl(~ak(rn+l)~...,~nk(n))ZO, 
Dm= Dl(~,cw,+ wc,+n+2),..., w,~I+,)) +O, 
D,,, = Dz(~,,+,, + 2),.-., ~/c(n)) Z 0. 
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2.4. Remark. Condition 2.3(ii) can be substituted by a somewhat 
weaker condition, ensuring that the leading terms of the characteristic 
determinant of problem (1 ), (2) do not vanish identically; furthermore it is 
possible to include boundary conditions depending polynomially on the 
eigenvalue parameter i (compare [6, Remarks 2.6(ii) and 4.5(ii)]). 
Using the results of [6, Sect. 21, we get 
2.5. LEMMA. Almost all eigenvalues of problem (1 ), (2) are simple. The 
eigenvalues can be split into r sequences (A,,,)“, N, 1 < v 6 r, satisfying the 
estimates 
Ajiy = 
1 
2n(v+cj)i+log8,,+0 , (4) co x$(m) - %k,(m + I ) 
where cj~ h and 8, E c\{O}. 
2.6. LEMMA. For 1 < j < r and v sufficiently arge the eigenfunction cpj,,, 
corresponding to the simple eigenvalue Aj,, satisfies the estimates 
(5) 
uniformly for every interval [a, b] c (0, l), where [,, and ii2 are continuous 
functions, which are dependent on the dtfferential equation (1); 
(ii) Iqj,(x)l < KeRe(‘@zk,(~+l))* for x E [0, 11, where K > 0. (6) 
2.7. Notations. (i) For vector-functions f = (f,,..., f, )’ we define 
U”(f) = (U”(fi)Y., Wf,))’ and set (f )P = f,. If we use the notations 
Y, = (y, Ay )...) A”- ‘y)T, D=$, AHpi= - 2 pki(x)Dk 
k=O 
and 
then (1) is equivalent o the system A Y, = 3,Y,. 
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(ii) The vector-function f= (fi ,..., f,)’ is called A-analytic on the 
interval Zc [0, 11, if D’Aq/f(x) is defined for XEZ, O<j<n- 1, and qE 
N, = N u {0}, and if for every interval [LX, /I] c Z there exists a constant 
K-dependent only on ~1, fi, f, and A-such that 
ID’(fPf),(x)1 < Kq+‘(q +j)! 
3. NECESSARY CONDITIONS FOR THE &CONVERGENCE 
We assume for simplicity that all eigenvalues of (l), (2) are sim- 
ple-otherwise we would have to include a finite set of associated functions. 
In [6] we have proved necessary conditions for the uniform convergence of 
the series 
C ujv(piv(x)9 XE CO9 l], (7) 
(/,v)E J 
where uj,, E @, .Z= { l,..., r} x N and where the summation is performed in 
an arbitrary but fixed order. Using the results of [6], we get the following 
remarkable result: 
3.1. THEOREM. Zf 0 < x,, < x1 6 1 and if the series (7) converges in 
&L-G, x,1, then 
(i) the series 
fap(x):= c aj&“D~qlj”(x), 0< p d n - 1, a E N, 
(j,v)E J 
are absolutely and uniformly convergent in any closed interval 
co, PI = co, x,1; 
(ii) D’tf,,,=f,, for O<p<n- 1 and aEN,; 
(iii) F, := (fro, f , ,,0 ,..., f +n- ,,o)T, tE No is A-analytic on the inter- 
val [0, x,), and 
Us(AaFr) = (O,..., O)T for l<s<m, TEN,, undacN,. 
Proof: On account of [6, Theorem 4.11, it is sufficient, to prove that 
the series (7) converges uniformly on every interval [x,,, /I] c [x0, x,). 
For fixed /I E (x,, x1) we set 6 = 4(x, -/I) > 0. Since the series (1) con- 
verges in Lz[xO, x,], there exists a constant C>O such that 
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Assumption 2.3(i) implies 
Re(+,k,(,,) > 0 and Reb$v~,k,(m+ 1)) >O (9) 
forv~v,and16j~r,thereforewegetfrom(4)and(5)forx~x,-6>0, 
4+(x) =ex~C+,~++ I) x+ii,(x)+logDOlk,l (1+0(i)) 
-evC+bk,(m)x + i&l + log &k,l 
( (3) 1 + 0 
= exp Wnk,(m + I) 
wnk,(m) - O,k,(m + I ) 
2~v~x~+o(~)+o(~)]}(l+o(~)) 
= -2iei”“Qr’ {sin nvx+ 0 (i)}, (10) 
where 
Qi= W,kj(m) + onk,(m + 1) 
Wnk,(m) -%k,(m+ I) 
As a consequence of (9) the function xH (einvqxI * is strictly increasing. 
Using (10) and the second mean-value theorem for integrals, we get with 
5ECX,-hX,l 
, 4e2nvRe(i0,)(xl - 6) / 
, ~e2nvRe(iQ,Kx~ ~ 6) 
, (11) 
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~ nv(Re iR,)(x, -6) 
(12) 
Because 
for l<j<r, v>v*, and x E [O, p + IS), we obtain from (12) and Lem- 
ma 2.6(ii) that the series (7) converges absolutely and uniformly on the 
interval [0, p]. Thus, Theorem 3.1 is proved. 
3.2. Remark. If Assumption 2.3 is only fulfilled for k E IO c {k, ,..., k }, 
we consider, instead of (7) the series 
c aj, cP vtx)i 
(j,v)EIoxN 
in this case the assertions ofTheorem 3.1 remain valid, if J is replaced by 
lox N. 
4. AN IMPORTANT SPECIAL CASE 
4.1. Notations and Remarks. Here we consider the eigenvalue problem 
I,(y)=y’“‘+ i pj(x)y’“-“=py, (13) 
j=2 
u”(Y)=07 l<v<n, (2) 
where py E C[O, 11, 1 <v <n, and where the boundary conditions (2) 
satisfy Assumption 2.1 (i). 
Substituting the eigenvalue parameter p by 1”, we can regard this eigen- 
value problem as a special case of (1 ), (2). Let us remark that in this case 
every simple eigenvalue pk # 0 of (13), (2) corresponds to n different eigen- 
values ikj, 1 <j< n, of the transformed problem and that all these eigen- 
values correspond to the same eigenfunction. 
Using these notations, we find that the characteristic equation W” = 1 of 
the transformed differential equation (13) has the roots Wj=ei(2niln), 
1 <j< n. Hence, the Assumptions 2.l(ii) and 2.3(i) are fulfilled. Further, an 
easy compatation-analog to [8, p. 96]-shows that Assumption 2.3(ii) s
also fulfilled. 
Combining Theorem 3.1 and [7, Theorem 11, we get 
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4.2. THEOREM. Denote by {(Pi }kE N the system of all eigenfunctions and 
associated functions of problem (13), (2). If the series C,“=, ak (Pi converges 
in L,[x,, x,], where 0 <x0 < x, < 1, then 
(i) the seriesfYY(x)=C;zl akD”lg(qk)(x), 06 v<n- 1, qE N,, are 
absolutely and uniformly convergent in every interval [0, fl] c [0, x,); 
(ii) U,(lX(f&,))=Ofor 16vGm andqENO; 
(iii) foe is operator-analytic in [0, x,); here, if x E [0, x, - E] 
(O<E<X,), then 
(F 
l+E 
yn + Y 
D”l8(foo)(x)=O (X,--Ex)COSy 
1 ) 
(qn + v)! 
4.3. Remarks. (i) The system {vkjktN is complete and minimal in 
L,[O, l] but it is not a basis of L,[O, 11. 
(ii) Sufficient conditions for the convergence of the series Cp= I 
a,cp,(x) are given in [2, 3, 7, and 81. 
(iii) If the coeflicients of the differential equations (1) (or (13)) are 
analytic in a complex neighbourhood of the set [0, x,], then the function 
foe can be continuated analytically into a certain region of the complex 
x plane; corresponding results will be published in a subsequent paper. 
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