The quest to identify the protein or set of proteins that carry out an identified biological function in native tissue is at the forefront of modern molecular neuroscience. For ion channels, sometimes one gets lucky and identifies either a biophysical or a pharmacological property (or both) from studies in molecularly defined expression systems that, when applied to the response observed in situ, allows an unambiguous molecular identification. Examples abound whereby parameters such as voltage-dependence, activation/ deactivation/desensitization kinetics, or defined actions by pharmacological agents have led to the identification of the molecular substrates of specific ionic conductances. In the case of ligand-gated ion channels, part of the puzzle involves precisely determining the identity (and stoichiometry) of the various subunits making up the pore-forming ion channel, and this challenge equally applies for trimeric, tetrameric, or pentameric ligand-gated ion channels.
Glutamate receptors of the AMPA subtype mediate the vast majority of fast excitatory transmission at central synapses and are ligand-gated tetrameric ion channels composed of different combinations of four different subunits, denoted GluA1, GluA2, GluA3, and GluA4 (as per the latest nomenclature recommended by the International Union of Pharmacology Committee on Receptor Nomenclature and Drug Classification; NC-IUPHAR; Collingridge et al., 2009 ). In the attempt to determine the subunit composition of AMPARs participating in synaptic transmission in the brain, one could say that the field has been blessed with mixed fortune. On the one hand, both pharmacological and biophysical features provide a very robust diagnostic tool to determine whether the subunit GluA2 is, or is not, part of the AMPAR channel in situ. Indeed, calcium-permeable GluA2-lacking AMPARs exhibit a signature inward rectification that is readily detected by electrophysiological recordings, and these receptors are sensitive to a variety of polyamine derivatives and toxins. Together, these properties have been instrumental in identifying and studying the role of GluA2-lacking receptors at many synapses in the brain. For instance, excitatory synapses onto some types of GABAergic interneurons and cerebellar stellate cells employ GluA2-lacking AMPARs (e.g., Gardner et al., 2005) , and these receptors have been reported to be recruited to pyramidal neuron synapses by various plasticity paradigms (Isaac et al., 2007 ; but see, for example, Adesnik and Nicoll, 2007) and even by experience (Clem and Barth, 2006) .
On the other hand, we have been much less successful in determining in quantitative terms the functional contribution of the other GluA subunits to basal AMPARmediated synaptic transmission in the brain. Why is this? The simple answer is that it's rather tricky. Although previous biochemical data suggest that hippocampus AMPARs are preferentially composed of either GluA1A2 or GluA2A3 subunits, it is unclear how, and in what proportion, these receptor populations are targeted to subcellular compartments, such as synapses (Wenthold et al., 1996) . In addition, beyond GluA2-lacking AMPARs, the various biophysical properties associated with differing subunit compositions are generally too subtle to serve as robust diagnostic tools in native tissue, and straightforward pharmacological agents have not been identified. At least in principle, one could determine the contribution of each of the GluA subunits to synaptic transmission by analyzing the extent of the loss of AMPARmediated synaptic transmission in individual, double, triple, or even quadruple GluA subunit knockouts. Unfortunately, the general germline knock out approach is not particularly well tailored to address this specific issue. First, it is somewhat challenging to compare several determinants of synaptic transmission across different animals. Second, because all cells lack a particular gene product, it can be difficult to discriminate cell-autonomous effects from those arising indirectly from network anomalies. Knocking out several gene products may also have lethal consequences prohibiting characterization of the synaptic phenotype. Last, but not least, is the ever-so-present and nagging problem of compensatory mechanisms that would in effect tend to obscure, or lead to underestimate, the actual contribution of the deleted subunit(s). Cell-specific gene inactivation by an shRNA/RNAi strategy would deal with many of these issues, in part by knocking down GluA subunit(s) in a small population of cells and doing so in a much more acute fashion (likely minimizing the compensation issue). However, one must keep in mind that eventually two, three, and even perhaps all four GluA subunits would need to be effectively and simultaneously knocked down (likely with all possible combinations) in one cell, and this while assuring proper control of offtarget effects for all RNA species used. Welcome to any cell biologist's nightmare.
In this issue of Neuron the paper by Lu et al. (2009) reports a clever and conceptually cleaner strategy to tackle this set of experimental contingences. The authors used a technique that they have previously employed (Adesnik et al., 2008) to knock out a specific gene in a relatively small number of neurons by directly introducing Cre recombinase into neurons from an animal that has the gene of interest floxed (here, GluA1 fl/fl , GluA2 fl/fl , and GluA3 fl/fl ). The recombinase was introduced either by biolistic transfection of a CRE-IRES-GFP in neurons maintained in hippocampal slice cultures or by direct injection in the hippocampus of newborn pups with a recombinant adenoassociated virus expressing Cre covalently bound to GFP. In both cases, relatively sparsely distributed neurons, functionally embedded within a genetic wild-type network, undergo CRE excision of the floxed gene(s), thereby generating a cell-specific genetic knockout. This experimental architecture allows simultaneous paired whole-cell electrophysiological recordings from a control and a knockout neuron to directly compare, with precision, several parameters of synaptic transmission between these two populations ( Figure 1A ). Importantly, where this strategy significantly departs from an shRNA/RNAi approach is that it can be readily extended to determine the effects of multiple gene deletions by introducing the CRE recombinase into neurons from mouse lines containing multiple floxed genes of interest generated by breeding. Of course, one wonders whether this strategy actually works. The answer (of course) is a resounding ''Yes,'' perhaps most eloquently demonstrated by the full blockade of AMPAR-mediated synaptic transmission in triple GluA1, -2, and -3 knockout neurons. Beyond acting as a convincing proof of principle, this finding confirms that GluA4 subunits do not participate in AMPAR-mediated transmission in CA1 pyramidal neurons, at least at this developmental epoch. This is consistent with the observation that pyramidal neurons appear largely devoid of the GluR4 subunit, at least in mature hippocampus. In addition, and this is remarkable, the authors also show that NMDAR-mediated synaptic transmission is perfectly normal in the triple GluA1, -2, -3 knockout cells; so are several neuronal morphological parameters, such as dendritic length, arborization, and spine numbers. This finding is particularly striking when considering the corpus of data suggesting that AMPARs per se are crucial in the actual enlargement of spines during LTP and that synaptic activity and AMPARs appear to be important for stabilizing dendritic spine structure (e.g., Kopec et al., 2007; Passafaro et al., 2003) . At least in principle, it is possible (although unlikely) that the transient expression of the GluA4 subunit reported to occur early in development in pyramidal neurons (i.e., prior to the actual determination of subunit composition carried out here) might have played the general prospine role attributed to AMPARs in the GluA1A2A3 triple-knockout cells studied here.
Regardless of this possibility, these data clearly establish the robustness of the strategy, and so the authors proceeded to determine the exact contribution of the remaining three GluA subunits to basal synaptic transmission. To this end, they determined AMPAR-and NMDAR-mediated transmission in cells that had individual GluA subunits knocked out (i.e., GluA1
, and GluA3 À/À ) and subsequently in cells in which all possible combinations of double GluA subunit were knocked out (i.e., GluA1A2
GluA1A3
À/À , and GluA2A3
À/À
). In keeping with the triple-knockout situation, NMDAR-mediated synaptic currents were unchanged in all conditions. Moreover, deletion of GluA2 (in all cases, i.e., either GluA2 À/À alone, GluA2A3
, or GluA1A2 À/À ) invariably led to pronounced rectification of AMPARs EPSCs, of identical magnitude to that observed in germline GluA2 knockout, again further confirming the robustness and effectiveness of the Cre deletion. By fully characterizing all of these cases in mechanistic details (they carried out mEPSCs recordings as well), the authors present, in a convincing logical stream, a rather simple arithmetic argument that indicates that GluA1A2-containing receptors are the dominant form of AMPARs at synapses (accounting for about 80% of the receptors), whereas GluA2A3 make up only about 16% or so of synaptic AMPARs (which is significantly less than previous estimates; Shi et al., 2001 ). The authors further exploited their system by providing an estimate of the subunit composition of somatic extrasynaptic population of AMPARs by somatic outside-out patches. Interestingly, they report that this population of receptors has a different subunit composition than their synaptic counterparts. Indeed, knocking down GluA3 or GluA2A3 had no measurable consequences on the amplitude of glutamate-evoked currents onto somatic patches, thereby suggesting that GluA2A3 subunits are excluded from extrasynaptic compartment and restricted to synapses. Even though it remains to be unambiguously established that somatic and dendritic extrasynaptic AMPARs represent one population, these results nonetheless indicate that surface AMPARs are not forming a homogenous population of receptors and that there must be subunit-specific rules governing the subcellular distribution of these receptors. Synapses are thus not only exceedingly good at tightly controlling the number of AMPARs that they express on their surface, they are also picky with regard to the subunit composition of those receptors that they choose to express ( Figure 1B) .
Part of the difficulty in the overall strategy used here is that perfect timing is of the essence. Indeed, the actual experiments need to be carried out before any significant compensation/adaptation has begun to develop in response to the gene deletion per se, yet at a time when the targeted GluA subunit(s) has been fully eradicated. This elimination requires a series of steps, each with a more or less precisely defined time course (i.e., infection/transfection of the Cre coding plasmid, effective Cre expression, excision, and, once expression is fully abolished, full degradation of the existing subunit [s] and ultimate replacement by newly synthesized AMPAR complexes lacking the targeted subunit [s] ). The authors actually looked at this with great care by examining the extent of reduction of synaptic transmission in these cells at different time points following Cre transfection/infection. Whereas the effects of Cre begin to be observed at around 6 days following CRE transfection/infection, the maximal effect is attained around 12-14 days, presumably reflecting a full knocked-down state of the targeted GluA subunit. The central assumption here is that this time window is before any potential adaptation has actually begun to develop, adaptation that would nullify (or at least skew) the arithmetic deduction used to infer subunit contribution. This is a significant concern, as adaptation of AMPAR expression has been shown to occur within days of modifying neuronal activity (Turrigiano, 2008) . A further confounding factor is that the actual polarity of the compensation is also not easily predictable. A compensatory upregulation following a deletion is of course the intuitively obvious outcome, although, for example, a synaptic scaling-like downregulation of AMPAR function might be envisioned following GluA2 deletion, where pyramidal neurons would need to deal with a sudden increase in calcium flux (both at soma and spines) through the newly formed, nonnative, high-conductance, calcium-permeable GluA2-lacking AMPARs. There are several indications, however, suggesting that adaptation is less of an issue here than it is in conventional knockouts. Perhaps the most telling is the $80% reduction in AMPAR-mediated synaptic transmission that they observed following Cre-excision of the GluA1 subunit, whereas previous reports have shown that AMPAR-mediated miniature synaptic currents (at least those faithfully represented by somatic recordings, as done here) are only marginally reduced in germline GluA1 knockout (e.g., Andrasfalvy et al., 2003) . As such, this indicates that the strategy used here appears to catch the system before full-blown compensation occurs. However, the corollary of this last point is that it indicates that AMPAR function in general is subject to robust compensatory mechanisms following gene deletion and that one needs to be wary of its consequences.
Altogether, the present study presents a very much welcome quantification of the subunit composition of AMPARs on the surface of pyramidal neurons at CA1 synapses. The sole breadth of the experimental work required to achieve this goal also generated a number of secondary findings that are worth a look. This study also provides a contextual framework for understanding the dynamic process that controls AMPAR trafficking to and from the synapses. For one, it has been well established that AMPARs are highly mobile on the surface of neurons and that there is a highly dynamic exchange between synaptic and extrasynaptic receptors (Borgdorff and Choquet, 2002) . At face value, together these data would tend to suggest that (at least some) GluA1A2 receptors are of the adventurous type, being actively shuffled between these compartments, whereas the GluA2A3 receptors would be somewhat less audacious, confined to synapses, likely cycling between the intracellular compartment and spine surface (Shepherd and Huganir, 2007; Shi et al., 2001 ). The present study, focused on basal transmission at Shaffer-CA1 pyramidal neuron synapses, opens up several questions. For instance, which of these subunits are actually trafficked to or from synapses during synaptic plasticity? Do these subunit-specific rules apply to other glutamatergic synapses in the brain? Beyond addressing these immediate questions, the overall experimental approach used here is promising of broad applicability in studying the molecular basis of many neuronal functions. Let's just wait and see, staying hungry for more pie charts.
A new study by Liu et al. in this issue of Neuron looks at how information about object category can be extracted from intracerebral recordings from the visual cortical areas in epileptic patients. It shows that information about whether the object is a face, an animal, a chair, a fruit, or a vehicle is present as early as 100 ms after the onset of a stimulus.
Vision feels fast. When you zap between channels on a television, you often have the impression that you know almost instantaneously what is being shown. You might, for example, spot that it is an episode of The Simpsons, especially if you are a fan of the show. Of course, that process of recognition cannot really be instantaneous-it takes time, and measuring precisely how long it takes to recognize an object or a scene can provide vital clues about the way in which computations are performed in the visual system. We know that the visual system has many levels, and that processing involves both feedforward connections and feedback connections between these different levels. But sorting out which computations can be performed on the first pass through the system, and which are those that require iterative processing, is a major challenge for neuroscience.
Over a decade ago, there were reports of differential event-related potential (ERP) responses that differentiated between photographs containing an animal target and a wide range of distractors at around 150 ms following stimulus onset (Thorpe et al., 1996) . At the time, it seemed possible that this differential response might reflect processing using just a feedforward pass. However, over the years, is has become increasingly clear that information can be processed by the visual system even more quickly. As a result, it could well be that this differential activity at 150 ms might not represent the first responses in a particular structure, but may instead reflect changes in activation produced by feedback from other areas. For example, intracerebral recordings from the Frontal Eye Fields in humans have recently demonstrated that visual inputs can reach the frontal lobe in as little as 45-60 ms (Kirchner et al., 2009 ). This clearly leaves enough time for areas in the frontal lobe to be involved in modulating responses in posterior regions (see for example Bar et al., 2006) . A paper in this edition of Neuron puts some hard numbers on the time taken for the human visual system to extract information about object category (Liu et al., 2009 ). The results, based on intracerebral recordings from epileptic patients undergoing investigation prior to surgery, show clearly that category-related information is present in the responses of areas in the ventral visual pathways from as little as 100 ms after stimulus onset.
Intracerebral recordings from epileptic patients have provided a wealth of fascinating information over the past decade. In particular, single-unit recording studies from temporal lobe structures such as the hippocampus have revealed the existence of neurons that can respond in a
