Abstract-An MR image-based computational model of a murine KHT sarcoma is presented that allows the calculation of plasma fluid and solute transport within tissue. Such image-based models of solid tumors may be used to optimize patient-specific therapies. This model incorporates heterogeneous vasculature and tissue porosity to account for nonuniform perfusion of an MR-visible tracer, gadoliniumdiethylenetriamine pentaacetic acid (Gd-DTPA). Dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI) was conducted following intravenous infusion of Gd-DTPA to provide 1 h of tracer-concentration distribution data within tissue. Early time points (19 min) were used to construct 3D K trans and porosity maps using a two-compartment model; tracer transport was predicted at later time points using a 3D porous media model. Model development involved selecting an arterial input function (AIF) and conducting a sensitivity analysis of model parameters (tissue, vascular, and initial estimation of solute concentration in plasma) to investigate the effects on transport for a specific tumor. The developed model was then used to predict transport in two additional tumors. The sensitivity analysis suggests that plasma fluid transport is more sensitive to parameter changes than solute transport due to the dominance of transvascular exchange. Gd-DTPA distribution was similar to experimental patterns, but differences in Gd-DTPA magnitude at later time points may result from inaccurate selection of AIF. Thus, accurate AIF estimation is important for later time point prediction of low molecular weight tracer or drug transport in smaller tumors.
INTRODUCTION
Solid tumors are understood to have transport obstacles that hinder systemic delivery of drugs and can stymie the overall effectiveness of treatment, since it is difficult to deliver drugs to all cells in a tumor. 45 The inherent uniqueness and heterogeneity of each tumor vascular network, created in part by tumor angiogenesis, compound treatment difficulties. Tumor angiogenesis is responsible for the creation of vessel networks that are abnormal when compared to networks in healthy tissue. The abnormalities are marked by a disorganized vessel network, as well as nonuniform microvascular permeability or vessel leakiness. 12 These abnormalities along with impaired lymphatic function are partly responsible for creating an elevated interstitial tumor pressure. Elevated tumor pressures can work against drugs exiting blood vessels and entering into the parenchyma en route to destroy cancer cells. Furthermore, each tumor has unique microvascular blood flow, interstitial hydraulic conductivity, and interstitial matrix elasticity, which contribute additionally to variations of intratumoral pressures and flows. 33 The net result is heterogeneous extravasation and distribution of therapeutic agents into tissue, dependent on specific tumor environments, following systemic injection.
Early mathematical tumor models have provided the groundwork by which transvascular exchange, transport of interstitial fluid (extracellular plasma fluid), and transport of macromolecules can be noninvasively investigated. For example, tumor models have been used to understand the role of interstitial pressure on the transport of a systemically delivered solute. 3, 4 Baxter and Jain 3 used a continuum porous media approach to tumor tissue to solve interstitial and solute transport (IgG, F(ab¢)2, and Fab). Solving for an idealized spherical tumor, they found elevated interstitial fluid pressure (IFP) to be a significant barrier: (1) elevated IFP reduced the driving force for extravasation of fluid and macromolecules in tumors; (2) spatially varying IFP resulted in nonuniform filtration of fluid and macromolecules from blood vessels; (3) elevated IFP lead to an experimentally verifiable, radially outward interstitial fluid velocity (IFV) which opposes the inward diffusion of interstitial solute such as tracers, macromolecules, or drugs. 3, 26 Other researchers have further investigated tumor models using a continuum approach. El-Kareh and Secomb studied the effects of uniformly increased vessel permeability on transport of macromolecules within a spherical tumor geometry. 14 In later studies, Baxter and Jain expanded on their own spherical tumor model by including a necrotic core without functioning vessels. 4 The goal was to establish a more realistic case of a nonuniformly perfused tumor by including the concept of heterogeneous tissue properties. They found that the necrotic core did not reduce the central interstitial pressure in the tumor and had an effect on solute distribution of large, slow-diffusing molecules.
Mathematical descriptions of tumor transport have been adapted to numerous treatment situations and have shown the potential to impact clinical practices. Eikenberry modeled delivery of doxorubicin to a solid tumor composed of multiple tumor cords and showed the potential for predictability of dose efficacy and cardiotoxicity. 13 Smith and Humphrey elucidated the role of transvascular exchange during the administration of drug via intratumoral convection-enhanced delivery (CED). 43 Their model suggested that transvascular exchange reduction procedures would increase convective flow thereby aiding infusion therapies.
Recent computational fluid dynamics (CFD) approaches to tumor drug delivery, by integrating more patient specificity with the aid of medical imaging data, have created a new realm of personalized clinical possibilities. Tan et al. used patient magnetic resonance imaging (MRI) data to reconstruct the 3D geometry of a resected brain region, where the main part of the tumor was removed. 47 In this simulation, the resected region was implanted with poly(lactide-coglycolide) (PLGA) wafers loaded with 1% Etanidazole. Elevated pressure was predicted in the resected region, as well as in the remaining tumor tissue. Our group has also presented an image-based model, which includes in vivo heterogeneous vasculature data since the extent of vessel nonuniformity can vary from patient to patient. 53 This study has two aims: (1) to expand on the CFD modeling approach by incorporating spatially variable tissue porosity (volume fraction of extracellular extravascular space (EES) over total tissue volume) in addition to variable vessel permeability and (2) to compare simulated tracer distribution to experimental concentration data derived from MRI.
In this study, heterogeneous tissue and vascular properties are modeled by incorporating spatially varying porosity and vascular permeability maps created from two-compartment analysis of early time point (19 min) dynamic contrast-enhanced (DCE)-MRI data. DCE-MRI allows signal enhancement measurements of MR contrast agent (CA) uptake and washout in the KHT sarcoma-bearing hind limbs of mice (n = 3). Signal enhancement was measured following the systemic delivery of the low molecular weight, extracellular CA, gadolinium-diethylenetriamine pentaacetic acid (Gd-DTPA), and was used to quantify concentration of Gd-DTPA in tumor and healthy tissue in each voxel of MR data on a voxel-byvoxel basis. Porosity and permeability maps, derived from these data, were incorporated into a 3D porous media model to predict interstitial fluid and tracer transport in tumor and host tissue at later time points. A sensitivity analysis was conducted based on a range of literature values using the data of one mouse: (1) to select an arterial input function (AIF) (the timedependent CA concentration in arterial blood plasma) based on consistency of the first 19 min of experimental and simulated tracer transport and (2) to investigate the effects of baseline tissue and vascular transport properties on interstitial fluid and tracer transport. The optimal AIF and baseline transport properties were used to simulate interstitial fluid and tracer transport for two additional KHT sarcomas. Magnitude and distribution of experimental and simulated tracer concentration in tumor was compared for all three tumors.
An image-based solid tumor model may be used to optimize and evaluate treatment strategies for patient-specific therapies. The computational model presented here provides the necessary first steps toward that application. First, the simulation of CA uptake and washout in the tumor environment provides a foundation from which the model can be expanded to investigate transport of reactive drugs. Second, sensitivity analyses of these models provide a better understanding of the underlying transport processes and the effects of vascular and tissue properties within realistic tumor geometry. Third, by comparing simulations to experimental data, elements of the tumor model can be refined to create more accurate image-based models of drug delivery.
MATERIALS AND METHODS

Animal Preparation
Animal models provide means to investigate in vivo systemic delivery of CA and create permeability and porosity maps. The patient-specific model was based on three C3H female mice (Jackson Laboratories, Bar Harbor, ME) that were each inoculated with 10 5 murine KHT sarcoma cells in the gastrocnemius muscle. Tumors were grown for 7 days to a hind limb diameter between 6.0 and 7.5 mm. During imaging, mice were anesthetized using a gas mixture of 98% oxygen, 2% isoflurane and given a 0.1-0.2 mmol kg 21 of body weight (bw) bolus tail vein injection of Gd-DTPA (Omniscan, GE Healthcare, Inc., Princeton, NJ) CA at a constant rate (~0.4 mL min 21 , 0.23 mL). Animal experiments were performed within the principles of the Guide for the Care and Use of Laboratory Animals and approved by the University of Florida Institutional Animal Care and Use Committee (IACUC).
MR Imaging
The MR experiment was performed using a Bruker Avance imaging console (Bruker NMR Instruments, Billerica, MA) connected to Magnex Scientific 11.1 T horizontal bore magnet system (Varian, Inc., Magnex Scientific Products, Walnut Creek California). Hind limbs of the mice were placed in a 1.5 cm inside diameter, transmit and receive, volume coil. Multiple T 2 -weighted spin echo (SE) scans (TR = 2000 ms, TE = 15, 30, 45, 60, and 75 ms) were acquired for the calculation of T 2 values. Tumor boundaries could be manually segmented for each slice. 10 Segmented images were used for geometric reconstruction of the tumor and host tissue volumes. A variable time for recovery (TR) SE sequence (TR = 5000, 2000, 1000, 500, and 250 ms, TE = 15 ms, field of view (FOV) = 2 9 1 9 1 cm, 9 slices, matrix size = 192 9 96, NA = 2), was acquired for calculation of native tissue T 1 values used in CA concentration calculations. Serial DCE-MR images, consisting of T 1 -weighted SE sequence (TR/TE = 330 ms/9.4 ms, FOV = 2 9 1 9 1 cm, 9 slices, matrix = 192 9 96, NA = 6, total acquisition time = 2 min 6 s) were collected before and after CA administration. T 1 -weighted SE sequence with a short TE was used to avoid noise in the measured signal that can occur under hypoxic conditions 2 with sequences sensitive to T 2 effects. 39 The 19-min time window was chosen for our study because of slower enhancing peripheral tumor tissue (peak time at 17 min). It was assumed that change in CA concentration in tissue is dominated by a fast transvascular exchange at early time points. Though, over longer time scales interstitial convection and diffusion may play an important role in the distribution of CA within the tumor space requiring a continuum approach to make accurate predictions.
Vascular Permeability Maps
A linear relationship between CA concentration and T 1 was assumed. An average of the pre-contrast images was used to solve for baseline (pre-injection) signal values, and the transverse-relaxation contribution to signal was assumed to be unity. Then, concentrations of Gd-DTPA in tissue were solved at each time point using the standard spin-echo signal equation
where C t is the volume-averaged tissue concentration of Gd-DTPA determined by MRI; R 1 is the longitudinal relaxivity of the CA; TR is the recovery time; T 10 is the relaxation time without CA; S(C t ) and S(0) are signal intensities at CA concentrations C t and 0, respectively; TR, T 10 , S(0), and S(C t ) are known values; and R 1 was approximated as 2.7 L mmol 21 s
21
(based on Gd-DTPA relaxivity 40 in rat muscle at 6.3 T).
Tofts-Kermode two-compartment model 48 incorporates basic physiological phenomena to describe the transport of systemically injected CAs into tissue space. The two-compartment model can be described by
where t is time; C p is the AIF that describes the time course of Gd-DTPA concentration in the blood plasma; / is the volume fraction of EES or porosity (also referred to as v e in tumor perfusion studies). The volume fraction of plasma in each voxel was assumed small compared to /. Transvascular transport of Gd-DTPA solely into the EES at early post-infusion times was assumed. C p following a bolus injection was represented by a biexponential decay 48 that was normalized:
where a 1 and m 1 represent the amplitude and rate constant, respectively, of the fast equilibrium between plasma and extracellular space; a 2 and m 2 represent the amplitude and rate constant of the slow component of the clearance; d is the dose of the bolus injection. Solving Eq. (2) by substitution of Eq. (3) in terms of concentration of CA in tissue, C t , produces
MR experimental concentrations determined by Eq. (1) were used to fit Eq. (4) in order to solve K trans and / at each voxel within the tumor boundary to generate 3D maps. K trans and / parameters were fit using a nonlinear regression in MATLAB (MATLAB Version 7.1, The MathWorks, Inc., Natick, MA). Only physically relevant ranges were considered (K trans ‡ 0 and 0 £ / £ 1), where R 2 > 0.5. Values of K trans were set to 0 and / = 0.3 in voxels, where the fit was poor (R 2 £ 0.5). This occurred in <5% of voxels within all three tumors.
3D Porous Media Mathematical Model
The 3D porous media tumor model accounts for the CA-distribution time dependence on the underlying plasma flow and diffusion within the interstitial space of tissue. Each point in space in this porous media model contains a tissue and vascular component. The vascular components provide a source or sink for both plasma fluid and tracer per unit tissue volume. The filtration rate of plasma fluid per unit volume (J V /V) across the vessel wall is described by Starling's law
where L p is the vessel permeability, S/V is microvascular surface area per unit volume, p V is the microvascular pressure, p i is the IFP, r T is the average osmotic reflection for plasma protein, p V is osmotic pressure in microvasculature, and p i is osmotic pressure in interstitial space. Since, we were interested in capturing vascular heterogeneity, it was necessary to include vessels that were nonuniformly permeable to both plasma fluid and CA. K trans values directly describe the leakiness of vessels to CA. In order to account for heterogeneous plasma fluid leakiness, K trans values were normalized by the average K trans within the tumor, " K trans ; and this normalized value was used to scale J V /V in order account for plasma leakiness heterogeneities. This was done assuming that patterns of leakiness are similar for both tracer and plasma fluid.
The tissue continuum was modeled as a porous media. In tissue, the continuity equation 3 and Darcy's law were used to solve IFP and tissue-averaged IFV (v) and were given by
and
respectively. The first term on the right-hand side of Eq. (6) describes a volumetric source due to the vasculature; the second term on the right-hand side is a sink due to lymphatic vessels. L pL S L /V is the lymphatic filtration coefficient, p L is pressure in the lymphatic vessels, and K is the tissue hydraulic conductivity. Lymphatic function was assumed in host tissue only with p L = 0 kPa. Darcy's law is commonly applied to tumors, perfused muscle tissues, and flow in soft connective tissues. 27 K is small in these types of tissues such that the role of viscosity is more important at the fluid-solid interface of the porous media than within the fluid.
Transport of interstitial Gd-DTPA was solved using the convection and diffusion equation for porous media 49 :
where D eff is the effective diffusion coefficient for Gd-DTPA in tissue. The second and third term on the left describe convective flux and diffusive flux, respectively. The transvascular source term on the right is a modified form of the Kedem-Katchalsky equation where diffusion dominates the transfer of solute across the microvessel wall; the sink term on the right accounts for lymphatic drainage of solute in normal tissue. A block diagram shows the flow of the mathematical methodology and experimental comparison (Fig. 1 ).
Computational Model
From MR slices, tumor and hind limb geometries were manually segmented (MATLAB v.7, Natick, MA) based on contrast differences in T 2 values (Fig. 2a) . Triangulated mesh surfaces were generated to create tumor and host tissue boundaries (Amira 4.1.1, San Diego, CA) and were converted to parametric representation, nonuniform rational B-spline surfaces (NURBS) (Geomagic Studio, Research Triangle Park, NC). Meshes for the volumes of host tissue and tumor were created (Gambit, Fluent, Lebanon, NH; Fig. 2b ). Meshes were composed of 2,700,000 four-node tetrahedral elements. The large number of elements aided the porous media solver with convergence for solutions with steep pressure gradients at the tumor boundary in the CFD software package (FLUENT 6.3, Fluent, Lebanon, NH).
Prediction of tumor tracer distribution was a twostep process. First, steady-state interstitial plasma fluid flow was solved (Eq. 6). Then, tracer transport (Eq. 8) was solved over 1 h. Boundary conditions were such that the solute was assumed to exit at the cut ends at the same rate as the interstitial plasma fluid. In addition, the skin boundary was assumed to be impermeable to tracer and plasma while the cut ends of the leg were considered far enough away from the tumor boundary and therefore set to a normal tissue pressure, 19 ,26 p i = 0 kPa. Initial tissue concentration was zero for the tracer solution.
Sensitivity Analysis
The model was dependent on vascular and tissue transport parameters as well as AIF. Values in Table 1 were used for all simulations. Some of these values were selected based on the model presented by Baxter and Jain 3 ; these particular parameters are not wellmeasured in literature and are often used by other models of interstitial flow within tumors. 38, 47, 53 21 , a 1 and a 2 were scaled so that C p (t = 0), C p0 , was 2.0 mM based on the dilution calculation (from the measured concentration of the bolus injection of Gd-DTPA and the estimated blood volume of the mouse based on bw).
11 K trans and / maps were created for each AIF and used to simulate interstitial fluid flow and the first 19 min of tracer transport. The slow AIF was selected for the sensitivity analysis because the average Gd-DTPA concentration in tumor tissue, C t,avg , behavior was most similar to the experimental data (Fig. 3) . K trans and / maps created based on the slow AIF were used for sensitivity analysis (Fig. 4) .
Other parameters of interest in this sensitivity analysis were as follows: tumor vessel permeability (L p,t ), normal tissue permeability (L p,n ), L pL S L /V, D eff , and ratio of tumor hydraulic conductivity to normal tissue hydraulic conductivity (K t /K n ). K t /K n was chosen to account for the relative difference in hydraulic conductivity of normal and tumor tissue as measured experimentally. C p0 was also analyzed to observe the effects of over-or under-estimating this value. Sensitivity analysis was conducted by using high and low values with respect to the baseline values. Permeability, L pL S L /V, and K t /K n values were set such that the high case was 2 9 baseline and the low case was 0.5 9 baseline. D eff were set such that high case 10 1 9 baseline and low case was 10 21 9 baseline. The high case for C p0 was 2.5 mM and low case was 1.5 mM.
RESULTS
Interstitial Fluid Transport
For the baseline simulation of interstitial fluid transport, pressure was predicted to be higher within the tumor than outside the tumor. The pressure contour in Fig. 5a shows higher IFP (p i, max = 1.4 kPa) within the tumor than the surrounding host tissue for the baseline simulation. Pressure varied within the tumor from 0.86 kPa at the boundary to 1.4 kPa in the tumor core (slightly skewed toward the left from mid-tumor in Fig. 5a ). The pressure fell sharply (|Dp i,max | = 0.79 kPa mm 21 ) at the tumor boundaries Fig. 5b . Outward flow of interstitial fluid from the tumor was observed (Fig 6a) . The magnitude of volume-averaged fluid velocity was predicted to be highest at or near the boundary of the tumor 0.59 and 0.41 lm s 21 at both ends of the bisecting line (Figs. 6a  and 6b ). Approximately 1 mm into the host tissue, fluid velocity was reduced by 75% to 0.1 lm s 21 and continued to decrease to the cut ends (~0.03 lm s 21 ). In both the high and low cases of the sensitivity analysis, interstitial hypertension was observed within the tumor with a decrease in pressure at the tumortissue interface (Fig. 5b) . The high L p,t , L p,n , and low L pL S L /V, K t /K n cases all resulted in intratumoral pressures that were greater than the baseline simulation. Percentage increase in intratumoral pressures from the baseline was highest for the high L p,t case. Decreases in the pressure gradient at the tumor-tissue interface from the baseline simulation were observed in the low K t /K n , L pL S L /V, L p,t and high L p,n cases. The low L p,t and high K t /K n resulted in a flattening of intratumoral IFP profile. Percent difference in intratumoral pressure and pressure gradient at the tumortissue interface for all cases with respect to the baseline deviations are calculated in Table 3 . Volume-averaged velocity of interstitial fluid was predicted to be highest near the boundary of the tumor in all cases of the sensitivity analysis (Fig. 6b) . Volume-averaged velocity at the boundary was reduced by >100% near the cut ends in all cases. High L p,t , K t /K n and L p,n , and low L p,n and K t /K n cases all resulted in tumor boundary tissue-averaged IFVs that were greater than the baseline simulation. The highest increase in velocity was witnessed for the high L p,t case, which corresponded to a peak volume-averaged velocity of~0.8 lm s 21 at the tumor-tissue interface. L p,n had little effect on the velocity at the tumor boundary (<2% difference from baseline).
Tumor vessel permeability, L p,t , had the greatest impact on the interstitial fluid solution. Changes in L p,t 
(a) (b)
0.004 µm/s resulted in a >30% difference from the baseline when looking at three behaviors: intratumoral pressure, tumor-tissue pressure gradient, and magnitude of velocity at the tumor-tissue interface. Normal vessel permeability, L p,n , was the least sensitive parameter in terms of impact on the interstitial fluid solution.
Though the low and high C p0 cases resulted in, respectively, higher and lower K trans values than the baseline (within the tumor), interstitial fluid transport for the low and high C p0 cases was identical to the baseline.
Baseline simulations for the two additional KHT sarcomas resulted in lower interstitial peak pressures (0.50-0.75 kPa) and boundary pressure gradients (|Dp i,max | = 0.15 kPa mm 21 ) than the data set used for the sensitivity analysis; however, the pressure distribution pattern was similar. Subsequently, outward flow of interstitial fluid was observed with the highest magnitude of volume-averaged fluid velocity near the boundary of the tumor (0.35 lm s 21 ).
Tracer Transport
The effect of AIF on average Gd-DTPA concentration, C t,avg (t), in tumor tissue was examined and compared to experimental data obtained from MRI for the first 19 min (Fig. 3) . Three simulations of tracer transport were conducted which corresponded to three AIFs. The aim was to determine the best AIF based on agreement between experimental and simulated C t,avg (t) behavior at early time points. The simulated curves showed higher peak concentration than the MR measured concentration. Peak concentrations were 11, 30, and 30% higher than the experimental peak for slow, intermediate, and fast, respectively. Assuming monoexponential decay for the tumor volumeaveraged washout behavior, decay rates were as follows: 20.029 min The baseline simulation showed increased Gd-DTPA deposition on the left half of the tumor (Fig. 7) , which corresponded to the leakier, left side of the tumor (Fig. 4a) . Clearance of Gd-DTPA due to transvascular exchange was observed in the tumor from 5 to 60 min. Tracer transport simulations showed qualitative spatial distribution and transient behavior similar to that of the experimental data. Also, tracer transport was less sensitive than interstitial fluid transport to changes in model parameters in Table 2 (Fig. 8) . However, tracer transport was sensitive to changes in C p0 .
Considerable overlap along the bisecting tumor line was observed for the baseline simulation and simulations of high and low model parameters from Table 2 ( Fig. 8) . The consistency of the distribution pattern along the tumor line resulted in a high Pearson product-moment correlation coefficient (PMCC), r, for all simulated cases (r > 0.99 for t = 5, 30, 60 min). Concentration deviations from the baseline within the tumor were estimated; root mean squared (RMS) errors, e, were found to be small for all cases (0.03 9 10 25 mM < e < 4.4 9 10 25 mM), but for the high and low C p0 cases (80 9 10 25 mM < e < 260 9 10 25 mM) over the 1 h simulation ( Table 4 ). The high and low C p0 cases along the tumor line resulted in C t lower and higher than the baseline case at t = 5 min, respectively. High and low L p,t , L p,n , L pL S L /V, K t /K n , and D eff cases exhibited a similar washout behavior to C t,avg (t) of the baseline case (~20.03 min 21 ). Variations in experimental and numerical error made it difficult to correlate the small changes in e to relative sensitivity for the tissue and vascular parameters.
The results of the sensitivity analysis showed agreement between simulated and experimental C t for the first 30 min (e = 0.46 9 10 23 mM at t = 5 min; e = 0.58 9 10 23 mM at t = 30 min) for all cases but (Table 2) , of peak intratumoral pressure, tumor-tissue interface pressure gradient, and boundary velocity in sensitivity analysis for range of tissue and vascular values ( high and low C p0 (1.8 9 10 23 mM < e < 3.9 9 10 23 mM). At t = 60 min, all cases over-predicted C t (0.5 9 10 23 mM < e < 1.8 9 10 23 mM) within the tumor (Fig. 8c) . Even though C t was over-predicted, sensitivity analysis simulations showed similar patterns of Gd-DTPA concentration distribution to experimental patterns (r > 0.89) within the tumor. Including the host tissue in the correlation reduced r = 0.42 at t = 60 min. This was due to later peak C t (>17 min) in the experimental data observed at two regions of the host tissue (2-3 mm and 16-20 mm; Fig. 8 ).
As tracer transport was less sensitive to changes in transport parameters, baseline values were used to predict transport in the two additional KHT sarcomas (Fig. 9) . Similar simulated and experimental distribution patterns of Gd-DTPA concentration were observed at t = 5 and 30 min (r > 0.78) within the tumor (Figs. 9a-9d) ; however, the correlation in the tumor was not as strong (r > 0.58) at t = 60 min (Figs. 9e-9f) . Magnitude of simulated Gd-DTPA concentration along the bisecting line through a tumor was greater than experimental magnitudes at t = 60 min (0.5 9 10 23 < e < 2.1 9 10 23 mM; Figs. 9e-9f) . Furthermore, the average Gd-DTPA concentration within the entire tumor volume for the simulations were greater than experiments at t = 60 min for all three tumors. The largest percent difference of average Gd-DTPA concentration within the tumor volume (700%) occurred in the tumor shown in Fig. 9f . Relative concentration error was <38% in the other tumor volume. Table 2 . Fig. 7 . Simulation from sensitivity analysis of parameters in Table 2 and C p0 as compared with experimental distribution for (a) t 5 5, (b) t 5 30, and (c) t 5 60 min (dashed line indicates tumor boundary).
DISCUSSION
This study presents the first image-based tumor model, with both heterogeneous vasculature and tissue porosity, which predicts interstitial fluid and solute transport within tissue. The model exhibits two important interstitial transport characteristics: it predicts interstitial hypertension, and increased velocities at the host tissue-tumor interface. A high correlation was observed (r > 0.89) between predicted and experimental spatial deposition of Gd-DTPA along a bisecting line within the tumor at 1 h in the tumor used to develop the model. Also, transient behavior (washout rates) of Gd-DTPA in the tumor showed good agreement between the simulation and experiment. The two additional KHT sarcomas used to test the developed model showed varied outcomes in terms of predicting the average concentration of Gd-DTPA at 1 h. Namely, experimental and simulated concentration distribution and magnitude correlated well for one modeled tumor while errors were significant in the other. The mismatches in late time point transient behavior emphasizes acquisition of personalized AIFs for further optimization to provide better estimates of concentration at 1 h in transvascular exchangedominated tumors. Fig. 7 . Simulations were compared to baseline values listed in Table 2 . In previous studies, intratumoral IFP has been investigated and hypertension has been simulated 3, 37, 47, 53 and measured. 5, 7, 19, 34, 52 IFP values have been shown to vary within a tumor line and to be proportional to tumor volume by Gutmann et al. 19 In their study, a pressure range of 0.5-4.4 kPa for squamous cell carcinomas was observed. The baseline intratumoral pressures simulated in this image-based model fell within the low end of this range. This could be in part due to tumor size. The tumor volumes in this study were smaller (~95%) than the nonmetastatic smallest tumors investigated by Gutmann's group. In our model, a smaller tumor would be expected to have a lower intratumoral IFP. Smaller tumors have fewer vessels than larger tumors so they have fewer available fluid sources. Previous models of idealized tumors predicted increased velocities at the tumor boundary. 25 For an isolated tumor with a diameter of 2 cm, fluid velocity at the boundary was approximately 0.1-0.2 lm s 21 . In the presented model, velocity at tumor boundary in the baseline simulation was predicted to be higher (0.35-0.60 lm s 21 ). It should be noted that solute transport in this study was limited to a low molecular weight MR-visible tracer, Gd-DTPA. The transport of low molecular weight tracers is less likely to be convective when compared to macromolecular tracers or therapeutic agents. Despite these limitations, image-based models using Gd-DTPA as an interstitial tracer offers a few advantages: (1) DCE-MRI using Gd-DTPA is well understood, documented, and it is a clinically used approach to understand the tumor environment; (2) DCE-MRI using Gd-DTPA provides qualitative and quantitative (e.g., vascular leakiness maps) data; (3) Gd-DTPA is similar molecular weight to some chemotherapeutic drugs (e.g., doxorubicin = 543 g mol 21 ); (4) Gd-DTPA extravasates more effectively than macromolecules and does not bind, hence it provides a best case scenario for the evaluation of smaller macromolecular drug transport.
For solute transport simulations, the model presented in this study exhibited a similar extent of heterogeneity (70-80% difference in maximum and minimum concentrations) at early time points (5-6 min) along a bisecting tumor line as a previous Gd-DTPA transport model from our group. 53 However, there are two markedly different tracer transport behaviors between our two studies. In the previous study, along the entire extent of the bisecting tumor line, Gd-DTPA concentration increased and the concentration profile flattened over the course of 30 min. This study observed an overall decrease across the bisecting line for this same time course and a less dramatic flattening. These differences are likely due to three factors in our model: (1) a faster decaying AIF than the previous model provided for transvascular sink terms during the first 30 min of the simulation; (2) the incorporation of both spatially varying porosity and K trans allowed for more finely tuned kinetic behavior than the previous fixed porosity model; (3) lower effective diffusivity contributed to less dramatic flattening of the tracer-concentration profile.
The sensitivity analysis pointed out aspects of the model-parameters, source terms, and measurements-that most affect transport. This knowledge can be used to simplify the model by reducing the number of input parameters. Also, the sensitivity analysis was conducted with a priori knowledge of the experimental data. This allowed the investigation of changes in model parameters to provide a best fit to the experimental concentration data.
Interstitial fluid flow was most sensitive to vessel permeability with L p,t having the most profound impact on IFP and boundary fluid velocity. These permeability values scale pressure differences that exist across vessel walls and directly affect volumetric source and sink terms of the continuity equation. Noninvasive, patient-specific measurements of L p,t might be necessary to in order to make more accurate predictions of intratumoral pressure and tumor boundary convection using an image-based modeling approach. Alternatively, noninvasive measurements of IFP distribution in tumors 22 could be imported into this model to better estimate transport parameters such as L p,t and calculate transport. With the validation of predicted intratumoral IFP, these models could be used to predict disease progression after radiotherapy in patients with cervix cancer. 32 Long-term studies of cervical cancer have reported that intratumoral pressures have greater impact on predicting survival than tumor hypoxia. 17 Gd-DTPA tracer transport was relatively insensitive to changes in vascular and tissue transport parameters. When modeling low molecular weight tracers or drugs in smaller tumors (~6-7 days for KHT sarcoma cells), it is likely that tracer transport is dominated by transvascular exchange, rather than convection or diffusion, at the simulated time scale. In the case of transvascular exchange-dominated tumors, accurate AIF and C p0 measurements are the most important parameters for accurate prediction of concentration in tissue at later time points. For larger tumors, this may not be the case due to the increase of tumor tissue heterogeneity, which will occur as the tumor develops necrotic regions. As the transvascular exchange term is dominant, due to the frequency of high K trans ( ‡0.1 min 21 ) values in the tumor, it might not be important to have a continuum porous media approach which accounts for convection and diffusion in the interstitial space of smaller tumors at the simulated time scale; a two-compartment model may suffice.
However, it should be noted that the low average porosity in all three tumors (~0.1) could have masked the role of convection and diffusion. It has been suggested by other researchers that low porosity values (<0.2) in the tumor obtained from DCE-MRI may be indicative of convective tracer clearance and not physiologically low extracellular volume fraction. 22 A continuum porous media approach is likely necessary to model cases of lower leakiness, where the transvascular exchange term is less dominant and porosity values less obtainable using early DCE-MRI time points. In these cases diffusion and convection can have greater impact on interstitial molecules and porosity values would have to be obtained DCE-MRI independent methods or fixed. Moreover, the continuum model would be necessary to model transport of macromolecular agents that require convective transport over smaller time scales.
The insensitivity of vascular and tissue transport parameters resulted in no considerable spatial changes in time, yet temporal and spatial distribution of baseline simulation and experiment Gd-DTPA in tissue was comparable. This underscores the importance of spatially heterogeneous leakiness and porosity in the transvascular exchange mechanism for solute transport in patient-specific tumor models as well as proper estimation of baseline C p0 . The low and high C p0 case illustrated the importance of proper dose measurement. There are two potential sources of error, which can lead to incorrect estimation of original values of C p0 . First, Omniscan Gd-DTPA is highly concentrated (287 mg mL 21 ) and requires a~30-fold dilution for one dose. Second, the mouse blood volume per weight requires estimations based on the mean literature value from a range of values (63-80 mL kg 21 ). For example, the combination of these two factors could lead to an over-estimation of C p0 if Gd-DTPA is over-diluted and/or the actual mouse blood volume per weight is greater than the estimated mean value. When comparing predicted concentrations with MR data, it should be noted that sources of error also exist in the MRI-derived in vivo concentration values. R 1 , which inversely scales the concentration estimated from MRI, was based a literature value that was measured in rat muscle at 6.3 T. This could be a direct source of error when comparing magnitudes of simulated (baseline) and experimental concentration, if the actual R 1 varies from the implemented literature value. Also, concentration measurements are dependent on T 10 maps that were created by fitting a monoexponential curve to five data points measured from a variable TR SE sequence. Errors can occur from the fit as well as motion between TRs. Motion was minimal since movement was not observed between scans. In addition, there is background noise that comes from all of the electrical components used for imaging. The background noise can lead to less accurate measurements of low concentrations (<0.01 mM). Furthermore, the noise has the potential to reduce the number of properly K trans fitted voxels, which happened infrequently (<5% of tumor voxels).
Another limitation of the model was the use of an AIF based on literature values. This potentially lowers the patient specificity of the model. In this study, AIF was selected from a range of literature values based on a comparison of simulated and experimental transient behavior of C t,avg (t) in tumor tissue at early time points. Though the slow AIF resulted in an acceptable correlation for one data set, it may not have been the experimental AIF for all data sets. This fact was likely the cause of the large simulated and experimental concentration discrepancies at later time points seen in Fig. 9f . K trans magnitudes and patterns, to a lesser degree, can be altered based on the type of AIF used. This could lead to variations of tracer deposition, since K trans is essentially a kinetic parameter that drives the tracer transport source term. In the future, more accurate models can be obtained by measuring patientspecific AIFs to create more accurate 3D K trans and / maps, as well as source terms in tracer transport which include a C p term.
The image-based patient-specific framework of this study offers opportunities to fine-tune the model for a variety of applications. The model can be adjusted to incorporate a wider variety of tumor environments. For example, the image-based model can be expanded to include necrotic regions. A larger range of uptake and washout behaviors can be observed in larger necrotic tumors which cannot be characterized by K trans and / used in the standard two-compartment model. 16 In addition, diffusion-weighted imaging could be used to detect regions of increased diffusion, which have been shown to be correlated with regions of necrosis. 24, 30, 31 These regions can be modeled as avascular and highly diffusive porous regions within the framework of the presented computational model. Additional patient specificity can be captured with tensorial descriptions of K and D eff to account for preferential interstitial fluid and tracer transport. This method has been employed to predict transport in central nervous system tissue with the aid of diffusion tensor imaging. 28, 29, 41 The prediction of patient-specific interstitial fluid flow could also be incorporated into a multiscale model to predict shear stresses on tumor cells within the extracellular matrix. Brinkman's equation can be used instead of Darcy's law to solve momentum in the tumor microenvironment because it allows for a no-slip boundary condition. 46 Since, shear stresses on tumor cells have been found to induce a G 2 /M cell cycle arrest and inhibit cell differentiation, tissue remodeling could potentially be predicted with this type of multiscale model. 8 In order to predict transport of a therapeutic drug, the model could also be expanded to account for binding and degradation of drug by including a rate of binding term in the tracer transport equation. The model presented in this study could account for binding or degradation of extravasated solute with the knowledge of its degradation constant in tissue, b. 47 For example, a first-order elimination term, bC t , can be subtracted from the right-hand side of Eq (8) .
