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Let m,n(α, β, γ ) denote a set of all elements of weighted lattice
paths with weight (α, β, γ ) in the xy-plane from (0, 0) to (m, n)
such that a vertical step V = (0, 1), a horizontal step H = (1, 0),
and a diagonal step D = (1, 1) are endowed with weights α, β ,
and γ respectively and let ω(m,n(α, β, γ )) denote the weight of
m,n(α, β, γ ) defined by
ω(m,n(α, β, γ )) =
∑
p∈m,n(α,β,γ )
ω(p)
where ω(p) is the product of the weights of all its steps in p. A
matrix A = [aij] is called a lattice pathmatrixwithweight (α, β, γ )
if aij = ω(i,j(α, β, γ )) for a triple α, β , and γ of real numbers . In
this paper, we present LDU decomposition of lattice path matrices
with weight (α, β, γ ) and related properties for every triple α, β ,
and γ of real numbers, and a necessary and sufficient condition in
which the symmetric lattice path matrices are positive definite. We
also investigate the relationship between the lattice path matrices
and generalized Pascal matrices.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Generalizations of the Pascal matrix P =
[(
i
j
)]
, (i, j = 0, 1, 2, . . .) are a mine of topics for
researchers. Various generalizations of the Pascal matrix P is investigated by several authors
[2,3,6,7,9,10]. From now on in the sequel, we assume that rows and columns of an (m + 1) × (n + 1)
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matrix are indexed by 0, 1, 2, . . . ,m and 0, 1, 2, . . . , n respectively and for a matrix A = [aij],
(i, j = 0, 1, 2, . . .) and each nonnegative integer n, let An denote the (n + 1) × (n + 1) submatrix
A [0, 1, 2, . . . , n | 0, 1, 2, . . . , n] of A and let (A)ij denote the (i, j)-entry aij of A. For any real number
x, Pn[x] =
[
xi−j
(
i
j
)]
, Qn[x] =
[
xi+j
(
i
j
)]
, and Rn[x] =
[
xi+j
(
i+j
j
)]
are the generalized Pascal matri-
ces, introduced by Zhang [9] and Call and Velleman [2]. Zhang and Liu [10] and Strum [7] presented
the extended generalized Pascal matrices n[x, y] =
[
xi−jyi+j
(
i
j
)]
, n[x, y] =
[
xi−jyi+j
(
i+j
j
)]
, and
Bn[x, y] =
[
xi−jyj
(
i
j
)]
for any real numbers x, y. For any nonnegative integers m, n, let m,n de-
note a set of all lattice paths in the xy-plane that begin at (0, 0), terminate at (m, n), and have step
set S = {V,H,D} with vertical steps V = (0, 1), horizontal steps H = (1, 0) and diagonal steps
D = (1, 1) [1, 5]. Cheon et al. [4] introduced weighted lattice paths with weight. Let m,n(α, β, γ )
denote a set of all elements of weighted lattice paths with weight (α, β, γ ) in the xy-plane from
(0, 0) to (m, n) such that a vertical step V , a horizontal step H, and a diagonal step D are endowed
with weights α, β , and γ respectively and let ω(m,n(α, β, γ )) denote the weight of m,n(α, β, γ )
defined by
ω(m,n(α, β, γ )) =
∑
p∈m,n(α,β,γ )
ω(p)
whereω(p) is the product of the weights of all its steps in p. An (m+ 1)× (n+ 1)matrix A = [aij] is
then called an (m+1)×(n+1) lattice pathmatrixwithweight (α, β, γ ) if aij = ω(i,j(α, β, γ )) for
a tripleα, β , and γ of real numbers. Fromhere on out Lpm,n(α, β, γ )will denote the (m+1)×(n+1)
lattice pathmatrix withweight (α, β, γ ) and it will be denoted by Lpn(α, β, γ ) in case thatm = n for
a triple α, β , and γ of real numbers. Further, the entries of Lpn(α, β, γ ) = [kij] satisfy the recurrence
relation
αki,j−1 + βki−1,j + γ ki−1,j−1 = kij (i, j = 1, 2, . . . , n) (1.1)
for a triple α, β , and γ of real numbers. It is a well-known result [1] that
(Lpn(α, β, γ ))ij = ω(i,j(α, β, γ )) =
min{i,j}∑
r=0
αj−rβ i−rγ r
(
i + j − r
i − r, j − r, r
)
(1.2)
where(
i + j − r
i − r, j − r, r
)
= (i + j − r)!
(i − r)!(j − r)!r! .
Cheon et al. [4] introduced an infinite lower triangular lattice pathmatrix A = [aij], (i, j = 0, 1, 2, . . .)
with weight (α, β, γ ) defined by
aij =
{
ω(i−j,j(α, β, γ )), if i  j,
0, if i < j.
So Lpn(α, β, γ ) is a modified version of the above matrix of Cheon et al. [4]. In this paper, we present
LDU decomposition of lattice path matrices with weight (α, β, γ ) and related properties for every
triple α, β , and γ of real numbers, and a necessary and sufficient condition in which the symmetric
lattice pathmatrices are positive definite.We also investigate the relationship between the lattice path
matrices and generalized Pascal matrices of Call and Velleman [2], Strum [7], Zhang [9], and Zhang
and Liu [10].
2. LDU decomposition of Lpn(α, β, γ )
In this section we investigate the LDU decomposition of Lpn(α, β, γ ) for a triple α, β , and γ of real
numbers. For a nonnegative integer k, we write 〈k〉 in place of {0, 1, 2, . . . , k} for brevity and let 	kn
denote a set of all (n + 1) × (n + 1)matrices A = [aij] such that aij = 0 if i ∈ 〈k〉 or j ∈ 〈k〉.
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In the following,we showthat for a tripleα, β , andγ of real numbers, Lpn(α, β, γ ) canbeexpressed
as a linear combination of γ 0, γ 1, . . . , γ n with matrix coefficients.
Lemma 2.1. For a triple α, β , and γ of real numbers and each positive integer n  1,
Lpn(α, β, γ ) = Q0 + Q1γ + Q2γ + · · · + Qnγ n
where
(Q0)ij =
(
i + j
j
)
αjβ i (i, j = 0, 1, 2, . . . , n), Ql ∈ 	l−1n (l  1),
and
(Ql)st =
(
s + t − l
s
) (
s
l
)
αt−lβs−l (s, t  l).
Proof. Let Lpn(α, β, γ ) be an (n+ 1) × (n+ 1) lattice path matrix with weight (α, β, γ ) for a triple
α, β , and γ of real numbers. Then from (1.2), it follows that Lpn(α, β, γ ) is expressed as a linear
combination of γ 0, γ 1, . . . , γ n with (n+ 1)× (n+ 1)matrix coefficients Q0,Q1, . . . ,Qn as follows.
Lpn(α, β, γ ) = Q0 + Q1γ + Q2γ 2 + · · · + Qnγ n
such that (Q0)ij =
(
i+j
j
)
αjβ i (i, j = 0, 1, 2, . . . , n), Ql ∈ 	l−1n (l  1), and
Ql =
⎡
⎣ O1 OT2
O2 R
⎤
⎦
where O1, O2, and R are of size l × l, (n − l + 1) × l, and (n − l + 1) × (n − l + 1) respectively and
(Ql)st = (R)s−l,t−l
= 1
l! (s + t − l)(s + t − l − 1) · · · (s + t − 2l + 1)
(
s + t − 2l
t − l
)
αt−lβs−l
=
(
s + t − l
s + t − 2l
) (
s + t − 2l
t − l
)
αt−lβs−l
=
(
s + t − l
s
) (
s
l
)
αt−lβs−l (s, t  l). 
For example, let α, β , and γ be a triple of real numbers. Then Lp2(α, β, γ ) is expressed as a linear
combination of 1, γ, γ 2 as follows.
Lp2(α, β, γ ) =
⎡
⎢⎢⎢⎣
1 α α2
β 2αβ + γ 3α2β + 2αγ
β2 3αβ2 + 2βγ 6α2β2 + 6αβγ + γ 2
⎤
⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎣
1 α α2
β 2αβ 3α2β
β2 3αβ2 6α2β2
⎤
⎥⎥⎥⎦+
⎡
⎢⎢⎢⎣
0 0 0
0 1 2α
0 2β 6αβ
⎤
⎥⎥⎥⎦ γ +
⎡
⎢⎢⎢⎣
0 0 0
0 0 0
0 0 1
⎤
⎥⎥⎥⎦ γ 2
where
Q0 =
⎡
⎢⎢⎢⎣
1 α α2
β 2αβ 3α2β
β2 3αβ2 6α2β2
⎤
⎥⎥⎥⎦ , Q1 =
⎡
⎢⎢⎢⎣
0 0 0
0 1 2α
0 2β 6αβ
⎤
⎥⎥⎥⎦ , Q2 =
⎡
⎢⎢⎢⎣
0 0 0
0 0 0
0 0 1
⎤
⎥⎥⎥⎦ .
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In the following, we prove that for a tripleα, β , and γ of real numbers and each nonnegative integer n,
Lpn(α, β, γ ) can be expressed as Lpn(α, β, γ ) = LDUwhere L,D, andU are lower triangular, diagonal,
and upper triangular matrices, respectively. The following lemma plays a critical role for our proof of
the result.
Lemma 2.2. For a triple α, β , and γ of real numbers, let
Lpn(α, β, γ ) =
[
k
(n)
ij
]
(i, j = 0, 1, 2, . . . , n)
be an (n + 1) × (n + 1) lattice path matrix with weight (α, β, γ ). Then the following hold:
(a) Let i be a nonnegative integer with 0  i  n. Then
k
(n)
i+1,j − βk(n)ij = (αβ + γ )
∑j−1
t=0 k
(n)
it α
j−1−t for all j = 1, 2, . . . , n,
(b) Let j be a nonnegative integer with 0  j  n. Then
k
(n)
i,j+1 − αk(n)ij = (αβ + γ )
∑i−1
s=0 k
(n)
sj β
j−1−s for all i = 1, 2, . . . , n,
(c) k
(n)
ij = β iαj + (αβ + γ )
∑j−1
t=0
∑i−1
s=0 k
(n)
st β
i−1−sαj−1−t for all i, j = 1, 2, . . . , n.
Proof. We prove (a) by induction on j. For each nonnegative integer i with 0  i  n, Since
βk
(n)
i1 + (αβ + γ )k(n)i0 = βk(n)i1 + αβk(n)i0 + γ k(n)i0
= αk(n)i+1,0 + βk(n)i1 + γ k(n)i0 = k(n)i+1,1
by (1.1), (a) holds for j = 1, and the induction starts. Suppose that j  2. Then we have
(αβ + γ )
j−1∑
t=0
k
(n)
it α
j−1−t + βk(n)ij
= (αβ + γ )
j−2∑
t=0
k
(n)
it α
j−2−tα + αβk(n)i,j−1 + γ k(n)i,j−1 + βk(n)ij
= αk(n)i+1,j−1 + βk(n)ij + γ k(n)i,j−1 = k(n)i+1,j
by the induction hypothesis and (1.1), and (a) is proved. Here (b) can be proved similarly. We now
prove (c) by induction on i or j. Because we have
βαj + (αβ + γ )
j−1∑
t=0
k
(n)
0t α
j−1−t = βαj + (αβ + γ )
j−1∑
t=0
αtαj−1−t
= βαj + (αβ + γ )
j−1∑
t=0
αj−1
= βαj + jβαj + jαj−1γ
and k
(n)
1j = (Q0)1j + (Q1)1jγ =
(
1+j
j
)
βαj + jαj−1γ = βαj + jβαj + jαj−1γ by Lemma 2.1, k(n)1j =
βαj + (αβ + γ )∑j−1t=0 k(n)0t αj−1−t for j = 1, 2, . . . , n and similarly we can show that k(n)i1 = β iα +
(αβ + γ )∑i−1s=0 k(n)s0 β i−1−s for i = 1, 2, . . . , n. Therefore (c) holds for i = 1 or j=1, and we begin the
induction. Suppose that i  2 and j  2. Then by (a), (b), and by the induction hypothesis, we get
β iαj + (αβ + γ )
j−1∑
t=0
i−1∑
s=0
k
(n)
st β
i−1−sαj−1−t
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= (β i−1αj−1)βα + (αβ + γ )
j−2∑
t=0
k
(n)
i−1,tαj−1−t + (αβ + γ )
i−2∑
s=0
k
(n)
s,j−1β i−1−s
+
⎛
⎝(αβ + γ ) j−2∑
t=0
i−2∑
s=0
k
(n)
st β
i−2−sαj−2−t
⎞
⎠βα + (αβ + γ )k(n)i−1,j−1
=
⎛
⎝β i−1αj−1 + (αβ + γ ) j−2∑
t=0
i−2∑
s=0
k
(n)
st β
i−2−sαj−2−t
⎞
⎠βα
+
⎛
⎝(αβ + γ ) j−2∑
t=0
k
(n)
i−1,tαj−2−t + βk(n)i−1,j−1
⎞
⎠α + γ k(n)i−1,j−1
+
⎛
⎝(αβ + γ ) i−2∑
s=0
k
(n)
s,j−1β i−2−s + αk(n)i−1,j−1
⎞
⎠β − βαk(n)i−1,j−1
= αk(n)i,j−1 + βk(n)i−1,j + γ k(n)i−1,j−1 = k(n)ij ,
and the proof is complete. 
For a number x, let Dnx = diag(1, x, x2, . . . , xn). For n = 0, we clearly have Lpn(α, β, γ ) =
Pn[β]D0αβ+γ PTn [α] since Lpn(α, β, γ ) = Pn[β] = D0αβ+γ = PTn [α] = [1]. Now we present one of our
main results.
Theorem 2.3. Let α, β , and γ be a triple of real numbers. Then for each positive integer n with n  1,
Lpn(α, β, γ ) can be decomposed into a product
Lpn(α, β, γ ) = Pn[β]Dnαβ+γ PTn [α].
Proof. We prove the result by induction on n. Suppose that n = 1. Then we have Lp1(α, β, γ ) =[
1 α
β 2αβ+γ
]
andsinceP1[β] =
[
1 0
β 1
]
,D1αβ+γ =
[
1 0
0 αβ+γ
]
, andPT1 [α] =
[
1 α
0 1
]
,wehaveLp1(α, β, γ ) =
P1[β]D1αβ+γ PT1 [α], and we begin the induction. Let n  2 and for a real number x, let En[x] denote the
(n + 1) × (n + 1) elimination matrix defined by⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 · · · 0
−x 1 0 0 · · · 0
0 −x 1 0 · · · 0
...
. . .
. . .
. . .
. . .
...
0 · · · 0 −x 1 0
0 · · · 0 0 −x 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then clearly we have (En[β]Pn[β])00 = 1, (En[β]Pn[β])0j = 0 (j  1), and since
(En[β]Pn[β])i0 =
n∑
k=0
(En[β])ik(Pn[β])k0
= (En[β])i,i−1(Pn[β])i−1,0 + (En[β])i,i(Pn[β])i,0
= −ββ i−1
(
i − 1
0
)
+ β i
(
i
0
)
= 0 (i  1)
and
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(En[β]Pn[β])ij =
n∑
k=0
(En[β])ik(Pn[β])kj
= (En[β])i,i−1(Pn[β])i−1,j + (En[β])i,i(Pn[β])i,j
= −ββ i−1−j
(
i − 1
j
)
+ β i−j
(
i
j
)
= β i−j
(
−
(
i − 1
j
)
+
(
i
j
))
= β i−1−(j−1)
(
i − 1
j − 1
)
= (Pn[β])i−1,j−1 (i, j  1),
we have
(En[β]Pn[β]) =
⎡
⎣ 1 0T
0 Pn−1[β]
⎤
⎦ .
By substituting α for β , we can prove similarly that
(En[α]Pn[α])T = PTn [α]ETn [α]
⎡
⎣ 1 0T
0 PTn−1[α]
⎤
⎦ .
Therefore we have
(En[β]Pn[β])Dnαβ+γ PTn [α]ETn [α] =
⎡
⎣ 1 0T
0 Pn−1[β]
⎤
⎦
⎡
⎣ 1 0T
0 (αβ + γ )Dn−1αβ+γ
⎤
⎦
⎡
⎣ 1 0T
0 PTn−1[α]
⎤
⎦
=
⎡
⎣ 1 0T
0 (αβ + γ )Pn−1[β]Dn−1αβ+γ PTn−1[α]
⎤
⎦ .
Now by the induction assumption, Pn−1[β]Dn−1αβ+γ PTn−1[α] = Lpn−1(α, β, γ ) and
(En[β]Pn[β])Dnαβ+γ (PTn [α]ETn [α]) =
⎡
⎣ 1 0T
0 (αβ + γ )Lpn−1(α, β, γ )
⎤
⎦ .
Therefore
Pn[β]Dnαβ+γ PTn [α] = E−1n [β]
⎡
⎣ 1 0T
0 (αβ + γ )Lpn−1(α, β, γ )
⎤
⎦ (E−1n [α])T .
Since (E−1n [β])ij =
{
β i−j, if i  j,
0, if i < j
and (E−1n [α])Tij =
{
αj−i, if i  j,
0, if i > j
,
(
Pn[β]Dnαβ+γ PTn [α]
)
0j
= αj = (Lpn(α, β, γ ))0j (j = 0, 1, . . . , n)
and (
Pn[β]Dnαβ+γ PTn [α]
)
i0
= β i = (Lpn(α, β, γ ))i0 (i = 0, 1, . . . , n).
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For i, j with 1  i, j  n,
(Pn[β]Dnαβ+γ PTn [α])ij = β iαj + (αβ + γ )
j−1∑
l=0
i−1∑
k=0
(Lpn−1(α, β, γ ))klβ i−1−kαj−1−l
= (Lpn(α, β, γ ))ij
by Lemma 2.2(c), and the result is proved. 
For example, a 3 × 3 matrix
Lp2(α, β, γ ) =
⎡
⎢⎢⎢⎣
1 α α2
β 2αβ + γ 3α2β + 2αγ
β2 3αβ2 + 2βγ 6α2β2 + 6αβγ + γ 2
⎤
⎥⎥⎥⎦
can be decomposed into a product⎡
⎢⎢⎢⎣
1 α α2
β 2αβ + γ 3α2β + 2αγ
β2 3αβ2 + 2βγ 6α2β2 + 6αβγ + γ 2
⎤
⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎣
1 0 0
β 1 0
β2 2β 1
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
1 0 0
0 αβ + γ 0
0 0 (αβ + γ )2
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
1 α α2
0 1 2α
0 0 1
⎤
⎥⎥⎥⎦ .
From Theorem 2.3, we directly obtain the following.
Corollary 2.4. Let α, β , and γ be a triple of real numbers. Then for each positive integer n with n  1,
det(Lpn(α, β, γ )) = (αβ + γ )n(n+1)/2.
Corollary 2.5. Let α, β , and γ be a triple of real numbers. Then for every pair i, j of nonnegative integers,
we have
min{i,j}∑
r=0
αj−rβ i−rγ r
(
i + j − r
i − r, j − r, r
)
=
min{i,j}∑
r=0
(αβ + γ )rαj−rβ i−r
(
i
r
)(
j
r
)
The following lemma is a well-known result.
Lemma 2.6 ([8]). Let M be any n × n nonsingular matrix, and let A = MTM. Then A is positive definite.
We now give a necessary and sufficient condition in which the symmetric lattice path matrix
Lpn(α, α, γ ) is positive definite for a pair α, γ of real numbers.
Theorem2.7. Letα, γ be a pair of real numbers. Then for each positive integer nwith n  1, Lpn(α, α, γ )
is positive definite if and only if α2 + γ > 0.
Proof. Let α, γ be a pair of real numbers and let n be a positive integer n with n  1. Suppose that
Lpn(α, α, γ ) is positive definite. Then Lp2(α, α, γ ) is positive definite, and we have
det(Lp2(α, α, γ )) > 0. By Corollary 2.4, we have α
2 + γ > 0 since det(Lp2(α, α, γ )) = (α2 + γ )3.
Conversely, if α2 + γ > 0, then by Theorem 2.3, we have Lpn(α, α, γ ) = MMT where M =
P[α]Dn√
α2+γ . Clearly Pn[α] is nonsingular and since α
2 + γ = 0, Dn√
α2+γ is nonsingular. There-
foreM is nonsingular. Hence by Lemma 2.6, Lpn(α, α, γ ) is positive definite. 
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3. Relationship between the lattice path matrices and generalized Pascal matrices
In this section we investigate the relationship between the lattice path matrices and generalized
Pascal matrices. For a pair α, β of nonzero real numbers, let Pn[α, β] and Rn[α, β] denote the (n +
1) × (n + 1)matrices whose (i, j)-entry qij and tij are defined by
qij = αjβ i−j
(
i
j
)
(i, j = 0, 1, 2, . . . , n)
and
tij = αjβ i
(
i + j
j
)
(i, j = 0, 1, 2, . . . , n)
respectively. From here on out, we adopt the convention that 00 = 1. In the following we show
from (1.2) that Lpn(α, β, γ ) is a generalized version of the generalized Pascal matrices Pn[x], Qn[x],
Rn[x, y], n[x, y], n[x, y], and Bn[x, y] with respect to weighted lattice path. Since it is clear that
Pn[x] = Pn[1, x], Rn[x] = Rn[x, x] and Qn[x] = Pn[x2, x], it is enough to consider only the matrices
Pn[x, y], Rn[x, y], n[x, y], n[x, y], and Bn[x, y].
Theorem 3.1. We have the following
Lpn(α, β, γ ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Pn[x, y], if α = 0, β = y, and γ = x,
Rn[x, y], if α = x, β = y, and γ = 0,
n[x, y], if α = 0, β = xy, and γ = y2,
n[x, y], if α = y/x, β = xy, and γ = 0,
Bn[x, y], if α = 0, β = x, and γ = y.
Proof. For each pair i, j of nonnegative integers, we want only to show that
(Lpn(0, y, x))ij = (Pn[x, y])ij and (Lpn(x, y, 0))ij = (Rn[x, y])ij .
Other results can be proved similarly. For i < j, we have (Pn[x, y])ij = 0 and
(Lpn(0, y, x))ij =
i∑
r=0
0j−ryi−rxr
(
i + j − r
i − r, j − r, r
)
= 0
since j − r > 0 for r = 0, 1, . . . , i. For i  j, we have
(Lpn(0, y, x))ij =
j∑
r=0
0j−ryi−rxr
(
i + j − r
i − r, j − r, r
)
= xjyi−j
(
i
j
)
since 0j−ryi−rxr
(
i+j−r
i−r,j−r,r
)
= 0 for each r with r = j, and the result is proved. Since
(Lpn(x, y, 0))ij =
min{i,j}∑
r=0
xj−ryi−r0r
(
i + j − r
i − r, j − r, r
)
= xjyi
(
i + j
j
)
,
we have (Lpn(x, y, 0))ij = (Rn[x, y])ij for each pair i, j of nonnegative integers, and the proof is
complete. 
Zhang [9] showed that
P−1n [1, x] = Pn[1,−x], Rn[x, x] = Qn[x]PTn [x],Q−1n [x] = Qn
[
−1
x
]
. (3.1)
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Strum [7] showed that
Pn[x, y]Pn[w, z] = Pn[xw, y + xz]. (3.2)
Byusing thesefindingsof ZhangandStrum,wederive that Lpn(α, β, γ ) is closely related togeneralized
Pascal matrices such as Pn[x, y] and Rn[x, y].
Corollary 3.2. Let α, β , and γ be a triple of real numbers with αβ = 0. Then
Lpn(α, β, γ ) = Pn
[
αβ + γ
α2
, β − αβ + γ
α
]
Rn[α, α].
Proof. Since Pn[x, y] = DnyPnDnxy−1 , we have
Lpn(α, β, γ ) = Pn[β]Dnαβ+γ PTn [α]
= DnβPnD αβ+γ
β
Q−1n [α]Qn[α]PTn [α]
= Pn[αβ + γ, β]Qn
[
− 1
α
]
Rn[α, α]
= Pn[αβ + γ, β]Pn
[
1
α2
,− 1
α
]
Rn[α, α]
= Pn
[
αβ + γ
α2
, β − αβ + γ
α
]
Rn[α, α]
by Theorem 2.3, (3.1) and (3.2). 
From P−1n = Dn−1PnDn−1, Cheon et al. proved the following
Lemma 3.3 ([3]). If α, β = 0, then Pn[α, β] is invertible and P−1n [α, β] = Pn[1/α,−β/α].
From Theorem 2.3, Corollary 2.4 and Lemma 3.3, we get the following
Theorem 3.4. If αβ + γ = 0, then Lpn(α, β, γ ) is invertible. Moreover, if αβ = 0, then
Lpn(α, β, γ )
−1 = PTn
[
− 1
αβ + γ ,
α
αβ + γ
]
Pn [−1, β] .
Proof. By Corollary 2.4, it is clear that Lpn(α, β, γ ) is invertible for αβ + γ = 0. From Theorem 2.3,
we have
Lpn(α, β, γ )
−1 =
(
DnβPnD
n
β−1D
n
αβ+γDnα−1P
T
nD
n
α
)−1
= Dnα−1
(
P−1n
)T
DnαD
n
1
αβ+γ
DnβP
−1
n D
n
β−1
= Dnα−1
(
Dn−1PnDn−1
)T
DnαD
n
1
αβ+γ
DnβD
n−1PnDn−1Dnβ−1
= Dn−α−1PTnDn ααβ+γ D
n
βPnD
n
−β−1
= PTn
[
− 1
αβ + γ ,
α
αβ + γ
]
Pn [−1, β] . 
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