A number of recently proposed preconditioning techniques based on sparse approximate inverses are considered. A description of the preconditioners is given, and the results of an experimental comparison performed on one processor of a Cray C98 vector computer using sparse matrices from a variety of applications are presented. A comparison with more standard preconditioning techniques, such as incomplete factorizations, is also included. Robustness, convergence rates, and implementation issues are discussed.
Introduction
One of the most important problems in scientific computing is the development of efficient parallel iterative solvers for large, sparse systems of linear equations Ax = b. Krylov subspace methods, which require at each iteration matrix-vector products and a few vector operations (dot products, vector updates), can be efficiently implemented on high-performance computers, but they necessitate preconditioning in order to be effective. Many of the most popular general-purpose preconditioners, such as those based on incomplete factorizations of A, are fairly robust and result in good convergence rates, but are highly sequential and it is difficult to implement them efficiently on parallel computers, especially for unstructured problems. Thus, preconditioning is currently the main stumbling block precluding high performance in the solution of large, sparse linear systems.
Since the early days of vector and parallel processing, a great amount of work has been devoted to the problem of extracting as much inherent parallelism as possible from the best serial preconditioners, such as SSOR and incomplete factorization methods. As a result, good performance is possible for certain classes of problems (e.g., highly structured matrices arising from the discretization of PDEs on regular grids). On the other hand, it is still very difficult to solve general linear systems with an irregular sparsity pattern efficiently on vector and parallel computers.
Another line of research consists in developing alternative preconditioning methods which have natural parallelism. Among the first techniques of this type we mention polynomial preconditioners, which are based on approximating the inverse of the coefficient matrix A with a low-degree polynomial in the matrix. These methods have a long history (see, e.g., [20, 24] ), but came into vogue only after the first vector processors had become available [38, 58] . Polynomial preconditioners only require matrixvector products with A and therefore have excellent potential for parallelization, but they are not as effective as incomplete factorization methods at reducing the number of iterations. With polynomial preconditioning, the reduction in the number of iterations tends to be compensated by the additional matrix-vector products to be performed at each iteration. More precisely, it was shown by Axelsson [4] that the cost per iteration increases linearly with the number m+1 of terms in the polynomial, whereas the number of iterations decreases more slowly than O(1/(m + 1)). Therefore, polynomial preconditioners cannot be very effective, especially on serial and shared memory computers. For distributed memory parallel machines they are slightly more attractive, due to the reduced number of dot products and matrix accesses. Another attractive feature is that polynomial preconditioners require almost no additional storage besides that needed for the coefficient matrix A and have very small set-up times. Also, they can be used in a matrix-free context, and they are easily combined with other preconditioners. On the other hand, polynomial preconditioners have serious difficulties handling the case of matrices with general complex spectra (i.e., with eigenvalues on both sides of the imaginary axis). In summary, it is fair to say that polynomial preconditioning is unlikely to yield a satisfactory solution to the problem of highperformance preconditioning for general sparse matrices.
In recent years there has been a growing interest in yet another class of algebraic preconditionerssparse approximate inverses. These methods are based on approximating the inverse matrix directly, as in polynomial preconditioning. However, with polynomial preconditioning the approximate inverse is available only implicitly in the form of a polynomial in the coefficient matrix A; in contrast, with sparse approximate inverse preconditioning a matrix M ≈ A −1 is explicitly computed and stored. The preconditioning operation reduces to a matrix-vector product with M. Methods of this kind were first proposed in the early 1970s (see [10, 48] ), but they received little attention, due to the lack of effective strategies for automatically determining a good nonzero pattern for the sparse approximate inverse. Several such strategies have recently been developed, thus spurring renewed interest in this class of preconditioners.
While parallel processing has been the main motivation driving the development of approximate inverse techniques, there has been at least one other influence. It is well known that incomplete factorization techniques can fail on matrices which are strongly nonsymmetric and/or indefinite. The failure is usually due to some form of instability, either in the incomplete factorization itself (zero or very small pivots), or in the back substitution phase, or both; see [30] . Most approximate inverse techniques are largely immune from these problems, and therefore constitute an important complement to more standard preconditioning methods even on serial computers.
We remark that approximate inverse techniques rely on the tacit assumption that for a given sparse matrix A, it is possible to find a sparse matrix M which is a good approximation of A −1 . However, this is not at all obvious, since the inverse of a sparse matrix is usually dense. More precisely, it can be proved that the inverse of an irreducible sparse matrix is structurally dense. This means that for a given irreducible sparsity pattern, it is always possible to assign numerical values to the nonzeros in such a way that all entries of the inverse will be nonzero; see [40] . Nevertheless, it is often the case that many of the entries in the inverse of a sparse matrix are small in absolute value, thus making the approximation of A −1 with a sparse matrix possible. Recently, much research has been devoted to the difficult problem of capturing the "important" entries of A −1 automatically. There exist currently several alternative proposals for constructing sparse approximate inverse preconditioners, a few of which have been compared with standard incomplete factorization methods. However, a direct comparison between different approximate inverse techniques on a broad range of problems is still lacking. The present paper attempts to fill this gap. Our main contribution consists in a systematic computational study aimed at assessing the effectiveness of the various methods for different types of problems. While we refrain from ranking the various methods in some linear ordering, which would make little sense in a subject like preconditioning for general sparse matrices, we are able to draw some tentative conclusions about the various methods and to provide some guidelines for their use. In addition, we compare the approximate inverse techniques with various incomplete factorization strategies, showing that under appropriate circumstances approximate inverse preconditioning can indeed be superior to more established methods.
The paper is organized as follows. In Section 2 we give an overview of sparse approximate inverse techniques. In Section 3 we provide some information on how these techniques were implemented for our experiments. The results of numerical experiments, carried out on a Cray C98 vector computer, are presented and discussed in Section 4. The main results of this study are summarized in Section 5. An extensive list of references completes the paper.
Overview of approximate inverse methods
In this section we give an overview of approximate inverse techniques and some of their features. Because the emphasis is on the practical use of these methods, we do not give a detailed description of their theoretical properties, for which the interested reader is referred to the original papers. See also the overviews in [5, 29, 71] . It is convenient to group the different methods into three categories. First, we consider approximate inverse methods based on Frobenius norm minimization. Second, we describe factorized sparse approximate inverses. Finally, we consider preconditioning methods which consist of an incomplete factorization followed by an approximate inversion of the incomplete factors. The approximate inversion can be achieved in many ways, each leading to a different preconditioner. Throughout this section we shall be concerned with linear systems of the form Ax = b where A is a real n × n matrix and b is a given real n-vector. The extension to the complex case is straightforward.
Methods based on Frobenius norm minimization
We begin with this class of approximate inverse techniques because they were historically the first to be proposed, and because they are among the best known approximate inverse methods. Also, the methods in this subsection have the highest potential for parallelism. The basic idea is to compute a sparse matrix M ≈ A −1 as the solution of the following constrained minimization problem:
where S is a set of sparse matrices and · F denotes the Frobenius norm of a matrix. Since
where e j denotes the j th column of the identity matrix, the computation of M reduces to solving n independent linear least squares problems, subject to sparsity constraints. This approach was first proposed by Benson [10] . Other early papers include [11, 12] , and [48] . Notice that the above approach produces a right approximate inverse. A left approximate inverse can be computed by solving a constrained minimization problem for
This amounts to computing a right approximate inverse for A T , and taking the transpose of the resulting matrix. In the case of nonsymmetric matrices, the distinction between left and right approximate inverses can be important. Indeed, there are situations where it is difficult to compute a good right approximate inverse, but it is easy to find a good left approximate inverse. Furthermore, when A is nonsymmetric and ill-conditioned, a matrix M ≈ A −1 may be a poor right approximate inverse, but a good left approximate inverse; see [65, 66] . In the following discussion, we shall assume that a right approximate inverse is being computed.
In early papers, the constraint set S, consisting of matrices with a given sparsity pattern, was prescribed at the outset. Once S is given, the computation of M is straightforward, and it is possible to implement such computation efficiently on a parallel computer. In a distributed memory environment, the coefficient matrix A can be distributed among the processors before the computation begins, and the construction of M is a local process which can be done with little communication among processors (such communication could be completely eliminated at the price of duplicating some of the columns of A).
When the sparsity pattern is fixed in advance, the construction of the preconditioner can be accomplished as follows. The nonzero pattern is a subset G ⊆ {(i, j )
Thus, the constraint set S is simply the set of all real n × n matrices with nonzero pattern contained in G. Denote by m j the j th column of M (1 j n). For a fixed j , consider the set J = {i | (i, j ) ∈ G}, which specifies the nonzero pattern of m j . Clearly, the only columns of A that enter the definition of m j are those whose index is in J . Let A(:, J ) be the submatrix of A formed from such columns, and let I be the set of indices of nonzero rows of A(:, J ). Then we can restrict our attention to the matrix A = A(I, J ), to the unknown vector m j = m j (J ) and to the right-hand side e j = e j (I). The nonzero entries in m j can be computed by solving the (small) unconstrained least squares problem
This least squares problem can be solved, for instance, by means of the QR factorization of A. Clearly, each column m j can be computed, at least in principle, independently of the other columns of M. Note that due to the sparsity of A, the submatrix A will contain only a few nonzero rows and columns, so each least squares problem has small size and can be solved efficiently by dense matrix techniques.
The role of the constraint set S is to preserve sparsity by somehow filtering out those entries of A −1 which contribute little to the quality of the preconditioner. For instance, one might want to ignore those entries that are small in absolute value, while retaining the large ones. 3 Unfortunately, for a general sparse matrix it is not usually known where the large entries of the inverse are located, and this makes the a priori choice of a nonzero sparsity pattern for the approximate inverse very difficult. A possible exception is the case where A is a banded symmetric positive definite (SPD) matrix. In this case, the entries of A −1 are bounded in an exponentially decaying manner along each row or column; see [36] . Specifically, there exist 0 < ρ < 1 and a constant C such that for all i, j
The numbers ρ and C depend on the bandwidth and on the spectral condition number of A. For matrices having a large bandwidth and/or a high condition number, C can be very large and ρ very close to one, so that the decay could actually be so slow to be virtually imperceptible. On the other hand, if the entries of A −1 can be shown to decay rapidly, then a banded M would be a good approximation to A −1 . In this case, S would just be the set of matrices with a prescribed bandwidth.
For matrices with a general sparsity pattern, the situation is far more difficult. A common choice is to choose S to be the set of matrices with the same sparsity structure as the coefficient matrix A. This choice is motivated by the empirical observation that entries in the inverse of a sparse matrix A = (a ij ) which are located at positions (i, j ) for which a ij = 0 tend to be relatively large. However, this simple approach is not robust for general sparse problems, as there may be large entries of A −1 in positions outside the nonzero pattern of A. Another common approach consists in taking the sparsity pattern of the approximate inverse to be that of A k where k is a positive integer, k 2. This approach can be justified in terms of the Neumann series expansion of A −1 . While the approximate inverses corresponding to higher powers of A are often better than the one corresponding to k = 1, there is still no guarantee that they will result in satisfactory preconditioners. Furthermore, the costs for computing, storing and applying the preconditioner grow rapidly with k. Slightly more sophisticated strategies have been recently examined by Huckle [57] , but more evidence is needed before these techniques can be considered effective. We mention here that some simple heuristics for prescribing a sparsity pattern have been successfully used for constructing sparse approximate inverse preconditioners for dense linear systems arising in the numerical solution of integral equations [1, 60] .
Because for general sparse matrices it is difficult to prescribe a good nonzero pattern for M, several authors have developed adaptive strategies which start with a simple initial guess (for example, a diagonal matrix) and successively augment this pattern until a criterion of the type e j − Am j 2 < ε is satisfied for a given ε > 0 (for each j ), or a maximum number of nonzeros in m j has been reached. Such an approach was first proposed by Cosgrove et al. [33] . Slightly different strategies were also considered by Grote and Huckle [54] and by Gould and Scott [52] .
The most successful of these approaches is the one proposed by Grote and Huckle, hereafter referred to as the SPAI preconditioner [54] . The algorithm runs as follows.
Algorithm 1. SPAI algorithm
For every column m j of M:
(1) Choose an initial sparsity J . Then solve the new least squares problem, compute the new residual r = e j − Am j , and set
This algorithm requires the user to provide an initial sparsity pattern, and several parameters. These parameters are: the tolerance ε on the residuals, the maximum number of new nonzero entries actually retained at each iteration (that is, how many of the most profitable indices are kept at step (5)), and also the maximum number of iterations for the loop (3)- (6) . The latter two parameters together determine the maximum number of nonzeros allowed in each column of the approximate inverse. More detailed information on the implementation of this algorithm is given in Section 3.
As we shall see, the serial cost of computing the SPAI preconditioner can be very high, and the storage requirements rather stringent. In an attempt to alleviate these problems, Chow and Saad [27] proposed to use a few steps of an iterative method to reduce the residuals corresponding to each column of the approximate inverse. In other words, starting from a sparse initial guess, the n independent linear subproblems Am j = e j , j = 1, 2, . . . , n, are approximately solved with a few steps of a minimal residual-type method. For a small number of iterations, the approximate inverse columns m j will remain sparse; elements that contribute little to the quality of the preconditioner can be removed. Simple dropping based on a drop tolerance is known to give poor results; a more effective strategy for removing the less profitable nonzeros is described in [27] .
The basic algorithm, taken from [27] , is called the Minimal Residual (MR) algorithm and runs as follows.
Apply numerical dropping to m j (8) End do (9) End do Here n i denotes the number of iterations. At each step, this algorithm computes the current residual r j and then performs a one-dimensional minimization of the residual norm e j − Am j 2 in the direction r j with respect to α. In Algorithm 2, dropping is performed in m j after the update, but other options are possible; see [27] . For efficiency, it is imperative that all the matrix-vector products, saxpy, and dot product kernels be performed in sparse-sparse mode. Besides the number of iterations n i and the dropping criterion, the user is required to supply an upper bound on the number of nonzeros to be retained in each column of M. Another user-defined parameter is the initial guess M 0 . Possible choices are M 0 = 0 or else a multiple of the identity matrix, M 0 = αI , where α is chosen so as to minimize I − αA F . In some cases it may be useful to let M 0 be a multiple of A T ; see [27] . The iterative solution of the linear systems Am j = e j could be improved by the use of a preconditioner. A natural idea is to use the already computed columns to precondition each linear system. This is referred to as self-preconditioning in [27] . There are at least two ways to perform self-preconditioning. The first is to run Algorithm 2 for a given number n i of "inner" steps, then use the resulting approximate inverse M as a preconditioner for another sweep of n i iterations, update M, and repeat this for a given number n o of "outer" iterations. The preconditioner M is not updated until a whole sweep of all the columns has been completed. This is similar in spirit to the Jacobi iteration. The second way is to update the j th column of M right away, similar to a Gauss-Seidel iteration. Sometimes the second strategy results in a better approximate inverse, but this is not always the case, and, furthermore, the construction of the approximate inverse looses its inherent parallelism. As suggested in [27] , a reasonable compromise is to process blocks of columns simultaneously, i.e., in a block Gauss-Seidel fashion.
Algorithm 3 below implements the MR iteration with self-preconditioning.
Apply numerical dropping to s (12) End do (13) Update j th column of M: m j = s (14) End do (15) End do Notice that the user is required to provide the following parameters: the initial guess M 0 , the number of inner and outer iterations n i and n o , the dropping criterion, and the bound on the number of nonzeros allowed in each column of M.
Because of the high number of user-defined parameters needed in input, the SPAI and MR algorithms are not easy to use, especially in an automated setting. Another drawback is that it is generally not possible to ensure the nonsingularity of M, although in practice it is unlikely that an approximate inverse computed with these algorithms will be exactly singular. A more serious limitation of this type of preconditioners is that they cannot be used with the conjugate gradient method to solve SPD problems, since in general M will neither be symmetric nor positive definite, even if A is. Furthermore, the serial cost of MR is still relatively high, especially when self-preconditioning is used. Finally, because of the adaptive and irregular nature of the computations, the parallelism inherent in the construction of these preconditioners is not easily exploited in practice.
On the positive side, these methods have a good deal of flexibility. For instance, one can attempt to improve their quality simply by rerunning Algorithms 1-3 with M as an initial guess. This is especially true of the MR preconditioners, for which the only storage needed is that for M. Additional advantages of these approaches are their possible use to improve a given preconditioner and, for the MR methods, the fact that the coefficient matrix A is needed only in the form of matrix-vector products, which can be advantageous in some cases [27] . Also, MR may be used with iterative methods which can accommodate variations in the preconditioner, like FGMRES [71] .
Another issue that deserves to be mentioned is the sensitivity of these preconditioners to reorderings. It is well known that incomplete factorization preconditioners are very sensitive to reorderings; see [16, 43] . On the other hand, the SPAI and MR preconditioners are scarcely sensitive to reorderings. This is, at the same time, good and bad. The advantage is that A can be partitioned and reordered in whichever way is more convenient in practice, for instance to better suite the needs of a distributed implementation (e.g., load balancing) without having to worry about the impact on the convergence rate. The disadvantage is that reorderings cannot be used to reduce fill-in and/or improve the quality of the approximate inverse. For instance, if A −1 has no small entries, methods like SPAI will face serious difficulties, and no permutation of A will change this, since the inverse of a permutation of A is just a permutation of A −1 . This is not the case for the preconditioners described in the next two subsections.
Practical experience has shown that SPAI and MR preconditioners can solve very hard problems for which more standard techniques, like ILU, fail (see, e.g., [70] ). In this sense, they provide a useful complement to more established techniques. Furthermore, these methods are potentially very useful for solving large problems on distributed memory machines, since both A and M can be distributed across the memories local to processors. Summarizing, in spite of some disadvantages, the techniques discussed in this section have several attractive features, and deserve serious consideration.
Factorized sparse approximate inverses
In this subsection we consider preconditioners based on incomplete inverse factorizations, that is, on incomplete factorizations of A −1 . If A admits the factorization A = LDU where L is unit lower triangular, 4 D is diagonal, and U is unit upper triangular, then A −1 can be factorized as
and W = L −T are unit upper triangular matrices. Note that in general, the inverse factors Z and W will be rather dense. For instance, if A is an irreducible band matrix, they will be completely filled above the main diagonal. Factorized sparse approximate inverse preconditioners can be constructed by computing sparse approximations Z ≈ Z and W ≈ W . The factorized approximate inverse is then
There are several approaches available for computing approximate inverse factors of a nonsingular matrix A. A first class of methods, described in this subsection, does not require any information about the triangular factors of A: the factorized approximate inverse preconditioner is constructed directly from A. Methods in this class include the FSAI preconditioner introduced by Kolotilina and Yeremin [61] , a related method due to Kaporin [59] , incomplete (bi)conjugation schemes [15, 18] , and bordering strategies [71] . Another class of methods first compute an incomplete triangular factorization of A using standard techniques, and then obtain a factorized sparse approximate inverse by computing sparse approximations to the inverses of the incomplete triangular factors of A. We shall discuss such two-stage methods in the next subsection.
The FSAI method, proposed by Kolotilina and Yeremin [61] , can be briefly described as follows. Assume that A is SPD, and let S L be a prescribed lower triangular sparsity pattern which includes the main diagonal. Then a lower triangular matrix G L is computed by solving the matrix equation
Here G L is computed by columns: each column requires the solution of a small "local" SPD linear system, the size of which is equal to the number of nonzeros allowed in that column. The diagonal
L is SPD and has diagonal entries all equal to 1. A common choice for the sparsity pattern is to allow nonzeros in G L only in positions corresponding to nonzeros in the lower triangular part of A. A slightly more sophisticated (but also more costly) choice is to consider the sparsity pattern of the lower triangle of A k where k is a small positive integer, e.g., k = 2 or k = 3; see [59] . The approximate inverse factor computed by the FSAI method can be shown to minimize I − XL F where L is the Cholesky factor of A, subject to the sparsity constraint X ∈ S L . Note, however, that it is not necessary to know L in order to compute G L . The matrix G L also minimizes, w.r.t. X ∈ S L , the Kaporin condition number of XAX T :
where n is the problem size and tr(B) denotes the trace of matrix B; see [59] . The extension of FSAI to the nonsymmetric case is straightforward; however, the solvability of the local linear systems and the nonsingularity of the approximate inverse is no longer guaranteed unless all leading principal minors of A are nonzero, and some kind of safeguarding may be required. The FSAI preconditioner can be efficiently implemented in parallel, and has been successfully applied to the solution of difficult problems in the finite element analysis of structures; see [45, 62] . Its main disadvantage is the need to prescribe the sparsity pattern of the approximate inverse factors in advance. Using the sparsity pattern of the lower triangular part of A is a simple solution, but it is often ineffective when solving general sparse problems; see the results in Section 4.2. Different choices of the sparsity pattern for SPD matrices arising in finite element analyses are described in [62] ; see also the experiments in [82] .
Another method of computing a factorized approximate inverse is the one based on incomplete (bi)conjugation, first proposed in [13] . This approach, hereafter referred to as the AINV method, is described in detail in [15] and [18] . The AINV method does not require that the sparsity pattern be known in advance, and is applicable to matrices with general sparsity patterns. The construction of the AINV preconditioner is based on an algorithm which computes two sets of vectors
, which are A-biconjugate, i.e., such that w T i Az j = 0 if and only if i = j . Given a nonsingular matrix A ∈ R n×n , there is a close relationship between the problem of inverting A and that of computing two sets of A-biconjugate
is the matrix whose ith column is z i and
is the matrix whose ith column is w i , then
,
It follows that W and Z are necessarily nonsingular and
Hence, the inverse of A is known if two complete sets of A-biconjugate vectors are known. Note that there are infinitely many such sets. Matrices W and Z whose columns are A-biconjugate can be explicitly computed by means of a biconjugation process applied to the columns of any two nonsingular matrices 
If i = n go to (11) (7) For
This algorithm can be interpreted as a (two-sided) generalized Gram-Schmidt orthogonalization process with respect to the bilinear form associated with A. Some references on this kind of algorithm are [21, 31, 46, 47] . If A is SPD, only the process for Z need to be carried out (since in this case W = Z), and the algorithm is just a conjugate Gram-Schmidt process, i.e., orthogonalization of the unit vectors with respect to the "energy" inner product x, y := x T Ay. It is easy to see that, in exact arithmetic, the above process can be completed without divisions by zero if and only if all the leading principal minors of A are nonzeros or, equivalently, if and only if A has an LU factorization [18] . In this case, if A = LDU is the decomposition of A as a product of a unit lower triangular matrix L, a diagonal matrix D, and a unit upper triangular matrix U , it is easily checked that Z = U −1 and W = L −T (D being exactly the same matrix in both factorizations). Because of the initialization chosen (step (1) in Algorithm 4), the z-and w-vectors are initially very sparse; however, the updates in step (8) cause them to fill-in rapidly. See [18] for a graph-theoretical characterization of fill-in in Algorithm 4. Sparsity in the inverse factors is preserved by carrying out the biconjugation process incompletely, similar to ILU-type methods. Incompleteness can be enforced either on the basis of position, allowing the vectors z i and w i to have nonzero entries only in prescribed locations, or on the basis of a drop tolerance, whereby new fill-ins are removed if their magnitude is less than a prescribed threshold Tol > 0. Unsurprisingly, the second strategy is much more robust and effective, particularly for unstructured problems. Because of incompleteness, the question arises of whether the preconditioner construction can be performed without breakdowns (divisions by zero): in [15] it is proved that a sufficient condition is that A be an H-matrix, similar to ILU [63, 64] . In the general case, diagonal modifications may be necessary.
A third approach that can be used to compute a factorized sparse approximate inverse preconditioner directly from the input matrix A is the one based on bordering. Actually, several schemes are possible. The method we describe here is a modification of one first proposed by Saad in [71, p. 308] . Let A k denote the principal leading k × k submatrix of A. Consider the following bordering scheme:
Here W k , Z k are unit upper triangular matrices of order k, w k , v k , y k and z k are k-vectors and α k+1 and δ k+1 are scalars, with α k+1 ≡ a k+1,k+1 . Starting from k = 1, this scheme suggests an obvious algorithm for computing the inverse factors of A (assuming A has an LU factorization). When this scheme is carried out incompletely, an approximate factorization of A −1 is obtained. Sparsity can be preserved by dropping elements in the vectors w k and z k after they are computed, for instance by means of a drop tolerance, as in the AINV process. The resulting factorized sparse approximate inverse preconditioner will be referred to as AIB, for Approximate Inverse via Bordering. Besides a matrix-vector product with A k , the construction of the AIB preconditioner requires four sparse matrix-vector products involving W k , Z k and their transposes at each step k, which account for most of the work. It is important that these operations be performed in sparse-sparse mode.
Note that the computations for the inverse factors Z and W are tightly coupled, in contrast to the biconjugation Algorithm 4, where the two factors can be computed independently. As usual, if A is symmetric, W = Z and work is halved. Furthermore, if A is SPD, then it can be shown [71] that, in exact arithmetic, δ k > 0 for all k. Therefore, the AIB preconditioner is always well-defined in the SPD case. In the general case, diagonal modifications may be required in order to complete the process.
Factorized sparse approximate inverses are free from some of the problems that limit the effectiveness of other approaches. Unlike the methods described in the previous subsection, they can be used as preconditioners for the conjugate gradient method for solving SPD problems. Indeed, if A is SPD, then It is also clear that the nonsingularity of M is trivial to check when M is expressed in factorized form. Following [26] (and contrary to what stated in [23, p. 109]), it can be argued that factorized forms provide better approximations to A −1 , for the same amount of storage, than nonfactorized ones, because they can express denser matrices than the total number of nonzeros in their factors. As our experiments show, this intuitive observation almost always translates in better convergence rates for the same number of nonzeros. In addition, factorized forms are less expensive to compute, and in most cases they require less user-defined parameters than the techniques in the previous subsection. Finally, factorized forms are sensitive to reorderings of the coefficient matrix, a fact which can be exploited to reduce fill-in in the inverse factors and/or to improve the rate of convergence; see [18, 19, 22] .
On the other hand, factorized forms have problems of their own. Being incomplete (inverse) factorization methods, they can fail due to breakdowns during the incomplete factorization process, like ILU. While diagonal shifts [63] or diagonal compensation strategies [6] can be used to safeguard the computation, there is no guarantee that the resulting preconditioner will be effective, especially when large and/or numerous shifts are needed. The FSAI method requires to prescribe the nonzero structure of the factors in advance, which makes it difficult to use on problems with general sparsity patterns. Other methods, like AINV, offer limited opportunity for parallelization of the preconditioner construction phase. In its current formulation, AINV appears to be difficult to implement on distributed memory machines. Also, the parallelism in the application of factorized approximate inverses is somewhat less than that for nonfactorized forms, since it is now necessary to perform two matrix-vector multiplies with the factors, in sequence.
Inverse ILU techniques
Several authors have proposed to construct factorized sparse approximate inverse preconditioners based on the following two-stage process: first an incomplete LU factorization A ≈ L U is computed using standard techniques, and then the incomplete factors L and U are approximately inverted; see [2, 34, 75, 76, 80] . There are various possibilities for computing approximate inverses of L and U , each leading to a different preconditioner. Here we give only a very brief description, referring the interested reader to the original papers for more information (see also Section 3.3).
Assuming that incomplete factors L and U are available, approximate inverse factors can be computed by inexactly solving the 2n triangular linear systems
Lx i = e i , Uy i = e i (1 i n).
Notice that these linear systems can all be solved independently; hence, a good deal of parallelism is available, at least in principle. The linear systems are solved approximately to reduce costs and, of course, because sparsity must be preserved in the columns of the approximate inverse factors.
One possibility is to prescribe sparsity patterns S L and S U for the approximate inverses of L and U . Sparse approximations can then be computed using a Frobenius norm-type approach. In alternative, the adaptive SPAI method could be used to approximately invert L and U , without the need to prescribe the sparsity patterns. Some tests were conducted in [80] , where it was concluded that this approach is not recommended.
A better approach consists in solving the 2n triangular systems for the columns of L −1 and U −1 by forward and back substitution, respectively. Sparsity is preserved by dropping in the solution vectors, either on the basis of position (more generally, using a level-of-fill scheme) or on the basis of a drop tolerance. Several such schemes have been described in detail in [34, 76, 80] . Some authors have proposed to drop in x i = L −1 e i and y i = U −1 e i once the exact solution has been computed, but a more practical scheme is to drop during the substitution process, rather than after [80] . The preconditioners in this class share some of the advantages of factorized approximate inverse methods, but suffer from certain disadvantages that the preconditioners described in the previous subsections do not have. These disadvantages all stem from the assumption that an ILU factorization has already been computed. This implies that these methods are not even applicable if an ILU factorization does not exist, or if it is unstable, as is sometimes the case for highly nonsymmetric, indefinite problems [30, 44] . Clearly, this assumption also limits the parallel efficiency of this class of methods, since the preconditioner construction phase is not entirely parallelizable (computing an ILU factorization is a highly sequential process).
Another disadvantage is that the computation of the preconditioner involves two levels of incompleteness, rather than just one, as is the case for the other approximate inverse methods considered in this paper. For some problems this could lead to a significant degradation in the quality of the preconditioner. Perhaps more importantly, the presence of two levels of incompleteness makes these methods difficult to use in practice, owing to the necessity to choose a large number of user-defined parameters. For instance, if an ILUT-like dual threshold approach is used [69] , then the user is required to choose the values of four parameters, two for the ILUT factorization and other two for the approximate inversion of the ILUT factors. Notice that the values of the parameters will generally be very different for the two phases, in particular the drop tolerance is typically much larger in the approximate inverse phase than in the ILUT phase. In our experience, inverse ILU methods are much more difficult to use than the factorized preconditioners described in Section 2.2.
We conclude this overview of approximate inverse preconditioners with a brief discussion of inverse ILU methods based on truncated Neumann expansions. Strictly speaking, these are not approximate inverse methods; rather, they can be regarded as a hybrid of ILU and polynomial preconditioning techniques. However, they are similar to the other methods in this subsection in that they are based on an ILU factorization in which the incomplete factors are inverted inexactly by applying some kind of truncation. In particular, the forward and back substitutions are replaced by matrix-vector products with sparse triangular matrices. This idea goes back to van der Vorst [78] , and has been recently applied to the SSOR preconditioner, which can be seen as a kind of incomplete factorization, by Gustafsson and Lindskog [55] . The truncated Neumann SSOR preconditioner for a symmetric matrix A is defined as follows. Let A = E + D + E T be the splitting of A into its strictly lower triangular, diagonal, and strictly upper triangular part. Consider the SSOR preconditioner
For some matrices, i.e., diagonally dominant ones, L k decreases rapidly as k increases, and the sum can be approximated with a polynomial of low degree (say, 1 or 2) in L. For example, to first order,
can be regarded as a factorized sparse approximate inverse of A. Because the SSOR preconditioner does not require any actual computation (except possibly for the estimation of ω), this is a virtually free preconditioner. It is also very easy to implement. On the other hand, the effectiveness of this method is restricted to problems for which the standard SSOR preconditioner works well, and this is not a very general class of problems. Furthermore, truncation of the Neumann expansion to a polynomial of low degree may result in a serious degradation of the rate of convergence, particularly for problems which are far from being diagonally dominant. The idea of truncated Neumann expansions can be also applied to incomplete Cholesky and, more generally, incomplete LU factorization preconditioning. While this approach seems to be somewhat more robust than the one based on SSOR, all the caveats concerning the drawbacks of inverse ILU methods apply.
Notes on implementation
This section is devoted to practicalities concerning the implementation of the preconditioners considered in this paper. Our main goal here is to give an idea of the programming effort, storage requirements, and type of data structures needed for implementing each algorithm. These are important aspects that should be taken into account when comparing different methods. Although our implementation was written for a uniprocessor, we also comment on certain aspects relevant for parallel computation.
Implementation of Frobenius norm-based methods
We begin with the SPAI preconditioner (Algorithm 1). Our implementation is as close as possible to the description of the algorithm given in [54] . Input data structures include the original matrix A stored by columns (that is, A is stored in CSC, or Harwell-Boeing format) and the matrix structure stored by rows. This means that in all we store five arrays: the array val of numerical values, and the arrays of integers rowind, colptr, colind and rowptr (see [9, Section 4.3] ). Explicit storage of the additional row information contained in the vectors colind and rowptr is necessary in order to efficiently perform searches on the submatrices A determined by sets of row and column indices. In step (1) of Algorithm 1 we used a diagonal sparsity pattern as the initial guess. The SPAI algorithm needs to solve a set of dense least squares problems in each of the n outer steps required to compute individual columns of the preconditioner. These calculations are based on incremental QR factorizations of dense submatrices; thus, additional workspace is needed to store the factors Q and R. We used LAPACK level 3 BLAS routines [3] for this task. Computed columns of the preconditioner M are stored in a static data structure in CSC format.
As noted in [54] , a nice feature of SPAI is that the computation of each column of the preconditioner can be regarded as an iterative process. If the iterative solver preconditioned with SPAI does not converge, it is possible to improve the preconditioner by performing additional steps of Algorithm 1 on at least some of the columns of M, without having to recompute an approximate inverse from scratch. However, there are two difficulties with this incremental approach. First, if the (dense) QR factors of the individual submatrices are not stored, the recomputation will take a nontrivial time. Hence, the storage requirements could be very stringent. Second, it is not clear that the columns corresponding to the largest least-squares residuals should be precisely the ones to be recomputed (as was suggested in [54] ), since in general it is not clear what is the relation, if any, between the size of the least-squares residuals and the rate of convergence of the preconditioned iteration.
The need to access the matrix structure both by rows and by columns in a dynamic and impredictable way is the main reason why a parallel implementation of SPAI is nontrivial, especially in a distributed memory environment. If we assume some initial distribution of the matrix among the processors, then the processors which compute different columns need to communicate matrix elements during the course of the computation. For a sophisticated solution to this problem using MPI, see [7, 8] .
Our implementation of Chow and Saad's MR preconditioner (with or without self-preconditioning) is based on the descriptions in [27] . The storage requirements for the basic MR technique (Algorithm 2) are very limited. The input matrix A is stored by columns, and apart from some auxiliary vectors, no additional workspace is needed. Recall that the key ingredient is the use of matrix-vector products performed in sparse-sparse mode. These can be performed efficiently when A is stored by columns. In output, the preconditioner M is stored in a static data structure, also in CSC format. The initial guess used was a scaled identity matrix, M 0 = αI (using M 0 = αA T gave poorer results). This is consistent with the initial guess in SPAI and also in AINV, where we start from the identity matrix I . Dropping during the iterative MR process is based on the local strategy described in [27] . Elements in a candidate column of M are dropped after the update at each MR iteration. We did not apply dropping in the search direction. In the candidate column of the approximate inverse we keep only those entries that give the strongest estimated decrease of the column residual norm. The number of elements which are kept in each candidate column after this dropping is bounded by an input parameter lfill, similarly to the dual threshold strategy in the ILUT preconditioner. We did not use a drop tolerance to restrict the set of positions which are tested for this decrease (as suggested in [27] ) because we found that this causes a deterioration in the quality of the preconditioner.
For the numerical experiments with the self-preconditioned MR iteration (Algorithm 3) we chose to update the preconditioning matrix after each outer iteration. That is, we opted for a Jacobi-type approach rather than for a Gauss-Seidel-type one. The reason is that we tried both strategies and, somewhat surprisingly, we found that the former approach is more effective than the latter. The implementation of self-preconditioned MR is more demanding in terms of storage, since at the end of each outer iteration a new approximation of the preconditioner must be stored, requiring an additional space of the size of the preconditioner.
To our knowledge, no parallel implementation of MR preconditioning has been developed yet. However, similar remarks as for SPAI apply concerning the computation of any of the MR preconditioners in a parallel environment. The nonzero structure of each column of the approximate inverse changes dynamically in the course of the MR iteration, thus requiring interprocessor communication to perform the sparse matrix-vector products. Again, the memory access patterns are not known in advance.
Implementation of factorized approximate inverses
We discuss here the implementation of factorized approximate inverse techniques. These preconditioners are applicable to symmetric and nonsymmetric problems as well. The symmetric codes require roughly half the operations and space needed in the nonsymmetric case.
Computing the FSAI preconditioner with sparsity pattern equal to that of A is very simple. For extracting the dense submatrices we only need A, stored in a static data structure. The preconditioner is computed in place and therefore is held in a static data structure as well. In addition, we need enough workspace to hold the dense submatrix of maximal dimension arising during the computation of any column of the preconditioner. Dense factorizations are based on level 3 BLAS routines from LAPACK. Unlike the SPAI and MR preconditioners, which were applied only to nonsymmetric problems, the FSAI preconditioner can also be used on SPD problems with the conjugate gradient method. Thus, implementations of FSAI were developed both for symmetric and nonsymmetric problems.
The construction of the AINV preconditioner has many similarities with the computation of standard incomplete Cholesky (IC) or ILU preconditioners, only slightly more complicated. This complication is mostly caused by the more general rules governing the generation of fill-in. The input matrix A is stored by rows. Note that even if A is symmetric we store both its lower and upper triangular parts, since AINV needs to perform dot products with the rows of A, and we want this operation to be performed efficiently.
For very large problems, however, it may be undesirable or even impossible to store all of A. In this case, efficiency may be retained by a careful choice of the data structure holding A; a possible solution has been proposed in the LINSOL package [73] .
If A is nonsymmetric, besides A stored by rows, we store A by columns, since in this case AINV performs dot products also with the columns of A. However, it should be kept in mind that the two processes (the one for Z and the one for W ) are completely uncoupled, therefore it is not necessary to have A stored both by rows and by columns at the same time. On the other hand, on a computer with at least two processors, where Z and W can be computed concurrently, one may want to have A stored both by rows and columns. Notice that this is also the case for certain iterative methods (like Bi-CG or QMR) which perform matrix-vector products with both A and A
T . An alternative might be to adopt the strategy used in LINSOL, where a matrix-vector product of the form u = A T v is computed as u T = v T A: again, a careful choice of data structures is required for efficient execution of this operation on vector and parallel machines; see [73] . However, we have not tried this strategy within our codes.
The approximate inverse factor Z can be computed based on the right-looking Algorithm 4. Obviously, the computation of the approximate inverse factor W , which is needed in the nonsymmetric case, is identical to that of Z, only with A T replacing A. With the right-looking process, fill-in at step i of Algorithm 4 is introduced into the submatrix formed by columns i + 1, . . . , n of the upper triangular matrix Z. Sparsity in Z is preserved by removing fill, either on the basis of position or on the basis of value using a drop tolerance. If a sparsity pattern is prescribed, the computation is straightforward and it can be carried out using static data structures only, as for FSAI. Indeed, the computation consists exclusively of vector updates (saxpy's) and dot products. For general sparse problems, however, this approach is not recommended, due to the difficulty of guessing a good sparsity pattern. Experiments performed using the same sparsity pattern as the coefficient matrix A indicated that this is not a robust strategy. Numerical dropping based on a drop tolerance is far more effective, although more complicated to implement. While structural predictions of fill-in could be used in principle to set up static working data structures as in the case of Cholesky factorization, these predictions are often too pessimistic to be useful. Therefore, Z is stored by columns using dynamic data structures, similar to standard right-looking implementations of sparse unsymmetric Gaussian elimination; see, e.g., [39, 83] . Nonzero entries of each column are stored consecutively as a segment of a larger workspace. During the AINV algorithm the length of the individual segments grows as a result of new fill-in or, temporarily, shrinks due to dropping of some entries. If a column segment needs more consecutive positions to store the new entries than it has free space available around, it is moved to some other part of the workspace. The workspace is periodically shrunk to decrease its fragmentation into small parts. This process is called a garbage collection. The number of garbage collections is reduced if enough elbow room, which is an additional free space for Z, is provided. Providing sufficient elbow room can speed up the computation of the preconditioner significantly, especially for problems with a relatively large fraction of nonzero entries. For the larger test problems, elbow room was approximately two times the anticipated storage for the preconditioner. To ensure efficiency of the right-looking approach, we use additional information about the factors storing their structure also by rows. This row structure is needed to efficiently perform the sparse vector updates in Algorithm 4. At step i, the row structure information for Z is used and then updated.
Similar to ILUT, it is possible to limit the number of nonzeros allowed in a column of Z, so that the storage requirements can be predicted. However, based on a limited number of experiments, we noticed that this strategy is rather restrictive in some cases. The reason is that for some problems there are certain columns of Z (and W ), usually the last few, which contain a large proportion of nonnegligible entries. As already observed in [15] , the work in AINV is distributed over algorithmic steps less uniformly than in the case of sparse Gaussian elimination. Hence, limiting the number of nonzeros to a same prescribed small number for all columns of Z may result in relatively poor preconditioner performance. This also explains, at least in part, why preserving sparsity based on position does not work very well.
Before the AINV process, the coefficient matrix A and the right-hand side b are rescaled by dividing them by max 1 i,j n |a ij |. Thus, all matrix entries lie in the interval [−1, 1]. This global scaling has no effect on the spectral properties of A, but it helps in the choice of the value for the drop tolerance, typically a number 0 < Tol < 1. In our experience, Tol = 0.1 is usually a good guess, producing in many cases an approximate inverse with sparsity comparable to that of A. For consistency, the same scaling was used for all the preconditioners which use a drop tolerance. Another option available in our code is the possibility of using a relative drop tolerance. The value of Tol can be dynamically adjusted at each step, taking into account the size of the elements involved in the updates at that step. However, compared to the simpler strategy based on a constant value of Tol, we did not see in our tests a significant difference in the behavior of the preconditioner.
The AINV algorithm needs to be safeguarded against the risk of breakdowns or near-breakdowns. Diagonal elements p i were modified (shifted) if they were found to be too small. Each time a diagonal element p i was found to be smaller than an approximate machine precision (10 −15 ) in absolute value, we changed its value to 10 −1 for SPD problems, and to sgn(p i ) · 10 −1 for nonsymmetric ones. The choice of the constant 10 −1 was arbitrary; the results did not change significantly when other values were tried. It should be mentioned that for the test matrices used in this paper, diagonal modifications were seldom needed.
Concerning the implementation of the AIB preconditioner, it has already been noted that most of the work in the algorithm is concentrated in the four matrix-vector products with Z k , W k and their transposes. For efficiency, it is important that such products be computed in sparse matrix-sparse vector mode. Therefore, a careful choice of data structures for the partial factors of the approximate inverse is needed. If a sparse matrix is stored by rows, matrix-vector products with it will necessarily require a number of operations proportional to the number of nonzeros in the matrix. On the other hand, if the matrix is stored by columns, the number of operations required for a sparse matrix-sparse vector product will be proportional to the total number of nonzeros in the columns determined by the sparsity structure of the vector. Therefore, an efficient implementation of the bordering scheme requires to store the approximate inverse factors twice: by columns and by rows. Note that it could be possible to store the numerical values of the factors only once. In this case, however, the number of operations for a matrixvector multiply with the matrix stored by rows and its structural pattern stored also by columns would increase by a count proportional to the number of nonzeros in rows of the matrix determined by the sparsity pattern of the resulting product. In some cases this strategy may significantly increase the time for the preconditioner computation.
A dual threshold dropping strategy was used to preserve sparsity in the AIB preconditioner. Imposing a bound on the number of nonzeros in columns of the approximate inverse factors Z and W enables the efficient construction of these factors throughout the algorithm. Consider the case of Z. Once we have computed a column of Z containing lfill entries at most, we update the rows of Z using the loose bound of 2 · lfill on the number of entries in the updated rows. Not imposing a bound could result in a much less efficient computation. Note that AINV does not need such restriction which, as we mentioned, can sometimes result in a preconditioner of lesser quality. Diagonal elements are modified if considered too small, according to the same rule as for the AINV algorithm. This safeguarding was also used for the SPD case, since in inexact arithmetic breakdowns are possible.
Implementation of inverse ILU methods
In this subsection we provide some information on the implementation of preconditioners based on the approximate inversion of some given IC or ILU factors. These factors may be obtained either by a levelof-fill incomplete factorization ILU(k), or by a dual threshold (ILUT) approach, or by the equivalent incomplete Cholesky factorizations in the SPD case. We omit the details of the implementations of these factorizations, which are standard (see [71] ).
We begin with an implementation based on the algorithms in [80] . It is sufficient to describe the inverse IC/ILU process for a lower triangular matrix L. From the point of view of storage, besides that for L we need some working vectors and static data structures to store, in output, the columns of the approximate inverse factor. More specifically, to compute a sparse approximation to the ith column of L −1 , it is necessary to have access to the submatrix comprising the last n − i + 1 rows and columns of L. To see this, it is sufficient to consider the back substitution for solving Lx = e i . This shows that, while the columns of the approximate inverse of L can in principle be computed independently, a parallel distributed memory implementation of this approach would be nontrivial, due to the need of taking into account communication and load balancing. Another drawback, of course, is the fact that an ILU factorization must be previously computed, and this is a highly sequential task, in general. First, a search of the structure of the columns of L is performed. This search sequentially determines which of those columns contribute to a given column of L −1 . Every time a column of L is found which updates the ith column of L −1 , the structure of the ith column of L −1 is recomputed to reflect the situation after this update and then its numerical values are actually computed. The computation of each update contributing to a given column of L −1 is therefore performed interleaving two phases, a symbolic and a numeric one. Sparsity in the columns of the inverse of L can be preserved on the basis of position (more generally, using a level-of-fill mechanism) or on the basis of value using drop tolerances. In all cases, dropping is done after each update. A somewhat different approach was used in [2, 34] . There the dropping was performed after computing the exact columns of L −1 . Although this strategy may result in more accurate preconditioners than the previously described one, it is not a practical one. This can be seen, for instance, considering the case of matrices with a band structure, for which the inverse triangular factor L −1 is completely filled below the main diagonal.
Further notes on implementations
In addition to the previously described algorithms, several other techniques were implemented, including diagonal scaling, different versions of IC and ILU factorizations and, for SPD problems only, a least-squares polynomial preconditioner with Jacobi weight function and parameters µ = . For the latter, we estimated the end points of the spectrum using Gerschgorin circles, and Horner's scheme was used to compute the action of the polynomial preconditioner on a vector; see [67, 71] for details. Horner's scheme was also used with the truncated Neumann expansion methods.
Because all the test matrices used in this study have a zero-free diagonal, the simple preconditioner based on diagonal scaling is always well-defined. The reciprocals of the diagonal entries are computed and stored in a vector before the iteration begins; applying the preconditioner requires n multiplications at each step, where n is the problem size. For matrices which have zero entries on the main diagonal, nonsymmetric permutations can be used to produce a zero-free diagonal [41] , as was done in [18] .
The implementation of the Krylov subspace accelerators (conjugate gradients, GMRES, etc.) was fairly standard. All the matrix-vector products with the coefficient matrix A and with each of the (possibly factorized) approximate inverse preconditioners are vectorizable operations. To this end, after the approximate inverse preconditioners have been computed, they are transformed into the JAD, or jagged diagonal, format (see [56, 68] ). The same is done with the coefficient matrix A. Although the matrix-vector products still involve indirect addressing, using the JAD format results in good, if not outstanding, vector performance. For execution on multivector computers, there exists a blocked variant of the JAD format which can be used to take advantage of multiple vector processing units; see [56] . We remark that the use of the JAD format in matrix-vector multiplications involves a permutation of the product vector at each iteration in all cases except for factorized approximate inverses applied to SPD problems, since in this case the permutations of Z and Z T cancel each other out. Transformation to JAD format was also used to vectorize the inverse IC/ILU preconditioners based on approximate inversion and truncated Neumann expansions. A vectorizable version of the SSOR preconditioner based on truncated Neumann expansions was also coded. Due to the difficulty of determining a good value of the relaxation parameter ω for all the test problems, in our experiments we used ω = 1. Thus, the SSOR preconditioner is really a Symmetric Gauss-Seidel (SGS) one. Only for the IC/ILU preconditioners the factors were not transformed into JAD data structures. No attempt was done to vectorize the triangular solves, and this part of the computation runs at scalar speed on the Cray C98, at least for the test problems considered here, which are quite sparse. Vector performance can be obtained in some cases if the incomplete factors are sufficiently dense; see, e.g., [14] . It is worth mentioning that the matrix-vector products with the factorized approximate inverse preconditioners achieve better performance in the nonsymmetric case than in the symmetric case. The reason is that in the symmetric case, only Z is explicitly stored. Thus, matrix-vector products with Z T do not vectorize as well as matrix-vector products with Z. This problem does not occur in the nonsymmetric case, where both Z and W must be explicitly stored. The performance in the symmetric case can be significantly enhanced at the price of storing Z T explicitly.
We conclude this section on implementation with a brief discussion of issues related to cache reuse (possibly with different cache levels), which is important given the fast-growing popularity of SMP architectures and of distributed memory machines based on microprocessors. On machines with hierarchical memories, it is important to design algorithms that reuse data in the top level of the memory hierarchy as much as possible. If we look at the preconditioner construction phase, two of the methods discussed here have a better chance of allowing cache reuse than all the remaining ones, and these are SPAI and FSAI. The reason is that these are the only two algorithms which make use of level 3 BLAS. Some remarks on latency hiding and cache reuse issues within SPAI can be found in [7, 8] . In principle, blocking in the dense matrix operations required by these two algorithms can be used to obtain performance; see [37, 50] . The other algorithms suffer from such disadvantages as the nonlocal character of the computations and, in some cases, a high proportion of non-floating-point operations. As an example, consider the construction of the AINV preconditioner (Algorithm 4; similar considerations apply to other methods as well). The work with both the row and column lists in each step of the outer loop is rather irregular. For larger problems, most operations are scattered around the memory and are out-of-cache. As a consequence, it is difficult to achieve high efficiency with the code, and any attempt to parallelize the computation of the preconditioner in this form will face serious problems (see [83] for similar comments in the context of sparse unsymmetric Gaussian elimination).
In an attempt to mitigate these problems, an alternative implementation of the AINV algorithm was considered in [18] . This left-looking, delayed update version of the biconjugation algorithm can be implemented using static data structures only, at the price of increasing the number of floatingpoint operations. This increase in arithmetic complexity is more or less pronounced, depending on the problem and on the density of the preconditioner. On the other hand, this formulation greatly decreases the amount of irregular data structure manipulations. It also appears better suited to parallel implementation, as discussed in [18] . The question arises whether the increased operation count is so great as to offset the advantages of a more regular arrangement of the computations. Numerical experiments performed on a SGI Crimson workstation with RISC processor R4000 indicate that the left-looking implementation is beneficial for problems of small size. For larger problems, on the other hand, the alternative implementation is actually slower than the original one; see [18] . However, more work is needed before definite conclusions can be drawn.
Concerning the application of approximate inverse preconditioners at each step of an iterative method, this amounts to performing matrix-vector products involving a sparse matrix and a dense vector. For a discussion of the problem of cache reuse in sparse matrix-vector products, see [74] .
Numerical experiments
In this section we present the results of numerical experiments carried out on one processor of a Cray C98 vector computer (located at Météo France in Toulouse). Although the main interest of approximate inverse techniques lies in their potential for parallelization, we think that results on a vector processor are also relevant and can give some idea of the advantages afforded by this class of preconditioners. The various algorithms were tested on a selection of sparse matrices representative of a variety of different applications: finite difference and finite element discretizations of partial differential equations, power systems networks, circuit analysis, etc. We group these test problems in two classes: SPD problems and general (nonsymmetric, possibly indefinite) problems. The preconditioned conjugate gradient (PCG) method [51] is used for solving the problems in the first class. For the problems in the second class, three popular Krylov subspace methods were tested: restarted GMRES [72] , Bi-CGSTAB [79] , and TFQMR [49] . Good general references on iterative methods are [53] and [71] ; see also [9] for a concise introduction. All codes developed for the tests 5 were written in Fortran 77 and compiled using the optimization option −Zv. In the experiments, convergence is considered attained when the 2-norm of the (unpreconditioned) residual is reduced to less than 10 −9 . The initial guess is always x 0 = 0, and the righthand side is chosen so that the solution of the linear system is the vector of all ones; other choices for the right-hand side and different stopping criteria (e.g., relative ones) were also tried, without significant differences in the results. For the nonsymmetric problems, right preconditioning was always used. All timings reported are CPU times in seconds.
Experiments with SPD problems
Here we summarize the results of numerical experiments with a set of ten sparse symmetric positive definite matrices arising in various applications. Table 1 gives, for each matrix, the order n, the number of nonzeros in the lower triangular part nnz, and the application in which the matrix arises.
Matrices NOS * , * BUS, and BCSSTK * are extracted from the Harwell-Boeing collection [42] ; the NASA * matrices are extracted from Tim Davis' collection [35] , and the FDM * matrices were kindly provided by Carsten Ullrich of CERFACS. Matrices NOS3, NASA * and BCSSTK * arise from finite element modeling, matrices NOS7 and FDM * from finite difference modeling. Problem FDM1 is a fivepoint stencil discretization of a diffusion equation with Dirichlet boundary conditions on a uniform mesh; problem FDM2 represents the same equation, but on a locally refined mesh. The most difficult problems in this set are the ones from structural analysis, especially NASA2910 and BCSSTK23. Although this is not a very large data set, it is sufficiently representative of the large number of matrices that we have experimented with over the last few years.
The following preconditioners were tested:
• Diagonal scaling, DS;
• No-fill incomplete Cholesky, IC(0);
• Drop tolerance-based incomplete Cholesky, IC(Tol);
• Least-squares Jacobi polynomial preconditioning of degree , JP( );
• Kolotilina and Yeremin's factorized sparse approximate inverse, FSAI;
• Drop tolerance-based incomplete conjugation, AINV(Tol);
• Dual threshold factorized approximate inverse by bordering, AIB(Tol, lfill);
• Various inverse IC methods based on level-of-fill or drop tolerances, IIC( * );
• Truncated Neumann Symmetric Gauss-Seidel of degree , TNSGS( );
• Truncated Neumann IC( * ) of degree , TNIC( * , ).
For the FSAI preconditioner, the sparsity pattern of the lower triangular part of A was imposed on the approximate inverse factor. In addition, the conjugate gradient method without preconditioning was also tested. The nonfactorized approximate inverse preconditioners based on Frobenius norm minimization cannot be used with the conjugate gradient method and were not included.
The DS, IC(0), and FSAI preconditioners are parameter-free: they are easy to implement and use, but cannot be tuned. The preconditioners which use a drop tolerance, like AINV and the dual threshold versions of IC and AIB are relatively easy to use, and can be tuned to cope with difficult problems, usually by allowing more nonzeros in the preconditioner. Likewise, the truncated Neumann SGS preconditioner contains one parameter, the degree . Normally, increasing will result in faster convergence, but usually not in faster execution due to the additional work required at each PCG iteration. The hardest preconditioners to use are the ones that require the highest number of user-defined parameters, namely, the various forms of inverse IC methods. For the preconditioners which use a drop tolerance, we tried preconditioners with different amount of nonzeros, typically between half and twice the number of nonzeros in the original matrix. In most cases, increasing the amount of nonzeros in the preconditioner results in faster convergence, as measured by the number of iterations. Again, this does not always translate in smaller solution times, since the cost of constructing and applying the preconditioner grows with the number of nonzeros. In the majority of cases, the fastest execution times were obtained with preconditioners having approximately the same number of nonzeros as the coefficient matrix A.
Given the number of methods considered, it would be impractical to present tables with the results of all the runs performed. Instead, we will try to synthesize what we have learned based on these runs.
First, we look at the robustness of the various methods. All iterations were stopped when the prescribed reduction of the residual norm was achieved, or a maximum number maxit of iterations was reached. This maximum was different for different problems and preconditioners: for no preconditioning or diagonal scaling, we set maxit = n, where n is the dimension of the problem. For the other preconditioners, we set maxit = min{n, 1000}. In the following, we say that a preconditioner fails if the PCG iteration with that preconditioner did not converge in maxit iterations or less. Failures are invariably associated with stagnating residual norms.
The most robust preconditioner is IC with a drop tolerance. With this preconditioner, it was possible to solve all ten problems, using at most twice the number of nonzeros as in the original matrix. In particular, matrix BCSSTK23 could be solved only with this type of preconditioner. The following preconditioners were able to solve all problems except for BCSSTK23: DS, FSAI, and AIB. The AINV preconditioner was able to solve eight problems; it failed on NASA2910 and BCSSTK23, due to the occurrence of a large number of diagonal modifications prompted by small pivots. Of the various inverse IC preconditioners tried, the best results were obtained with IIC(Tol, 0), which is constructed from an IC factorization with a drop tolerance Tol followed by approximate inversion of the incomplete Cholesky factor L with sparsity pattern equal to that of L. This preconditioner also solved eight problems, and again it failed on NASA2910 and BCSSTK23. The other inverse IC preconditioners were less robust or were extremely costly to compute. The no-fill IC preconditioner and the truncated Neumann SGS methods failed on three problems: besides NASA2910 and BCSSTK23, IC(0) failed on BCSSTK21, and TNSGS failed on NASA2146. Truncated Neumann versions of IC factorizations based on a drop tolerance failed on the same three problems as TNSGS, while truncated Neumann versions of IC(0) failed on all four structural analysis problems. The conjugate gradient method without preconditioning failed in five cases, and the polynomial preconditioner JP( ) was, with six failures, the least robust method of all. Concerning this method, it was noticed that it worked really well only for the simple model problem FDM1 (a diffusion equation with Dirichlet boundary conditions on a square), where it was in fact the fastest solver overall. This, incidentally, shows the perils of testing algorithms only on simple model problems. The fact that, apart from direct solvers, only IC preconditioning seems to be able to handle very ill-conditioned linear systems arising from finite element modeling in structural engineering was also observed in [14] .
The drop tolerance-based IC methods were also the most effective at reducing the number of PCG iterations, although this did not always result in the shortest time to solution, due to the inefficiency of the triangular solves. The AINV and AIB preconditioners are less effective than IC, but more effective than both FSAI and the truncated Neumann techniques. Diagonal scaling, no preconditioning and polynomial preconditioning resulted in the slowest convergence rates.
When looking at efficiency, in terms of time to solution, it is convenient to break the total solution time into the time for computing the preconditioner and the time for the PCG iteration. This is of interest in the common situation where a sequence of several linear systems with the same coefficient matrix (or a slowly varying one) and different right-hand sides have to be solved, for in this case the cost of constructing the preconditioner becomes less important. In this case, costly preconditioners may become attractive if they are very effective at reducing the number of iterations.
If efficiency is defined as the shortest time to solution including the time for constructing the preconditioner, then the most efficient method overall is IC(Tol), which was fastest in four cases. However, this is in part due to the fact that this preconditioner was the only one that never failed. The simple DS preconditioner, which failed in one case, was fastest on three problems, and TNSGS(1) was fastest on two. It should be remembered, however, that TNSGS failed on three problems. JP was fastest on one problem. We found that using > 1 in JP( ) and in the truncated Neumann methods almost always resulted in higher computing times, as predicted by the result of Axelsson mentioned in the Introduction. The approximate inverse preconditioners are not very efficient, at least in a uniprocessor implementation, due to the high cost of the set-up phase. DS, TNSGS, IC(0) and TNIC(0, ) are the least expensive preconditioners to compute, followed by IC(Tol) and TNIC(Tol, ). Next come FSAI, AINV and AIB, which have comparable cost, while the inverse IC preconditioners based on drop tolerances are, on average, the most expensive to compute. These methods are most expensive when applied to matrices with a regular banded structure, since in this case L −1 is completely filled below the main diagonal. Of the various possible implementations, the one proposed in [80] is the only practical one, the one in [34] being prohibitively expensive. The cheapest inverse IC methods are the ones where a sparsity pattern equal to that of L is used for the approximate inverse of L. Of all the preconditioners, FSAI is the only one which benefits from vectorization in the set-up phase, due to the use of level 3 BLAS.
If we look at the time for the iterative part only, then approximate inverse techniques become attractive, even on a uniprocessor, because of the impact of vectorization on the matrix-vector products and the relatively good convergence rates. However, the fastest method overall is still IC(Tol) (four problems). AINV was fastest on three problems, TNSGS(1) on two, and AIB on one problem. The performance of AIB is very close to that of AINV, with very small differences in the timings. As for FSAI, it is almost always outperformed by both AINV and AIB, due to somewhat slower convergence. In a parallel implementation the approximate inverse methods would be even more attractive, particularly AIB and AINV, but also FSAI due to the fact that this method is completely parallelizable and relatively easy to implement on a distributed memory machine.
In Table 2 we present results for a few selected preconditioners applied to the largest problem in our data set, matrix FDM2. We report the time for computing the preconditioner (P-time), the time for the iterative part only (It-time), and the number of iterations (Its). For the drop tolerancebased preconditioners IC, AINV and AIB we give results for two cases, the first corresponding to a preconditioner with approximately the same number of nonzeros as the coefficient matrix, and the second with about twice as many nonzeros.
From this table, it appears that the AIB preconditioner with approximately the same number of nonzeros as the original matrix becomes attractive, provided that it can be reused a sufficient number of times. Assuming each right-hand side takes the same It-time, it can be estimated that AIB preconditioning is the fastest method if at least 35 right-hand sides are present, otherwise DS is fastest. Matrix FDM2 arises in an application which requires a very large number of solves with the same coefficient matrix and different right-hand sides, so AIB can be recommended in this case. It should be mentioned that the time for the iterative part of the FSAI, AINV and AIB preconditioners can be reduced by about 25% if the transpose approximate inverse factor Z T is explicitly stored (in JAD format).
For completeness, we mention that additional experiments were conducted with AINV preconditioning with a prescribed sparsity pattern, equal to that of A. This preconditioner is not robust: it failed on the four structural analysis problems and also on 1138BUS. Hence, it is much less robust than FSAI, which also uses the nonzero structure of A. On the other hand, it is interesting to observe that for the three problems from finite difference modelling (NOS7, FDM * ) the static AINV preconditioner resulted in better convergence rates than the "optimal" FSAI preconditioner. In the case of NOS7, this difference was particularly marked: static AINV required 33 iterations, as compared to 89 for FSAI. Hence, for a fixed sparsity pattern, optimality in the sense of Frobenius norm minimization does not necessarily guarantee optimal, or even near-optimal, convergence behavior.
Based on our experiments, we can draw the following main conclusions concerning preconditioning of SPD problems:
• Drop tolerance-based IC is the most robust method among those tested;
• On a single processor, IC(Tol) is also the fastest method overall;
• FSAI and AIB are the most robust among approximate inverse methods;
• DS is a simple and viable option for problems with only one or few right-hand sides;
• TNSGS sometimes performs quite well, but it lacks robustness;
• For problems with several right-hand sides, AINV and AIB can be efficient even on a single (vector) processor; • The inverse IC methods are not competitive with the other factorized approximate inverse methods;
• The various inverse and truncated Neumann IC methods and the polynomial preconditioner JP are not competitive with the other preconditioners. Hence, for parallel preconditioning of the conjugate gradient method, the approximate inverse preconditioners AIB, AINV and FSAI should all be considered, although they may fail on very difficult problems. These techniques performed quite well on the finite difference and power systems problems, not so well on the problems from finite element modelling. We emphasize that the performance of FSAI may be further improved by a more sophisticated choice of the sparsity pattern; see [62, 82] .
Experiments with nonsymmetric problems
Here we summarize the results of numerical experiments with a set of twenty sparse nonsymmetric matrices arising in various applications. Table 3 gives, for each matrix, the order n, the number of nonzeros nnz, and the application in which the matrix arises.
All the matrices from oil reservoir simulations are extracted from the Harwell-Boeing collection. The matrices from circuit modelling and semiconductor device simulation are from Tim Davis' collection. Matrix 3DCD comes from a seven-point discretization on a 20 × 20 × 20 grid of a convection-diffusion operator on the unit cube with homogeneous Dirichlet boundary conditions. Matrix ALE3D was made available by Steve Barnard of NASA Ames (see [8] ). This matrix was permuted as to have a zero-free diagonal. Although most matrices come from the same field of petroleum engineering, this data set represents a broad collection of problems which are quite diverse, both structurally and numerically. • MR with self-preconditioning, MRP;
• Drop tolerance-based incomplete biconjugation, AINV(Tol);
• Various inverse ILU methods based on level-of-fill or drop tolerances, IILU( * );
• Truncated Neumann ILU(0) and ILUT of degree . For the preconditioners which use a drop tolerance, we tuned the parameters so as to allow a number of nonzeros between about half and twice that of the coefficient matrix. Again, the best results were often obtained for preconditioners of approximately the same density as the coefficient matrix. In addition, we conducted experiments with a nonsymmetric version of FSAI and with a static version of AINV (in both cases imposing the sparsity pattern of the coefficient matrix A), and also with a dual threshold incomplete Gauss-Jordan (IGJ) preconditioner [32, 81] . These approximate inverse methods are not robust: FSAI failed on seven problems, static AINV on twelve, and IGJ on thirteen. Moreover, when these preconditioners succeeded, convergence was generally slow. Therefore, these preconditioners cannot be recommended. A similar conclusion with respect to IGJ preconditioning was reached by Weiss in [81, p. 172 ].
Although we experimented with three accelerators (GMRES (20) , Bi-CGSTAB, and TFQMR), here we will report results for Bi-CGSTAB only. On average, this method appeared to be superior to the other two solvers, if only slightly. It can be said with some confidence that the preconditioner is more important than the iterative solver, in the sense that the convergence rate usually depends on the quality of the preconditioner, almost independently of the underlying Krylov subspace method used.
For this set of problems, we allow a maximum of maxit = n iterations for no preconditioning or diagonal scaling, and maxit = 500 for all the other preconditioners. Bi-CGSTAB with no preconditioning fails on six problems, while DS fails on two problems. The most robust preconditioners are ILU(0) and ILUT, which never failed. AINV and truncated Neumann versions of ILU(0) and ILUT failed on one problem, SHERMAN2. No approximate inverse method was able to solve SHERMAN2, at least within the sparsity constraints we imposed (at most twice the number of nonzeros as the coefficient matrix). The failure of AINV on SHERMAN2 was not due to the occurrence of small pivots, but to the difficulty of finding good sparse approximations to the inverse factors. An inverse ILUT method where a dual threshold strategy was used in both stages of the preconditioner computation failed on two problems (SHERMAN2 and SHERMAN3). SPAI, AIB and truncated Neumann SGS failed on three problems. However, SPAI can be made to succeed on one of these problems by computing a left approximate inverse, and on another one by allowing considerably more fill-in. The MR preconditioner failed on four problems. The self-preconditioned version MRP of MR is not robust: it failed on eight problems. This is probably due to the fact that self-preconditioning with a poor approximate inverse can spoil the convergence of the MR iteration; see [27] . Indeed, we found that self-preconditioning improved the MR preconditioner in nine cases, but made things worse in eight cases (it did not have an appreciable impact in three cases). Although self-preconditioning might be useful, especially for difficult problems, it is difficult to decide in advance when it should be used. Finally, inverse ILU preconditioners based on levels of fill, with ten failures, are not robust.
Again, ILU techniques do a better job than approximate inverse ones at reducing the number of iterations, at least on average. But this does not usually translate in the fastest execution, due to the inefficiency of the triangular solves. The fastest methods, including the set-up times for the preconditioner, are truncated Neumann versions of ILUT and SGS: each of these resulted in the shortest times to solution in six cases. Truncated Neumann ILU(0) was fastest in two cases, as were ILUT and no preconditioning. DS and ILU(0) were fastest on one problem each. It should also be mentioned that TNSGS was among the three fastest methods in twelve cases, TNILU(0) in ten cases, and TNILUT in nine cases. Thus, for the case of a single (or a few) right-hand sides, truncated Neumann techniques deserve attention. We note that TNILU(0) was faster than ILU(0) in sixteen cases, and TNILUT was faster than ILUT in fifteen. This means that in a majority of cases, the degradation in the rate of convergence due to the truncation in the Neumann expansion was more than compensated by the impact of vectorization on the application of the preconditioner.
Sparse approximate inverse methods, which are not competitive (on one processor) if only one or very few right-hand sides are present, become much more attractive in the case of many righthand sides. If we look at the time for the iterative part only, we find that AINV was fastest in nine cases, and IILUT in seven. SPAI, MRP, ILUT and no preconditioning were fastest on one problem each. Perhaps more indicatively, AINV was among the three fastest methods in eighteen cases, SPAI in thirteen, IILUT in ten, and AIB in eight cases. AINV was the approximate inverse method that resulted in the fastest convergence. As expected, factorized approximate inverse methods delivered (on average) faster convergence rates than SPAI or MR, for the same number of nonzeros in the preconditioner. From our experiments, SPAI appears to be more effective than MR. SPAI is more robust than MR and, in nearly all problems, SPAI resulted in faster convergence than MR. Also, we did not find MR less expensive to compute than SPAI, on average (and certainly not when self-preconditioning is used). This is in part due to the fact that SPAI takes advantage, albeit in a limited way, of vectorization in the calculations involving level 3 BLAS. On a scalar processor, MR would be somewhat faster to compute than SPAI (for a comparable density in the preconditioner). An advantage of MR over SPAI appears to be the fact that it requires less storage than SPAI, except when self-preconditioning is used. The truncated Neumann techniques resulted in slower convergence than the sparse approximate inverse preconditioners; the ILU-type methods, on the other hand, produced better convergence rates, but higher timings due to the triangular solves. Thus, sparse approximate inverse methods are the most efficient when several right-hand sides are present, even on a single (vector) processor. These techniques are even more attractive on multiprocessors. It is interesting to observe that approximate inverse techniques were particularly effective on the problems from circuit modelling.
Clearly, the minimum number of right-hand sides that must be present before approximate inverse techniques become viable depends on the time it takes to construct the preconditioner, and on the rate of convergence. On one processor, the least expensive approximate inverse preconditioner was found to be AIB, which required the shortest set-up time in sixteen cases (among the approximate inverse techniques only, of course). AINV was a close second. Indeed, AINV was among the three fastest approximate inverse preconditioners to compute on all test problems. The inverse ILU methods are more expensive than AINV or AIB, but less expensive than SPAI, MRP and MR. Of course, the situation could be different in a parallel implementation, since the SPAI and MR-type preconditioners have higher potential for parallelization than AINV, AIB and the inverse ILU methods. We note that SPAI was the only preconditioner to benefit from vectorization in the set-up phase, a consequence of the fact that this method is the only one that makes use of level 3 BLAS.
In Table 4 we illustrate the performance of Bi-CGSTAB with a few selected preconditioners on two matrices with completely different features, namely, the convection-diffusion problem 3DCD and the circuit problem MEMPLUS. For the drop tolerance-based methods ILUT, AINV, AIB, MR and SPAI, two preconditioners were computed. For 3DCD, the first preconditioner contained about the same number of nonzeros as the coefficient matrix, and the second one about twice as many. For MEMPLUS, the first preconditioner contained roughly half the number of nonzeros as the coefficient matrix, and The fastest methods overall are TNILU(0) for 3DCD, and TNSGS for MEMPLUS. However, if we look at the time for the iterative part only, we see that AINV is the fastest method. Both SPAI and MR result in slower convergence than AINV, and they are far more expensive to compute. We mention that a detailed comparison between ILU(0), AINV and SPAI, with timings for all twenty test matrices used here, can be found in [17] .
Based on our experiments, we can draw the following main conclusions concerning preconditioning of nonsymmetric problems:
• ILU-type preconditioners are the most robust methods among those tested;
• For one or few right-hand sides, the most efficient schemes overall are truncated Neumann versions of SGS and ILU (but robustness could be a problem); • AINV is the most robust and effective of the approximate inverse methods;
• The inverse ILU methods are not competitive with the other factorized approximate inverse methods; • Factorized approximate inverses are more effective than nonfactorized ones (for the same number of nonzeros in the preconditioner); • On a single processor, factorized approximate inverses are much less expensive to construct than nonfactorized ones; • SPAI is more robust and effective than MR; • For problems with several right-hand sides, approximate inverse techniques can be competitive even on a single (vector) processor. We see that the conclusions are to a large extent similar in the SPD and in the nonsymmetric case. One difference is that in the SPD case the best factorized approximate inverse method is AIB, whereas in the nonsymmetric case AINV seems to be better. Hovewer, these two methods performed similarly on most test problems. It should also be kept in mind that AIB requires almost twice the storage required by AINV. Another difference is that factorized approximate inverses were somewhat more efficient in the nonsymmetric case than in the SPD case. This was due in part to the fact that in the symmetric case, matrix-vector products with the transpose inverse factor Z T , which is not explicitly available, vectorize less well than matrix-vector products with Z. Finally, we note that diagonal scaling, which performed quite well on SPD problems, is much less effective in the nonsymmetric case.
Conclusions and perspectives
In this paper, a comprehensive study of sparse approximate inverse preconditioners was presented. Virtually all the methods described in the literature were surveyed, and their implementation on a vector computer was described. Extensive numerical tests on matrices from a variety of applications were performed, with the goal of assessing the effectiveness and efficiency of the various techniques. We also compared these new techniques with well-established preconditioning strategies, like incomplete factorization methods.
Incomplete factorization preconditioners have been vigorously developed over the course of several decades, and constitute a mature technology. In contrast, approximate inverse methods have received attention only in recent years. Thus, it is not surprising that the incomplete factorization methods were found to be somewhat more robust than approximate inverse ones. In particular, approximate inverse preconditioners seem to have some trouble solving some of the very ill-conditioned linear systems arising in structural engineering, which incomplete factorization methods are able to solve. We think that this is due to the fact that the entries in the inverses of these matrices decay very slowly away from the main diagonal. Hence, it is inherently difficult to approximate the inverse with a sparse matrix.
On the other hand, approximate inverse techniques were found to perform well on network problems, and were more effective than ILU methods on circuit problems. The matrices from these application areas appear to have an inverse which can be approximated well by a sparse matrix. Our experiments also show that, generally speaking, approximate inverse techniques work quite well on matrices arising from finite difference discretizations of boundary value problems, and less well on matrices arising from finite element modelling. This is probably due to the fact that finite difference matrices tend to be "more diagonally dominant" than finite element ones, a property which results in faster decay of the entries of A −1 . Our experiments also show that factorized approximate inverses are more effective and less expensive to construct than the other approximate inverse methods. The approximate inverse based on bordering was found to be especially effective for symmetric positive definite problems, and the one based on incomplete biconjugation showed good performance for general nonsymmetric, indefinite problems. The main drawback of these methods is that, in their present formulation, they cannot be efficiently constructed in parallel, especially on distributed memory architectures. For these types of architectures, the Frobenius norm-based methods FSAI (for SPD problems) and SPAI (for the nonsymmetric case) deserve special attention.
Other preconditioners, like MR or the inverse IC/ILU techniques, were found to be less robust and effective than the other methods; however, they may very well be useful for special problems. For instance, MR has proved valuable in the solution of very difficult incompressible fluid flow problems for which ILU preconditioning failed [26, 70] . These techniques could be a useful complement to the other methods; therefore, it is desirable that software packages for general-purpose preconditioning of sparse linear systems include as many different methods as possible.
Truncated Neumann techniques offer an inexpensive way to introduce parallelism in standard serial preconditioners, and our experiments show that these methods can be quite efficient, particularly when the preconditioner cannot be reused a number of times. On the other hand, sparse approximate inverse preconditioners, which are more expensive to construct, are generally more robust and result in faster convergence. Therefore, approximate inverses should be preferred whenever the cost of forming the preconditioner can be considered as negligible, that is, when the same preconditioner can be used in solving a sequence of linear systems. Based on these considerations, we think that the highest potential for approximate inverse techniques lies in their use as part of sophisticated solving environments for nonlinear and time-dependent problems.
The performance of sparse approximate inverse preconditioners can be further enhanced in a number of ways, the exploration of which has just begun. Among possible improvements, we mention here the use of wavelet compression techniques for PDE problems [25] , the combination of sparse approximate inverse methods with approximate Schur complement and other block partitioning schemes [28] , and the use of reorderings for reducing fill-in and improving the quality of factorized approximate inverses [19, 22] .
We also mention that very recently, parallelizable adaptive algorithms for constructing factorized approximate inverses have been suggested in [26] , although it is not clear at this time whether these algorithms will result in effective preconditioners.
One drawback of sparse approximate inverse preconditioners is that they are usually far from being optimal, in the following sense. Consider the discretization (by finite differences or finite elements) of a partial differential equation. As the discretization is refined, the number of iterations for an iterative method preconditioned by a sparse approximate inverse preconditioner increases, so that the amount of work per grid point grows with problem size. This drawback is shared by other purely algebraic techniques, like diagonal scaling and standard ILU preconditioners (an interesting exception, at least for certain problems, seems to be the NGILU method [77] ). As the problem size increases, all these preconditioners behave qualitatively in the same manner. In contrast, multigrid methods are optimal in the sense that the amount of work per grid point remains constant (independent of problem size). However, multigrid methods are applicable only to rather special classes of problems, whereas algebraic preconditioners can be applied to virtually any linear system Ax = b. Algebraic multilevel methods, which are currently the object of intense study, attempt to achieve (near) grid-independent convergence by using information from the coefficient matrix only. Often these techniques require the computation of sparse approximate Schur complements, and this is a natural application of sparse approximate inverses, which has been explored in, e.g., [28] and [26] . While some of the parallelism is lost, the combination of a multilevel approach with sparse approximate inverse techniques seems to produce robust preconditioners which are "less far from optimal" than the approximate inverse alone. Furthermore, sparse approximate inverses can be used as parallel smoothers in connection with multigrid. These are interesting developments which warrant further study. Similar considerations motivated the idea of combining discrete wavelet transforms with sparse approximate inverses [25] , which results in a technique closely related to the hierarchical basis preconditioner.
In conclusion, we believe that approximate inverse techniques will play an increasingly important role for high-performance preconditioning of large-scale linear systems.
