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Abstract 
In this thesis the author introduces a novel method for Geo Localisation via Doppler Radar. The study 
has been expanded in an area that has not been pursued in the past. The area of focus in this 
research is in the three dimensional (3D) space using amplitude and magnitude measurements. Geo 
Localisation also known as tracking, in mobile applications is a useful technology that enables us to 
monitor and gather information about objects of interest. Knowing the whereabouts of these 
objects at specific time intervals can be useful and even vital in some instances. 
 Object localisation in 3D space has many challenging factors to overcome in order to exactly pin 
point the location of a given object. To better understand the complexity of the 3D tracking scenario, 
a study of localisation using a 2D model has also been discussed. The 2D model can be extrapolated 
to understand the 3D model with the addition of a third dimension. 
Radar technology can be considered a science of its own. The technology has a very rich history that 
has been well documented. The Doppler Effect is the key concept used in radar system theory. 
Doppler Effect is known as the difference of the waveform characteristics of the transmitted and 
received waveforms. Radar technology has developed into many successful and useful applications. 
It is widely used in many areas such as defence, surveillance, law enforcement, weather forecasting 
and navigation to name a few. This thesis goes on to explain some of these applications in detail. 
Radar has been extensively used in tracking applications. Due to its huge success, it is also widely 
used in mobile tracking applications. 
Mobile object localisation or tracking of an object in motion gets complicated when the object of 
interest is moving around with time. For a given time measurement, the object will have unique set 
of coordinates that identifies its location. These coordinates have values in the x axis, y axis and z 
axis that deduce its position. In order to track effectively, one must be able to sample the object at 
various time intervals. To increase accuracy of the tracking process, this sampling needs to occur 
more frequently. Systems that utilise Doppler radar technology have the ability to sample 
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effectively.  Therefore in this research it has been selected as the sampling mechanism for the 
localisation application. 
Many other methods for target tracking and localisation such as Angle of Arrival (AoA), Direction of 
Arrival (DoA) ,Time Delay of Arrival (TDoA) and Received Signal Strength Indicator (RSSI) have also 
been presented and discussed.  All these methods use the fundamentals of triangulation theory in its 
method of localisation. 
The research conducted here can be considered as a very practical approach to localisation. The 
underlining theory is explored in detail in the chapters to follow. A lot of research has been done 
using amplitude and phase angle measurements in the past. However, the unique method 
introduced in this research essentially utilises two independent sets of dual radar array elements 
each forming a module.  One module is located in the x-axis and the other in the z-axis. The 
experimental system gathers distance measurement data elements that will then map out 
coordinates to assist with the localisation algorithm. Details of the experimental setup, data 
collection, the method of data processing and analysis have been documented to great detail to 
support the topic of research. Simulations in Matlab of data of data collected have also been 
included to verify the theoretical assertions presented in this thesis. The application of an Extended 
Kalman Filter to minimise the data error also follows the simulations.  
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Chapter 1 – Introduction to Continuous Wave Radar 
Doppler radar has been used successfully in the application of target tracking and object 
identification. This method of tracking and identification is very accurate and is also a low cost 
method. The history of this approach dates back as early as 1886 in Germany [22]. 
As early as 1904, there was evidence of the concept of target localisation and tracking [22]. In the 
early days of this field, audio and visual information was used to localise and track objects of 
interest. People used to tell time by visually inspecting the position of the sun. In battle, auditory 
codes were used to identify the location and position of friendlies. The concept behind localisation 
and tracking works on estimation of the location or other dynamic parameters of an object of 
interest, using somewhat noisy and possibly nonlinear measurements of the object measured from a 
number of sensor positions [11, 121]. 
Research on localisation and tracking became very popular, especially during World War II[1, 2].  This 
area of research has seen a lot of development since then. New problems evolved that brought out 
new solution. Some of these solutions include the Angle of Arrival (AoA), target range, Time of 
Arrival (ToA) and the Dopller frequency modulated by the target. In some cases, two or more 
techniques mentioned here are combined together for improved accuracy [9, 11]. 
 In nature we have one of the best examples of an echo-locating technique which is the bat. The bat 
uses ultrasonic echo-locating principles such as ultrasonic sonar to navigate itself and find food in 
the dark [53]. Radar technology is very similar to ultrasonic sonar and was developed during World 
War II to track the enemies’ ships and planes to have an advantage in battle. Radar is vastly used 
these days, especially in areas such as aviation and maritime navigation. These applications of radar 
are far range applications. Indoor monitoring is a good example of a close range radar application 
[16]. This is an area that has a lot of potential to develop and improve. Other close range techniques 
are AoA, target range and ToA. Research into bettering the accuracy of tracking is a field that can 
have a great benefit to close range localisation. This type of research will improve the safety of 
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humans and improve their lifestyles. An example which would support this is a collision avoidance 
system installed in motor vehicles. 
In the above examples of the bat flying in the night sky and aircraft flying in the sky above cloud 
pockets where both are achieved with high accuracy of navigating surrounding obstacles use the 
same principle of echo location. A bat uses reflections off sound waves where as in the example of 
the aircraft, it uses reflections of the radio waves. 
1.1 Background 
Radar has evolved over the years from minimal fundamentally distinct forms of application 
methodologies such as Continuous Wave (CW) radar, Pulse radar and Doppler radar, to name a few. 
Doppler radar works well for applications where dynamic information is extracted from moving 
targets.  A good example of this technology in its current use is the police speed detection gun. 
These types of radar were mainly for surface to surface applications. The British were the first to be 
able to use radar successfully for surface to air applications [121]. Radar technologies like Doppler 
radar are utilised for long range localisation and also for tracking of non-cooperative targets. 
The theory behind the Doppler radar is a Doppler shift that occurs between the transmitted and 
received signals which enables the pin pointing of the location of the object of interest [10]. The radar 
signal is transmitted and received via an antenna. This signal reflects off the object in the path and 
returns the receiving signal to the receiving element of the antenna. The difference in frequency 
shifts between the transmitted and received signals is known as the Doppler shift. 
CW radar has two forms, unmodulated and modulated CW radar. In unmodulated radar, the return 
frequencies are shifted away from the transmitted frequencies based on the Doppler Effect [5]. 
Examples of this type of radar can be seen in sports like at the tennis and at car racing events. 
Modulated CW radar, such as frequency modulated CW radar is used in short range distance 
measurements. This provides distance and speed measurements to increase accuracy and is useful 
Chapter 1 – Introduction to Continuous Wave Radar 
 
3 
 
when multiple sources of reflection exist [5]. This type of radar is used in aviation and proximity 
sensing applications. Frequency Modulated CW radar does not utilise Doppler shifts [5]. 
Doppler radar can be effective in both close range and far range applications. The deciding factor 
here would be the frequency band of the transmitted and received signals. When multiple moving 
objects are present, their Doppler returns are related to the radial velocities towards the receiving 
antenna element. It would be ideal for this relationship to be unique for each object, but in reality, 
this may not be always possible. Therefore using this method to identify each object accurately can 
be difficult. When objects of interest not are resolved adequately in Doppler dimension, the 
estimation error of the AoA also increases significantly. 
Doppler radar is used in close range applications such as detecting human movement. Here micro 
Doppler returns are sampled. They have a broad Doppler spread. For this reason, more antenna 
elements are necessary to effectively monitor the movement. Doppler signal processing in 
combination with beam forming enables tracking of objects in the Doppler and AoA space in [5]. The 
approach explored here enabled detection of targets with overlapping Doppler signals. This method 
has its limitations in close range applications when multiple targets are present and therefore is 
unsuccessful at achieving the desired result. In [6, 7] two algorithms called CLEAN and an 
enhancement of it called RELAX are introduced, these algorithms help resolve the weaker targets. 
The CLEAN algorithm can be described as an iterative algorithm which deconvolves a sampling 
function (dirty beam) from an observed brightness (dirty map) of a radio source. 
An algorithm’s effectiveness in localisation has a strong dependency in on the sensor – target 
geometry that it’s been applied to [8, 9]. The geometry of sensors and targets with various matrices 
related to Cramer-Rao inequality or the corresponding Fisher Information Matrix (FIM) has been 
investigated in [10]. The Cramer Rao lower bound is a function of the sensor-target geometry. A few 
approaches have been discussed to reduce the variance lower bound in [8, 10, 11, 12, 13, 14, 15, 16, 17] 
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A majority of literature studied focus on AoA range sensors around the target for optimal 
localisation [11, 13] where as linear sensor arrays are the main contenders in real world radar 
applications [18, 19, 9, 20, 21, 22, 23, 24, 25]. In our research we are focusing on single target localisation using 
multiple sensor arrays. To achieve an optimal geometrical result Cramer-Rao lower bound and 
corresponding FIM are utilised. Time Delay of Arrival (TDoA) is yet another method for target 
localisation. Here localisation of an object is by processing signal arrival time measurements at three 
or more sensors in ଶ    and four or more in ଷ ...    
Assuming no noise or interference, the ToA measurements at two sensors are used to calculate the 
relative arrival time. This creates a possible localisation to a hyperbola in ଶ       and a hyperboloid in ଷ    
   
1.2 Overview of the study contributions 
This study focuses on close range object localisation using Doppler radar. It focuses on Doppler 
technology and how Geo localisation can be achieved in 2D space using TDoA and ToA techniques. It 
then goes on to discussing a more innovative approach using an angle only localisation method for a 
3D scenario and also on to localisation using amplitude and magnitude measurements. 
This innovative method uses continuous wave single frequency radar systems for real time tracking 
of mobile objects. The application of a Kalman Filter has also been included as a filtering technique 
used to trace the target with minimal error margins. 
The 3D scenario described here has added benefit when compared to a 2D scenario, in that it can 
track the position coordinates with better accuracy. More accuracy means the quality of our total 
tracking system improves and adds value to the potential engineering applications this research 
supports. 
Also in this research, simulation has been carried out on the TDoA approach and a detailed 
explanation of its findings also follows. 
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The automotive industry is developing rapidly and is seeking research in proximity identification. 
Tracking can be a great mechanism in a collision avoidance system, for a close range application. 
Being able to mauver a car with more accuracy and ease for the driver is great, but doing this with 
the safety of the community in mind is even greater. 
Other potential contribution from this research is in the areas of through wall tracking. Surveillance 
applications are good examples where an object or a person of interest is tracked from another 
room.  Applications such as search and rescue or mission critical applications like in tactical military 
scenarios, it is crucial to be able to track through walls.  
 
1.3 Radar Concepts 
Basic radar concepts can be found in nature, bats flying in the night sky manage to navigate 
themselves around obstacles using ultrasound waves emitted by them. Using a similar principle, 
aircraft navigate over cloud pockets that are very close to the ground and also when landing in bad 
weather conditions, aircraft are able to find the airport and air strip with relatively low to no visibility 
with a repeatedly high accuracy level. 
The principle behind all the above discussed navigation is object range detection with the help of the 
echo they reflect back.  
In the example of the bat, the method they use is known as echo-locating. They emit ultrasonic 
sounds to produce echoes. Comparing the outgoing pulse with the returning echo, the brain and 
nervous systems are able to produce details about the surroundings. 
Aircraft use a similar system which is known as a beacon guided navigation/landing system [21]. Here 
beacons are used on the ground on an approach path to an air strip. The approaching aircraft emits 
signals that are received and echoed back from these beacons. Error margins are used to get the 
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centreline and glidescope calculations so the aircraft can be guided to make an accurate landing on 
the air strip every time [21]. 
Radars are electronic devices that detect targets by radiating electromagnetic energy and examining 
the reflected energy. Radar systems can have a common antenna for sending and receiving signals 
or they can have separate antennas, one for transmitting and the other for receiving.  In its simplest 
forms a radar system consists of a radio transmitter, a radio receiver (tuned to the transmitter’s 
frequency), two antennas and a display unit [21]. To avoid the transmitter interfering with the 
receiver, the transmitted waves are sent out in pulses and the receiver is turned off during 
transmission. 
The theory behind radar systems can be described as electromagnetic energy generated by a 
transmitter been radiated by the transmitting antenna in the direction of the target. Parts of the 
electromagnetic energy reflected by the target are then collected by the receiving antenna. This is 
then processed in the receiver to produce information about the target. This information can be a 
combination of many things such as target presence, target range, target radial velocity, target 
direction and target characteristics. 
The indication for target presence can be that the signal returned being larger than the background. 
This gives the observer a warning or sign that a target is present in the area of interest. Target range 
is an approximation for range found from the propagation time ݐ for the round trip [24, 25]. This can be 
expressed as, 
 ܴ ൌ ܿݐʹ  (1.3.1) 
The radial velocity of the target ோܸ is the target velocity ܸ in the direction of the radar. This can be 
given as below, 
 ோܸ ൌ ܸ ܿ݋ݏ ߙ (1.3.2) 
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Here, ߙ is the angle between the target velocity vector and the radar line of sight. This can be found 
from the Doppler frequency shift of the received signal ஽݂ below, 
 ோܸ ൌ ஽݂
ܿ
ʹ݂ ൌ
஽݂ߣ
ʹ  (1.3.3) 
In the above, ݂ is the frequency of the radar and ߣ is the wavelength. 
The direction of the target can be deduced from the orientation of the antenna beam, for maximum 
signal strength. The target characteristics such as fluctuation characteristics, duration and spectrum 
features can be obtained from the magnitude and features of the returned signal [20, 21, 22]. 
In order to differentiate between targets from different directions and also to detect targets at 
greater ranges, the antenna concentrates the radiated energy into a narrow beam. To find a target, 
the beam is systematically swept through the general region the targets are expected to appear [38]. 
The path of the beam is referred to as the ‘search scan pattern’. The area covered by the scan is 
called the ‘scan volume’ and the length of time taken to scan the frame is known as the ‘frame time’ 
[38]. 
In most applications of radar, it is not sufficient to only know that a target is present. It is also 
necessary to know the range and direction of the target. Range is a measure of how long it takes for 
the radio waves to reach a target and return back. Radio waves travel at a constant speed, which is 
also the speed of light. A target’s range is therefore half the time of the round trip times the speed 
of light. The speed of light is approximately 300 million meters per second, therefore range 
measurements are also expressed in millionths of a second or microseconds. A round trip transmit 
time of 10 microseconds would relate to a target location of 1.5 kilometres. 
The transition time is the time delay between the transmission of a pulse and receiving the echo. 
This technique is known as pulse-delay ranging [34]. In order to avoid closely placed targets being 
detected as returns from a single target, the width of a pulse is generally limited to a microsecond or 
less.  However, pulses need to be wider to radiate enough energy to detect distant targets. 
Chapter 1 – Introduction to Continuous Wave Radar 
 
8 
 
Therefore to overcome this, the echoes that received need to be compressed after they are 
received. 
The detection range of a radar system is primarily a function of three parameters. They are the 
transmitted power, antenna gain and receiver sensitivity [21]. The increase in transmitted power is 
proportional to the increase in radiated energy. This enables for a better target identification. The 
antenna gain is a measure of radiated energy in the direction of the target and the receiver 
sensitivity is a measure of the capability of the receiver element in detecting target returns [29, 43]. 
If we denote the power radiated by the antenna as P and assuming this is uniformly distributed in all 
directions, the power per unit area or power density will be at a range R 
 ܲ݋ݓ݁ݎܦ݁݊ݏ݅ݐݕ ൌ  ܲͶߨܴଶ (1.3.4) 
Where Ͷߨܴଶ represents the area of a sphere with radius R. 
The signal to noise ratio is the simplest form of the radar equation. The signal power is directly 
proportional to the square of antenna gain and inversely proportional to the fourth power of range.  
 
ܵ
ܰ ൌ
ܲܩଶߣଶߪ
ሺͶߨሻଷܴସܨ݇ܶܤ௡ (1.3.5) 
The average radar power is known as the average transmitted power over the pulse repetition 
period. 
1.4 The birth of RADAR 
Radar is an object detection system that utilises radio waves to determine the range, altitude, 
direction or speed of an object. The word RADAR stands for RAdio Detection And Ranging [21]. More 
commonly, radar can also be described as special radio equipment operating on the higher radio 
frequencies and used to detect objects hidden from sight from mist, fog or darkness.  Radar 
technology was secretly developed by a few nations in the early days of World War II. However, 
traces of its development are scattered from as early as 1886 to the early 1920’s [21, 22].  
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Prior to this time in 1886, German physicist Heinrich Hertz demonstrated that radio waves can be 
reflected from metallic and dielectric bodies. He demonstrated similarities between radio and light 
waves [21]. Hertz’s experiments used relatively short wavelength radiation was in the scale of 
centimetres. Subsequent research in radar during this time period utilised longer wavelengths.  
In 1895 a Russian physics instructor by the name of Alexander Popov developed an apparatus for 
detecting distant lightning strikes. Two years later, when testing this in the Baltic Sea between two 
ships he noticed an ‘interference beat’ generated by a third ship. He noted that this might be used to 
detect ships but didn’t do anymore further research on this interference beat [21]. 
In 1904, a German inventor by the name of Christian Hulsmeyer was the first to detect the presence 
of distant metallic object using radio waves. He was able to detect a ship in dense fog but was 
unable to calculate the distance of the ship that was detected. He however obtained a patent for his 
device. He named this device a telemobiloscope [21]. He demonstrated this device to the German 
navy but this didn’t generate much interest. It was concluded that his method of detection was a 
little better than a visual observer. 
In 1907, the Italian born scientist/engineer Guglielmo Marconi recognised the capabilities of short 
waves for radio detection and strongly suggested its use in the application of identifying objects [21, 
22]. 
Two US naval researches by the names of A. Hoyt Taylor and Leo C. Young, on two occasions 
accidently came across the phenomenon of radar. The first occurrence was where they were 
transmitting and receiving radio signals on opposite sides of the river and a ship happen to pass 
through, they noticed the signal fading in and out. They were using a CW interference radar with a 
separate transmitter and receiver. The wave length they used was five meters. However, the navy 
didn’t explore this till eight years later when this phenomenon was accidently discovered again for 
the second time by a passing aircraft. This gave birth to research in radio echo signals from moving 
targets [20]. 
Chapter 1 – Introduction to Continuous Wave Radar 
 
10 
 
The first experimental radar systems operated with CW and direction was calculated using the 
interference produced between the direct signal received from the transmitter and the Doppler 
frequency shifts generated by the moving target. This effect is knows as rhythmic flickering or 
flutter. Today, this type of radar is referred to as bistatic CW radar. 
The first example of detecting aircraft using CW interference effect was in June of 1930 by L.A. 
Hyland of the Naval Research Laboratory (NRL). The initial discovery here was able to detect an 
airbase 2 miles away. The NRL did more investigation on this but it was at a relatively slow pace. By 
1932 it was documented that equipment had been developed to detect aircraft as far as 50 miles 
away [20]. 
In 1935, French and Soviet engineers developed a system capable of detecting an aircraft three 
kilometres away. This system used continuous wave technology and therefore could not get the full 
spectrum that more modern radar technology demonstrates [120]. 
The early CW interference radars where useful for detecting the presence of targets [120]. However it 
was not able to identify the position information for these targets. This limiting factor for CW 
interference radar meant that research needed to be done in other methods of radar technology. 
The NRL determined that higher radar frequencies were needed especially for shipboard 
applications where large antennas were not feasible. The NRL were successful at developing a 
system that had a common antenna for transmitting and receiving. These radars picked up in 
development and a manufactured version called CXAM was made commercially available. By 1941, 
nineteen of these units were installed on major shipping lines [21]. 
In 1939 the army developed a long range early warning radar system called SCR-270. This is the 
radar system that first detected the attack on Pearl Harbour in 1941 [22]. However the blips that 
appeared on the scope were not noticed until after the bombs were dropped. A modified SCR-270 
was also the first radar to detect echoes from the moon in 1946 [21]. 
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An American named Robert M. Page from the NRL developed the first full radar using a pulsed 
system in 1934. This technology was used by the United States army for surface to surface 
applications. In 1943, page further developed this radar with the monopulse technology. The early 
development of Pulse radar was mainly for military applications. Frequency modulated aircraft radio 
altimeter was possibly the first commercial application of a radar system [21]. 
The British were the first to explore radar in aircraft attack applications followed by the United 
States, even though radar development in Britain began later than in the United Sates [21, 22]. The 
radar technology developed during and after World War II resulted in the production of devices that 
were smaller and more portable. American and British universities worked in close cooperation with 
procurement agencies of the army and navy. This relationship between government and education 
institutions has helped this field expand and develop rapidly. 
In September of 1935, the first radar measurement of an aircraft height above the ground was 
observed [21]. This was obtained by measuring the elevation angle of arrival and reflected signal. By 
March 1936, the range of detection had increased to 90 miles. 
The British realised that ground based radar was not very successful in fighter aircraft to intercept in 
night or bad weather condition and in 1939 developed Aircraft Interception (AI) radar [21]. This radar 
device was mounted on the aircraft and was able to detect hostile aircraft in the air. During the 
development of AI radar, it was found that this radar was able to detect ships on the ground from 
the air. This radar was soon developed to track ships and submarines more effectively from the air. 
Now this method is successfully used in airborne mapping radar devices. 
During the period from 1940 to 1945 the National Defence Research Committee (NDRC) conducted a 
significant amount of research for radar development. Before the creation of the NDRC, America and 
England had reached a fair advancement in radar development. Britain collaborated with the United 
States with their technological findings to develop Microwave AI radar and anti-aircraft fire control 
radar. 
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The NDRC conducted fundamental research on the behaviour of super high-frequency waves 
(microwaves) [25]. The development of vacuum tubes and new circuitry and radar equipment put 
together made ground breaking hi-tech complete radar systems that were used by the military in 
that era.  The exploration of research in microwave radar was the responsibility of the Radiation 
Laboratory, under the administration of the Massachusetts Institute of Technology. 
Approximately 150 different radar systems were developed as a result of this research for use in 
land, sea and air applications for purposes ranging from early warning systems against enemy planes 
to blind bombings and anti-aircraft fire control [25]. 
Radar as a fully fledged technology was not developed until World War II. At the end of World War 
II, almost 5000 people were involved in radar development [22]. Development of this technology was 
considerably slow post war. However with the development of new technology in amplification and 
microwave technology meant greater power outputs that permitted better moving target indication 
radars. Also advancement in crystal-mixer technology and low-noise travelling wave tubes improved 
the quality of the receivers by a magnitude. 
During the thirties radar development was in the Ultra High Frequency (UHF) band region. This 
shifted to microwave technology in the forties but later on in the fifties it shifted back in to the UHF 
range, especially for long range radar applications. 
Also during the fifties, the aiming and firing of weapons was taken over from the pilot by radar and 
computer based mechanisms thus improving accuracy and reducing the component of human error. 
The integration of radar and weapons gave birth to guided missiles being developed [29]. 
Post World War II times in the fifties saw development result in greater accuracy and range 
capabilities in radar technology in comparison to that of the previous decades. 
In the late fifties with the development of ballistic missiles, radar range improved greatly for guided 
weapons than that of aircraft detection. Therefore very high power transmitters and larger antennas 
were also required. 
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The rapid development in radar technology was sparked by the needs of the military during the time 
of war. However, radar has found itself in many civilian applications that enhance the quality of our 
lives. Examples of this are air and marine navigation, weather forecasting, motor racing, assisting 
police, etc. 
Radar technology is continuingly growing as a technology and in its vast applications. There is still no 
substitute for this technology and therefore radar will continue to develop into the future. 
1.5 Applications of Radar Technology 
Radar systems measure bearings and range measurements, this information translates into the 
position of an object. Radar technology helps with identifying various objects from hard to find 
places and locations and assists with monitoring these objects or behaviour. Radar imaging does a 
similar but different job to normal photography. They both paint the picture but with photography, 
the details are more readily available for viewing by the human eye. Radar imaging on the other 
hand, is images of objects that are harder to see via the human eye due to its physical nature and 
location. The images obtained by radar devices usually have position and velocity as the parameters 
of the observed object or phenomenon of interest.  However, sometimes it also may have other 
parameters that help determine the shape of the object or phenomenon too. 
Radar is used to improve existing procedures or open up new methods for solving existing or future 
problems. Applications of radar are predominantly seen in three areas and these are aviation, 
marine and ground applications.  These areas utilise radar technology to a degree in which it would 
not be able to function without radar assistance. 
In the air, radar is used by aircraft to detect the presence of other hostile aircraft and to navigate in 
dark or low visibility conditions. Aircraft also have weather-avoidance radar to detect and navigate 
around bad weather conditions such as turbulence, hurricanes and tornados. 
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All large commercial jet aircraft have radar systems specifically designed for weather monitoring.  
Smaller aircraft have a weather-radar mode as part of their navigational radar system. Radar 
systems in aircraft not only assist in navigating in bad weather, they also warn the pilots of 
conditions that maybe unsafe for the structural components of the aircraft. 
In bad weather, radar is used with Ground Control of Approach (GCA) systems to guide aircraft to a 
safe landing [29]. Aircraft also have radar altimeters to determine the height above the ground. 
Airborne radar can also be used to track movement on the ground such as ships and land vehicles 
and even human presence. 
In the sea, in a military scenario, radar can be helpful in identifying enemy aircraft approaching the 
ship/submarine. Ships can also track the position of other ships and objects such as icebergs and 
submerged land formations to avoid damage. Radar technology has proven to be an effective 
method of navigation within water, as it is in air to air and ground to air applications. 
At ground level, radar is used in military scenarios to track approaching hostile aircraft or missiles. 
Radar is also widely used for policing traffic offender such as speeding drivers. Radar is used in sport 
for example in the tennis to calculate the speed of the ball and also in motorsport to calculate the 
speed of the motor vehicles. 
Radar is also used in scientific applications. Radar can be used as measuring tool by researchers and 
has greatly influenced our study of meteorology and the solar system. This has been achieved by 
discovering and predicting the paths of meteors. Radar is widely used by the study of metrology to 
monitor storm and cyclone activity and also track harmful tornados and for early warning systems. 
Weather radars have helped save many lives from giving humans ample warning of when bad 
weather is about to hit. This type of tracking can be done days prior to bad weather building up. 
Weather forecasters are able to watch storm activity coming from a distance and can help with 
moving people on the ground to safer locations. 
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Weather radar can also track and monitor heat waves and cold fronts and therefore can also be used 
to forecast temperature accurately. Lightning tracking is another useful application of radar in 
weather monitoring. 
Another important application of radar technology is in the medical and health industry. The 
material penetrating quality of radar signals can help measure the position and motion of internal 
organs such as the heart and lungs. Radar signals can provide accurate measurements for remote 
monitoring of vital signs, medical imaging and tomography. Some examples of this technology are 
sensing of pneumothorax injury and detection of intracranial hematoma or areas affected by stroke 
[36].  Radar imaging is also used in areas of breast cancer screening. 
With some of the medical imaging technologies it is sometimes necessary for the patient to be given 
a dye or contrast agent administered orally or injected intravenously. This dye then helps with the 
imaging process to better understand and diagnose the results of the medical image of the patient. 
Radar imaging is also useful in application such airport screening for security purposes. Radar signals 
can penetrate clothing and can provide clear images of persons and contents of luggage and 
packages. This can enable the relevant authorities to quickly and remotely detect concealed 
weapons and other contraband. Radar based systems can eliminate the health hazards of ionizing 
radiation and the limitations of passive imaging systems. 
Radar technology can also be useful in the building and construction industry where it is sometimes 
necessary to penetrate the ground to find out what lies beneath. It is important to know what lies 
below when digging for constructing things like underground subways and multiple story buildings 
where there may be more than one level beneath the ground level. It is also important to know if 
there are hazardous cables such as power cables or water or gas pipes below the ground before 
excavation, to avoid damage and causing harm. A good commercial example of this is where radar is 
used to detect rock formation underground to avoid elevated site costs. 
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Radar can also be used to identify and monitor small movements of structures such as bridges and 
tunnels caused by daily heating and cooling of the atmosphere. Other areas that benefit from 
ground penetration radar are geographical surveying, underground utilities mapping, inspection of 
infrastructure, archaeological inspections, underground building inspections, mine detection and 
many other security applications. 
1.6 Types of Radar and Radar Systems 
There are many types of radar device that utilise various technology and configurations to enable 
their functionality and classification. If we consider Monostatic radars [121], these radars have their 
transmitter and receiver antennas in the same location. Their separation in comparison to target 
range is very small. This configuration allows both antennas to view the same volume of space. The 
same antenna can be switched for transmitter and receiver functions. The radar antenna can be 
located in a single site making it easy for simple implementations. The round trip signal transmission 
time is used to calculate target range and the Doppler frequency shift is used for radial velocity 
calculations. 
Bistatic radar systems [121] are where the transmitter and receiver antennas are widely separated. 
The reason for this configuration is to minimise on signal interference between the transmitter and 
receiver and also allows for multiple passive receivers to operate within a single transmitter. This 
type of radar can sometimes have advantages via the target reflection of some bistatic geometries. 
The signal path is the range between the transmitter antenna and target and the range between the 
target and receiver antenna. 
Pulsed radars [121] are another example of radar types. These radars transmit a pulse and then listen 
for the return pulse that is reflected from the target. This type of radar avoids interference between 
the transmitter and receiver and enables the use of a single antenna for the transmitter and 
receiver. The time taken from transmitting the pulse to receiving the pulse can be measured easily 
allowing the target range to be computed. A drawback of this type of radar is when pulses are 
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transmitted at a fixed pulse repetition interval. Signal returns that arrive after the next pulse has 
been transmitted can be mistakenly interpreted as a return from a latter pulse. This in turn can give 
an erroneous range. 
Coherent radars transmit waveforms that have been derived from stable frequency sources. These 
are called STAble Local Oscillators (STALO). This frequency source is also used for processing the 
received signals. This enables the measurements of target radial velocity, coherence pulse 
integration and rejection of background clutter by moving target indication, pulse Doppler and space 
time adaptive processing techniques [121]. 
Over the horizon radars use ionospheric to direct radar waves well beyond the normal radar range. 
They operate in a high frequency band of 3-30MHz [37]. The frequency is matched to accommodate 
ionospheric conditions and target range. These types of radar systems have very large antennas, 
high power transmitters and long processing times. The disadvantages of these radar systems are 
the relatively poor range and angle measurement accuracy. However, this type of radar can be 
useful for warning systems. 
Secondary surveillance radars transmit their pulses from a rotating antenna which can be stationary 
or mobile. This type of system has sufficient power for its signals to reach a cooperating aircraft. The 
aircraft has a transponder that then replies to the ground station at a different frequency [25, 41]. The 
responses include code pulses that contain information such as target altitude and identification. 
This type of radar system provides long range operation and uses less power and is ideal for one way 
transmission. It also avoids radar clutter by using different frequencies for up and down links. 
Synthetic aperture radars transmit a series of pulses as the target aircraft or satellite moves along its 
flight path. The return signals are then processed to produce the effect of a very large aperture with 
a very small beamwidth. This coupled with good range resolution enables the generation of two 
dimensional images to differentiate between the terrain and ground targets [41, 42]. 
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CW radar systems transmit a continuous signal and receive simultaneously. The target radial velocity 
can be measured using the Doppler frequency shifts. If the frequency of the CW is changed via 
frequency modulation, then the target range can also be measured. Interferences between the 
transmitter and receiver can limit the power and in turn can also limit the sensitivity of CW radar 
systems. 
The majority of radar systems fall into two most commonly explored categories and these are CW 
radar and Pulse Doppler radar. One of the first types of radar that is still very commonly used is 
based on the transmission of continuous waves of Radio Frequency (RF) energy [20]. This continuous 
wave energy is reflected back from the moving target and the return signal is Doppler shifted to a 
different frequency. 
Because of the Doppler Effect, the frequency is shifted when the signal is reflected from a moving 
object. However, there is no frequency shift if the signal is reflected from a stationary object. If the 
distance between the target and the radar is decreasing then the Doppler shift will be at a higher 
frequency with higher peaks. When the distance between the target and radar is increasing then the 
Doppler shift will be at a lower frequency with lower peaks. 
In CW radar, a small portion of the transmitted signal is delivered to the receiver as a reference 
frequency. In the receiver, the return signal is compared to the transmitted signal. If the return is 
from a moving target, it will be frequency shifted. This frequency shift in transmitted and received 
frequencies gives the relative radar target velocity. 
Measuring range to a target is complex in CW radar. To achieve this, a timing marker must be 
applied to the continuous wave [32]. The timing marker is the mechanism for capturing the time, from 
transmission to return of the wave. The timing marker can be applied by modulating the continuous 
wave in amplitude, magnitude or phase. A common technique is to frequency modulate the carrier 
wave. The timing marker is the frequency which is changing at a known rate. 
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Another method for measuring range in CW radar is by linear or sinusoidal modulation of 
transmitted waveforms [32]. These methods use the frequency separation between transmitted and 
received signals to calculate range. CW radar provides a measurement of relative velocity which can 
be used to distinguish moving targets from stationary targets or clutter. 
The time delay T between transmitted and received waveforms for a stationary target at a distance 
of R with a velocity of propagation c can be derived as  
 ܶ ൌ ʹܴܿ  (1.6.1) 
The above methods discussed are all frequency modulated methods for radar measurement.  
Another method of radar measurement is amplitude modulation. Pulse radar is a common example 
of this method. This method consists of transmitting a train of narrow pulses modulating a sinewave 
carrier. The amplitude goes down to zero between pulses and one for the pulse. The pulse is 
rectangular in shape. The rate at which the train of pulses is transmitted is referred to as the Pulse 
Repetition Frequency or PRF. In pulse radar systems, it transmits a relatively short burst of 
electromagnetic energy after which the receiver is turned on to listen for the echo. This echo is a 
measure of a target being present and also the time difference between transmitted pulse and 
received echo corresponds to the distance to the target. The separation of the echo signal and 
transmitted signal is made on the basis of differences in time. 
Measuring the distance to the target is done by measuring the time taken for the pulse to travel to 
the target and return back. Electromagnetic energy travels at the speed of light, so the range, R is 
 ܴ ൌ ܿȟݐʹ  (1.6.2) 
c is the velocity of light and is ͵ ൈͳͲ଼meters per second. ȟݐ is the time required for the wave to 
travel and return back [33]. 
The angle to the target is obtained by the antenna pointing angle. A simple form of radar antenna is 
a reflector with a paraboloidal shape.  This focuses the energy into a narrow beam just like the 
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headlamp of an automobile. Therefore the direction of the target can be calculated from the angle 
the antenna is pointing when it’s detecting the target. 
Pulse radars use elapsed time between transmitted and received signals to obtain range. 
Consequently they have a long receive time or equivalently, a low pulse repetition frequency [36]. The 
energy transmitted by this type of radar system is restricted by the value of the peak power of the 
system. 
The radar transmitter may be operated continuously rather than pulsed, if the strong transmitted 
signal can be differentiated from the weak echo. The weak echo can be as weak as ͳͲିଵ଼ of the 
transmitted signal or even less [36]. 
It is known that in areas such as acoustics and optics that if either the source of oscillation or the 
observer of the oscillation is in motion, an apparent shift in frequency will be produced [35]. This is 
known as the Doppler Effect and is the basis of CW radar systems. Consider a radar system and a 
target R distance apart from each other. The total number of wavelengths (λ) that can be 
accommodated between the two-way path between the radar and the target is 2R/λ (here we 
assume that the distance and the wavelength are measured in the same units). Then the total 
angular excursions φ taken by the signal during its journey is 4πR/λ. If the target is in motion, the R 
and the phase φ will continually change [36]. The change is φ with respect to time is the Doppler 
angular frequency ߱ௗ 
 ߱ௗ ൌ ʹߨ ௗ݂ ൌ 
݀߶
݀ݐ ൌ 
Ͷߨ
ߣ
ܴ݀
݀ݐ ൌ 
Ͷߨݒ௥
ߣ Ǥ (1.6.3) 
Here,  
ௗ݂ = Doppler frequency shift 
ݒ௥ = relative velocity of the target with respect to radar 
The Doppler frequency shift is 
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 ௗ݂ ൌ 
ʹݒ௥
ߣ ൌ
ʹݒ௥ ଴݂
ܿ  (1.6.4) 
Here, 
଴݂ = transmitted frequency 
ܿ = velocity of propagation = ͵ ൈ ͳͲ଼m/sec 
To increase the transmitted energy, Pulse Doppler radar was developed. Pulse Doppler radars when 
compared to Pulse radars have a high pulse repetition frequency [35, 36]. However these radars have 
limitations in obtaining radar-target range because of not being able to use time discrimination 
ranging. High PRF radar operation is due to Doppler principles. High PRF radars operate 65 to 300 
kilocycles per second range and low PRF radar operated in the 300 to 4000 pulses per second range 
[36]. 
When comparing high PRF and low PRF radars, it can be seen that high PRF radars have high average 
power, unambiguous range rate measurements, ambiguous range measurements, sophisticated 
range determination, complex general system characteristics and excellent detection in clutter [36]. 
Tracking radars are radars used to track targets in a spatial position using angular position data and 
range rate values. The tracking method can either be continuous or discrete. In the case of 
continuous tracking, this is achieved by focusing the radar beam on the target and extracting 
tracking information to predict the target position continuously. Discrete tracking on the other hand 
scans a given search volume and illuminate targets, periodically collecting space angles, range and 
range rate. This information is digitally processed by a computer using smooth and prediction 
equations to calculate the special position of the target [26]. 
The Doppler navigation system is a self contained dead reckoning system. It obtains the desired 
navigational information through measurement of velocity by means of Doppler radar and 
measurement of direction by means of a directional sensor.  These two components are combined 
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together where the velocity is integrated into the distance travelled from a known point of 
departure [24, 26]. 
Doppler navigation systems have advantages over other methods of navigation because it provides 
continuous velocity and position with respect to the ground. It is completely self contained and does 
not require any ground stations. It’s average velocity information is extremely accurate [26]. The 
application of this technology in speed guns has been a great success for law enforcement. Doppler 
navigation systems can operate in all weather conditions, except for certain extremities of rain. 
These systems can use high reliability, solid-state designs because of their low radiated power. 
The downside to Doppler systems is that it is dependent on azimuth information on an external 
directional sensor [26]. It also requires either external or internal vertical reference information. 
There is also position information degradation when the distance travelled increases [26]. The 
instantaneous velocity information obtained by the system is not as accurate as the average velocity. 
A Doppler radar system consists of four major components. These are the antenna, transmitter, 
receiver and frequency tracker. In this system, the transmitter generates the signal that is 
transmitted by the antenna. The reflected signal is received, mixed with the transmitter signal and 
then the resultant Doppler shift is amplified in the receiver. The role of the frequency tracker is to 
detect the velocity component. A data converter then converts the data into human readable data 
such as ground speed and drift angle. 
The basic types of transmission modulations used with Doppler radar systems are incoherent pulse, 
coherent pulse, continuous wave and Frequency Modulated Continuous Wave (FMCW) [24, 26]. Out of 
these, coherent pulse and continuous wave are the most popular in use. Evidence has shown that 
incoherent pulse systems are the least efficient of them all and are rarely used. 
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1.7 Airborne radar 
Airborne radar is widely used in air navigation. Like light, the radio waves of the frequencies used by 
these types of radar also travel in straight lines. Therefore for the radar device to receive echoes 
from the target, the target must be within line of sight. However for this to be successful, the echoes 
need to be strong enough to overcome noise and ground clutter. The strength of a target’s echoes is 
inversely proportional to the fourth power [24]. Therefore as the target approaches the echoes grow 
stronger. There are many factors that influence the detection of the echoes. These include the 
power of the transmitted waves, the time period in which it is transmitted, the size of the antenna, 
the reflecting characteristic of the target, the wave length of the radio waves and the intensity of the 
background noise and clutter [24, 26]. 
Radar can be made small enough to fit in the nose of a fighter jet and this can still detect targets 
hundreds of kilometres away. Radar fitted in larger aircraft can detect targets at greater ranges. For 
detecting and tracking aircraft both azimuth and elevation are required. The radar beam is given a 
conical shape and is called a pencil beam. Typically this is three to four degrees wide. For long range 
surveillance, mapping or for detecting targets on the ground only azimuth is required. Therefore the 
beam is given a fan shape [24, 26]. 
There are three main types of airborne radars, they are known as generic radar types. The first is the 
‘pulsed’ radar, the second type is the ‘pulse – Doppler’ radar and the third one is known as a 
‘specially tailored pulse-Doppler’ radar designed to meet special requirements of stealth aircraft [24]. 
The generic pulsed radar is capable of automatic searching, single-target tracking and real-beam 
ground mapping. In addition to the four major components of radar such as the transmitter, 
receiver, antenna and display it also has a synchronizer, modulator, duplexer and a receiver 
protection device.  
The synchronizer unit synchronizers the operation of the transmitter by generating a continuous 
stream of very short and evenly spaced pulses. These pulses are supplied to the modulator and 
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indicator units. The modulator unit receives the short pulse from the synchronizer and produces a 
high power pulse of direct current energy and this is then supplied to the transmitter.  
The duplexer is waveguided switching mechanism. It connects the transmitter and receiver to the 
antenna. It is sensitive to the direction of flow of the radio waves. It allows the waves coming from 
the transmitter to the antenna to pass with negligible attenuation while blocking their flow to the 
receiver. Similarly, it allows the waves coming from the receiver to the antenna to pass with 
negligible attenuation while blocking their flow to the transmitter. 
Some of the energy of the radio waves is reflected from the antenna back to the duplexer due to 
electrical discontinuities between the antenna and the waveguide conveying the waves to it. The 
duplexer performs its switching based on the direction of flow. There is nothing to prevent the 
reflections from hitting the receiver. The reflected energy is only a small amount of the transmitter’s 
energy but due to the high power of the transmitter, these reflections are strong enough to do 
damage to the receiver. Therefore the receiver protection device protects the receiver from these 
reflections [24]. 
In addition to the above, there is also an antenna servo and power supply system. The antenna servo 
is the mechanism that points the antenna towards the desired direction during operation. It also has 
a gyro that takes azimuth and elevation error signals and resolves them to horizontal and vertical 
components.  The power supply system converts the aircrafts 115 volt 400 hertz primary power 
source into direct currents that are required for the operation of the radar components [24]. It first 
converts the 400 hertz power to standard voltage and then converts it to DC current. The power 
supply regulates the current so it remains constant. The antenna servo however users the aircrafts 
direct power source of 400 hertz. 
In some applications where extremely precise tracking is needed, rate integrating gyro’s are 
mounted onto the antenna. They initialize and establish azimuth and elevation axis to which the 
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antenna servo then holds position and this position is maintained regardless of disturbance created 
from the aircrafts movements. This feature is referred to as space stabilization [24]. 
Tracking error signals are smoothed and have corrections applied to them to anticipate the aircrafts 
acceleration and target relative position.  
The drawback of simple Pulsed radar is that it cannot easily differentiate between airborne targets 
and ground clutter due to the successively transmitted pulses not being coherent.  In early days this 
was controlled by not letting the radar beam strike the ground so it can avoid the clutter but this 
was later seen as a limiting factor of the radars tactical capability [21]. 
Clutter was spread over diverse frequencies, there was also beats between various clutter 
frequencies. This made the performance of this type of radar very marginal. However these 
problems were overcome with the development of pulse-Doppler operation. 
Physically, Pulse Doppler radar is no different to Pulsed radar however it has a very big improvement 
in performance. It has the capability of detecting small aircraft over long ranges, even amidst strong 
ground clutter. These types of radar are capable of tracking moving targets on the ground. It can 
make real time high resolution SAR ground maps providing the same resolutions at short and long 
ranges. These radars are also highly reliable.  
Pulse Doppler radar makes three basic innovations which are coherence, digital processing and 
digital control. In comparison to the pulsed radar it has a computer called the radar data processor. 
It has an additional unit called the exciter. The data processor and exciter together replace the 
synchronizer unit. It eliminates the modulator as this task is now absorbed by the transmitter. These 
devices also have a digital signal processor. The indicator is also eliminated in the pulse Doppler 
radar 
Generic radar for stealth came about from analysing war times when the United States went to war 
with Vietnam and the Middle East [20]. The United States decided in future wars that it would be 
harder to get through air defences without the advantages of a stealth aircraft. That meant their 
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delectability by radar needed to be reduced. The aircraft that were developed are low observable, 
stealth aircraft which have a Radar Cross Section (RCS) no greater than a bird. Although the aircraft 
was undetectable by radar, this still caused issues by having an onboard radar system. This meant 
the radar waves reflected off the onboard radar could still be tracked by the enemy. This would then 
give them the location of the aircraft. For this reason, the first stealth aircraft the United States 
developed did not have any onboard radar systems [20]. 
The key was to minimize the RCS of an antenna and to mount it on the aircraft in a fixed position so 
that its face wouldn’t reflect radar waves back in the direction of the illuminating radar. A major 
problem that was faced was beam steering [21]. There are various methods that were devised to 
overcome this and one of the more popular ones is known as photonic true time delay beam 
steering. 
Avoiding detection of the radars signal is a challenging task. This is due to the radar waves travelling 
towards the target and back, being able to be intercepted by the enemy. In order to be able to avoid 
detection, Low Probability of Interception (LPI) features have been developed [24]. These features are 
the radar’s ability to coherently integrate with the target echoes, reducing peak transmitted power 
to a minimum at the time of target detection, spreading the radars power over a broad band of 
frequencies, supplementing radar data with target data gathered from infra red and other sensors 
and only turning on the radar system when absolutely necessary. Combining these LPI features, 
radar systems are still able to track targets without it’s signals being able to be intercepted by the 
enemy. 
Electronic beam steering along with LPI and other advanced techniques have helped develop these 
stealth systems that are capable to perform with great accuracy and be able to be undetected 
simultaneously. 
Airborne radar applications can be classified into two major categories. These are civilian and 
military applications and primarily military applications. Radar applications can also be further 
Chapter 1 – Introduction to Continuous Wave Radar 
 
27 
 
classified into other categories by the type of applications. These are hazardous weather detection, 
navigational aid, ground mapping, short range sea search, reconnaissance and surveillance, 
fighter/interceptor support, air/ground weapons delivery and proximity fuses. 
The most common hazards to flight safety are turbulence, hail and windshear or microbursts [24]. 
These are all common occurrences during thunderstorms and aircraft have to fly in these 
unpredictable conditions on a daily basis. One of the most common uses of airborne radar is to alert 
pilots of such conditions in order to help them navigate the aircraft in this hazardous weather and 
get to their destinations with minimal impact to safety and the comfort of the passengers onboard. 
Radar plays a great role as a storm avoidance system in aircraft. If appropriate radio frequencies are 
chosen for transmitted pulses, then the radar can see through clouds and receive echoes from rain 
within and beyond the clouds. Larger rain drops produce stronger echoes. Sensing the rate of 
change of the echoes received, the system is capable of identifying thunderstorms in its 
surroundings. Airborne radar systems are able to sense a wide area around the aircraft and can 
therefore identify where thunderstorms and turbulence exist. This information is then useful for 
pilots to navigate away from dangerous storms and re-plan their flight path. 
Airborne radar systems also detect and alert windshear warnings. Windshears are strong down 
drafts that can accompany thunderstorms. When flying into a down draft it creates a strong 
headwind for the aircraft and when flying out of a down draft a strong tail wind is created [24]. These 
conditions can be very dangerous for an aircraft that is flying low and close to the ground. For 
example, in situations such as take offs and landings. The sudden change in wind conditions can 
cause an aircraft to crash. In addition to the entry and exit points of a down draft, the middle of the 
draft can also be dangerous. When air flows rapidly in opposite directions, the central section 
experiences low air pressure conditions.  This can have an effect in the airspeed of the aircraft and 
can cause the aircraft to stall or have fluctuations in altitude. 
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Pulse Doppler radar works great in identifying windshear. This type of radar is sensitive not only to 
the intensity of the rainfall but also the horizontal velocity. Measuring the rate of change of the 
velocity of the horizontal winds, these systems are capable of effectively identifying windshear 
conditions. These radar systems have high sensitivity and are able to detect these winds embedded 
in rain as much as 5 miles away [24]. This relates to about a 10 second warning to the pilot who can 
then take immediate corrective action [24]. 
Airborne radar also acts as a navigational aid. It helps mark location information of remote facilities 
of interest, assisting air traffic control to identify objects in its airspace, preventing air to air mishaps, 
measuring absolute altitude, provides guidance coordinates for low flying aircraft and measures the 
distance and altitude to points on the ground. 
Points of interest offshore like helipads or remote airports can be marked with radar beacons. The 
simplest beacon is called a transponder and consists of a low power transmitter, a receiver and an 
omni directional antenna [21]. The transponder receives the pulse of any radar whose antenna beams 
sweeps over it and returns a pulse on a different frequency. This enables aircraft to locate these 
points of interest. This type of technology is used on remote helipads on oil rigs. Air traffic control 
beacon systems (ATRBS) use similar beacons but they are a bit more complex in that they include an 
interrogator. It transmits coded interrogating pulses in response to which transponders reply with 
coded replies [26, 29]. 
ATRBS devices are carried in all aircraft except for very small private aircraft. These devices 
communicate with air traffic control radar at all major airports. The interrogator uses two codes, one 
is the identification of the aircraft carrying the transponder and the other is the aircraft’s altitude [29]. 
The air traffic control operator can investigate an incoming aircraft by simply touching the blip on 
the radar display with a light pen. 
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Another use of the ATRBS transponder is the traffic collision and avoidance system (TCAS II) this is 
integrated with the aircraft’s weather radar system. TCAS determines the aircraft’s direction, range, 
altitude separation and closing rate. Using these parameters the system can prioritize threats [21]. 
Absolute altitude is a parameter useful in aviation. In aircraft, downward looking CW radar using 
Frequency Modulated (FM) ranging can calculate absolute altitude.  This radar, when interfaced with 
the aircraft’s autopilot altimeter can ensure smooth tracking of the aircrafts glide scope for 
instrument guided landings. 
In low altitude flying conditions, a fighter aircraft’s forward looking radar scans the terrain ahead by 
sweeping a pencil beam vertically. The resulting vertical profile populates vertical steering 
commands. These commands are then supplied to the aircraft’s flight control system or autopilot 
system that can then safely fly the aircraft automatically at terrain skimming altitudes [29]. 
Terrain avoidance radar can also scan horizontally thus enabling aircraft to not only fly close to the 
ground but also can fly around obstacles in its path. 
Radar is widely used in ground mapping applications. For example, some of these applications are 
ice patrol, high resolution terrain mapping, law enforcement, bushfire surveillance, ground contour 
calculations and autonomous blind landing guidance [21]. 
Aircraft are equipped with radar devices that scan the ground and map ice layers. This map helps 
create charting passages through ice in water that freeze during winter. Radar devices are fixed on 
both sides of the aircraft that then flies in a straight line. An optical scanner records the received 
output from the radar and is then mapped to identify the water from the ice. The radars are fixed 
and the antennas used for this application are simple, therefore this is an inexpensive use of radar 
technology. This technology is known as Side Looking Airborne Radar (SLAR) and this gave birth to 
Synthetic Aperture Radar (SAR) which is more commonly used in airborne applications [21, 29]. 
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In terrain mapping applications such as navigation, environment monitoring and geological 
exploration, radar mapping can be used to create high resolution maps even from a great distance 
away. These maps are of high accuracy and are still developed at a fairly low cost. 
This mapping technology is also useful in law enforcement. Identifying illicit activity is made a lot 
easier with these high resolution maps. This can be done without alerting the offenders. Surveillance 
over a period of time can be gathered that will assist law enforcement to put together a case 
supported by evidence.  Other areas that also benefit from this technology are fisheries protection 
agencies. Another useful application of radar mapping is in disaster management for example when 
oil spills occur. Mapping of the oil spill area gives an indication of the magnitude of the spill and 
helps with the cleanup operation. 
There are four main applications to consider in reconnaissance and surveillance. These are long 
range air to ground reconnaissance, early warning, air to ground battle surveillance and balloon 
borne low altitude surveillance [9, 10]. 
During the cold war, high resolution SAR radar devices provided all weather surveillance over 
military build up areas in the Soviet Union. These radars were installed on the U-2 aircrafts and later 
on the higher flying TR-1 reconnaissance aircraft. During the gulf war, this long range air to ground 
radar systems provided useful information to identify enemy targets on the ground so fighters and 
bombers could attack the targets [56]. 
In the late 1990’s these radars were developed for small pilotless unmanned aerial vehicles that 
were capable of long range flights. The radar images that were captured were then relayed directly 
to the users on the field. These images had a one foot resolution [56]. 
Early warning and sea surveillance radar can detect low flying aircraft, surface vessels and missiles at 
greater ranges than radar system on the ground. These systems can provide early warning of 
approaching hostile aircraft, vessels and missiles. The aircraft that carry this type of radar are 
generally large and slow like the US Hawkeye, so they can employ large radar devices to provide a 
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greater angular resolution while operating at low enough frequencies to overcome atmospheric 
attenuation [21]. These radar devices can transmit at high power levels and also have 360 degree area 
coverage. They can detect low flying aircraft and also very high flying aircraft due to the nature of its 
transmitting capabilities. Surveillance radars are capable of tracking over a hundred targets at any 
given time. 
Air to ground surveillance and battle management radar systems are capable of covering a large 
area of ground space. These airborne radar systems are equipped with long electronically steered 
side facing antennas. These systems are capable of tracking moving targets using Moving Target 
Indication (MTI) and stationary targets using SAR [21, 24]. These airborne radar systems can survey 
around hundred or more miles into enemy territory. 
Low altitude air and sea surveillance systems use radar systems mounted on tethered balloons. 
These are large reflector-long range radar systems. These were developed by the US customs to 
create a fence along the southern border as part of the war on drugs mission. 
Airborne radar is also useful in fighter/interceptor missions. Here the radar  system helps not only to 
thwart attacks by aircraft and missiles but also helps to control the airspace over a given region. The 
radar system has four vital roles which are to search, raid assessment, target identification and fire 
control [24]. 
In air to air search the radar system may already have a target intercepted or it may be searching the 
airspace looking for targets. 
Airborne radar raid assessment can operate in two modes. One is to track while scan, that allows to 
track targets while scanning for other possible targets. Another mode is called single target tracking 
where a target is locked in and providing exceptional firing range and Doppler resolution for that 
specific target [24]. 
Target identification is another role of airborne radar. Here the fighter aircraft transmits 
interrogating pulses to which transponders fitted to friendly aircraft respond with coded replies. This 
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helps identify friendly aircraft from enemy aircraft. These coded replies can be intercepted by enemy 
aircraft therefore additional means of non-corporative target identification methods have been 
developed. 
One such method is signature identification [24]. It takes into account unique characteristics of the 
echoes received from the various aircraft and identifies radar targets by types. Another technique is 
to provide sufficient range resolution that targets may be identified by their 1D range profiles. Using 
Inverse Synthetic Aperture Radar (ISAR) imaging 2D range profiles can be derived [24]. 
Depending on the distance between the aircraft and the target aircraft the pilot decides whether to 
use the aircrafts guns or the guided missiles. When firing guns, the radar locks onto the target in 
single target tracking mode. In this mode, the pilot receives vital information such as steering 
commands and firing commands via a heads up display so he does not have to take his eyes off the 
target. The aircrafts firing computer is continuously supplied with the range, range rate, angle and 
angular rate of the target the radar is locked on to. 
Radar guided missiles are fired from beyond visual range. There are long range and medium range 
missiles. Phoenix is an example of a long range missile and Advanced Medium Range Air-to-Air 
Missile (AMRAAM) is an example of a medium range missile [121]. A wide variety of fighter aircraft can 
carry these types of missiles. These missiles can be fired in both single tracking and track while scan 
modes. Therefore more than one missile can be fired at a time, at multiple targets. 
Phoenix is lofted onto a trajectory initially. It has a radar seeker that homes in on the target 
illumination provided by the fighter’s scanning radar. At close ranges the seeker switches to active 
guidance mode where it then provides its own target illumination. AMRAAM has an inbuilt 
command inertial guidance system. It is capable of steering the missile on a programmed interceptor 
trajectory based on target data provided by the fighter’s radar prior to launching from the aircraft. If 
the target changes course, updates are received by the missile by coding the radar’s normal 
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transmissions. These messages are picked up by a receiver in the missile and new target positions 
are known to the missile. 
1.8 Radar Frequencies and Characteristics 
Radar transmission frequencies range from 25 to 70,000 megahertz [21]. Radar data transmitted 
frequencies are referred to as RF frequencies. The target returns are reduced from these frequencies 
to the intermediate frequency (IF) range, The IF range is 30 to 60 megahertz [21]. 
The sensitivity of Doppler radar increases with frequency, the higher the frequency the smaller the 
beamwidth for a given antenna size. This smaller beamwidth results in a smaller velocity fluctuation. 
If the frequency is too high, absorption effects of atmosphere and rain become large. 
Radar travels in straight lines when in free space with no atmospheric gases. However in the 
presence of the atmosphere, radar does not travel in straight lines, it bends and refracts. This can be 
countered by using an effective earth’s radius [21].  Multiplying the earth’s radius R by a factor k, we 
get, 
 ݇ ൌ 
ͳ
ͳ ൅ ܴሺ݀௡ ݀௛ൗ ሻ
 (1.8.1) 
Here ݀௡ ݀௛ൗ  is the rate of change of refractive index ݊ with altitude and is usually a negative number. 
݇ is an average value that changes with meteorological conditions. 
Radar also has another characteristic called diffraction. Diffraction in radar is similar to diffraction in 
light, beyond a straight edge. Diffraction in radar is a function of transmission frequency, the higher 
the frequency the lower the diffraction [21]. 
Another characteristic in radar is attenuation. Radar energy is attenuated in travelling through the 
atmosphere by the gases and water vapour in the atmosphere [21]. This results in the loss of intensity 
of the signal over that experienced in free space. The amount of attenuation depends upon the 
frequency of operation and also by the gas constituting the medium.  Attenuation increases in the 
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presence of rain and fog and even in the presence of clouds in the sky. A portion of energy converts 
to heat while the rest is used in molecular transformation of the components in the atmosphere. 
The reduction of the radar signal travelling a distance R towards the target can be an exponential 
function where ߙ is the attenuation coefficient and this can be expressed as, 
 ݁ݔ݌ሺିଶఈோሻ (1.8.2) 
Atmospheric attenuation increases rapidly beyond 35 gHz therefore ground radars operate beyond 
this frequency [21]. The amount of attenuation of electromagnetic waves in the diffraction region 
beyond the line of sight is so severe that, for practical purposes, normal radars may be said to be 
limited to line of sight propagation or less. 
Clutter is a term used to refer to the effect radar waves experience from the interception of the 
radar wave with land, sea or other man-made objects. Clutter causes degradation of the radar signal 
and is the cause for loss of performance. Clutter acts as an obstacle in identifying and tracking 
targets accurately. Clutter is a major problem for airborne radars as well as ground and ship based 
radars in low grazing angels. 
Clutter calculations can be derived using the following parameters [21]; 
 ܵ஼ ൌ
ܲܩଶߣଶܮ
ሺͶߨሻଷܴସ ߪ (1.8.3) 
Where ܵ௖is the average returned clutter power, ܲ is the transmitted power, ܩ is the antenna gain, ߣ 
is the wave length, ܮis the system losses, ܴis the range to ground and ߪ is the target cross section. 
Clutter mitigating algorithms are developed into radar systems to alleviate the effect of clutter by 
filtering it out. Clutter suppression is a huge problem for radar designers. 
The ability of a radar receiver to detect a weak echo signal is limited by noise energy that occupies 
the same frequency band as the signal energy itself.  The weakest signal detectable is known as the 
minimum detectable signal. Detection of a target is based on establishing a threshold level at the 
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output of the receiver. Here, if the receiver output exceeds the threshold, a signal is assumed to be 
present and can be identified. 
Noise is unwanted electromagnetic energy which interferes with the ability of the receiver to detect 
the wanted signal. Noise is almost always present in the atmosphere and cannot be avoided. Apart 
from this, noise is also generated within the receiver itself. There is also the thermal noise or 
Johnson noise which is generated by the thermal motion of the conduction electrons in the receiver 
input stages.  
The threshold level needs to be low in order to detect weaker signals. Stronger signals are able to go 
beyond the threshold level and therefore they can be detected. The weaker signals cannot reach the 
threshold level, therefore, they go undetected. Also, when noise is present, having a low threshold 
still creates problems for weaker signals as they can have similar amplitudes to the noise signal and 
can confuse the detecting process. 
Almost all radar systems use directional antennas for signal transmission and reception [21]. When 
transmitting, the antenna channels the radiated energy into a beam to increase the energy 
concentrated towards the target. 
The antenna gain is a measurement of radiated power in a particular direction by a directive antenna 
to the power which would have been radiated in the same direction by an omnidirectional antenna 
with 100 per cent efficiency [26]. Antenna gain can therefore be expressed as, 
 ܩሺߠǡ ߶ሻ ൌ ݌݋ݓ݁ݎݎܽ݀݅ܽݐ݁݀݌݁ݎݑ݊݅ݐݏ݋݈݅݀݈ܽ݊݃݁݅݊ܽݖ݅݉ݑݐ݄ߠܽ݊݀݈݁݁ݒܽݐ݅݋݊߶݌݋ݓ݁ݎ݈݀݁݅ݒ݁ݎ݁݀ݐ݋ܽ݊ݐ݁݊݊ܽȀͶߨ  (1.8.4) 
Gain is a function of direction. The properties of an antenna are the same for both transmitting and 
receiving antennas. Therefore, gain and effective area of a transmitting antenna would be the same 
when the antenna is used for receiving. 
Antenna beams have two distinct patterns, they are the pencil beam and fan beam. Pencil beams 
are more commonly used when it’s necessary to continuously measure the angular position of a 
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target in both azimuth and elevation. In a fan beam, one dimension is broad and the other 
dimension is narrow. They are narrow in azimuth and broad in elevation [26]. 
Pencil beam radar is used for tracking and in control applications such as weapons or missile 
guidance systems. Fan based radar is used in ground based search radars. 
Signal loss is a factor in radar systems, this reduces the single to noise ratio at the receiver output. 
The types of loss are antenna beam-shape loss, collapsing loss and losses in the microwave plumbing 
[24]. These losses are a significant factor and cannot be ignored when calculating the performance of 
a radar system. 
Radar measurements involve target range and two angular coordinated to determine the target 
position coordinates. Coherent radars also have the capability of measuring target radial velocities. A 
target must be resolved from other targets by at least one coordinate for its parameters to be 
measured [30, 31]. 
Target range resolution ȟܴ can be written as, 
 ȟܴ ൌ ܿʹܤ ൌ
ݐோܿ
ʹ  (1.8.5) 
Here, ܤ is the signal bandwidth and ݐோ is the compressed pulse duration. 
The angle resolution is defined by the beamwidth, ߠ. The physical cross range separation can be 
expressed with range ܴ as, 
 ȟܦ ൌ ܴߠ (1.8.6) 
The radial velocity ȟܸ resulting from Doppler frequency shifts is, 
 ȟܸ ൌ ߣʹ߬ ൌ
ߣ ோ݂
ʹ  (1.8.7) 
Here, ߬ is the waveform duration and ோ݂ is the Doppler frequency resolution. 
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Radar tracking is a combination of a series of measurements of target position and radial velocity 
that are processed to estimate the target’s path. Target tracking provides for an estimate of target 
course and speed, detection of target manoeuvres and predicts the target position. 
Tracking methods and capabilities are dependent on the antenna configuration. Rotating 
surveillance radars measure a target’s position and radial velocity on each rotation. This uses the 
‘track while scan’ mechanism. Due to its nature and time delay of rotation, this is not ideal for 
applications where tracking needs to be sampled more frequently [32, 34].  Dish antennas on the other 
hand are ideal for tracking single targets. They are capable of maintaining a narrow beam on the 
target. They also generate measurements at a high rate. 
Multi function phase array radars track multiple targets using electronic beams directed at targets. 
Measurement ranges are varied by target to assist in isolating and resolving each target and tracking 
it effectively. 
Tracking can employ one of two methods of processing. They are batch processing and recursive 
processing. In batch processing, measurements are divided into groups and each group is then 
processed to estimate the target parameters. In recursive processing, each new measurement is 
processed with the results from the previous measurements to update the target parameters. 
1.9 Antenna, Transmitter and Receiver parameters 
In designing radar systems, antenna design is paramount to achieving an effective system. If we 
consider the gain of an antenna, it is the maximum radiation intensity divided from the radiation 
intensity from a lossless isotropic source [21]. 
Gain can be expressed as, 
 ܩ ൌ ܦܮைܮா  (1.9.1) 
Here, ܦ is known as the directivity or the maximum radiation intensity divided by the average 
radiation intensity, ܮை is the antenna ohmic loss and ܮா is the antenna efficiency loss. 
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The effective aperture area ܣ, determines the signal power collected by the antenna and is related 
to the antenna gain by the relationship below, 
 ܣ ൌ ܩߣ
ଶ
Ͷߨ ܩ ൌ
Ͷߨܣ
ߣଶ  (1.9.2) 
The effective aperture area is usually smaller than the physical antenna area ܣ஺ because of the 
antenna losses, 
 ܣ ൌ ܣ஺ܮைܮா ܩ ൌ
Ͷߨܣ஺
ߣଶܮைܮா (1.9.3) 
The antenna beamwidth ߠ is defined at the level of half the power of the beam peak which is known 
as the 3dB beamwidth. 
 ߠ ൌ ݇஺ߣܹ  (1.9.4) 
Here ݇஺ is known as the antenna beamwidth coefficient and ܹ is the antenna dimension in the 
plane of the beamwidth. 
Antenna pattern in the far field is given by the Fourier transform of the aperture illumination 
function below, 
 ܩሺ߰ሻ ൌ ൤නܽሺݔሻ ݁ݔ݌ ቀെ݆ʹߨ ݔߣ ݏ݅݊ሺ߰ሻቁ ݀ݔ൨
ଶ
 (1.9.5) 
Here, ߰ is the angle from the antenna mainbeam centre and ܽሺݔሻ is the antenna current density as a 
function of the distance from the antenna centre. This is also referred to as the antenna illumination. 
The close in sidelobes can be reduced by the weighting of the aperture illumination function. 
However, this also increases the beamwidth and the aperture efficiency loss. 
Signal polarisation of the radiated signal is defined as the orientation of the electric field vector. 
Linear polarisation is used mostly. In circular polarisation, the electric field vector rotates at the 
signal frequency. It rotates clockwise for right circular polarisation and counter clockwise for left 
circular polarisation. Most antennas transmit and receive a single polarisation. However, antennas 
Chapter 1 – Introduction to Continuous Wave Radar 
 
39 
 
can be designed to transmit and receive two orthogonal polarisations. Antennas can also be 
switched between polarisations for successive transmit pulses [20, 21]. 
Reflector antennas have solid or mesh metallic reflectors that are illuminated by feed horns. These 
are shaped to produce a far field antenna pattern. The most common reflector antennas are dish 
antennas and rotating reflector antennas. 
Dish antennas are a circular reflector with a parabolic shape and are steered mechanically in two 
angular coordinates. This generates a narrow symmetrical beam that is referred to as a pencil beam. 
Dish antennas are suitable for applications such as observing and tracking individual targets. 
Rotating reflector antennas have a parabolic contour in the horizontal plane that generates a narrow 
azimuth beam. The vertical contour and feed are designed to generate the necessary elevation beam 
coverage. These are often referred to as fan beams. They usually rotate continuously in azimuth to 
provide 360 degree coverage and periodic target updates. 
Phased array antennas have an array of radiating elements in a planar configuration. However the 
phase of each element is controlled via an electronically controlled phase shifter that enables the 
beam to be steered in the desired direction. This type of antenna is suitable for search, track and 
other functions to enable tactical requirements and support multi function operations. 
Transmitter parameters are also very important when designing a radar system. Tweaking these 
parameters enables for a smoother and efficient system. The transmitter duty cycle ܦܥ can be 
expressed as, 
 ܦܥ ൌ ஺ܲ
௉ܲ
 (1.9.6) 
Here ஺ܲ is the average transmitter RF power output and ௉ܲ is the peak transmitter RF power output. 
In pulse radars, the latter is larger than the average power output [21]. In pulse radars the transmitted 
pulse duration is ߬. When a radar system operates at a fixed PRF, the ܦܥ is given by the following 
expression, 
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 ܦܥ ൌ ܴ߬ܲܨ (1.9.7) 
The pulse energy is given by, 
 ܧ ൌ ௉ܲ߬ (1.9.8) 
The maximum transmitter pulse ߬௠௔௫ duration is limited by the heat build up in the transmitter 
components. The maximum pulse energy can be given as, 
 ܧ௠௔௫ ൌ ௉ܲ߬௠௔௫  (1.9.9) 
The transmitter efficiency can then be derived as, 
 ߟ௥ ൌ ஺ܲ
ௌܲ
 (1.9.10) 
Here, ௌܲ is known as the prime power supplied to the transmitter. Transmitter efficiency is usually 
around 15-35%. This is due to the loss of power used by the other transmitter components. The 
overall radar efficiency is less that ߟ௥. This is due to the waveguide, antenna loss and power loss due 
to the other components in the radar. 
The transmitter’s centre frequency, ݂ and the signal bandwidth used for transmission ܤ௥ are 
parameters that significantly influence the transmitter design [21]. The transmitter frequency stability 
is very important in radar design.  The frequency must remain stable with low phase noise for the 
coherent process duration. 
The frequency of a radar transmitter is generated by a stable local oscillator which also provides a 
reference signal for processing the received signals. For radar to be able to transmit in various 
frequencies, the stable local oscillator has a set of stable oscillators. These are phase locked to an 
extremely stable crystal oscillator [20, 21, 34]. 
Many multi function radars these days use digital waveform generation. Since the transmitter’s 
efficiency doesn’t go higher than 35% a lot of heat is generated as output. This is almost twice as 
much as the transmitter’s efficiency. The transmitter also requires cooling devices to reduce 
operating temperature due to the generated heat. The power source of a RF transmitter depends on 
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many factors such as output power level, frequency, bandwidth, efficiency, gain, stability and noise 
[20]. 
The noise produced by the receiver and measured at the receiver’s input is known as the receiver 
noise temperature. This is represented as ோܶ. This is a component of the system noise temperature, 
which is ௌܶ. These are used to calculate the signal to noise ratio. 
The receiver noise power, ோܲ can be represented as follows, 
 ோܲ ൌ ݇ ோܶܤோ  (1.9.11) 
 ோܶ ൌ ோܲ݇ܤோ  (1.9.12) 
In the above equations (1.9.11 and 1.9.12),  ݇ is a constant and is known as the Boltzmann’s 
constant and is ͳǤ͵ͺ ൈ ͳͲିଶଷ joules per Kelvin.  ܤோ represents the receiver bandwidth.  
The receiver noise factor ܨோ is related to ோܶ by the following expressions, 
 ܨோ ൌ ோܶʹͻͲ ൅ ͳ (1.9.13) 
 ோܶ ൌ ʹͻͲሺܨோ െ ͳሻ (1.9.14) 
The noise of the first stage of the receiver usually dominates the receiver’s noise level [21]. This is 
because it is amplified at that stage before noise from other stages is added. 
The effect on ோܶ from the later stages can be expressed as, 
 ோܶ ൌ ଵܶ ൅ ଶܶܩଵ ൅
ଷܶ
ܩଵܩଶ ൅ڮ (1.9.15) 
Here, ଵܶ, ଶܶ and ଷܶ and the noise temperatures of the first, second and third stages and ܩଵ and ܩଶ 
are the gains of the first and second stages. 
Receivers have various forms of gain control to maintain the signals within their dynamic range. 
These are manual gain control by an operator, automatic gain control and sensitivity time control. 
Some radars operate with a single receiver channel but most have multiple channels to perform 
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various functions. These multiple channels consists of  channels for target detection and reference 
for measurement, channels used for azimuth and elevation angle measurement, auxiliary reference 
channels for sidelobe blankers or sidelobe cancellers and channels for dual polarization reception. 
1.10 Thesis Outline 
In chapter one of this thesis an introduction to continuous wave radar has been presented. The 
chapter starts out with a section about radar concepts and explains how the birth of RADAR came 
about. Numerous applications of radar technology are then discussed followed by introducing the 
different types of radar systems. A section on airborne radar is also included.  The chapter is then 
concluded with more technical details such as radar frequencies, their characteristics and 
components such as antennas, transmitters and receivers. 
The second chapter of this thesis focuses on the subject of localisation and tracking. Static and 
dynamic systems are introduced. Important concepts in static systems such as geo localisation and 
triangulation are presented.  Localisation methods based on distance, angle, time delay of arrival 
and received signal strength indication are explained in detail in this chapter. Hybrid and Fused 
systems are introduced under the area of Dynamic systems along with some examples of these 
systems. The chapter is concluded with a brief explanation of the Optimality Criterion and the 
Cramer-Rao Lower Bound. 
In the third chapter a method of localisation of an object in 3D space via angle only measurements is 
explored. The theory behind the approach is supported by mathematical calculations. An Extended 
Kalman Filter is introduced and also applied to filter the final result. 
In chapter four, we look at tracking multiple mobile agents via single frequency continuous wave 
radar. Again here the theory is explained in detail followed by simulations in Matlab. In comparison 
to the previous chapter, here we are localising multiple objects. 
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Finally in chapter five, details of this research conducted are documented and explained elaborately. 
Dopplar radar for range and amplitude measurements is discussed and together localisation is 
explored. The ultra wide band approach is also introduced. Experimental setups are discussed and 
data analysis is carried out and modelled using matlab to propose a solution in the single dimension 
localisation. Here the theory can be extrapolated with the addition of a second dimension to not 
only localise, but also to effectively track the moving object . 
1.11  Concluding remarks 
 
Chapter one was compiled using literature reviews of the radar technology. It starts with a detailed 
background of the technology and how it evolved. Doppler radar techniques are mentioned dating 
back to 1886 indicating that Germany was the first country to explore and develop the technology. 
However there is also a mention that a few nations were involved in secretly developing the 
technology. Germany, USA, France and England have all been involved in developing the technology 
at some stage 
Radar technology and its application for target tracking are also discussed. Methods such as AoA and 
ToA are also mentioned. Radar technology’s similarity to Ultrasonic sonar technology is also 
explained as part of the research and development that occurred during World War II. 
Radar concepts are explained with its relationship to nature using the example of the flying bat. 
Radar has a repeatedly high accuracy which makes this technology a winner in tracking and 
measuring applications. 
The application of radar technology spans a variety of different areas and is not only limited to 
tracking applications. Radar is used by the military, law enforcement, geo survey institutions, 
medical professionals, in air / sea / space navigation, to name a few popular areas of application. 
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Also in this chapter, various types of radar systems are discussed in detail. The basic components 
that make up the system are explained in detail and also the technical aspect of the technology is 
also explained with some basic calculations. 
A section on airborne radar is also included as radar has a major application in air and space 
technological development. Radar frequencies and also the characteristics of the radar signal are 
also mentioned in detail. Components that make up radar systems such as antennas, transmitters 
and receivers are explained in detail and it goes on to explain how these are used in the technology. 
Towards the end of the chapter, a section has been added that explains the thesis outline that 
follows in the following chapters.
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Chapter 2 - Localisation and Tracking – A Unified Approach 
Static systems are systems where sampling is done recursively for a given target that does not 
change with time. In the case of Dynamic systems, the object of interest is changing. Therefore 
sampling has to dynamically adjust as the position coordinates of the object of interest changes. 
Static systems are memory less systems where as dynamic systems have memory capability. A 
dynamic system has RLC circuits that have capacitors that have some initial value or flip flops. A 
dynamic systems output depends on future and past values. 
2.1 Static Systems 
2.1.1 Introduction to Geolocation 
Determining and identifying the location of an emitting target is a fundamental function in tracking 
and localisation. Knowing the location of targets is useful for many reasons. If we consider this from 
a military point of view, for example, knowing the location of the targets helps with the disposition 
of forces. In addition, precession locations of the targets allow for the use of global positioning 
system (GPS) enabled ‘fire and forget’ munitions to be used to successfully negate the targets. 
Furthermore, clustering different types of emitters in the same area gives an indication of the type 
of entity at a particular location. 
The research into the field of Geolocation has in the recent past come under scrutiny and some 
aspects of society believe it is bad technology that is too evasive and monitors our whereabouts 
without consent [92]. Some countries also have Geolocation legislations in place to protect the 
community from breach of privacy and to enforce the law on providers that collect Geolocation 
information. The legislation ensures users must be informed first and must obtain full consent to 
record and report their location. However, it is understood that the benefits of the technology 
severely outweigh the negative impact it may present to society. It is technology for the better good. 
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The GPS was the first system to bring to light the benefits from accurate and reliable location 
information [66, 67, 91, 92]. Since then it has been implemented into many services and applications. GPS 
has enabled point by point navigation between destinations. The technology behind GPS is to 
measure the elapsed time for a signal to travel between a number of positioning satellites orbiting 
the globe and a mobile device. Triangulation is then used to find the location of the mobile device 
and thus enables tracking of the device. GPS uses ToA techniques.  GPS technology has had a great 
impact in the automobile industry with navigation systems improving due to this technology. 
Furthermore, GPS enabled devices such as smart phones have developed rapidly with the help of 
this technology. The success for GPS has been due to its reliability, availability and practical accuracy 
that it delivers. However, GPS has limitations in certain areas and also in indoor environments [67]. 
The GPS technology is known to be accurate up to several meters. Therefore this technology is not 
ideal for short range tracking applications [66, 67, 91]. 
A lot of developers are creating mobile applications for smart phones which are taking advantage of 
the Geolocaion technology to enable location based services for their consumers. These features 
add value to the product , to the service and also to the consumer.  For example, some applications 
are able to localise the position of the mobile device and suggest restaurants, hospitals, schools and 
points of interest. The mobile applications are able to integrate these features with a mapping 
system that then enables the user to successfully find these places of interest in respect to the 
current location of the mobile device. Some applications can also alert the user of the mobile 
application to other users that are using the same application on a similar mobile device. Another 
application of this locations based service technology is to alert conditions of bad weather, such as 
storms, tornados, hurricanes and extreme heat conditions. Mobile devices use various inbuilt 
components to assist with geolocation. In some devices, it may be an Internet Protocol (IP) address, 
a Media Access Control (MAC) address, a hardware device number or an embedded software 
number that is used to track and localise the mobile device [92]. 
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In the sections to follow several techniques are explored for computing localisation information of a 
target. This is based on differing information obtained via measurements performed on intercepted 
signals [123]. The azimuth AoA of a signal, or Lines of Bearing (LOB) are frequently used parameters 
for localisation computations. When two or more LOB assumed to be measured off the same target 
at the same time intersect each other, then the technique used to localise is known as triangulation. 
Triangulation can have several different algorithms. 
There are several methods for calculating the AoA of a signal impinging on the antenna array at an 
observation point. All these methods are based on measuring the TDoA or phase difference of the 
signals at two antennas that are separated half a wavelength or less apart. The reason for this 
configuration is because if at least two of the set of antennas used do not satisfy this condition, then 
ambiguities arise [44, 45]. 
Another method for localisation is to measure the ToA of the signal at several dispersed sensors that 
are located more than a wavelength apart. The ToA alone can be used to localise a target, where the 
isocontours are circles [44, 45]. However, more commonly, ToA’s are transferred out to a central site 
where the TDoA’s are computed between the sensors, two at a given time. 
Computing Range Differences (RD) between the sensors and targets is another closely related 
method to using TDoA. These range differences are related to TDoA by the speed of propagation in 
the medium through which the signal propagates. If in the air, we say this speed is similar to the 
speed of light. If the signal is an audio signal, then in the air it is the speed of propagation through 
the air. This can be influenced by humidity of the air and also by other parameters in the air. If the 
signal is travelling under water, then its speed of propagation is that of the speed of sound through 
water. 
Another form of quadratic processing is to measure the Differential Doppler (DD), this is also known 
as differential frequency. These measurements generate target location isochrones upon which the 
target is known to lie. The greatest challenge in using this method for localisation is that the target 
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cannot be moving. If the target is moving then this causes large errors when trying to measure the 
Doppler differences [106, 119]. 
All of the methods that utilise ToA, TDoA, RD and DD generate quadratic curves referred to as Lines 
of Position (LoP), upon which the emitter lies. This is subject to measurement errors and noise 
perturbations.  The intersections of these lines of position are then used to localise the targets. 
However, if targets are moving, then errors can occur in localisation. These errors can be mitigated if 
motion is detected. It is required to measure the time delay between the sensors to determine the 
lines of position. 
Signals in the high frequency range are capable of propagating considerable distances using the 
reflections of the earth ionosphere. This bending of the signal is the result of refraction of the signals 
within the ionosphere due to variations in the electron and ion density in the ionosphere. 
Estimation the Geoposition of these targets is possible using the AoA estimation techniques. 
Knowing the azimuth AoA of the signal, coupled with it’s elevation angle and combined with an 
estimate of the equivalent height of the ionosphere, allows for the estimation of the location of the 
target with a single sensor. These localisation techniques are known as Single Site Location (SSL) [92]. 
One of the most widely used forms of AoA estimation is amplitude comparison [106]. The reason for 
its popularity is due to its simplicity in technology. It is a widely used technique in aircraft 
serviceability equipment, for example radar warning receivers. Every combat aircraft in service today 
is using this type of technology in its equipment. The downfall for this type of technique is that it can 
be fairly inaccurate. 
2.1.2 Introduction to Triangulation 
Triangulation applies to estimating location by calculating the most likely point for the target, given 
the intersection of two or more lines of bearings from sensors at known locations [109]. Triangulation 
is widely used and there are several methods available for measuring the azimuth AoA of signals. 
The limiting factors of localisation accuracy are noise, measurement errors and multipath reflections 
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[109]. Triangulation is localisation of a third unknown point using one known side and two known 
angles. 
Triangulation can be implemented in a variety of platforms such as aircraft, ships and ground 
vehicles. Examples of applications of triangulation are surveying, navigation, meteorology, 
astronomy, weapons guidance, etc.  If a signals phase is used as the parameter for computing lines 
of bearing, then triangulation requires an array of antennas with a baseline shorter than half a 
wavelength to avoid ambiguities in phase angle measurement. Parameters other than phase can 
also be used such as relative amplitude. This can be used as the angle indicator. 
To express the basic concept of triangulation, let’s assume two sensors ݏଵ and ݏଶ positioned a 
distance ݀ from each other and a single target as displayed in figure 2.1.2.1 below. Each of the 
sensors computes a line of bearing relative to some reference. This is the same for both sensors. 
Using simple trigonometry we can say the following, 
 
 
Ȱଵ ൌ
݀ଵ
݀  
 
(2.1.2.1) 
 ݀ଵ ൌ ݀ Ȱଵ (2.1.2.2) 
and  
S1 S2 d 
d1 
d2 
Φ1 
Φ1 
Φ2 
Target 
Figure 2.1.2.1 Triangulation 
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 ሺȰଶ െ Ȱଵሻ ൌ
݀ଵ
݀ଶ (2.1.2.3) 
 ݀ଶ ൌ
݀ଵ
ሺȰଶ െ Ȱଵሻ (2.1.2.4) 
This yields, 
 ݀ଶ ൌ
݀ Ȱଵ
ሺȰଶ െ Ȱଵሻ (2.1.2.5) 
When the following parameters ݀ଶǡ Ȱଶǡ ݔܽ݊݀ݕare known, then the distance to the targets from 
ݏଶ can be computed as follows, 
 ݔ ൌ ݀ଶ ሺȰଶሻ (2.1.2.6) 
 ݕ ൌ ݀ଶ ሺȰଶሻ (2.1.2.7) 
The above extends to scenarios with more than two sensors and to three dimensions. Taking two 
sensors at a time and computing the coordinates of the target. The resulting coordinates can then be 
averaged. 
Another technique for localisation is to plot the measured lines of bearing and see where they cross. 
In the absence of errors in the measurement process, these lines of bearing will all cross at a single 
point. However, in general, these lines of bearing are corrupted with measurement error and noise. 
In addition, the sensors could also exhibit biases, which many parameter estimators do. These biases 
can be an inherent property of the algorithm or they can be due to the systematic errors in the 
parameter measurement device. 
2.1.3 Distance Based Localisation 
Distance based localisation is the problem of determining the location of an object of interest with 
respect to some local or global coordinate systems in an efficient and accurate method. Such 
localisation protocols can be classified into range based and range free techniques. Range based 
techniques can be further classified into Beacon based and Beacon free techniques [40]. 
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Beacon based algorithms require special nodes called beacons that know their own location and are 
strategically placed in a network. Other nodes initially compute the distance estimates to a set of 
known neighbouring beacons and then using triangulation, their own location can be found. 
Beacon based localisation has utilised efficient methods for estimating distance such as Received 
Signal Strength Indicator (RSSI), ToA and TDoA [38, 40]. 
Early research in distance based localisation has focused on removing the dependence on beacon 
nodes or minimizing the effect of malicious beacon nodes. 
Bearing sensors measure the direction to the target in respect to a local or global direction. This 
method exploits the emitter signal strength. Noise distribution and optimisation algorithms do very 
little in exploiting the underlining geometrical solution of localisation. 
2.1.4 Received Signal Strength Indicator 
Wireless Sensor Networks (WSN) plays an important role in precise motion and location tracking in 
systems for sports, medicine and many other fields. The performance of these systems relies highly 
on the accuracy of the tracking system. Therefore there is a great emphasis on improving the 
tracking resolution of these systems, up to centimetre accuracy. RSSI is a common measurement 
metric for WSN. The main processing methods are based on either statistical approaches or on 
geometrical techniques of triangulation. 
RSSI is the measurement of power present in a received radio signal [38]. It is a generic radio receiver 
technology metric that can be incorporated into a low power and low cost system.  RSSI is usually 
measured in dBm’s.  RSSI calculates the propagation loss from the signal strength of the transmitted 
signal from the transmitting node to the received signal strength from the receiving node [38]. This 
propagation loss is then converted to distance. This type of technology can be used to estimate node 
connectivity, link quality estimation, power control and node distance [38]. However, the relationship 
of RSSI and distance is affected by noise and is therefore not a straight forward measure. Some level 
of error filtering is required in order to get an accurate distance measurement.  
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RSSI is part of the IEEE 802.11 protocol family and the 802.15.4 standards and is supported by most 
of the existing transceiver chipsets [38]. Due to its low power consumption in comparison to other 
methods, this technology is widely used in various applications such as tracking. 
RSSI has a large variation because it is subjected to deleterious effects of fading and shadowing. 
Therefore to achieve higher accuracy, a RSSI system requires more data packets than other systems, 
comparatively [38].  Having to collect large volumes of data means that more traffic is experienced in 
the device and more energy is also consumed therefore reducing the life span of the device. 
Reflections of transmitted signal results in sever multipath interference at the received signal.  This 
interference causes range estimation errors and can lead to tracking errors. 
The sensitivity of RSSI measurements to the medium and to the distance, can be mitigated by using 
prior knowledge of the target application or the relevant environmental settings that lead to 
improved tracking accuracy. An appropriate transmission rate results in effective use of the 
correlation among consecutive RSSI measurements thus resulting in reducing noisy measurements. 
New wireless applications have been developed that utilise RSSI in areas such as indoor and urban 
Non Line of Sight (NLoS) environments [38]. For these applications, RSSI is an attractive technology 
because of its cost effective application while also providing comparable location accuracy. RSSI can 
also be integrated into other types of location systems. RSSI information is required by other 
applications for the purpose of basic radio functions such as clear channel assessment, link quality 
estimation, hand over and resource management. It may also be the only ranging information 
available in severe multipath environments, surveillance and security applications. 
Localisation techniques using RSSI can be classified into range based positioning, RF fingerprinting 
and proximity based positioning. If we consider a source localisation problem with ݉ anchor nodes 
given and with known coordinates ݔ௜ ൌ ሾݔ௜ǡ ݕ௜ሿ் then their RSS measurements are translated into 
the distance ൛݀ప෡ ൟ௜ୀଵ
௠
 to the signal source using a radio propagation model. 
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Denoting the unknown target position as ߠ ൌ ሾݔǡ ݕሿ், a basic mathematical problem can be 
formulated for position location. This is referred to as lateration, 
 መ݀௜ଶ ൌ ԡߠ െ ݔଵԡଶ ൌ ሺݔ െ ݔ௜ሻଶ ൅ ሺݕ െ ݕ௜ሻଶǡ ݅ ൌ ͳǡǥ ǡ݉ (2.1.4.1) 
By solving the above equation for ሺ݉ ൒ ͵ሻ the position for ሺݔǡ ݕሻ can be determined. There are two 
primary challenges in solving the location problem and they are finding the sources of the error and 
the optimality of a solution [38, 66]. Because of noise and other error sources additional measurements 
are needed to get a more accurate result. 
Localisation performance is fundamentally limited by numerous estimation biases and errors. RSS 
measurements are so unpredictable and therefore it is important to understand their sources of 
error in order to design a robust location system that provides great accuracy. 
Multipath fading is a major problem in wireless environments [38]. This degrades the reliability and 
accuracy of a location system considerably. This error source causes frequency selective fading 
which produces outcomes that are random and very unpredictable. It varies according to node 
geometry, mobile positioning and the surrounding environment [38]. The effects of multipath fading 
are of great concern for many location applications that operate in indoor and urban areas where 
the line of sight is typically blocked by its surrounding and a fair amount of scattering exists. 
A substantial amount of research has already been carried out to address NLoS bias effects in 
location estimation. A primary observation in NLoS is that it causes corrupted measurements. These 
measurements are positively biased so that a constrained optimisation problem can be formed. 
Research has also been done to generate algorithms that selectively remove or scale NLoS 
measurements by examining the Least Squares (LS) residual error of an estimator ToA, TDoA and 
AoA. If some measurements are known to be reliable, then the LS residuals of the other 
measurements can be exploited to selectively mitigate their effects [86]. RSS based range or location 
estimators are biased over typical wireless channels. 
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Radio location systems usually encounter systematic errors mainly due to imperfect receiver 
measurements, radio miscalibration and hardware/ software accuracy. While it may be sometimes 
ignored because of its unpredictable and complex nature, it can be detrimental to location 
estimation. Recent advancements in radio and digital signal processing technologies have greatly 
reduced the impact of the above systematic errors. 
The signal power or RSS observed via wireless channels change in a random and unpredictable 
manner, therefore they can only be characterised statistically. Due to this, a statistical model for RSS 
is employed to estimate a transmitter–receiver distance or ‘range’ ݀௜  which is then used for location 
coordinates via lateration [38]. 
In wireless transmission a signal transmitted by a mobile device travels along a number of different 
paths of varying lengths known as ‘multipaths’ [96, 116]. This radio propagation causes signal distortion 
and fading. These are attributes belonging to reflection, scattering, diffraction and/or refraction 
from obstructions in the environment. 
The overall loss of signal strength is characterised as a product of three factors which are local mean 
propagation loss, long term or slow fading and short term or fast fading. The first two factors are 
large scale effects whereas short term fading is a small scale effect [38]. 
If we consider a location system where ݉ character nodes estimate their distances ݀௜  to the mobile 
object of interest using the observed signal strength ௥ܲ, then the power or RSS (dBm) at a 
transmitter-receiver distance of ݀௜  for the ݅th anchor is characterised as follows, 
 ௥ܲሺ݀௜ሻ ൌ ௧ܲ െ ൫ܲܮതതതതሺ݀௜ሻ ൅ ܯி೔ ൅ ܺఙ೔൯ (2.1.4.2) 
In the above equation ൫ܲܮതതതതሺ݀௜ሻ ൅ ܯி೔ ൅ ܺఙ೔൯ is the total propagation loss of the ݅th link. ௧ܲ (dBm) is 
the transmit power and ܲܮതതതതሺ݀௜ሻ (dBm) is the local mean propagation as a function of distance [38]. 
The relationship between the propagation loss and distance can be captured in a log-distance 
equation as below, 
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 ܲܮሺ݀௜ሻሺ݀ܤሻ ൌ ܲܮതതതതሺ݀଴ሻ ൅ ͳͲ݊௣ ଵ଴ ൬
݀௜
݀଴൰ ൅ ܺఙ೔  (2.1.4.3) 
Here ݊௣ is the propagation loss exponent or gradient and indicates that the transmitted signals 
power decays with ݀௡೛ on average. The effect of small scale fading is reduced by averaging it out 
over a range of frequencies, space or some time period location estimation [38]. The above equation 
is subjected to large scale shadow fading and is empirically modelled as a lognormal random variable 
with zero mean and variance ߪ௦ଶ (dB). This environment dependant variable is one of the most 
influential and unavoidable factor in RSS based localisation systems [38]. 
To obtain a good estimate of RSSI probability distribution the Weibull function can be utilised [38]. 
This function is a traditional method for modelling signal strength of radio propagation. The 
probability distribution function can be expressed as follows, 
 ݂ሺݔሻ ൌ ቐ
݉
ߠ ൬
ݔ െ ݐ
ߠ ൰
௠ିଵ
݁ିቀ௫ି௧ఏ ቁ
೘
ǡ ݔ ൒ ݐ
Ͳǡ ݔ ൏ ݐ
 (2.1.4.4) 
In the above, ݔ is the variable of the function and ݐ is the shift parameter. ݉ is the shape parameter 
and ߠ is the scale parameter. The cumulate distributed function can be expressed below 
 ݂ሺݔሻ ൌ ͳ െ ݁ିቀ௫ି௧ఏ ቁ
೘
 (2.1.4.5) 
Maximum likelihood estimation is a very effective estimation method. It is used to estimate the 
parameters of Weibull distribution. Here the idea is to choose undetermined parameters to derive 
the simple probability maximum in the observation field. 
Where there is ݊ data expressed as ݔ௜, where ݅ goes from 1 to ݊ and ݔଵ ൑ ݔଶ ǥǥ ൑ ݔ௡ then the 
logarithmic likelihood function can be written as,  
  ܮሺݔଵǡ ݔଶǡ ǥ ǡ ݔ௡Ǣ݉ǡ ߠǡ ݐሻ ൌ෍݂ሺݔ௜Ǣ݉ǡ ߠǡ ݐሻ
௡
௜ୀଵ
ൌ෍ ቈ݉ߠ ൤
ݔ௜ െ ݐ
ߠ ൨
௠ିଵ
݁ିቂ௫೔ି௧ఏ ቃ
೘
቉
௡
௜ୀଵ
 (2.1.4.6) 
Then the maximum likelihood can be written as,  
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 (2.1.4.7) 
2.1.5 Time Delay of Arrival 
‘Time Delay of Arrival’ or more commonly known as ‘Time Difference of Arrival’ is the technique 
where pulses are transmitted then received at different receiver sites and the difference of the 
arrival times can help with deducing the emitter location. This method of localisation is a widely 
used concept [32, 56, 108]. 
When measuring differences in distance, we get an infinite number of locations that can satisfy the 
measurement. These locations form a curve. Therefore to assist with localisation, another set of 
measurements are needed to form a second curve. The point at which both curves intersect is 
known as the localised point. The theory behind this localisation is called “multilateration” [56]. 
TDoA is widely used in the networking and sensing fields of engineering. However in radar 
technology principles this technology still is unique. The use of TDoA can have many of benefits in 
the scope of 3D localisation, as the number of planes has now increased from a traditional 2D 
approach. 
In sensor networking, TDoA is utilised to calculate the most optimal solution for data packet 
transmissions. This in conjunction with RSSI also works well. This combined approach is used in 
signal enhancement [56, 108]. 
TDoA and DoA are similar methods in estimation.  However, DoA estimation is considered less 
suitable than TDoA for broadband signals in wireless networking [56]. Other technique used in 
estimation for TDoA between a pair of sensors is the Least Mean Squares (LMS) adaptive filters used 
in sonar.  
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Source localisation is an important area of research because of many potential applications in a 
number of areas such as localised services, target tracking and navigation. TDoA with Doppler 
frequency shifting is used for Geolocalisation. A considerable amount of research has already been 
done in this area using techniques such as emitter calibration and receiver uncertainty utilising 
Gaussian displacements [122].  
צצሶ௞ denotes the ݇th norm and the following lemma: given two matrices, ܯǡܰ א Թ௡ൈ௡ and a vector 
ݑ א Թ௡, then the following inequalities hold, 
i) צ ܯݑ צஶ൑צ ܯ צஶצ ݑ צஶǡ 
ii) צ ܯܰ צஶ൑צ ܯ צஶצ ܰ צஶǡ 
iii) צ ݑ צஶ൑ ξ݊ צ ݑ צஶ 
If we assume the set of receivers are denoted by ȳ ൌ ሼ݅ǡ ݆ǡ ݇ǡ ݈ሽ are positioned at locations 
ݏ௜ǡ ݏ௝ǡ ݏ௞ܽ݊݀ݏ௟ with the reference receiver ݋ positioned at the origin of the coordinate system. The 
ToA at the ݅௧௛ǡ ݅ א ȳ receiver is ݐ௜. The velocity of the signal propagation is ܿ and define ܵ ൌ ൣݏ௜ݏ௝ݏ௞൧ٹ 
and ߬ ൌ ൣ߬௜ ௝߬߬௞൧ٹ. In addition, let the unknown transmitter position be ݖ. 
According to [122], this will then yield the time delay for the signal arrival to be, 
 ܿሺݐ௡ െ ݐ଴ሻ ൌ ܿ߬௡ ൌ ԡݖ െ ݏ௡ԡ െ ԡݖԡǡ ׊௡א ȳ (2.1.5.1) 
An assumption is made that ܵ is invertible; the position of the transmitter is then given by, 
 ቂ ݖԡݖԡቃ ൌ ͲǤͷ ቈ
ܵିଵ ൅ ܿߩܵିଵ߬ݏ௟ٹܵିଵ െܿߩܵିଵ߬
െߩݏ௟ٹܵିଵ ߩ ቉ ݌෤ (2.1.5.2) 
Here, ߩ ൌ ͳൗ݀  and ݌෤ ൌ ൣ݌௜ǡ ݌௝ǡ ݌௞ǡ ݌௟൧ٹwith ݀ ൌ ܿ߬௟ െ ܿݏ௟ٹܵିଵ߬ and ݌௡ ൌ ԡݏ௡ԡଶ െ ܿଶ߬௡ଶ׊݊ א ȳ 
ܿ߬௜ ൌ ԡݏ௜ԡ ߠ௜ǡ ݌௡ ൌ ԡݏ௡ԡଶܿ݋ݏଶߠ௡ 
The sensor positions are perturbed to unknown ݏƸ௜ǡ ݏƸ௝ǡ ݏƸ௞ܽ݊݀ݏƸ௟ and the corresponding time delays 
are Ƹ߬௜ ǡ Ƹ߬௝ǡ Ƹ߬௞ܽ݊݀ Ƹ߬௟  respectively. For the perturbed system, if ݏ௡ is moved to ݏƸ௡׊௡א ȳ, then the 
following holds. 
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መܵ ൌ ൣݏƸ௜ݏƸ௝ݏƸ௞൧ٹ is invertible and there is a scalar ߙ௜ ൐ Ͳ such that ԡݏ௜ െ ݏƸ௜ԡ ൑ ߙ௜ 
The following inequality holds ȁ߬௜ െ Ƹ߬௜ȁ ൑ ఈ೔௖  
Now consider the perturbed system, 
 ܿሺݐƸ௜ െ ݐ଴ሻ ൌ ܿ Ƹ߬௜ ൌ ԡݖ െ ݏƸ௜ԡ െ ԡݖԡ (2.1.5.3) 
We can then say, 
 ܿȁ߬௜ െ Ƹ߬௜ȁ ൌ ȁԡݖ െ ݏ௜ԡ െ ԡݖ െ ݏƸ௜ԡȁ (2.1.5.4) 
Using triangle inequality, we can show that 
 ȁԡݖ െ ݏ௜ԡ െ ԡݖ െ ݏƸ௜ԡȁ ൑ ԡݏ௜ െ ݏƸ௜ԡ ൑ ߙ௜ (2.1.5.5) 
From this we can gather, 
 ܿȁ߬௜ െ Ƹ߬௜ȁ ൑ ߙ௜ (2.1.5.6) 
This implies that ȁ߬௜ െ Ƹ߬௜ȁ ൑ ఈ೔௖  we can now rewrite ߬௜ ൌ Ƹ߬௜ ൅ ȟ Ƹ߬௜  here ȟ Ƹ߬௜ is unknown but is 
bounded by  ఈ೔௖  , in that, ȟ Ƹ߬௜ ൑
ఈ೔
௖  
Perturbations in the emitter localisations according to [122] can be expressed as, 
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 ǡ ො݃ ൌ
ۏ
ێێ
ێ
ۍ Ƹ߬௜
ଶ
Ƹ߬௝ଶ
Ƹ߬௞ଶ
Ƹ߬௟ଶے
ۑۑ
ۑ
ې
 ǡ ݃ ൌ
ۏ
ێێ
ێ
ۍ ሺ Ƹ߬௜ ൅ ȟ Ƹ߬௜ሻ
ଶ
൫ Ƹ߬௝ ൅ ȟ Ƹ߬௝൯ଶ
ሺ Ƹ߬௞ ൅ ȟ Ƹ߬௞ሻଶ
ሺ Ƹ߬௟ ൅ ȟ Ƹ߬௟ሻଶ ے
ۑۑ
ۑ
ې
 ǡ ߙ
ൌ ൦
ߙ௜
ߙ௝
ߙ௞
ߙ௟
൪ ǡ ߚ ൌ
ۏ
ێێ
ێ
ۍߙ௜
ଶ
ߙ௝ଶ
ߙ௞ଶ
ߙ௟ଶے
ۑۑ
ۑ
ې
 ǡ ܣመ ൌ ൤ܵ ܿ Ƹ߬ݏ௟ٹ ܿ Ƹ߬௟൨  ǡ ܣ ൌ ൤
ܵ ܿ߬
ݏ௟ٹ ܿ߬௟൨ ǡ ݔ
ൌ  ቂ ݖԡݖԡቃ ǡ ݔො ൌ ൤
ݖƸ
ԡݖƸԡ൨  ǡ ܦ ൌ ܣ െ ܣመ ൌ ൤
Ͳ ܿሺ߬ െ Ƹ߬ሻ
Ͳ ܿሺ߬௟ െ Ƹ߬௟ሻ൨ ǡ ܾ
ൌ ͲǤͷ݁ െ ͳǤͷܿଶ݃ܽ݊݀ ෠ܾ ൌ ͲǤͷ݁ െ ͲǤͷܿଶ݃ 
(2.1.5.7) 
If ݖƸ is the estimated transmitter position as a result of the receiver motion, then, 
 ԡݖ െ ݖƸԡ ൑ ξ͵ԡݖ െ ݖƸԡஶ ൑ ξ͵
ฮܣመିଵฮஶ
ߛ ሼԡߙԡஶԡݔොԡஶ ൅ ܿ
ଶԡ݀ԡஶԡߙԡஶ ൅ ͲǤͷܿଶԡߚԡஶሽ (2.1.5.8) 
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For ݅ǡ ݆ǡ ݇ǡ ݈ א ȳ, the following matrix can be expressed  
 
ʹ ൤ܵ ܿ߬ݏ௟ٹ ܿ߬௟൨ ቂ
ݖ
ԡݖԡቃ ൌ
ۏ
ێ
ێ
ێ
ۍԡݏ௜ԡ
ଶ ܿଶ߬௜ଶ
ฮݏ௝ฮଶ ܿଶ ௝߬ଶ
ԡݏ௞ԡଶ ܿଶ߬௞ଶ
ԡݏ௟ԡଶ ܿଶ߬௟ଶے
ۑ
ۑ
ۑ
ې
 
ʹ ൤ܵ ܿ Ƹ߬ݏ௟ٹ ܿ Ƹ߬௟൨ ൤
ݖƸ
ԡݖƸԡ൨ ൌ
ۏ
ێ
ێ
ێ
ۍԡݏ௜ԡ
ଶ ܿଶ Ƹ߬௜ଶ
ฮݏ௝ฮଶ ܿଶ Ƹ߬௝ଶ
ԡݏ௞ԡଶ ܿଶ Ƹ߬௞ଶ
ԡݏ௟ԡଶ ܿଶ Ƹ߬௟ଶے
ۑ
ۑ
ۑ
ې
 
(2.1.5.9) 
Using preceding notional forms, the matrices above can be rewritten as below, 
 
ܣݔ ൌ ܾ 
ܣመݔො ൌ ෠ܾ 
(2.1.5.10) 
We can further express this as, 
 ܣݔ ൌ ܣመݔ ൅ ܦݔ ൌ ܣመݔ ൅ ܦሺݔ െ ݔොሻ ൅ ܦݔො (2.1.5.11) 
From the above, we can say, 
 ܣݔ െ ܣመݔො ൌ ൫ܣመ ൅ ܦ൯ሺݔ െ ݔොሻ ൅ ܦݔො ൌ ܾ െ ෠ܾ (2.1.5.12) 
Hence, 
 ݔ െ ݔො ൌ ܣመିଵ൛െܦሺݔ െ ݔොሻ െ ܦݔො ൅ ܾ െ ෠ܾൟ (2.1.5.13) 
Using Lemma 1, we have, 
 ԡݔ െ ݔොԡஶ ൑ ฮܣመିଵฮஶԡܦԡஶԡݔ െ ݔොԡஶ ൅ ฮܣመିଵฮஶԡܦԡஶԡݔොԡஶ ൅ ฮܣመିଵฮஶฮܾ െ ෠ܾฮஶ (2.1.5.14) 
 
By computation we get, 
 
ԡܦԡஶ ൑ ԡߙԡஶ 
ฮܾ െ ෠ܾฮஶ ൑ ͲǤͷܿଶ ൈ ൬
ʹ
ܿ ԡ݀ԡஶԡߙԡஶ ൅
ͳ
ܿଶ ԡߚԡஶ൰ ൌ ܿԡ݀ԡஶԡߙԡஶ ൅ ͲǤͷԡߚԡஶ 
(2.1.5.15) 
From the above, we then express the following, 
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ԡݔ െ ݔොԡஶ ൑ ฮܣመିଵฮஶԡߙԡஶԡݔ െ ݔොԡஶ ൅ ฮܣመିଵฮஶԡߙԡஶԡݔොԡஶ
൅ ฮܣመିଵฮஶሺܿԡ݀ԡஶԡߙԡஶ ൅ ͲǤͷԡߚԡஶሻ 
(2.1.5.16) 
The above implies that if, ߛ ׷ൌ ͳ െ ฮܣመିଵฮஶԡߙԡஶ ൐ Ͳ then, 
 ԡݔ െ ݔොԡஶ ൑
ฮܣመିଵฮஶ
ߛ ሼԡߙԡஶԡݔොԡஶ ൅ ܿԡ݀ԡஶԡߙԡஶ ൅ ͲǤͷԡߚߚԡஶሽ (2.1.5.17) 
From the notions, ݔ and ݔො we can see that, 
 ԡݖ െ ݖƸԡஶ ൑ ԡݔ െ ݔොԡஶ (2.1.5.18) 
From the above equations and lemma 1 we can say, 
 ԡݖ െ ݖƸԡ ൑ ξ͵ԡݖ െ ݖƸԡஶ ൑ ξ͵
ฮܣመିଵฮஶ
ߛ ሼԡߙԡஶԡݔොԡஶ ൅ ܿ
ଶԡ݀ԡஶԡߙԡஶ ൅ ͲǤͷԡߚԡஶሽ (2.1.5.19) 
The inequality above yields an upper bound of ԡݖ െ ݖƸԡ 
In the above equations, the following parameters are known ݏ௜ǡݏ௝ǡݏ௞ǡݏ௟ǡ Ƹ߬௜ǡ Ƹ߬௝ǡ Ƹ߬௞ǡ Ƹ߬௟ǡߙ௜ǡߙ௝ǡߙ௞ǡߙ௟and 
ܿ. Therefore, the following are also known, ܣመǡ ݀ǡ ො݃ǡ ߙǡ ߚǡ ෠ܾǡ ݔො ൌ ܣመିଵ ෠ܾ 
If we consider the receiver positions to be static, then the error can be easily corrected using the 
four transmitter positions. Here only the displacement vectors between them and the distance to 
the origin of the coordinate system is known. 
Let’s assume three distinct and linearly independent transmitter displacements are formed by the 
transmitter’s positions at ݖଵାǡ ݖଶାǡ ݖଷାܽ݊݀ݖସା such that ് Ͳ , where ܼ ൌ ሾݖସା െ ݖଵାݖଷା െ ݖଵାݖଶା െ
ݖଵାሿٹ. 
We can then say the actual sensor positions are at, 
 ݏ௡ ൌ ܼିଵߩǡ ׊௡א ȳ (2.1.5.20) 
Here, 
 ߩ ൌ ൦
߬௡ǡଵଶ െ ߬௡ǡସଶ ൅ ܿ൫߬௡ǡଵԡݖଵାԡ െ ߬௡ǡସԡݖସାԡ൯
߬௡ǡଵଶ െ ߬௡ǡଷଶ ൅ ܿ൫߬௡ǡଵԡݖଵାԡ െ ߬௡ǡଷԡݖଷାԡ൯
߬௡ǡଵଶ െ ߬௡ǡଶଶ ൅ ܿ൫߬௡ǡଵԡݖଵାԡ െ ߬௡ǡଶԡݖଶାԡ൯
൪ (2.1.5.21) 
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In the above equation (2.1.5.21), ߬௡ǡ௠ denotes the time delay measurement for the ݊௧௛ receiver 
with the transmitter positioned at ݉ א ሼͳǡʹǡ͵ǡͶሽ. 
Application of the signal propagation equation to the transmitter positions ݖଵାǡ ݖଶାǡ ݖଷାܽ݊݀ݖସା gives 
the following expression [122] 
 ݏ௡ٹ ሺݖଶା െ ݖଵାሻ ൌ ͲǤͷܿଶ൫߬௡ǡଵଶ െ ߬௡ǡଶଶ ൯ ൅ ܿ൫߬௡ǡଵԡݖଵାԡ െ ߬௡ǡଶԡݖଶାԡ൯ (2.1.5.22) 
To effectively localise a target using TDoA, three receivers in 2D and four receivers in 3D are 
necessary. [122] 
Let the position of the ݅௧௛ target in the X,Y,Z direction plane be ݖ ൌ ሾݔଵݔଶݔଷሿٹ א Թଷ with velocity 
and acceleration components in the X, Y and Z direction given as, ሾݔସݔହݔ଺ሿٹ א Թଷ and ሾݔ଻ݔ଼ݔଽሿٹ א
Թଷ respectively. 
We can then define the following, ݔ ൌ ሾݔଵݔଶݔଷݔସݔହݔ଺ݔ଻ݔ଼ݔଽሿٹ א Թଽ the state for this can be 
represented as 
 ݔሺ݇ሻ ൌ ܣݔሺ݇ െ ͳሻ ൅ ܤݓሺ݇ሻ (2.1.5.23) 
Here, ܣ and ܤ are system and noise transition matrices and are given as follows, 
 
ܣ ൌ ܦ݅ܽ݃ሾȰǥȰሿ 
ܤ ൌ ܦ݅ܽ݃ሾȲǥȲሿ 
Ȱ ൌ ൦
ܫଷ ݇௦ܫଷ
݇௦ଶ
ʹ ܫଷ
ܱଷ ܫଷ ݇௦ܫଷ
ܱଷ ܱଷ ܫଷ
൪ ǡ Ȳ ൌ ൦
݇௦ଶ
ʹ ܫଷ
݇௦ܫଷ
ܫଷ
൪ 
(2.1.5.24) 
In the above, ݓሺ݇ሻ א Թଷ models the uncertain target maneuvers and also the additive system 
uncertainties. ݇௦ is the sampling time and ܫଷ and ܱଷ indicate the ͵ ൈ ͵ dimensional identity and zero 
matrices. 
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Here no assumption is made of any priori knowledge of target manoeuvres. These are considered as 
system uncertainties while the full target state, i.e the location, velocity and acceleration is 
eliminated instantly. [122] 
The estimation algorithm is generated very generally and caters for a large class of linear dynamic 
models to be included. 
The coordinates are determined by first positioning sensor 1 at the origin and then sensor 2 a 
distance of ݀ ൐ Ͳ away from sensor 1, in the positive X axis. Sensor 3 is then positioned at a similar 
distance away from sensor 1 in the Y axis and finally sensor 4 is placed in the Z axis at a known 
distance. 
We then have the sensors positioned as follows in the X Y Z coordinate system 
Sensor 1 (0 , 0 , 0) , Sensor 2 (42, 0 , 0) , Sensor 3 (0 , 42 , 0) and finally Sensor 4 at (0 , 52 , 42). The 
pictures that follow in figure 2.1.5.1 and 2.1.5.2 illustrate the experimental setup used to verify the 
theoretical assertions described above in [122] 
 
The drawback of TDoA in localisation is the multipath effect. The multipath effect occurs when data 
signals are received at the receiver end or antenna from multiple directions or multiple paths.  An RF 
signal transmitted from a radio transmission antenna, propagates in multiple directions from the 
antenna. As these signals are emitted in different directions simultaneously and in different paths, 
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these signals encounter various objects in its path. Each time a signal encounters an object, it’s 
either absorbed, attenuated, reflected or refracted by the object. 
In the application of localisation, this creates confusion as to where the originating point of the 
signal exists. There are various reasons that cause multipath signal transmission. The most common 
are objects between the transmitter and receiver, better known as obstacles to the transmission. 
Reflections and refractions of the signal also contribute to the multipath problem. 
Reflections and refractions cause the signal to change the direction of propagation. This change in 
direction, results in a convergence of the direct path signal, with one or more of the reflected 
signals. The consequences of this convergence happening at the receiver antenna are therefore 
inefficient to localisation. For example in the case of a low flying aircraft in reduced visibility 
conditions, this could cause catastrophic results. 
In multipath conditions, both direct and reflected signals are present at the receiver. These reflected 
signals can be single reflections or multiple reflections. In single reflections, the signal is reflected at 
one point when it comes into contact with a single object before the transmitted signal is received at 
the receiver. In the case of a multiple reflected signal, there are more than one objects that the 
signal reflects off before arriving at the receiver. Reflections of the signal can be from objects, both 
metallic and non metallic and also from the ground.  
In some instances, the direct signal can be severely attenuated to a level well below that of the 
multipath signal. The received multipath signal can also have a greater amplitude than that of the 
direct signal. In such situations, the multipath signal becomes the dominant signal. 
The results of multipath are signal interference, amplitude and phase shifting of the transmitted 
signal. In the application of radar detection for tracking, this is a huge problem as multipath causes 
ghost targets to appear and confuses the radar receiver.  These ghosts move and behave like the 
normal target, so the receiver has difficulty identifying and isolating the correct target echo. 
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The outcome of multipath is difficult to predict or mitigate. Multipath is known to be significantly 
stronger in indoor applications as opposed to outdoor applications due to signal interference in the 
medium. 
When the radar beam illuminates the terrain and the target, a second reflected wave is created 
between the target and radar. The angle between the earth’s surface and the signal path is known as 
the grazing angle [56]. When the grazing angle is small, the difference of the range between the direct 
signal path and the reflected signal path is also small. The difference in range is represented as ߜܴ, 
then we can further express this as, 
 ߜܴ ൎ ʹ݄ோ݄௥ܴ  (2.1.5.25) 
Here, ݄ோ is the radar altitude, ݄௥ is the target altitude and ܴ is the target direct path range. When 
ߜܴ is smaller than the radar range resolution ȟܴ, then the direct and reflected signals add together 
at the radar receiver. This then either increases or decreases the received signal, depending on the 
phase. This is called multipath propagation. 
Multipath propagation occurs when rotating search radars have broad elevation angle fan beams, in 
pencil beam antennas that observe targets near the radar horizon, in airborne radars observing low 
altitude targets that have low signal path grazing angles and in situations where large buildings and 
structures that illuminate the radar beam and create a second signal path [96, 103, 116]. 
Multipath conditions can produce serious angle measurement errors to the analysis. Measurement 
errors due to multipath effect fluctuate slowly as the observation geometry changes. These should 
be handled as bias errors when combining with other measurement errors. 
During testing TDoA wouldn’t work as a localisation method for our research, as the main limiting 
factor of multipath caused undesired effects to our localisation problem. Ghost elimination can be 
done by other means of technology such as Ultra Wideband. This will be discussed in more detail 
further into this thesis. 
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To model this phenomenon of multipathing, we have setup an experimental device that shows us 
the phase shifting that occurs in the output.  When there is no movement in front of the system 
there is no visual display or spikes on the oscilloscope. However when there is movement, we 
discovered that we were able to observe this on the oscilloscope. We then further analysed this over 
repetitive sampling.  
The experimental system consists of a couple of 900MHz antennas setup at a distance of λ/4 
connected to an analog receiver board. The system is connected via a couple of bandpass filters. A 
RF transmitter board is used to send out a pulsed signal. To this system, we supply an input voltage 
of 5Volts DC. Figures 2.1.5.3 to 2.1.5.8 correspond to the system setup for the experiment. 
The output of the transmitted signal is then observed using an oscilloscope. When there is 
movement between the transmitter and receiver we observe spikes on the output waveform of the 
oscilloscope. However, due to the technology used (TDoA) we can observe a significant amount of 
multipath effect via the phase shifting that occurs in the output waveform. This phase shifting is 
caused by the combination of TDoA and the multipath effect. 
The signal sampling technique of TDoA does not effectively work with the multipath signals caused 
by reflections of objects in the lab. 
 
 
 
 
Figure 2.1.5.3 - The transmitter unit Figure 2.1.5.4 – The receiver unit 
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Multipath radio propagation is one of the major errors in wireless positioning. In the case of line of 
sight propagation, the multipath effect can be somewhat reduced by signal processing techniques at 
the receiver end. For example, using suitable leading edge detection techniques, the multipath 
effect of the TDoA signal can be substantially reduced. However, it is rather difficult to mitigate the 
NLoS impact through signal processing at the receiver. 
When ToA or range measurements are used to localise; the NLoS propagation results in excessive 
travelling time and distance, relative to the line of sight condition. In comparison, when AoA are 
used, the NLoS propagation produces an additional angular bias when compared with the line of 
sight propagation. If RSS measurements are used, then the NLoS propagation results in an extra 
power loss due to scattering and diffraction and also longer travelling distance. In indoor 
environments and urban areas, NLoS propagation is virtually impossible to accomplish. A substantial 
Figure 2.1.5.6 - Supplying 5V input 
Figure 2.1.5.5 – 900MHz antenna 
elements separated by λ/4 
Figure 2.1.5.7 – Output waveform1 
Figure 2.1.5.8 – Output waveform2 
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amount of signal degradation is possible if NLoS corrupt measurements are utilised for position 
determination without any NLoS error mitigation. Therefore to overcome this, NLoS mitigation 
methods and techniques need to be utilised. 
Let’s consider a position system that is overdetermined. This is a system that the number of anchor 
nodes participating in the positioning is greater than the required minimum number of anchor 
nodes. When the number of NLoS corrupted measurements is small compared with the number of 
NLoS free measurements, then the measurements can be divided into groups. For example, in the 
scenario of five measurements, if each group has at least three measurements, then there will be 16 
different groups. Then one may use each group to produce a location estimate by using an 
algorithm. 
Assume that there are ܭ location estimates, from ܭ groups of measurements and they are denoted 
as follows, 
 ݌Ƹ௞ǡ ݇ ൌ ͳǡʹǡ ǥ ǡ ܭ (2.1.5.26) 
Then the normalised residual of location estimate from the ݇௧௛ group is defined as, 
 ݏ௞ ൌ
ͳ
ܬሺ௞ሻ෍൫ݎ௝
ሺ௞ሻ െ መ݀௝ሺ௞ሻ൯
ଶ
௃ሺೖሻ
௝ୀଵ
 (2.1.5.27) 
Here, ܬሺ௞ሻ is the number of anchor nodes of the ݇௧௛ group, ݎ௝ሺ௞ሻ which is the distance measurement 
and መ݀௝ሺ௞ሻ is the distance between the ݆௧௛ anchor node of the ݇௧௛ group and the location estimate ݌Ƹ௞. 
In the above example of five anchor nodes, in only one anchor node is in NLoS condition, then eight 
out of the 16 groups does not have NLoS corrupt measurements. Therefore, they produce more 
accurate position estimates and smaller residuals in general.  
There are many other methods for mitigating the multipath effect. One such method is the filtering 
based method. A variety of scenarios, the target that is been tracked is in a motion state. Therefore, 
the ToA or range measurements at different times correspond to different mobile locations. Based 
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on a sequence of ToA and distance measurements, NLoS identification and mitigation can be 
enhanced by using various filtering techniques. These techniques for example are, general 
smoothing, mean excess delay, tracking bias and the application of the Extended Kalman Filter (EKF) 
[35, 59]. An example of the EKF method of filtering will be investigated in the chapters to come. 
2.1.6 Angle Based Localisation 
Angle based localisation was of interest in World War II. This approach has been examined from a 
statistical estimation point of view. Bearing sensors measure the direction to the target with respect 
to a local or global direction. Angle based localisation exploits geometrical properties to achieve 
localisation.  
It is possible to track moving targets with bearing only data. This method of tracking is known as 
Bearing-Only Target Motion Analysis (TMA) [57]. TMA was originally used for tracking ships at sea. 
Ships on the surface as well as subsurface submarines were trackable using sonar. 
Sensor target geometry is an important aspect of target localisation. Localisation performance can 
be explicitly characterised by methods such as Cramer-Rao lower bound which is the inverse of the 
FIM on the estimator variance [101]. 
Angle based localisation utilises AoA propagation parameters for localisation and uses TDoA at 
intervals to localise. Nodes in AoA techniques estimate their location by first measuring the angles of 
received signals from several landmarks. Measuring AoA in nodes can be achieved by using directive 
antennas or antenna arrays [109, 119]. Nodes can calculate their position by finding the intersections of 
the LoP. AoA methods of localisation require a minimum of two landmarks to fix a position of a 
node. 
AoA is the angle between the propagation direction of an incident wave and the reference direction, 
which is also known as the orientation. Orientation is the fixed direction against which the AoA’s are 
measured. The AoA is absolute when the orientation is Ͳι or pointing north. At other times the AoA 
is relative [109, 119]. 
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A common approach to obtaining AoA measurements is to use an antenna array on each sensor 
node. Nodes in the AoA techniques can estimate their location by first measuring the angles of the 
received signals from the object, finding the intersection of the lines of position allows the nodes to 
calculate their location. The AoA method needs a minimum of two landmarks to fix a position of a 
node. There is an assumption here that the beacons have no information about their orientations 
and the unknowns can detect AoA information between neighbour nodes by using triangulation. 
The orientation of an unknown object may or may not be known at the time of deployment. 
Localisation can be done with or without orientation information via triangulation as specified 
above. Two non linear beacons are required to discover the location when the orientations are 
known and when the orientation is not known, at least three beacons are needed to discover the 
location and also the orientation. 
AoA localisation is susceptible to measurement noise and other problems if the unknowns cannot 
hear directly from a sufficient number of beacons [109]. Measurement noise is also known as measure 
errors and is a common drawback in measurement based methods of localisation. The AoA 
measurements are exchanged between neighbour nodes and the relative AoA with respect to each 
beacon can be calculated using the geometrical relations amongst the nodes.  
AoA measurement inaccuracies can be caused by numerous parameters in isolation or in 
combination. These include the wireless communication channel, the measuring device, the channel 
used by the measuring device, or a combination of both. The spatial properties of the wireless 
channel have significant impact on the detection of AoA. There are a few existing statistical models 
for the distribution of the AoA received at the wireless nodes. These are, Laplacian, von Mises and 
Gaussian AoA distribution models [119]. In addition the measuring device and the choice of method 
used also play important roles in the accuracy of the AoA measurement. 
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The distribution of the AoA measurements highly depend on the communication environment and 
the AoA detection device or method. Therefore it is difficult to find a single model to apply to all 
situations. 
If an assumption is made that the orientation of each sensor node is a priori known, then the 
absolute AoA can be calculated using both the orientation information and also the relative AoA. The 
AoA measurements can be described by the Gaussian distribution with mean of ߠ௅௢ௌ and standard 
deviation ߪఏ which is used to describe the spread of the AoA measurements. This varies with the 
environment. In the above Gaussian distribution mean, ܮ݋ܵ is the LoS. 
Using a measured AoA of ߠ஺௢஺ the distribution of the line of sight direction can be given as, 
 ߠ௅௢ௌ̱ܰሺߠ஺௢஺ǡ ߪఏሻ (2.1.6.1) 
For an unknown object with a known orientation, the minimum number of neighbourhood beacons 
required to estimate the position is two [119]. However, nodes are usually assumed to be very sparse. 
Most of the nodes can only hear from one or no beacons and therefore makes it impossible for 
localisation to be achieved. To overcome the position information of beacons, multiple hops away 
are used. This way the estimation can be performed effectively at each node. 
A pseudo beacon is defined as an unknown object with as estimated position Probability Density 
Function (PDF). To propagate the position information of the beacons, both beacons and pseudo 
beacons send out beacon packets to their one hop neighbours. Each unknown initiates its position to 
be uniformly distributed over the entire network deployment area [119]. 
Consider an unknown node ݆ receiving a beacon packet from a beacon or pseudo beacon node ݅ and 
executes the following, 
They measure the relative AoAs of the received packets and calculate the absolute AoAs. They then 
update the position distribution and PDF using the position information of the beacons/pseudo 
beacons and the computed absolute AoAs. Finally all unknown objects with PDFs become pseudo 
beacons and send out their updated PDFs to their one hop neighbours. 
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Let’s assume angle ߠ෠௜௝ is ݆’s measured absolute A0A of ݅’s beacon packet, then the distribution of ݅’s 
line of sight direction at ݆ is, 
 ఏ݂೔ೕሺߠሻ ൌ
ͳ
ξʹߨߪఏ
݁ି
൫ఏିఏഥ೔ೕ൯మ
ଶఙഇమ  (2.1.6.2) 
The variable ߠ௜௝ is the angular coordinate in the polar coordinate system. 
2.2 Dynamic Systems 
2.2.1 Hybrid and Fused systems 
Hybrid and Fused systems are dynamic systems that change with time. These systems display 
continuous and discrete dynamic behaviour. These can either be a flow system which is described by 
a differential equation a jump system which is described by a difference equation. A hybrid system 
has advantages of encompassing a large class of systems in its structure, this allows for more 
flexibility in modelling dynamic phenomenon [28]. 
A hybrid dynamic system is defined in behavioural terms because it is model structure agnostic and 
therefore does not impose unnecessary and undesired modelling assumptions. In the most simplest 
form a hybrid system, (from a conceptual point of view) is to specify its behaviour as a set of all 
possible trajectories of the continuous and discrete variables associated with the system [28]. 
Hybrid automation basically combines continuous and symbolic dynamics. Namely, state space 
models described by differential equations for continuous dynamics and finite automation for 
symbolic dynamics. 
A continuous time state space system is described by a set of state variables ݔ taking values in Թ௡  
and a set of external variables ݓ taking values in Թ௤ related by a mixed set of differential and 
algebraic equations of the form  
 ݂ሺݔǡ ݔሶ ǡ ݓሻ ൌ Ͳ (2.2.1.1) 
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A hybrid system in geometric sense, evolves continuously in time in a mode, ߙ௜ according to a field 
ఈ݂೔. This field defines a relationship ఈ݂೔ሺݔሶ ǡ ݔǡ ݑǡ ݐሻ ൌ Ͳ with the state ݔ, the time derivative ݔሶ  the 
input ݑ and the time ݐ. 
The continuous time behaviour can be captured by an explicit representation as a set of differential 
equations as below 
 ݔሶ ൌ ఈ݂೔ሺݔǡ ݑǡ ݐሻ (2.2.1.2) 
Where ߙ௜ is the mode of the model, ݔ is the continuous time state vector, ݑ is the exogeneous input 
and ݐ is the time.  
The semi explicit form that is a combination of the explicit representation of the time derivatives and 
a set of implicitly formulated algebraic constraints is given below 
 
ݔሶ ൌ ఈ݂೔ௗሺݔǡ ݑǡ ݐሻ 
Ͳ ൌ ఈ݂೔௔ሺݔǡ ݑǡ ݐሻ 
(2.2.1.3) 
The mode transition relation can be expressed as ߛఈ೔ఈ೔శభሺݔǡ ݑǡ ݐሻ ൒ Ͳ and is the change from mode 
ߙ௜ to ߙ௜ାଵ when true. The state space in mode ߙ௜ consists of two parts. These are the domain where 
ఈ݂೔ is properly defined and a patch where ߛఈ೔ఈ೔శభ  does not invoke a mode change to happen. When a 
mode transition from ߙ௜ to ߙ௜ାଵ occurs, then the state ݔఈ೔ may also change its value to ݔఈ೔శభ  
It is assumed the explicitly defined state transition function ݔఈ೔శభ ൌ ݃ఈ೔ఈ೔శభሺݔఈ೔ǡ ݑఈ೔ǡ ݐሻis the identity 
function ݔఈ೔శభ ൌ ݔఈ೔  
A finite automation is described by a triple ሺܮǡ ܣǡ ܧሻ. Here ܮ is a finite set called a state space, ܣ is a 
finite set called the alphabet whose elements are called symbols and ܧ is the transition rule and is a 
subset of ܮ ൈ ܣ ൈ ܮ and its elements are called edges or transitions or events. 
A sequence of ሺ݈଴ǡ ܽ଴ǡ ݈ଵǡ ܽଵǡǥ ݈௡ିଵǡ ܽ௡ିଵǡ ݈௡ሻ with ሺ݈௜ǡ ܽ௜ǡ ݈௜ାଵሻ א ܧ for ݅ ൌ ͳǡʹǡǥ Ǥ ǡ ݊ െ ͳ is called a 
trajectory or path. Often the definition of finite automation also includes the explicit specification of 
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a subset ܫ ؿ ܮ of infinite states and a subset of ܨ ؿ ܮ of final states. A path of  
ሺ݈଴ǡ ܽ଴ǡ ݈ଵǡ ܽଵǡ ǥ ݈௡ିଵǡ ܽ௡ିଵǡ ݈௡ሻ is then called a successful path if in addition ݈଴ א ܫ and ݈௡ א ܨ 
When comparing the continuous time system with finite automation, the solution concept is 
completely satisfied in the latter [28]. The behaviour of the finite automation consists of all successful 
paths. 
2.2.2 Examples of Hybrid Dynamic systems 
There are many applications of hybrid dynamic systems. These examples primarily use hybrid 
automation. A canonical example of a hybrid dynamic system is a bouncing ball [28]. Here, the ball 
(point of mass) is dropped from an initial height and bounces off the ground, dissipating its energy 
with each bounce. The ball displays continuous dynamics between each bounce. However with each 
impact on the ground its velocity undergoes a discrete change modelled after an inelastic collision. 
This bouncing ball example can be modelled mathematically as below. 
Let ݔଵ be the height of the ball and ݔଶ be the velocity of the ball. Using the ball as an example, the 
hybrid system can be described as the following. 
When ݔ א ܥ ൌ ሼݔଵ ൐ Ͳሽ the flow is governed by ݔሶଵ ൌ ݔଶ and ݔሶଵ ൌ െ݃ where ݃ is the acceleration 
due to gravitational force. This equation deduces that when the ball is above the ground, it is drawn 
to the ground by the force of gravity. 
When ݔ א ܦ ൌ ሼݔଵ ൌ Ͳሽ the jumps are governed by ݔଵା ൌ ݔଵ and ݔଶା ൌ െߛݔଶ where Ͳ ൏ ߛ ൏ ͳ is a 
dissipation factor. So when the height of the ball is zero, it has impacted the ground. Its velocity is 
also reversed and is decreased by a factor of ߛ. 
Another example of a hybrid system is the manual transmission of a motor vehicle. This can be 
explained by the following mathematical model [28], 
 
ݔሶଵ ൌ ݔଶ 
ݔሶଶ ൌ
െܽǤ Ǥ ݔଶ ൅ ݑ
ͳ ൅ ݒ  
(2.2.2.1) 
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Here, ݒ is the gearshift position ݒ א ሼͳǡʹǡ͵ǡͶሽ, ݑ is the acceleration and ܽ is a parameter of the 
system. This example of a hybrid system has four locations and a two dimensional continuous state, 
with controlled transitions known as switching and no jumps. 
A control system with a hysteresis element in it’s feedback loop is another example a hybrid dynamic 
system [28].  
 ݔሶ ൌ ܪሺݔሻ ൅ ݑ (2.2.2.2) 
The right had side of this function is ‘piecewise continuous’ and has a component of memory in the 
right hand side of the differential equation. The hysteresis function  ܪ has automaton associated to 
it. 
2.3 Identifying theoretical limits for location estimation 
2.3.1 Optimality Criterion 
When considering location estimation of an object, an optimality criterion needs to be defined not 
only to find the optimal location estimator, but also to measure the performance of any estimator 
under consideration. In signal processing, the main criterion used is known as the Mean Square Error 
(MSE). This can be defined as [78], 
ܯܵܧ൫ߠ෠൯ ൌ ܧ ቂ൫ߠ෠ െ ߠ൯ଶቃ 
ܯܵܧ൫ߠ෠൯ ൌ ܸܽݎ൫ߠ෠൯ ൅ ቀܤ݅ܽݏ൫ߠ෠ǡ ߠ൯ቁଶ 
 ܯܵܧ൫ߠ෠൯ ൌ ܧ ቄฮߠ෠ െ ߠฮଶቅ ൌ ܶݎ ቀܥ൫ߠ෠൯ቁ ൅ ฮܧ൫ߠ෠൯ െ ߠฮଶ (2.3.1.1) 
Here ܶݎሺήሻ and ܥሺήሻ indicate the matrix trace and the covariance. The first and second terms 
correspond to the total variance and bias. The sum of these two components enables the estimation 
of each position coordinate. MSE is a neutral direct measure of location estimation error due to the 
fact that it measures the average squared norm error of the estimator ߠ෠. 
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 ܯܵܧൣߠ෠൧ ൌ ܸܽݎൣߠ෠൧ ൅ ܤ݅ܽݏൣߠ෠൧ଶ (2.3.1.2) 
This can be derived as below, 
 
ܯܵܧൣߠ෠൧ ൌ ܧ ቂ൫ߠ෠ െ ߠ൯ଶቃ ൌ ܧ ቂ൫ߠ෠ െ ܧ൫ߠ෠൯ ൅ ܧ൫ߠ෠൯ െ ߠ൯ଶቃ
ൌ ܧ ൤ቀ൫ߠ෠ െ ܧൣߠ෠൧൯ ൅ ൫ܧൣߠ෠൧ െ ߠ൯ቁଶ൨
ൌ ܧ ቂ൫ߠ෠ െ ܧൣߠ෠൧൯ଶቃ ൅ ʹܧ ቂߠ෠ െ ܧൣߠ෠൧ቃ ൫ܧൣߠ෠൧ െ ߠ൯ ൅ ൫ܧൣߠ෠൧ െ ߠ൯ଶ
ൌ ܸܽݎൣߠ෠൧ ൅ ൫ܤ݅ܽݏൣߠ෠൧൯ଶ 
(2.3.1.3) 
In the above equation (2.3.1.3), if ߠ෠ is unbiased, then ܯܵܧሾߠሿ ൌ ܸܽݎൣߠ෠൧. The unbiased estimator ߠ෠ଵ 
of ߠ is more efficient than the unbiased estimator ߠ෠ଶ if and only if ܯܵܧൣߠ෠ଵ൧ ൏ ܯܵܧൣߠ෠ଶ൧. 
2.3.2 Cramer-Rao Lower Bound 
A location system is subject to various errors and these errors may not be predictable or measured 
individually. Therefore when designing a location system, one of the most important tasks that 
needs to be completed is the achievable location accuracy of the system. The Cramer Rao Lower 
Bound (CRLB) can be used to measure the theoretical limit on an unbiased location estimator. As its 
name suggests CRLB is a lower bound on the covariance of an unbiased location estimator ߠ෠ and 
must satisfy the following condition [79, 100], 
 ܥ൫ߠ෠൯ െ ܨିଵሺߠሻ ൒ Ͳ (2.3.2.1) 
Here , ܨሺߠሻ ൌ െܧሾ തܸఏሺ തܸఏ  ௩݂ሺݒǢ ߠሻሻ்ሿ is the FIM and is given by, 
 ሾܨሺߠሻሿ௞௟ ൌ െܧ ቈ
߲ଶ  ௩݂ሺݒǢ ߠሻ
߲ߠ௞߲ߠ௟ ቉ (2.3.2.2) 
In the above FIM, ௩݂ሺݒǢ ߠሻ is the joint PDF of the observation vector ݒ. If some estimator is unbiased 
and attains the CRLB then it must be the Minimum Variance Unbiased (MVU) estimator, whose 
covariance matrix is ܨିଵሺߠሻ and is of dimension ߲ ൈ ߲ for ߲-dimensional ߠ. 
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We can now obtain the CRLB for an RSS location estimator. For mathematical simplicity, assume the 
elements of the observed vector ݒ are independent and identically distributed. Then the log 
likelihood function  ௩݂ሺݒǢ ߠሻ is, 
 ݈ሺߠሻ ൌ െ ͳʹߪ௦ଶ෍൫ݒ௜ െ ܮ௜ሺߠሻ൯
ଶ
௠
௜ୀଵ
 (2.3.2.3) 
By substitution we can derive the FIM for RSS based location estimation as,  
 ሾܨሺߠሻሿ௞௟ ൌ
ە
ۖ
۔
ۖ
ۓ ͳ
ߪ௦ଶ෍ቆ
߲ܮ௜ሺߠሻ
߲ߠ௞ ቇ
ଶ௠
௜ୀଵ
ǡ ݇ ൌ ݈
ͳ
ߪ௦ଶ෍ቆ
߲ܮ௜ሺߠሻ
߲ߠ௞
߲ܮ௜ሺߠሻ
߲ߠ௟ ቇ
௠
௜ୀଵ
ǡ ݇ ് ݈
 (2.3.2.4) 
2.4 Fusion based 3D tracking via robust set valued state estimation 
with RSS measurements 
Location awareness is an important topic of interest in WSN in many applications such as 
environmental monitoring and mobile person or vehicle tracking. Security systems based on 
localisation information are direct applications of this technology.  TDoA and AoA are measurements 
used to track mobile persons or vehicles, or agents for that matter. In cellular or mobile devices, the 
distance between the mobile agent and base station has a nonlinearly relationship with the available 
RSS measurements. 
The RSS based tracking problem has been visited extensively using a non linear filter, such as the 
Extended Kalman Filter (EKF). This is because the EKF is known to diverge in many non linear 
applications. The nonlinearities are severe where the noise is usually large. 
RSS is commonly modelled using large scale fading and small scale fading effects. The large scale 
fading is long term and the small scale fading is short term. Short term fading is a result of multipath 
wave propagation. 
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Measurement conversion and linear filtering algorithms have been explored intensively in target 
tracking using range and bearing measurements. The pseudo linear estimation problem can be 
addressed by converting the nonlinear measurements into a set of linear measurements and then 
applying a robust version of the linear Kalman filter. 
2.4.1 Target Dynamic Models 
In this section, the dynamic model of a 3D case is presented. The 2D case also follows the same 
underlying arguments. Consider a set of ȳ of N number of static seed nodes, where no four nodes 
are co-planar and co-linear, in the 2D case. ȳ ൌ ሼܽଵǡǥ Ǥ Ǥ ǡ ܽேሽ and m, in the same coordinate frame. 
Let ߗୄ be the quadruple combinatorial set. That is ߗୄ consists of all the four combinations of the 
elements of the set ȳǤ 
Consider a typical elementȲ ൌ  ൛ܽ௜ǡ ௝ܽǡ ܽ௞ǡ ܽ௟ൟ א ߗୄ. In a 3D Cartesian coordinate system, let the 
location of  ܽ௡ א Ȳ with respect to a fixed origin be ሺݔො௡ǡ ݕො௡ǡ ݖƸ௡ሻ for ݊ א  ሾͳǡ Ǥ Ǥ ǡ ܰሿ and the mobile 
agents state be ݔ ൌ  ሾݔଵݔଶݔଷݔସݔହݔ଺ሿԢ where ሺݔଵǡ ݔଶǡ ݔଷሻ denotes the positions in traditional X, Y and 
Z directions.  
Here we have ݔସ ൌ ݔሶଵ,ݔହ ൌ ݔሶଶ and ݔ଺ ൌ ݔሶଷ. Then the mobile agent dynamics described by the 
following state space equation. 
 ݔሺ݇ሻ ൌ ܣݔሺ݇ െ ͳሻ ൅ ܤݓሺ݇ሻ (2.4.1.1) 
and  ܣ ൌ ൤ ܫଷ ܶܫଷܱଷ ܫଷ ൨ , ܤ ൌ  ൤
ܶଶȀʹ ܫଷ
ܶ ܫଷ൨ 
Here ݓሺ݇ሻ א Թଷ is the mobile agents unknown acceleration in X, Y and Z directions. Also, T is the 
sampling time. ܫଷ and ܱଷindicate the 3 X 3 identity and zero matrix, respectively. 
The RSS can be expressed by the non-linear log normal propagation model, 
 ݍ௡ ൌ ݍ଴ െ ͳͲ א ଵ଴
ݏ௡
ݏ଴ ൅ ݒ௡ (2.4.1.2) 
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Here ݏ௡ is the distance between the mobile agent and the ݊ݐ݄ sensor. ݍ଴ is the constant power level 
at a distance of ݏ଴ away from the transmitter (mobile agent). This is determined by the transmitted 
power, wavelength and the antenna gain while ݍ௡ is the received power at the nth sensor. א is the 
slope index . ݒ௡ is the logarithm of the shadowing component and considered as uncertainty in the 
measurement. 
If the transmitted power is ݌௧ considering ݍ௡ ൌ ͳͲ ଵ଴ ௣೙௣೟  and ݍ௢ ൌ ͳͲ ଵ଴
௣బ
௣೟  then the above 
equation ݍ௡  is the logarithmic form of, 
 ݌௡ ൌ 
݌଴ݏ௢ఢͳͲ
௩೙ଵ଴
ሺሺݔଵ െ ݔො௡ሻଶ ൅ሺݔଶ െ ݕො௡ሻଶ ൅ሺݔଷ െ ݖƸ௡ሻଶሻ
ఢ
ଶ
 (2.4.1.3) 
Here, ݌௡ is the measured actual power at the nth sensor for a transmitted power of ݌଴ at a distance 
of ݏ଴ from the mobile agent. The converted measurements indicated by ݕ෤ ൌ  ሾݔ෤ଵݔ෤ଶݔ෤ଷሿᇱ is essentially 
the noisy values of the three variables ݔଵǡ ݔଶǡ ݔଷ 
The converted measurement model can be expressed as,  
 ݕ෤ ൌ 
ݔ෤ଵ
ݔ෤ଶ
ݔ෤ଷ
ൌ Ȧିଵܮሺߠሻ െ Ȧିଵܦǡ ȁȦିଵȁ ് Ͳ (2.4.1.4) 
In the above expression,  
Ȧ ൌ ʹ ቦ
ݔො௜ െ ݔො௝ ݕො௜ െ ݕො௝ ݖƸ௜ െ ݖƸ௝
ݔො௝ െ ݔො௞ ݕො௝ െ ݕො௞ ݖƸ௝ െ ݖƸ௞
ݔො௞ െ ݔො௟ ݕො௞ െ ݕො௟ ݖƸ௞ െ ݖƸ௟
ቧ 
ܦ ൌ ආ
ݎ௝ଶ ݎ௜ଶ
ݎ௞ଶ ݎ௝ଶ
ݎ௟ଶ ݎ௞ଶ
ඊ 
ߠ ൌ ඃ݌௜݌௝݌௞݌௟ඇᇱ 
ݎ௡ ൌ ሺݔො௡ଶݕො௡ଶݖƸ௡ଶሻ
ଵ
ଶ 
׊௡א ሼ݅ǡ ݆ǡ ݇ǡ ݈ሽ 
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ܮሺߠሻ ൌ ݌଴
ଶ
ఌݏ଴ଶͳͲ
௩೙ହఌ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍቆ ͳ݌௝ቇ
ଶ
ఌ
െ ൬ͳ݌௜൰
ଶ
ఌ
൬ ͳ݌௞൰
ଶ
ఌ െ ቆ ͳ݌௝ቇ
ଶ
ఌ
൬ͳ݌௟൰
ଶ
ఌ െ ൬ ͳ݌௞൰
ଶ
ఌ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
 
Here there is the assumption (assumption 1) that all four nodes ܽ௜ǡ  ௝ܽǡ ܽ௞ܽ݊݀ܽ௟  are not in the 
same plane. 
The Cayley Menger matrix and the Ȧ matrix in the above equation are singular, if and only if, all four 
receivers are co-planar as in both matrices have the same determinant [43, 89]. Therefore the 
condition ȁȦିଵȁ ് Ͳ is satisfied for the non co-planar seed nodes. 
There is also a further assumption (assumption 2) that there exists ߙǡ ߛǡ א Թାǡ ܲ א Թ଺ൈ଺ and ܳ א
Թଷൈଷ so that the following inequalities simultaneously hold for ݊ א ሼ݅ǡ ݆ǡ ݇ǡ ݈ሽ with probability ߬ 
 
ͳͲ ଵ଴ ߛ ൑ ݒ௡ ൑ ͳͲ ଵ଴ ߙ 
ሺݔሺͲሻ െݔ଴ሻᇱܲሺݔሺͲሻ െݔ଴ሻ ൅෍ ݓሺ݇ሻᇱ
்ିଵ
଴
ܳݓሺ݇ሻ ൑ ݀ 
(2.4.1.5) 
In the above, ݔ଴ is the initial state, ܲ ൌܲᇱ ൐ Ͳ is a given positive definite matrix and coupled with ܳ 
provides the relative weighting for each uncertainty term. Here ݀ ൐ Ͳ is a constant that indicates a 
bound for the overall uncertainty, ܶ ൐ Ͳ is a given time indicating the time for localisation and 
ԡݓሺ݇ሻԡ is the standard Euclidean vector norm. 
Also, in the above expression (2.4.1.5) is a sum – quadratic constraint that is commonly seen in 
modern robust filtering theory. The solution to the underlying state estimation problem involves the 
following Riccati difference equation. 
 
ܨሺ݇ ൅ ͳሻ ൌ ܤ෠ൣܤ෠ᇱܵሺ݇ሻܤ ൅ ܳ൧ିଵܤ෠ᇱܵሺ݇ሻܣመǡ 
ܵሺ݇ ൅ ͳሻ ൌ ܣመᇱܵሺ݇ሻൣܣመ െ ܨሺ݇ ൅ ͳሻ൧ ൅ ܥᇱܥ െ ܭᇱܭ 
(2.4.1.6) 
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ܵሺͲሻ ൌ ܲǡ where ܣመ ൌ ܣିଵǡ ܤ෠ ൌ ܣିଵܤǡ ܥ ൌ ߚଵȦܪǡ ܭ ൌ ߚଶܪǡ ܪ ൌ
ሾܫଷ ܱଷሿǡ 
ߚଵ ൌ
ͳ
ʹ ൬
ͳ
ߛ൰
ଶ
ఌ ൅ ͳʹ ൬
ͳ
ߙ൰
ଶ
ఌ  ǡ ߚଶ ൌ
ͳ
ʹ ൬
ͳ
ߛ൰
ଶ
ఌ െ ͳʹ ൬
ͳ
ߙ൰
ଶ
ఌ
 
Consider a set of state equations where, 
 
ߟሺ݇ ൅ ͳሻ ൌ  ൣܣመ െ ܨሺ݇ ൅ ͳሻ൧ᇱߟሺ݇ሻ ൅ ܥᇱݕሺ݇ ൅ ͳሻǡ 
ߟሺͲሻ ൌ ܲݔ଴ǡ 
݃ሺ݇ ൅ ͳሻ ൌ ݃ሺ݇ሻ ൅ ݕሺ݇ ൅ ͳሻᇱݕሺܭ ൅ ͳሻ െ ߟሺ݇ሻᇱܨሺ݇ ൅ ͳሻܣܵሺ݇ሻିଵߟሺ݇ሻǡ 
݃ሺͲሻ ൌ ݔ଴ᇱܲݔ଴ 
(2.4.1.7) 
Theorem: Suppose the two assumptions made before hold, let Ͳ ൏ ߬ ൑ ͳ. Then, the state ݔ் ؜ ݔሺܶሻ 
belongs to the ellipsoid, 
 ܧ் ؜ ቐ
ݔ் א Թ௡
ብቆܵሺܶሻଵଶݔ் െ ܵሺܶሻି
ଵ
ଶߟሺܶሻቇብ
ଶ
൑ ߩ ൅ ݀ቑǡ (2.4.1.8) 
And has a probability of ߬ or more. Here, ߩ ׷ൌ ߟሺܶሻᇱܵሺܶሻିଵߟሺܶሻ െ ݃ሺܶሻ and ߟሺܶሻ and ݃ሺܶሻ are 
defined by (2.4.1.8) above. 
Proof: ׊௜א ሾͳǡ ʹǡ ͵ሿ, consider the bounded noise ሺ ഥ߱௜ሺ݇ሻሻ with inequalities ȁ ഥ߱௜ሺ݇ሻȁ ൑ ߚଶȁݔ௜ሺ݇ሻȁ hold 
together with assumption 2 and probability ߬ where ݔ௜ሺ݇ሻ is the ݅௧௛ component of the state vector 
ݔሺ݇ሻ of the system. 
Taking ߠ଴ ൌ ൣ݌௜଴ǡ ݌௝଴ǡ ݌௞଴ǡ ݌௟଴൧ᇱthe noiseless measurements of the converted measurement model, 
 ሾݔଵݔଶݔଷሿᇱ ൌ ܪݔ ൌ Ȧିଵܮሺߠ଴ሻ െȦିଵܦ (2.4.1.9) 
When ഥ߱ ؜ ሾ ഥ߱ଵ ഥ߱ଶ ഥ߱ଷሿᇱ , the bounded variation ܮሺߠሻ ൌ ߚଵܫଷܮሺߠ௢ሻ ൅ ഥ߱ and the condition ԡ ഥ߱ԡଶ ൑
ԡܭ௫ԡଶ hold together with assumption 2 and probability ߬. 
The accounting noise uncertainty can be written as, 
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 ݕ෤ሺ݇ሻ ൌ Ȧିଵ൫ߚଵܫଷሺȦܪ௫ ൅ ܦሻ ൅ ഥ߱ሺ݇ሻ൯ െ Ȧିଵܦ. (2.4.1.10) 
Therefore the standard measurement equation, ݕሺ݇ሻ ൌ ܥݔሺ݇ሻ ൅ ഥ߱ሺ݇ሻ, directly follows when the 
converted measurements, ݕ෤ሺ݇ሻ are further converted such that ݕሺ݇ሻ ൌ Ȧݕ෤ሺ݇ሻ ൅ ሺͳ െ ߚଵሻܦ 
From assumption 2 and a combination of the bounded variation and condition, the following sum 
quadratic constraint is satisfied to a probability ߬. 
 
ሺݔሺͲሻ െ ݔ଴ሻᇱܲሺݔሺͲሻ െ ݔ଴ሻ
൅෍ ሺ߱ሺ݇ሻᇱܳ߱ሺ݇ሻ ൅ ԡ ഥ߱ሺ݇ ൅ ͳሻԡଶሻ ൑ ݀ ൅෍ ԡܭݔሺ݇ ൅ ͳሻԡଶǡ
்ିଵ
଴
்ିଵ
଴
 
(2.4.1.11) 
Therefore the state space model and the standard measurement equation belong to the ellipsoid 
expressed before with probability ߬. 
The state estimate is ݔොஐ ൌ ܵሺ݇ሻିଵߟሺ݇ሻ, which is the center of the ellipsoid. When considering the 
estimations due to different combinatorial sets, the average can be given as ݔො ൌ σ ௫ොಈȁ௦఼ȁஐ   
According to assumption 2, the measurement noise is required to be bounded within a percentage 
of the true measurement value. Therefore values can be found for ߙ and ߛ where this assumption is 
satisfied with probability ߬ at any given time [120]. 
It is also known that the Gaussian noise is bounded within the first standard deviation with a 
probability of ߬ ൌ ͲǤ͸ͺ and within two standard deviations with probability of ߬ ൌ ͲǤͻͷ. There is no 
loss of generality by considering uncertainties satisfying assumption 2 [120]. 
Here RSS was used to estimate the position of a mobile transmitter using the method of linear 
robust filtering, facilitated by a novel measurement transformation technique. This method uses 
information acquired from different sensor combinations to improve accuracy. 
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2.5 Concluding remarks 
Chapter two introduces localisation and tracking methods that utilise the Doppler technology. The 
science behind localisation uses sampling at given intervals to trace the ware bouts of a target of 
interest. 
Research was done on static systems and dynamic systems. Static systems are systems that do not 
change when sampled against time. Dynamic systems are the opposite in character and change 
when sampled against time.  
Geolocalisation was introduced in this chapter. Geo location of an object of interest is gaining 
interest of researches very rapidly due to its positive contribution to mobile application technology. 
Almost all mobile applications use this technology now to enhance functionality and deliver a better 
outcome to the end user. 
RSSI was also investigated and documented in this chapter. This is another widely used technology 
that enables better accuracy in localisation applications. Other technologies included in this chapter 
include TDoA and AoA. 
Some experimental setup for localisation has also been included in this chapter which leads onto 
chapters 3, 4 and 5.  
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Chapter 3 - Localisation of an object in motion in 3D space via angle only 
measurements 
3.1 Objects in 3D space 
Let’s consider two reflected waves returning from an object being tracked as depicted in the figure 
below [58]. These waves are received by two antenna elements with a path difference of y, relative to 
the position of the object with respect to the sensing element placement. 
 y = d sin θ (3.1.1) 
 
 
In the above, Rx1 and Rx2 are the two antenna elements placed apart with a distance of d. θ is the 
DoA. 
For the two received waves, the phase difference Δψ, can be written as, 
 ȟ߰ ൌ ଶగ௬ఒ௖   (3.1.2) 
In the above equation, λc is the carrier frequency. We can derive the DoA from the equation listed 
above to be, 
 ߠ ൌ ሺ௱టఒ௖ଶగௗ ሻ  (3.1.3) 
When multiple objects are in motion, Doppler discrimination can be applied to obtain the DOA. If we 
Figure 3.1.1 Moving object detection 
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consider four antenna elements receive the returning waves of two mobile objects.  
Consider returning waves are x1 and x2 on antenna elements Rx1 and Rx2. After demodulation, the 
following expressions are obtained [58]. 
 
ݔଵ = k1 sin(2πfd1t + φ1) + k2 sin(2πfd2t + φ2) 
ݔଶ = k1 sin(2πfd1t + φ3) + k2 sin(2πfd2t + φ4) 
(3.1.4) 
In the above expression, k1 and k2 are in amplitudes of the incoming sine waves. We assume they are 
constant for both waves because the path difference is very low. The Doppler frequencies 
modulated by the two mobile objects are fd1and fd2 respectively. The corresponding phases at the 
receiving antennas are φ1,φ2,φ3 and φ4. 
The two signals are processed individually via Fast Fourier Transformation (FFT). The frequency bins 
are calculated and the relative phase and amplitudes at each frequency bin is obtained. 
Phase difference of a particular frequency bin Δψ1 can be expressed as, 
 Δψ1 = φ1 − φ3 (3.1.5) 
The DOA of the mobile object can be expressed as, 
 ߠଵ ൌ ܽݎܿݏ݅݊ ൬
ο߰ଵߣܿ
ʹߨ݀ ൰ (3.1.6) 
Similarly, DOA for multiple objects can be obtained as long as they have reasonable Doppler 
separation [58]. DOA of any i can be expressed as, 
 ߠ௜ ൌ ܽݎܿݏ݅݊ ൬
ο߰௜ߣܿ
ʹߨ݀ ൰ (3.1.7) 
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The method described earlier is capable of tracking multiple object’s dynamic information as long as 
their radial velocities towards the sensors are distinct. 
Consider two objects with identical radial velocities towards any sensor, as displayed in figure 3.1.2. 
For simplicity, assume they are positioned the same distance apart from the sensor. In the following 
scenario, the above can be expressed as, 
 
ݔଵ= k sin(2πfdt + φ1) + k sin(2πfdt + φ2) 
ݔଵ ൌ ʹ݇  ൤ʹߨ݂݀ݐ ൅ ൬
߮ଵ ൅߮ଶ
ʹ ൰൨  ቀ
߮ଵ െ߮ଶ
ʹ ቁ 
x1 = K sin(2πfdt + φ) 
(3.1.8) 
where, 
ܭ ൌ ʹ݇  ቀ߮ଵ െ߮ଶʹ ቁ 
and, 
߮ ൌ ൬߮ଵ ൅ ߮ଶʹ ൰ 
In the above scenario, the sensor elements track the two signals with the same frequency as a single 
signal. They have the same frequency but different phase. Therefore, resolving the DoA via this 
Figure 3.1.2 Multiple moving object 
detection 
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method is impossible. What can be gathered from here is that when the number of mobile objects 
increase, the number of sensors needed to track them should also increase in order to find the 
required information. 
Throughout the rest of this chapter, a localisation method for a single object is discussed and 
simulated using angle only measurements. 
3.2 Localisation and Tracking 
Consider a position (object) in 3D space. Let’s call this (x1,y1,z1) as depicted in figure 3.2.1 below. The 
location of (x1,y1,z1) can be defined by position coordinates respective to the X, Y and Z plane. Radar 
elements are placed in positions A and O receive reflected waves from the object (x1,y1,z1). 
In the following scenario, localisation of the object is done using angles θ1, θ2 and θ3. Expressions for 
angles θ1, θ2 and θ3 are derived from the distance between the two radar elements. They are a 
between A and O, c between A and position x1,y1,z1 and b between O and position x1,y1,z1 . 
General expressions are further derived for positions x, y and z for any given θ1, θ2 and θ3, depending 
on the location of the moving object. Different values for θ1, θ2 and θ3 will generate unique position 
coordinates X, Y and Z, enabling the continuous tracking of the moving object. 
 
 
Figure 3.2.1 localisation in 3D space 
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In the above figure 3.2.1, we can express the following, 
 
ߠଵ ൌ ିଵ
ܽଶ ൅ ܾଶ െ ܿଶ
ʹܾܽ  
ߠଶ ൌ ିଵ
ܽଶ ൅ ܿଶ െ ܾଶ
ʹܽܿ  
ߠଷ ൌ  ିଵ
ݖ
ඥݔଶ ൅ ݕଶ ൅ ݖଶ 
(3.2.1) 
where, 
ܾ ൌ ඥݔଶ ൅ ݕଶ ൅ ݖଶ 
ܿ ൌ ඥሺݔ െ ܽሻଶ ൅ ݕଶ ൅ ݖଶ 
These essentially form the set of measurement equations. Using the angles above in (3.2.1) 
(assuming perfect measurements), the following expressions can be deduced. 
 
ݔ ൌ ܽሺߠଵ ൅ ߠଶሻ כ  ߠଶ כ  ߠଵ 
ݕ ൌ ඨ൬ ܽ  ߠଶሺߠଵ ൅ ߠଶሻ כ  ߠଷ൰
ଶ
െ ൬ ܽ  ߠଶሺߠଵ ൅ ߠଶሻ כ  ߠଵ൰
ଶ
 
ݖ ൌ ܽሺߠଵ ൅ ߠଶሻ כ  ߠଶ כ  ߠଷ 
(3.2.2) 
3.3 The Extended Kalman Filter 
    
Taking the position of the target (x1,y1,z1), we define the state of the moving object as ୩ ൌ
ൣ୶୷୸୶୷୸൧୘ א ܀ૢ. Here ൣݒ௫ݒ௬ݒ௭൧் א ܀ଷ  indicate the velocity of the object and 
ൣܽ௫ܽ௬ܽ௫൧் א ܀ଷ indicate the acceleration. The state evolves according to  
 ݔ௞ ൌ ܣݔ௞ିଵ ൅ ܤݓ௞ǡ (3.3.1) 
where,  
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ܣ ൌ
ۏ
ێ
ێ
ۍܫଷ ݇௦ܫଷ
݇௦ଶ
ʹ ܫଷ
Ͳ ܫଷ ݇௦ܫଷ
Ͳ Ͳ ܫଵ ے
ۑ
ۑ
ې
ǡ 
ܤ ൌ ൦
௞ೞమ
ଶ ܫଷ
݇௦ܫଷ
ܫଷ
൪. 
Here, ݓሺ݇ሻ א ܀ଷ models the uncertain object manoeuvres and additive system uncertainties while 
݇௦ is the sampling time and ܫଷIndicates the ͵ ൈ ͵ identity matrix. 
In the antenna array and the 3D motion of the object, the above equation forms the dynamic model 
and the measurement equation respectively. For the underlying state estimation problem, we use 
the EKF.   
EKF is a Kalman filter that linearizes about the current mean and covariance. This type of filter is 
ideal for non linear processes. The estimation can be linearized around the current estimation using 
partial derivatives of the process. 
If a process has a state vectorݔ א ܭ௡, the process is controlled by a non linear stochastic difference 
equation, 
 ݔ௞ ൌ ݂ሺݔ௞ିଵǡ ݑ௞ିଵǡݓ௞ିଵሻ (3.3.2) 
Where measurement ݖ א ܭ௠is, 
ݖ௞ ൌ ݄ሺݔ௞ǡ ݒ௞ሻ 
Here, ݓ௞ܽ݊݀ݒ௞are the process and measurement noise. The non-linear function ݂ relates the 
state from the previous time step k-1 to the current time step k. It also has the driving function ݑ௞ିଵ 
and zero-mean process noise ݓ௞ as its parameters. 
The non-linear function h in the equation above relates to the state ݔ௞ to the measurementݖ௞. 
However the individual noise values ݓ௞ܽ݊݀ݒ௞at each time step are not known and therefore an 
approximation is required. 
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ݔ෤௞ ൌ ݂ሺݔො௞ିଵǡ ݑ௞ିଵǡ Ͳሻ 
  ݖ෥௞ ൌ ݄ሺݔ෤௞ǡ Ͳሻ 
(3.3.3) 
Where ݔො௞ is some a posteriori estimate of the state. 
When estimating a process with non-linear differences and measurement relationships, new 
governing equations are required. These equations linearize an estimate for the above equations. 
These new equations are below. 
 
ݔ௞ ൎ ݔ෤௞ ൅ ܣሺݔ௞ିଵ െ ݔො௞ିଵሻ ൅ܹݓ௞ିଵ 
ݖ௞ ൎ ݖǁ௞ ൅ ܪሺݔ௞ െ ݔ෤௞ሻ ൅ ܸݒ௞ 
(3.3.4) 
Here, ݔ௞ݖ௞are actual state and measurement vectors. ݔ෤௞ and ݖ෥௞ are the approximate state 
and measurement vectors, ݔො௞ is some a poseriori estimate and ݓ௞ݒ௞are the process and 
measurement noise. 
A is the Jacobian matrix of partial derivatives of f, with respect to x  
 ܣሾ௜ǡ௝ሿ ൌ
߲ ሾ݂௜ሿ
߲ݔሾ௝ሿ ሺݔො௞ିଵǡ ݑ௞ିଵǡ Ͳሻ (3.3.5) 
W is the Jacobian matrix of partial derivatives of f, with respect to w 
 ሾܹ௜ǡ௝ሿ ൌ
߲ ሾ݂௜ሿ
߲ݓሾ௝ሿ ሺݔො௞ିଵǡ ݑ௞ିଵǡ Ͳሻ (3.3.6) 
H is the Jacobian matrix of partial derivatives of h, with respect to x 
 ܪሾ௜ǡ௝ሿ ൌ
߲݄ሾ௜ሿ
߲ݔሾ௝ሿ ሺݔො௞ǡ Ͳሻ (3.3.7) 
V is the Jacobian matrix of partial derivatives of h, with respect to v 
  ሾܸ௜ǡ௝ሿ ൌ
߲݄ሾ௜ሿ
߲ݒሾ௝ሿ ሺݔො௞ǡ Ͳሻ (3.3.8) 
EKF time update equations are, 
Chapter 3 - Localisation of an object in motion in 3D space via angle only measurements 
90 
 
 
ݔԢ෡௞ ൌ ݂ሺݔො௞ିଵǡ ݑ௞ିଵǡ Ͳሻ 
ሖܲ௞ ൌ ܣ௞ ௞ܲିଵܣ௞ିଵ் ൅ ௞ܹܳ௞ିଵ ௞்ܹ  
(3.3.9) 
EKF measurement update equations are, 
 
ܭ௞ ൌ ሖܲ௞ܪ௞் ሺܪ௞ ሖܲ௞ܪ௞் ൅ ௞ܸܴ௞ ௞்ܸ ሻିଵ 
ݔො௞ ൌ ݔොԢ௞ ൅ ܭ௞൫ݖ௞ െ ݄ሺݔොԢ௞ǡ Ͳሻ൯ 
௞ܲ ൌ ሺܫ െ ܭ௞ܪ௞ሻ ሖܲ௞ 
(3.3.10) 
3.4 Simulating the application of the EKF 
The concept documented in this chapter has also been coded in Matlab as a simulation to prove the 
underlining theory of 3D localisation. 
In this simulation, the position of a mobile agent is tracked via two radar elements. The figure below 
shows the path of the object in 3D space. Originating from x, y and z coordinates 10,10 and 10.  
The values given for the EKF for Q and R are 1000000 and 0.001 respectively. 
The plot in blue colour is the real path of the object, the plot in red is the measure path and the plot 
in green is the filtered path using the EKF. 
As depicted in figure 3.4.1, the EKF path is very close to the actual path of the object. 
Also displayed below in figure 3.4.2 is the Matlab plot of the measurement error and the filtered 
error. Here we can see that the filtered error is significantly lower due to the use of the EKF. 
Chapter 3 - Localisation of an object in motion in 3D space via angle only measurements 
91 
 
 
 
 
 
3.5 Concluding remarks 
Chapter 3 consists of a paper that was published during research that was carried out for localisation 
of an object in motion in 3D space using angle only measurements. This paper was published in the 
ISSNIP 2009 conference. 
The initial section of this chapter discusses the theory and problem setup of an object in motion in a 
3 dimensional space. This object is detected using two antenna elements. This theory is then 
extrapolated to two targets and more sensor nodes and the theory is formulated that as the number 
Figure 3.4.1 comparison of the Real path, 
Measured path and EKF path 
Figure 3.4.2 Plot of Measurement error and 
EKF error 
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of objects of interest increase, then the number of sensor nodes also needs to increase to track 
them effectively. 
The tracking algorithm formulated here is also then simulated via MATLAB. An EKF filter is also used 
to filter out any unwanted components and noise therefore highlighting  the path of the mobile 
object.
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Chapter 4 – Tracking of Multiple Mobile Agents Using Single Frequency 
Continuous Wave Radar – angle only measurements 
Tracking multiple moving targets can have many potential applications in situations such as security 
surveillance, disaster recovery, rescue missions and urban warfare. In the automobile industry this 
technology can be used in a driver alerting system to give the driver helpful information about the 
surroundings of the vehicle. Although not fully fledged, Through-the-Wall Radar Imaging (TWRI) is an 
essential tool which can be utilised for these purposes. 
CW radar systems when compared with other types of radar techniques available today, are the 
simplest to build and implement. Single frequency CW radar can measure Doppler frequency shifts 
with high accuracy. However this method is not generally used in range measurements. In order to 
measure the range, more sophisticated systems derived from CW radar are currently being used. 
These systems are costly, not user friendly and require complex hardware to implement. CW radar is 
excellent in clutter suppression; therefore it can be used to detect moving targets in strong clutter.  
FCMW radar and Pulsed Doppler radar both evolved from the CW radar technique. They are capable 
of detecting range but they are prone to clutter. Therefore, clutter mitigation algorithms are 
needed. 
CW single frequency radar consisting of two antenna elements to find the DoA has been explored by 
researchers. In the system they use the DoA of a moving object is measured using the phase 
difference of reflected waves arriving at the receiving antennas. Doppler separations of the moving 
targets should be adequately high for this system to track multiple targets accurately. Furthermore, 
the range or velocity measurements cannot be obtained for targets using this system.  
Research has been documented where tacking is carried out by two-frequency Doppler and DoA 
radar systems. However, this method is not capable of finding the velocities of targets. Also via other 
similar systems, only the location information of the targets can be obtained. In some systems the 
performance degrades rapidly as the number of moving targets increases. 
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For the above systems discussed, only the location information of targets can be derived and the 
time derivative of the displacement is used to find the velocities of the targets. If the targets change 
their velocities rapidly, these systems fail to map the exact dynamic behavior of the mobile targets.  
In our approach two receiving elements are kept half a wave length apart and the other two 
receiving elements are also placed the same distance apart. These two sets are placed apart from 
each other ‘in line’ facing the mobile targets.  The bearing of a target with respect to a particular set 
of elements can be found by measuring the phase difference of the reflected waves. Similarly, the 
target’s bearing with respect to the other two set of receiving elements can be found in the same 
manner. Using these parameters, the target’s location can be tracked. The target’s velocity can be 
derived by the Doppler shifts formed by the target in the direction of sensors. In many cases, 
multiple mobile targets give rise to different Doppler shifts. By processing data via Doppler 
discrimination, positions of different targets can be found by measuring phase differences at each 
Doppler frequency bin.  
There can be some instances where the radial velocities of two or more targets towards a sensor are 
the same. In such situations Doppler frequencies modulated by those targets at that sensor are the 
same. Therefore, the Doppler discrimination for distinct targets fails.  Then the location and velocity 
estimation for those targets are impossible to be obtained.  
When the number of mobile targets increases, the probability of occurrence of this instance also 
increases. To avoid this and to resolve the required parameters for all the mobile targets, the 
number of sensors can be increased. 
4.1 2D object tracking via antenna elements 
Consider two nearby scattered waves returning from a mobile target as shown below in figure 4.1.1. 
Two antenna elements receive these two signals with a path difference of ݕ, due to the relative 
position of the target. 
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 ݕ ൌ ݀Ʌ (4.1.1) 
Where ݀ is the distance between two antennas ܴݔଵ and ܴݔଶ  , and θ is the DoA of the mobile target. 
The phase difference of the two waves Δψ, can be written as, 
 Δψ ൌ  ʹπ
λେ
 (4.1.2) 
Where ߣ௖ is the carrier frequency. DoA can be expressed as,  
 Ʌ ൌ  ିଵ ൬ȟɗǤ ɉେʹɎ ൰ (4.1.3) 
Consider a mobile target T, at (x,y) coordinate with velocity towards x-direction and velocity towards 
y-direction to be ݑݔ and ݑݕ respectively. This is displayed in figure 4.1.2. 
A(p,0) = Two antenna elements at (p,0) coordinate 
B(q,0) = Two antenna elements at (q,0) coordinate 
୅ = Radial velocity of target towards (p,0) 
୆ = Radial velocity of target towards (q,0) 
α = Bearing of target with respect to (p,0) 
β = Bearing of target with respect to (q,0) 
Rx1 Rx2 
v 
d 
θ y 
Figure 4.1.1 Moving object detection 
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δ = β-α 
Using trigonometry it can be derived that, when, 
 
ݑ ൌ ሼሺݒ஺  ߜሻଶ ൅ ሾሺݒ஻ െ ݒ஺  ߜሻܿ݋ݏ݁ܿߜሿଶ
൅ ʹݒ஺  ߜ ሾሺݒ஻ െ ݒ஺  ߜሻܿ݋ݏ݁ܿߜሿሽଵ ଶൗ  
(4.1.4) 
   
 
 
୶ ൌ ሺɀሻ 
୷ ൌ െሺɀሻ 
(4.1.5) 
where, 
ɀ ൌ Ⱦ ൅ ିଵ ൬୆ െ ୅ɁɁ ൰ െ
Ɏ
ʹ 
and the coordinates of the target, 
 ൌ൅ሺǦሻȾȗȽȗɁ
 ൌሺǦሻȾȗȽȗɁ
This holds for only one moving target. In the case of multiple mobile targets, we naturally face the 
data association problem. 
x y 
B A 
Y 
X A(,0) B(,0) 
T(ǡ) 
β α 
δ 
Figure 4.1.2 Velocity diagram of mobile 
object 
Chapter 4 – Tracking of Multiple Mobile Agents Using Single Frequency Continuous Wave Radar – angle only 
measurements  
97 
 
Consider the case of tracking multiple mobile objects using a return Doppler frequency shifted signal 
with two sets of receiver elements kept approximately have a wave length apart as depicted below 
in figure 4.1.3 
 
 
Sensors 1 and 2 are a two element receiver combination. These sensors are placed collinear to each 
other. Using the phase difference of the reflected signals, the bearings of the targets can be found in 
relation to the sensor nodes. Using the angle measurements and triangulation, the target location 
can be found. The target directional velocities can be measured by the Doppler shifts due to the 
velocity component in the direction of the sensors, which are the radial velocities. 
The Doppler signal frequency and phase is converted into the directional position and velocity 
measurements to be used in the linear form of a robust filter providing estimates of the location, 
velocity and acceleration of the target recursively. 
Figure 4.1.3 Bearing calculation in relation to 
sensor nodes 
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Further to the above, consider a specific scenario of data association and a unique occurrence of 
missing information. This requires special attention when tracking multiple objects. The reason 
behind this is because they can lead to an increased number of elements in the linear receiver. To 
overcome this, a minimum number of elements are needed in the array to ensure the problem is 
addressed. 
Consider the case of tracking multiple objects using a single linear array of sensors. The two main 
instances that can adversely affect tracking multiple objects with Doppler radar measurements are 
the formation of ghost targets and the modulation of identical or indistinguishably close Doppler 
frequencies. 
Multiple targets naturally modulate different Doppler shifts at the receiving element and create a 
problem of data association. This is the problem of assigning modulating frequency components and 
the associated phase differences among sensors to the corresponding targets so that the resulting 
target states correspond to the actual targets responsible for the respective modulations. Especially 
when tracking many targets with fewer amounts of sensors, the data association problem comprises 
of the incorrect assignment of ghost targets to real targets and vice versa. A limited number of 
spatially dispersed sensors prevent the resolution of real target locations uniquely from the 
information received at each sensor. This is because of the number of combinations of the received 
data exceeding the number of real targets and certain combinations at the receiving elements 
generating target positions barring any resemblance to the real target positions. These virtual 
targets are known as ghosts. 
Doppler signals from two or more objects can potentially modulate the same frequency in one 
sensor preventing the recovery  of the respective frequency and phase components. The receiver is 
then unable to separate the signals. It is then perceived as a signal with the same frequency but with 
a phase different to either phase of the two incoming signals. This prevents the AoA recovery using 
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the phase of the incoming signals. Under these conditions the data from these sensors cannot be 
used for localisation and therefore it is considered as incomplete or missing information. 
In the above case, as angle measurements are not modelled with Doppler signals mathematically, 
we need to use arbitrary values for the angle measurements in order to make sure the filtering 
process is not affected. In target tracking when the counts of targets are unknown, false 
discrimination procedures based on probabilistic assumptions are used. The data aggregation is 
eventually expected to satisfy the probabilistic assumptions and leads to improved tracking. 
When radar equation uses the phase difference of arrival, the following is assumed with regard to 
target motion. 
Mobile targets are restricted to the positive Y half of the X-Y plane and the targets are not collinear 
with the sensor array positioned in the positive side of the X axis. 
From the above we can conclude that a maximum of three sensors can receive identical Doppler 
frequencies from two unique targets. 
For a set of mobile targets ܨ, that are restricted to the positive half of the Y-axis in a X-Y plane and a 
linear phase array with a set of distinct sensors ߣ. If we consider two targets initially, we have ܣǡ ܤ א
ܨ with each having modulated Doppler frequencies ஺݂ଵǡ ஺݂ଶǡ ǥ ஺݂ఒ and ஻݂ଵǡ ஻݂ଶǡǥ ஻݂ఒ respectively and 
define ȳ஺ ൌ ൣ ஺݂ଵ ǥ Ǥ ஺݂ఒ൧் and ȳ஻ ൌ ൣ ஻݂ଵ ǥ Ǥ ஻݂ఒ൧், where ۃήۄ is the cardinality of a set and ܶ is the 
transposition. 
This is discussed in [120] where as an indirect proof, they use a reductio ad absurdum argumentation 
to assert that if two targets modulate the same Doppler frequency in four sensors, then the two 
targets are essentially the same. They are identical in position and velocity. 
Consider a linear array of four sensors [120], ௜ܵ with ݅ א ሼͳǡʹǡ͵ǡͶሽ and the ݅௧௛ sensor located at ݀௜ ൌ
ሺ݀௜ǡ Ͳሻ. ଵܶ and ଶܶ are mobile targets that have positions ݌ǡ ݍ א Թଶ and is in the positive half of the Y 
plane in the X-Y plane and the velocities are ݑǡ ݒ א Թଶ 
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Then the corresponding radial velocities at the ݅௧௛ sensor are as follows, 
 ݒଵ௜ ൌ
ݑ்ሺ݀௜ െ ݌ሻ
ԡ݀௜ െ ݌ԡ ǡ ݒଶ
௜ ൌ ݒ
்ሺ݀௜ െ ݍሻ
ԡ݀௜ െ ݍԡ ݅ א ሼͳǡʹǡ͵ǡͶሽ (4.1.6) 
If the two mobile targets modulate identical radial velocities on each of the sensors corresponding to 
݅ ൌ ͳǡʹǡ͵ǡͶ. Then, 
 
ݑ்ሺ݀௜ െ ݌ሻ
ԡ݀௜ െ ݌ԡ ൌ
ݒ்ሺ݀௜ െ ݍሻ
ԡ݀௜ െ ݍԡ ݅ א ሼͳǡʹǡ͵ǡͶሽ (4.1.7) 
The targets and sensors here are collinear and the sensors receive the same radial velocity 
regardless of the number of sensors. 
Doppler discrimination of the mobile targets can be used to obtain the DOA of several mobile 
targets. Consider the scenario where two mobile targets scatter waves on four antenna elements. x1 
and x2 are the receiving signals on antenna elements Rx1 and Rx2 after the demodulation. They can 
be expressed as  
 
ݔͳ ൌ ݇ͳ ሺʹߨ݂݀ͳݐ ൅ ߶ͳሻ ൅݇ʹ ሺʹߨ݂݀ʹݐ ൅ ߶ʹሻ 
ݔʹ ൌ ݇ͳ ሺʹߨ݂݀ͳݐ ൅ ߶͵ሻ ൅݇ʹ ሺʹߨ݂݀ʹݐ ൅ ߶Ͷሻ 
(4.1.8) 
Where k1, k2 are the amplitudes of the incoming sine waves and here we assumed that they are 
constant for both waves since the path difference is very low. fd1 and fd2 are the Doppler 
frequencies modulated by the two mobile targets. φ1, φ2, φ3 and φ4 are the corresponding phases 
at the receiving antennas. 
These two signals are processed individually using Fast Fourier Transform (FFT). The frequency bins 
are found and the corresponding phases and amplitudes of each and every frequency bin are 
obtained. Phase difference of a particular frequency bin Δψ1, can be obtained by, 
Δψ 1= phase at FFT for x1 in fd1 - phase at FFT for x2 in fd1 
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Then, the DoA of the mobile target can be obtained by 
 Ʌଵ ൌ  ିଵ ൬
ȟɗଵǤ ɉେ
ʹɎ ൰ (4.1.9) 
From this method, DoA of multiple targets can be resolved as long as they have considerable 
Doppler separation.  DoA of any target ݅ can be expressed as, 
 Ʌ୧ ൌ  ିଵ ൬
ȟɗ୧Ǥ ɉେ
ʹɎ ൰ (4.1.10) 
After discriminating Doppler shifts of each and every mobile target their velocities and positions can 
be obtained. The above system is capable of tracking multiple target dynamic information, as long as 
their radial velocities towards any sensor are distinct. 
Let’s consider two targets having the same radial velocity towards any sensor and for simplicity, 
assume that they are positioned at the same distance away from the sensor at a particular instance. 
Then x1 can be rewritten as, 
 
ݔଵ ൌ ݇ ሺʹߨ݂݀ݐ ൅ ߶ͳሻ ൅ ݇ ሺʹߨ݂݀ݐ ൅ ߶ʹሻ                      
ଵ ൌ ʹǤ  ൤ʹɎୢ ൅ ൬
ɔଵ ൅ ɔଵ
ʹ ൰൨ Ǥ  ቂ
ɔଵ െ ɔଵ
ʹ ቃ 
ݔଵ ൌ ݇ ሺʹߨ݂݀ݐ ൅ ߶ሻ 
(4.1.11) 
where, 
Figure 4.1.4 Multiple moving object 
detection 
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 ൌ ʹ ቂɔଵ െ ɔଵʹ ቃ 
ɔ ൌ ൤ɔଵ ൅ ɔଵʹ ൨ 
4.2 Localising targets 
A sensor tracks two signals with the same frequency as a single signal with the same frequency but 
different phase. Hence, resolving the DoA for the targets is impossible. The number of sensors 
should be increased to find the required information of the targets, as the number of targets 
increases. 
In this section a function has been formulated to find the minimum number of inline sensors needed 
to guarantee the location and velocity information for  number of mobile agents. The maximum 
number of inline sensors that can have the same Doppler frequency from two distinct mobile targets 
is three. (Each sensor receives the same Doppler frequency from the two targets and this value can 
be different from the Doppler frequencies on the other two sensors formed by the two mobile 
targets)    
Consider two mobile targets with four number of in-line sensors to track their dynamic behavior and 
position as displayed in figure 4.2.1. 
Radial velocities of the targets towards each and every sensor are, 
Radial velocity of T1 towards sensor i,  
 ݑ݀݅ ൌ ሼଵሺ୧ െ ଵሻ െ ଵଵሽሼሺ୧ െ ଵሻଶ ൅ ଵଶሽି
ଵ
ଶ (4.2.1) 
Radial velocity of T2 towards sensor i,  
  ൌ ሼሺ୧ െ ሻ െ ሽሼሺ୧ െ ሻଶ ൅ ଶሽି
భ
మ      (4.2.2) 
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where S1 is the x-coordinate of the ith sensor.  
If the radial velocities of these targets towards the ith sensor are the same,  
 
ሼଵሺ୧ െ ଵሻ െ ଵଵሽඥሺ୧ െ ሻଶ ൅ ଶ 
ൌ ሼሺ୧ െ ሻ െ ሽඥሺ୧ െ ଵሻଶ ൅ ଵଶ 
(4.2.3) 
If the sensors S1, S2 and S3 experience, 
 ଵሺଶ െ ଷሻ ൅ ଶሺଷ െ ଵሻ ൅ ଷሺଵ െ ଶሻ=0     (4.2.4) 
        when,  
 ୧ ൌ ሼଵሺ୧ െ ଵሻ െ ଵଵሽඨቆ
ሺ୧ െ ሻଶ ൅ ଶ
ሺ୧ െ ଵሻଶ ൅ ଵଶቇ 
(4.2.5) 
If the sensors S1, S2 and S4 experience, 
ଵሺଶ െ ସሻ ൅ ଶሺସ െ ଵሻ ൅ ସሺଵ െ ଶሻ=0                   
When solving for x and y, numerically it can be shown that for givenଵ,ଵ,ଵ and ଵvalues, x and y 
converges to, 
 ൌ ଵ 
 ൌ ଵ 
1 ͳ
Y 
ͳሺͳǡͲሻ
T1(x1,y1) 

T2(x,y) 
X ʹሺʹǡͲሻ ʹሺ͵ǡͲሻ ͶሺͶǡͲሻ
Figure 4.2.1 Velocity diagram of multiple 
mobile objects 
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Levenberg-Marquadt algorithm can be used to show the convergence. The Levenberg-Marquadt 
algorithm (LMA) is also known as the damped least-squares (DLS) method. This algorithm is used to 
solve non linear least squares problems. 
Given a set of empirical data pairs of independent and dependent variables ሺ୧ǡ ୧ሻ optimize the 
parameters Ⱦ of the model curve ሺǡ Ⱦሻ such that, 
	ሺȾሻ ൌ σ ሾ୧ െ ሺ୧ǡ Ⱦሻሿଶ୫୧ୀଵ  is minimum. 
୧ ൌ ப୤ሺ୶౟ǡஒሻபஒ  is the gradient of  with respect to Ⱦ. 
To calculate the iteration step of the linearized iterative function, i.e. 
 ሺ୧ǡ Ⱦሻ ൎ ሺ୧ሻ ൅ ୧Ɂ (4.2.6) 
With the Levenberg-Marquadt algorithm findɁ, 
 ሾ୘ ൅ ȽǤ ሺ୘ሻሿɁ ൌ ୘ሾ െ ሺȾሻሿ (4.2.7) 
where, 
= Jacobian matrix whose ୲୦ row equals ୧ 
= Vector with ୲୦  component ሺ୧ǡ Ⱦሻ 
= Vector with ୲୦  component ୧ 
1 1 

T1(x1,y1) 

eq(4.2.5) 
eq(4.2.4) 
ͳሺͳǡͲሻ ʹሺʹǡͲሻ ͵ሺ͵ǡͲሻ ͶሺͶǡͲሻ
Figure 4.2.2 plot of equations 4.2.4 and 4.2.5 
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Ƚ= Damping factor (adjusted at each iteration) 
Ⱦ= Parameter vector 
Ɂ= Parameter increment step 
The iterative algorithm is stopped when length of the calculated step Ɂ or the reduction of the 
function 	 with the updated parameter vector falls below predefined limits. 
This proves that if T1 and T2 are at two distinct positions, their radial velocities cannot satisfy the 
conditions above.  Therefore, the maximum number of in-line sensors that can have the same 
Doppler frequency from two distinct mobile targets is three. 
Since the measurements from maximum number of three inline sensors can be incorrect, another 
three inline sensors can guarantee the location and velocity estimation of two targets.  
In this case, if the number frequency values given out by any sensor is one, the measurement form 
that sensor should be neglected. Only the sensors showing two frequency values should be 
combined to get the information of two mobile targets. 
The minimum number of sensors needed to find the location and velocity information of  number 
of targets is 2(2  -1). 
When considering the  number of mobile targets, the maximum number of sensors that can have 
number of frequency values less than  is 3( െ ͳሻ. These are the sensors that should be neglected 
in resolving the information (at least one frequency value that they are sensing is modulated by two 
or more mobile targets). Therefore, an additional number of ሺ ൅ ͳሻ sensors needed to resolve the 
information of all  targets. Sensors (Si) with mobile targets (Ti) are tabulated in the table below to 
depict this instance. Hence, number of sensors that can guarantee the location and velocity 
estimation of  number of mobile targets is, 
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4.3 Matlab simulation of mobile agent tracking 
In order to evaluate the concept discussed in this chapter, a simulation is carried out using MATLAB 
software. 
 In this simulation, the position and the velocity of two mobile targets are tracked using five inline 
sensors. The figure 4.3.1 below depicts the simulation of two mobile targets. One of the mobile 
targets is at (1, 6.35) with velocities to X-direction (u) and Y-direction (v) of 2 ms-1 and 3.29 ms-1 
respectively. The other mobile target is at (5.5, 2.04) with velocities to X-direction and Y-direction of 
0.74 ms-1 and 2.08 ms-1 respectively. The paths for the two mobile targets are generated to get the 
above condition at the same instance. At that time step, position and velocity values satisfy (20) 
when considering the sensors positioned at (4,0),(8,0) and (12,0). So the measurements taken from 
Figure 4.2.3 minimum number of sensors for 
n number of mobile agents 
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those three sensors are neglected. FFT with sampling frequency 2000Hz and Kaiser windowing with 
β= 0.2 are used for Doppler processing. The results are tabulated in the table below.  
 
 
It can be seen that, even if the DoAs of targets can be resolved, there are two ghosts formed. In 
order to track the two targets, another sensor is placed at (2,0) as shown in figure 4.3.2 below, so 
that the ghosts can be eliminated. This proves that there should be at least six sensors to track two 
mobile agents. 
Figure 4.3.1 ghost formation with sensor 
placement 
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Radial velocity and angle measurements directly follow from the frequency and phase 
measurements of the Doppler signal that scatters from the moving target. The frequency offset is 
directly proportional to the radial velocity. The phase difference between two elements in the 
sensor is used to measure the AoA. 
If the two sensor scenario is considered, the associated Doppler bins will contain ଵ݂ௗ and ଶ݂ௗ 
frequencies modulated by the ݅௧௛ target, thus resulting in radial velocities and AoA values denoted 
by ݒොଵ௜ ǡ ݒොଶ௜  and ߠ෠ଵ௜ ǡ ߠ෠ଶ௜  respectively. 
The state estimator has been derived in [120] using the measurement model for the ݅௧௛ target and the 
corresponding measurement conversion techniques coupled with the robust linear filter. As 
discussed in [120], let ݒ௜ and ߳௜ for ݅ ൌ ͳǡʹ be the corresponding measurement noise and ̶ ר ̶ 
indicates the noisy measured variables. 
The measurement corresponding to the ݅௧௛ target is, 
Figure 4.3.2 ghost elimination 
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 ݕො௜ሺ݇ሻ ൌ
ۏ
ێێ
ێ
ۍݒොଵ௜ ሺ݇ሻݒොଶ௜ ሺ݇ሻ
ߠ෠ଵ௜
ߠ෠ଶ௜ ے
ۑۑ
ۑ
ې
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ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
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ێ
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ێ
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ې
 (4.3.1) 
In the above, ݕො ൌ ሾݕොଵ ǥݕොேሿ் represents the true measurements for all ܰ targets. The noisy 
locations ሺݔොଵ௜ ǡ ݔොଶ௜ ሻ of ൫ݔଵ௜ ǡ ݔଶ௜ ൯ and directional velocities ሺݔොଷ௜ ǡ ݔොସ௜ ሻ of ൫ݔଷ௜ ǡ ݔସ௜ ൯ can be written in the 
following converted measurement form. 
 
ۏ
ێێ
ێ
ۍݔොଵ௜ݔොଶ௜
ݔොଷ௜
ݔොସ௜ ے
ۑۑ
ۑ
ې
ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ െ݀ ൫ߠଶ
௜ ൅ ߳ଶ൯൫ߠଵ௜ ൅ ߳ଵ൯
൫ߠଵ௜ െ ߠଶ௜ ൅ ߳ଵ െ ߳ଶ൯
݀ ൫ߠଵ௜ ൅ ߳ଵ൯൫ߠଶ௜ ൅ ߳ଶ൯
൫ߠଵ௜ െ ߠଶ ൅ ߳ଵ െ ߳ଶ൯
െ൫ݒଵ௜ ൅ ݒଵ൯ ൫ߠଶ௜ ൅ ߳ଶ൯ ൅ ൫ݒଶ௜ ൅ ݒଶ൯ ൫ߠଵ௜ ൅ ߳ଵ൯
൫ߠଵ௜ െ ߠଶ௜ ൅ ߳ଵ െ ߳ଶ൯
െ൫ݒଵ௜ ൅ ݒଵ൯ ൫ߠଶ௜ ൅ ߳ଶ൯ ൅ ൫ݒଶ௜ ൅ ݒଶ൯ ൫ߠଵ௜ ൅ ߳ଵ൯
൫ߠଵ௜ െ ߠଶ௜ ൅ ߳ଵ െ ߳ଶ൯ ے
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ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
ή (4.3.2) 
4.4 Concluding remarks 
This chapter of the thesis was the result of a paper published in the ICIAFS 2013 conference. Here 
research was carried out to track multiple mobile agents using single frequency continuous wave 
radar systems. 
The theory here is very similar to the previous chapter but here we are considering a 2D approach as 
opposed to a 3D solution. Here again we look at 2D object tracking using antenna elements. In this 
method some ghost targets are identified. Therefore the numbers of sensor elements have to be 
increased to eliminate the ghost targets in order to successfully track the object of interest.  
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A simulation is done with results for the minimum number of sensors required to track n number of 
mobile agents. The conclusion from the experiment and data analysis show that in order to minimise 
errors, eliminate ghost targets and track successfully that there should be at least six sensors to track 
two mobile agents.
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Chapter 5 – Doppler Radar with Amplitude Measurements 
5.1 Tracking moving targets 
Tracking moving objects is a vastly used technique in defence, disaster management and general 
surveillance. In some instances these moving targets may be within enclosed areas. Therefore the 
target may not be directly visible to the observer’s naked eye. For example, in a hostile environment 
the enemy can be hiding within a building and in another example, we could be looking for survivors 
in a disaster zone who are buried under rubble. In such scenarios through the wall radar can be 
utilised to locate and track any movement of these persons of interest. 
Radar pluses need to be delivered with adequate intensity to be able to penetrate through to the 
target of interest and return pulses back to the receiving element of the system. Experiments done 
at the Lincoln laboratory in Boston Massachusetts23 have shown that this technology is currently 
able to penetrate through 10-20CM solid concrete walls and also through “cinder-block” walls. 
These radar systems can locate and/or track moving or still targets. However tracking of moving 
targets requires much more effort. Targets change position over time. If this time interval is known 
and fairly constant, it makes it easier to develop tracking mechanisms and algorithms but not all 
targets change position in sync with time. 
5.2 Continuous wave radar systems 
CW radar systems are simple, easy to build and relatively cost effective systems in comparison to 
other radar systems available. Single frequency CW radar has the ability to measure Doppler 
frequency shifts with a high level of accuracy. CW radar is excellent in clutter suppression. This 
characteristic enables its use in moving target detection. 
The practical application of frequency modulated CW radar started in 1928 when J.O. Bentley filed 
the American patent on an airplane altitude indicating system124. Bentley’s radar system is a very 
simple system.  Its transmitter frequency is modulated with a triangular waveform using an electric 
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motor rotating an adjustable capacitor. The transmitted energy via the device is then radiated 
towards the surface. Because the isolation between the transmitting and receiving antennas is 
limited, a small portion of the transmitted energy enters the receiving antenna along with the signal 
reflected from the surface. The receiver input circuit is tuned to match, at any moment of time, the 
frequency of the transmitter. The reflected signal frequency differs slightly from the frequency of the 
transmission. 
Industrial application of this idea began only at the end of the 1930s 124 when the ultra high 
frequency bandwidth was exploited. The mechanical frequency agility of the transmitter paved way 
for the necessary frequency deviation. Signal processing after the mixer was performed in a very low 
frequency band. The radar system was very simple and reliable. This was the reason for wide 
application of the frequency modulated CW radio altimeters in military aircraft in WW II and later on 
in civil aircraft. 
Currently low altitude frequency modulated CW radio altimeters are necessary elements of the 
avionics components of most military and civil aircraft. This is also true for space vehicles that use 
this technology for landing. 
The theory and engineering for pulse Doppler radar began to develop around the 1930s. Most of the 
recent radar development after then was in pulse radar which met most of the military, civil 
engineering and industrial applications. Frequency modulated CW radar is not as popular as Pulse 
radar. It has almost been forgotten only to make an appearance when the requirement is to 
measure very small ranges from a fraction of a meter to a few meters. Ideal examples of this in 
military engineering are proximity fuses for artillery shells and missiles and also systems for 
detection of mobile targets. 
The basic feature of this type of radar for example is the ability to measure small and very small 
ranges to the target. It requires minimal range of the transmitted wavelength, the ability to measure 
both the target range and relative speed simultaneously. Also the ability to measure small range 
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changes is also another known feature of this type of radar device. The design is also small and 
weighs less and consumes less energy due to the absence of high current devices. 
Unlike pulse radar, CW radar systems emit electromagnetic radiation at all times. Therefore in 
principle, CW radar can measure the instantaneous rate of change of the target distance. This is 
accomplished by directly measuring the Doppler shift of the returned signal. This Doppler shift is the 
result of the change in the frequency of the electromagnetic wave caused by the motion of the radar 
apparatus itself, or the target, or both. 
However unmodulated CW radar is not capable of measuring target range by itself. This is due to 
there being no basis for the measurement of time delay. Therefore the signal is simply continuous. 
To overcome this, some sort of modulation is necessary to provide for such a basis. An example is 
the frequency modulation. This makes it possible to use a CW radar system to range by the 
systematic variation of the transmitted frequency. This gives a unique time stamp to the wave being 
transmitted at every instant. 
The delay time between the transmission and reception can be measured by comparing the 
frequency of the return signal with frequency of the transmitted waveform in the same time slot. 
Therefore the range can be calculated as in the case of pulsed radar. A range measuring capability is 
implemented in FMCW radar. Such radar sensors and widely used as altimeters. Normally they use 
FM radiation and frequency processing of the sensed signal. FMCW altimeters can also use 
correlation processing. Here Frequency Modulation (FM) is used for isolating the sounding waveform 
and the receiver signal too. The sounding frequency is the frequency of the radiated wave and in the 
case of FM, it will vary accordingly with the relevant modulation signal. The sounding waveform 
consists of the entire radiated signal, so the carrier sinusoid as modified by whichever signal is 
applied to it. 
In FMCW radar, the transmitter generates a waveform, the carrier frequency of which changes over 
time and is radiated via the transmitting antenna. An example of this is a linear FM waveform that 
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utilises a changing sounding wave frequency as a reference for measuring the time delay ݐௗ ൌ
ʹܪ௚ൗܿ . The transmitting frequency changes during the time ȟݐ ൌ ݐௗ and the difference between the 
receiver and transmitter frequencies ȟ݂ appears as a signal at the output of a mixer. The range data 
can be extracted from this, for example, by digital processing after analog to digital conversion. 
The characteristrics of the transmitted waveform have a significant effect on the ability of the radar 
to measure the properties of the object of interest accurately.  CW radar systems do not have good 
range measuring capability however provide very good Doppler resolution [124]. 
The signal transmitted by a CW radar system can be given by, 
 ݏ௧ሺݐሻ ൌ ܣ௧݁ି௝ଶగ௙೎௧ (5.2.1) 
If the object being illuminated is stationary then the received signal is, 
 ݏ௥ሺݐሻ ൌ ܣ௥݁ି௝ଶగ௙೎ቀ௧ି
ଶோ
௖ ቁ (5.2.2) 
The resulting baseband signal after mixing the transmitted and received signal is, 
 ݏ௕ሺݐሻ ൌ ܣ௥݁௝ସగ௙೎ோ ௖ൗ  (5.2.3) 
The phase difference between the transmitted signal and received signal is the phase of the 
baseband signal, which is, 
 ߜ߶ ൌ Ͷߨܴ ௖݂ܿ ൌ
Ͷߨܴ
ߣ  (5.2.4) 
Here, 
ߜ߶ ൌ ʹߨݓ݄݁݊ܴ ൌ ݊ߣʹ ǡ ݊ ൌ ͳǡʹǡ͵ǡǥ 
Therefore the range can only be measured unambiguously for up to one half of a wavelength from 
the radar. In most cases this is not useful. For example, the radar cannot determine if the object is at 
a range of ߣǡ ͳͲߣ݋ݎͳ ൈ ͳͲଽߣ, and the range is therefore highly ambiguous. 
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The maximum range beyond which the radar device cannot unambiguously determine the true 
range is referred to as the maximum unambiguous range [124]. For CW radar this is, 
 ܴ௠௔௫ ൌ
ߣ
ʹ (5.2.5) 
This demonstrates why CW radar doesn’t provide a reasonable measure of the range to an object. In 
millimetre wave security applications, the object of interest is most often at a standoff distance of at 
least a meter away. Which is many multiples of the wavelength. 
The strength of CW radar is its capability to accurately measure the Doppler frequency of a moving 
object. For example, the frequency domain representation of a baseband signal is, 
 ݏ௧ሺ݂ሻ ൌ ܣ௧ߜሺ݂ሻ (5.2.6) 
If the object is moving with a velocity of ݒ௥, then the baseband signal is given by, 
 ݏ௕ሺݐሻ ൌ ܣ௥݁௝ସగ௙೎
ሺோି௩ೝ௧ሻ ௖ൗ  (5.2.7) 
The fourier transform of the above is then, 
 ݏ௕ሺ݂ሻ ൌ ܣ௥ߜሺ݂ െ ஽݂ሻ (5.2.8) 
Here, ஽݂ is the Doppler frequency shift. 
The frequency representation of the received signal is narrow and the radar can discern between 
two objects that do not have identical radial velocities. In practice radars do not have infinite 
integration time, and therefore the time domain signal will be truncated. For a finite integration time 
߬, the baseband signal can be given by, 
 ݏ௕ሺݐሻ ൌ ȫ ൬

ɒ൰ ܣ௥݁
௝ସగ௙೎ሺோି௩ೝ௧ሻ ௖ൗ  (5.2.9) 
Then the frequency domain signal is, 
 ݏ௕ሺ݂ሻ ൌ
ܣ௥
߬ ݏ݅݊ܿሾ߬ሺ݂ െ ஽݂ሻሿ (5.2.10) 
The fourier transform is then, 
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 න ȫ൬ݐܽ൰ ݁
ି௝ଶగ௙௧݀ݐ ൌ ͳܽ ݏ݅݊ܿሺ݂ܽሻ
ஶ
ିஶ
 (5.2.11) 
The Rayleigh bandwidth of the baseband signal can be expressed as, 
 ߜ݂ ൌ ͳ߬ (5.2.12) 
When two objects have Doppler frequency shifts, close in frequency, the bandwidth of the signal 
determines if the radar can correctly find the two objects or if it incorrectly only identifies it as one. 
The minimum separation in frequency is known as the Rayleigh resolution [124]. This is the 4dB 
bandwidth of the signal. The Doppler resolution of the CW radar is proportional to the inverse of the 
integration time. CW radar is capable of distinguishing between two objects who’s Doppler 
frequency shift differs by no less than ߬ିଵ. 
For a scanning CW radar system, the Doppler resolution is influenced by the dwell time and 
integration time. The dwell time of an antenna scanning in the azimuth direction can be expressed in 
terms of the azimuth antenna beamwidth ߶஻ௐ and the rotation rate of the sensor ߱ by, 
 ߬ௗ ൌ 
߶஻ௐ
߱  (5.2.13) 
The resolution is inversely proportional to the time the signal is integrated. This is given by ߜ݂ ൌ
߬ିଵ. If the dwell time is ߬ௗ ൏ ߬ then the signal will be integrated over multiple spatial points, this has 
the effect of spreading the spatial response from a point over multiple spatial bins and resulting in 
coarser spatial resolution. However if ߬ௗ ൐ ߬, then the system is not using the full available signal as 
the point is present in the beam over multiple integration times, resulting in coarser Doppler 
resolution. Therefore the optimal integration time for scanning CW systems are, 
 ߜ݂ ൌ ͳ߬ௗ ൌ
߱
߶஻ௐ (5.2.14) 
For a system where ߬ௗ ൐ ߬, the spatial resolution is decreased. However the Doppler resolution 
does not decrease because the object generating the Doppler returns is only within the antenna 
beam from the dwell time. 
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The unambiguous range of CW radar is too short compared to operational situations encountered in 
security sensing to provide any useful range information. To overcome this, a time varying 
modulation must be passed onto the signal. This time variance can be implemented by either 
amplitude or phase modulation of the signal. 
Pulse radar systems modulate the amplitude of the signal to generate a short temporal pulse, and 
then the time between the transmission and reception can be measured. However, the range 
resolution is proportional to the length of the pulse. Therefore shorter pulses are needed for finer 
range resolution. 
FMCW radar is a method to combine the fine Doppler resolution of the CW radar with an increased 
unambiguous range, to continuously modulate the frequency of the CW signal. For a linear 
frequency modulation, the frequency of the transmitted signal can be represented as below, 
 ݂ሺݐሻ ൌ ௖݂ ൅ ߟݐ (5.2.15) 
In practical systems, frequency modulation can only be implemented across a finite bandwidth and 
its modulation slope is, 
 ߟ ൌ ௠݂ȟ݂ (5.2.16) 
Here, ௠݂ ൌ ௠ܶିଵ is known as the modulation frequency. This is determined by the temporal length, 
௠ܶ of the modulated waveform. ȟ݂ is the modulation bandwidth, or the frequency range in which 
the signal is swept. 
The range can be expressed as, 
 ܴ ൌ ܿ ௥݂ʹ ௠݂ȟ݂ (5.2.17) 
The maximum difference frequency that can be encountered is ȟ݂ and therefore the maximum 
unambiguous range is, 
 ܴ௠௔௫ ൌ
ܿ
ʹ ௠݂ (5.2.18) 
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The period of the modulation is then, 
 ௠ܶ ൌ
ʹܴ௠௔௫
ܿ ൌ
ͳ
௠݂
 (5.2.19) 
Therefore the unambiguous range of the frequency modulated CW radar is dependent on the 
frequency of the modulation placed on the signal. 
The measured difference frequency then depends on whether the modulation is upslope or 
downslope of the triangle. The upslope and downslope frequencies can be expressed using the 
following, 
 
௨݂ ൌ ௥݂ െ ஽݂ 
ௗ݂ ൌ ௥݂ െ ஽݂ 
(5.2.20) 
Then the frequency difference proportional to the range can be obtained by averaging the two 
frequency differences, 
 ௥݂ ൌ
ͳ
ʹ ሺ ௨݂ ൅ ௗ݂ሻ (5.2.21) 
the Doppler frequency can then be calculated as, 
 ܨ஽ ൌ
ͳ
ʹ ሺ ௗ݂ െ ௨݂ሻ (5.2.22) 
5.3 Ultra wideband application 
Ultra Wideband, also commonly known as UWB or Ultra Band is similar to Pulse Doppler radar. UWB 
radio technology was founded by Robert A. Scholtz [17, 51, 95]. However, it was conceptually first 
demonstrated in 1901 by Guglielmo Marconi [51]. Marconi used this technology to transmit Morse 
code sequences across the Atlantic Ocean using spark gap radio transmitting. However the benefits 
of a large bandwidth and the capability of implementing multiuser systems provided by 
electromagnetic pulses were never considered or thought of at that time. UWB was also heavily 
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used in the 1960’s, in military radar. Up until the 1990’s, this technology was restricted to military 
and defence applications under classified programs such as highly secure communications [95]. 
In 1970, Bennett and Ross presented a complete study on the first research carried out on UWB [95]. 
A couple of decades later, Taylor described the bases of the UWB technology used in radar. It wasn’t 
until 1990 that the US Department of Defence published the results of their evaluation of UWB 
technology [95]. Here the technology was related to radar systems as UWB was not yet applied to 
communication systems. 
 UWB gained its momentum in 2002 after its approval for commercial applications [95]. This 
technology operates on a very low energy level for short-range, high bandwidth communication and 
uses a large range of the radio spectrum.  This makes this technology an ideal candidate for wireless 
communication systems. 
UWB uses carrierless, short duration (picoseconds to nanosecond) pulses with a very low duty cycle 
(less that 0.5 percent) for transmission and reception of information. UWB communication is 
fundamentally different to other communication techniques because it uses extremely narrow RF 
pulses to communicate between the transmitter and receiver. With its use of short duration pulses 
as the building blocks for communications, it generates a very wide bandwidth and offers great 
advantages such as larger throughput, covertness, robustness to signal jamming and it can coexist 
with current radio services.  
The average transmission power of UWB system is in the order of microwatts. The reason for this 
low average transmission power is because of the low duty cycle. The duty cycle of a system is the 
ratio of the total time that a pulse is present to the total transmission time. 
 ܦݑݐݕܥݕ݈ܿ݁ ൌ  ௢ܶ௡
௢ܶ௡ ൅ ௢ܶ௙௙  (5.3.1) 
The peak or instantaneous power of individual UWB pulses can be relatively large, however since 
they are transmitted for a very short time ( ௢ܶ௡< 1 nanosecond), the average power becomes 
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considerably lower. For this reason UWB devices require low transmit power due to the control over 
the duty cycle. Therefore devices that utilise UWB benefit by having longer battery life in the case of 
hand held devices. They also benefit by low power consumption if powered by AC voltage. 
The short duration UWB pulses spread their energy across a wide range of frequencies. This can be 
from near DC to the gigahertz (GHz) range, with very low power spectral density. UWB has a wide 
instantaneous bandwidth, resulting from the time scaling property of the theoretical Fourier 
transforms. 
 ݔሺܽݐሻ ՞  ͳȁܽȁ ܺ ൬
݂
ܽ൰ (5.3.2) 
After its approval to use the unlicensed frequency band of 7500MHz, two different approaches were 
used for UWB signalling [95]. These two approaches are namely, single band and multi band. Single 
band UWB is the traditional UWB where very short duration pulses are transmitted and they occupy 
the entire spectrum with a minimum bandwidth of 500MHz and a fractional bandwidth of 20%.  In 
the multiband approach, multiple overlapping smaller bands with bandwidths greater than 500MHz 
are used for UWB signalling. The multiband approach is similar to the narrowband frequency 
hopping technique. Single band and multiband UWB have unique advantages and challenges in its 
implementation. 
Fractional bandwidth is a factor used to categorise signals as narrowband, wideband or ultra-
wideband and is defined by the ratio of bandwidth at -10dB points to centre frequency. 
 ܤ௙ ൌ
ܤܹ
௖݂
ൈ ͳͲͲΨ ൌ ሺ ௛݂ െ ௟݂ሻሺ ௛݂ ൅ ௟݂ሻȀʹ ൈ ͳͲͲΨ ൌ
ʹሺ ௛݂ െ ௟݂ሻ
௛݂ ൅ ௟݂ ൈ ͳͲͲΨ (5.3.3) 
Here are ௛݂ and ௟݂ the highest and lowest cutoff frequencies of the UWB pulse spectrum. UWB 
signals can be of a variety of wideband signals such as Gaussian, chirp, wavelet or hermite-based 
short duration pulses. 
Multiband signals can be classified according to their fractional bandwidth ܤ௙limits.  
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Narrowband ܤ௙ < 1% 
Wideband 1% <ܤ௙< 20% 
Ultra Wideband ܤ௙ > 20% 
For humans and animals, scattering of electromagnetic waves is the most important way they gain 
information about the objects around them. An example of this is sunlight scattering on objects in 
their vicinity. The images gained from this light scattering on the objects give them a detailed 
geometric idea of the object of interest since the wavelength is small compared to the object of 
interest. Furthermore the time history of the scattering behaviour gives us a deeper understanding 
of the object. 
However there are many cases where only natural light scattering cannot provide us the information 
we require. In these instances we need the advances of technology such as x-rays, infrared and 
Terahertz radiation or microwave technology to help gain a better understanding. 
The generic term UWB is used to describe a radio technique which was studied under different 
names such as impulse radio, carrier free radio, baseband radio, time domain radio, non sinusoidal 
radio, orthogonal radio and large relative bandwidth radio [100]. 
Relative bandwidth is defined as,  
 ܤ௙ǡଷௗ஻ ൌ ʹ כ ு݂
െ ௅݂
ு݂ ൅ ௅݂ (5.3.4) 
Where, ு݂ and ௅݂ are the upper and lower cut-off frequencies of the band defined at -3dB. 
With the need to increate the data rate for wireless transmission, UWB technology was the ideal 
candidate to achieve this outcome. The data rate is related to the channel capacity and can be 
expressed as, 
 ܥ ൌ ܤ௪ െଶሺͳ ൅
ܵ
ܰሻ (5.3.5) 
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Here ܥ is the channel capacity. ܵ and ܰ are the signal to noise power level, or signal to noise ratio 
for short and ܤ௪ is the bandwidth. From this equation we can say for a given bandwidth, the channel 
capacity increases in a logarithmic method with the signal to noise ratio. In the case of a constant 
signal to noise ratio, the capacity will increase linearly with the bandwidth of the signal. Channel 
capacity is the maximum amount of data that can be transmitted per second over a communication 
channel. Therefore UWB communication systems are capable of working in harsh communication 
channels with low signal to noise ratio and still offer a large channel capacity as a result of the large 
bandwidth. 
One of the major advantages of the larger bandwidth is improved channel capacity. UWB has several 
gigahertz of bandwidth which means it has a data rate in the range of gigabits per second (Gbps). 
However, due to power limitations by regulation on UWB transmissions, such a high data rate is 
available only for short range use, which is around 10 meters.  UWB is a perfect solution for high 
data rate, short range applications. 
With the higher demand for the increase of data rate, technologies that utilise a broader spectral 
band are able to produce a higher data rate. UWB has a high frequency band reaching to the GHz 
range which is capable of this high data rate in comparison to other systems that are constrained by 
their bandwidth. 
The significant difference between conventional radio transmissions and UWB is that in conventional 
systems, the information is transmitted by varying the power level, frequency and/or phase of a 
sinusoidal wave. Where as in the UWB transmission, the information is transformed by generating 
radio energy at specific time intervals and occupying a larger bandwidth this in turn enables pulse 
positioning, also known as time modulation. UWB pulses can be sent out sporadically at low pulse 
rates to support time or position modulation and they can also be sent at rates up to the inverse of 
the UWB pulse bandwidth. 
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The short duration pulses of UWB technology offer several advantages over narrowband systems. An 
advantage of UWB transmission is its ability to determine its time of flight of the transmission at 
various frequencies. This helps overcome multipath propagation as some of the frequencies have a 
line of sight trajectory. 
UWB sensors operate with microwaves, belonging to a very large spectral band located within the 
lower GHz range of frequencies. These waves have the capability of penetrating most non-metallic 
material thus enabling the location of hidden objects. Due to their large bandwidth, they provide an 
object resolution of decimetre, centimetre or even millimetre range. 
This technology is utilised in fields such as target sensor data collection, precision locating and target 
tracking, nature, industrial facilities, public or private environments, medical applications etc. UWB 
transmits information over a large bandwidth, typically greater than 500MHz [95]. Therefore this 
technology can share the spectrum with other users. Currently UWB is defined as transmission from 
an antenna for which the emitted signal bandwidth exceeds the lesser of 500MHz or 20% of the 
centre frequency [95, 102]. 
In the UWB signalling scheme, extremely narrow RF pulses are used to communicate between 
transmitter and receiver. The duration of UWB pulses range from a few hundred picoseconds to a 
few nanoseconds. These narrow pulses generate very wide bandwidth in range of a few GHz in the 
frequency domain. The extremely wide spectrum of UWB pulses generates a large channel capacity. 
This helps create a robust link with respect to multi path and diffraction in harsh RF propagation 
environments, for example in cluttered and reflective environments. 
In a spectrum of narrowband and UWB signals in a multipath channel, a significant amount of fading 
can be observed in the narrowband signals. However the UWB signals in comparison, maintain a 
steady form. 
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Another advantage of an UWB system is its simplified transceiver circuitry. This is due to the nature 
of its carrier-less transmission. This in turns helps manufacturing these devices with small form 
factors at a significantly cheaper cost, unlike many other narrowband systems. 
UWB systems have a high temporal resolution capability of roughly one nanosecond due to their 
great bandwidth.  It is possible to obtain the position of a transmitter with an accuracy of 3 to 30cm 
[95]. Most UWB devices operate within the 3.1 to 10.6GHz frequency band [95]. In UWB signal design, a 
minimum of 10dB and maximum of 20dB bandwidth limits are enforced to ensure they operate 
within compliant levels of the technology [95]. 
UWB signals have the ability to share the frequency spectrum therefore they can coexist with 
current radio services with minimal or no interference. However this is dependent on the type of 
modulation used for data transmission in the UWB system. Some modulation schemes generate 
undesirable discrete spectral lines in their power spectral density. This can increase the chances of 
interference with other systems and also increases the vulnerability of the UWB system to 
interference from other radio services. 
Due to the average low transmission power, UWB communication systems have immunity to 
detection and interception. This is due to the low transmission power. To be able to detect or 
intercept the signal transmission, ‘eavesdroppers’ have to be very close to the transmitter, usually 
around one meter in distance. In addition to this, UWB pulses are time modulated with codes unique 
to each transmitter and receiver pair. Time modulation of extremely narrow pulses also adds more 
security to the UWB transmission. This is due to the detection of picosecond pulses which is 
impossible without prior knowledge of when they arrive. This characteristic made this type of 
transmission an ideal candidate for military use. 
UWB signals have a good resistance to jamming. Processing gain (PG) is a measure of a radio signals 
resistance to jamming. It is the ration of the RF bandwidth to the information bandwidth of a signal 
and is expressed as, 
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 ܲܩ ൌ  ܴܨܤܽ݊݀ݓ݅݀ݐ݄ܫ݂݊݋ݎ݉ܽݐ݅݋݊ܤܽ݊݀ݓ݅݀ݐ݄ (5.3.6) 
The frequency diversity caused by high processing gain makes UWB signals somewhat resistant to 
intentional and unintentional jamming. 
UWB has high performance in Multipath channels. Multipath is an unavoidable phenomenon that 
affects wireless communication channels. It is caused by multiple reflections of the transmitted 
signal due to various surfaces. Line of sight signals are straight signals between the transmitter and 
receiver. Multipath signals are NLoS. They are not straight and are reflected signals from surfaces. 
The effect of Multipath is severe in narrowband signals. It can cause signal degradation up to -40dB 
due to the out of phase addition of line of sight and NLoS continuous waveforms [93, 103, 116]. On the 
other hand, very short duration of UWB pulses makes them less susceptible to Multipath effect. This 
is due to the transmission duration of a UWB pulse is shorter than a nanosecond in most cases and 
the reflected pulse has an extremely short window of opportunity to collide with the line of sight 
pulse and cause signal degradation. 
The short duration of UWB pulses makes them less sensitive to Multipath effects when compared to 
narrowband signals. However this doesn’t mean that UWB is totally immune to Multipath distortion. 
Low powered UWB pulses can become severely distorted in indoor environments when a large 
number of objects are closely situated. 
UWB systems can penetrate through different material effectively. This is assisted by long 
wavelengths of the low frequencies included in the broad range of the UWB frequency spectrum. 
This characteristic allows the UWB signal to penetrate through a variety of materials. These signals 
can penetrate through materials as thick as walls and in some cases through concrete. This enables 
through-the-wall communications and ground penetration radar [12, 14, 23]. Material penetration 
capability of UWB signals is useful only when they are enabled to occupy the low frequency potion 
of the radio spectrum. 
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UWB systems have simple transceiver architectures because they operate as carrier-less systems. 
There data transmissions do not need to be modulated on a continuous waveform with a specific 
carrier frequency such as the narrowband and wideband technologies. Another advantage in these 
systems is the fact that carrier-less transmission requires less RF components when compared to 
carrier based systems. This makes them simpler to build and also a lot more cost effective. The 
technology reduces the need for mixer and oscillators to translate carrier frequencies. Therefore 
they do not require a carrier recovery stage at the receiver end. They are an all CMOS device. This 
results in a small form factor design, which is both light and compact. 
UWB technology also has many challenges. The transmission characteristic of UWB pulses are more 
complicated that those of continuous narrowband sinusoids. Narrowband signals remain sinusoidal 
throughout the entire transmission channel. However the weak, low powered UWB signals suffer 
significant distortion from the transmission link. This distortion can be expressed mathematically 
using the Friis transmission formula below [49], 
 ௥ܲ ൌ ௧ܲܩ௧ܩ௥ ൬
ܿ
Ͷߨ݂݀൰
ଶ
 (5.3.7) 
Here, ௧ܲ and ௥ܲ are the transmitted and received signal power.  ܩ௧ and ܩ௥ are the transmitter and 
receiver gains respectively. ܿ is the speed of light, ݀ is the distance between the transmitter and 
receiver and  ݂ is the signal frequency. 
In the above equation (5.3.7), it can be seen that the received signal power decreases quadratically 
with the increase in frequency. With narrowband signals that have very narrow frequency bands, the 
change in frequency only minimally changes the received power and therefore it can be ignored. 
However, due to the wide range of frequencies covered by the UWB spectrum, the received power 
changes drastically.  This results in the distortion in the pulse shape. This will cause an effect on the 
overall performance of the UWB receiver.  
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Another disadvantage of pulse distortion is the complication it creates for channel estimation in 
UWB communication systems. Channel estimation is a core issue for receiver design in wireless 
communication systems. This estimation assists with channel parameters such as attenuation and 
delays of the propagation path of the signals. UWB receivers correlate the received signal with a 
predefined template signal and prior knowledge of the wireless channel parameters is necessary to 
predict the shape of the template signal which matches the received signal. 
Time synchronisation is another major challenge in UWB communication systems. Time 
synchronisation between the transmitter and receiver clock is a must for UWB transmitter and 
receiver pairs. However the major limitation here is the sampling and synchronisation of 
nanosecond pulses. In order to sample these nanosecond pulses, very fast analog to digital 
converters are needed. The strict power imitation and short pulse duration make the performance 
of UWB systems highly sensitive to timing errors such as jitter and drift. 
UWB is regulated for use in radar, imaging or communication devices. One of the most powerful 
applications of UWB technology is in radar systems. This is due to the fine positioning characteristics 
of the narrow UWB pulses that offer high resolution radar for military and civilian applications. This 
resolution is within centimetre accuracy. UWB’s very wide frequency spectrum band helps with 
penetrating through various obstacles.  This makes UWB based ground penetrating radar useful in 
disaster recovery missions when looking for survivors buried under rubble. 
In commercial applications this type of radar can be used on construction sites to locate pipes, studs 
and electrical wiring. This greatly assists the work environment and makes it safer. The same 
technology can be used in the medical field to assist in medical imaging for diagnosis and sometimes 
also in surgery. UWB radar can also be used in the automotive industry for collision avoidance 
systems. 
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The low transmission power in UWB pulses makes them ideal in covert military communications. 
UWB pulses are hard to detect or intercept, therefore unauthorised persons will not be able to 
access or intercept highly sensitive military communications. 
Small and inexpensive UWB transceivers are great for wireless sensor network applications for both 
military and civil use. These sensors are used to detect a physical phenomenon in an inaccessible 
area and transfer the information gathered to a known destination. For example in a military 
application, these can be used for tracking biological agents or even tracking the enemy on the 
battlefield. In civilian applications, examples are habitat monitoring of living organisms, 
environmental observation, health monitoring and home automation applications.  
Another great application of UWB technology is in inventory control and asset management 
applications such as tagging and identification systems. This uses the precise location finding ability 
of the UWB technology. 
The high data rate capability of UWB systems on short distances has great benefit for home 
networking and multimedia communications in the form of WPAN applications. With advancement 
in semiconductor technology and the reduced cost of manufacturing small CMOS devices, the 
development of UWB systems have moved from research labs and in to classified military 
applications and the commercial sector. 
The main characteristics of all pulses used in UWB systems are high peak power and fast rise time. 
Subnanosecond pulses with large amplitudes play a critical role in UWB communications. A number 
of narrow pulse generation techniques have been available for years, for radar applications. 
However, most of these are not suitable for generating UWB pulses. UWB pulse generation requires 
fast pulse repetition periods. This was difficult to achieve with most early pulse generation 
techniques. 
When subnanosecond pulses are generated, transmission of these pulses becomes a challenge. The 
reason for this is with narrowband antennas, the shape of the radiated signal stays similar to the 
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shape of the input signal. This is because antennas differentiate their input signal one or more times 
and the derivatives of narrowband sinusoidal signals remain sinusoidal. In UWB pulses, their 
derivatives have no resemblance to the original pulse. 
Subnanosecond pulse generation is a critical component of UWB communication systems. Pulses 
with fast rise times can be generated by rapidly activating and deactivating semiconductor switches. 
An example of this would be Light Activated Silicon Switching (LASS). Here, laser light is used to 
activate semiconductor switches. However these high power devices are not very common in most 
communication applications. 
Typical methods of generating subnanosecond pulses in communication applications are Tunnel 
Diodes (TD), Step Recovery Diodes (SRD) and Drift Step Recovery Diodes (DSRD) [76]. Pulses 
generated by these types of devices still need to go through pulse shaping mechanisms to be 
converted to desired UWB pulses for its applications. 
TD have been successful in generating narrow pulses for radar applications. These diodes use a very 
small biasing voltage to create current based on the tunnelling concept of quantum mechanics. An 
increase in the forward voltage decreases the current and creates a negative resistance region, 
making the diode unstable. This instability is what causes the diode to switch to the forward point 
and then generates a short duration pulse. These short pulses are usually around 25 picoseconds 
and have low amplitude in the range of 0.25 to 1.0 volt. This makes them unsuitable candidates for 
UWB communication [49]. 
SRD are a more common and reliable method for generating UWB pulses. These diodes are more 
commonly called ‘charged diodes’. The construction of these types of diodes is made up of the 
simplest form of a PN junction that operates based on its ability to store and release charges. SRDs 
are capable of generating pulses of 60 to 200 picoseconds long and have high amplitudes in the 
range of 20 to 200 volts [49]. 
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Drift step recovery diodes are capable of generating subnanosecond pulses with a very high peak 
power in the order of 100 megawatts. DSRSs operate similar to SRDs. However in SRDs, a continuous 
pumping current is applied to the PN junction for a time longer than the lifetime of the carrier. 
Where as in DSRDs, the pumping current is a very short pulse. To generate a subnanosecond pulse 
using DSRDs, an impulse style current is applied first in the forward direction to charge the PN 
junction. The direction of this current is then reversed rapidly, which causes the removal of the 
accumulated charge in the junction. The above described process provides high power 
subnanosecond pulses at the diodes terminal which are suitable for UWB applications. 
The narrow pulses generated by TD, SRD and DSRD are either steplike or ramplike impulses. The 
pulses need to be shaped to the desired UWB pulse shapes such as wavelet, Gaussian, chirp, etc 
before they can be transmitted [81]. To convert these impulses to the desired pulse shapes, pulse 
shaping circuitry is required. A simple method of obtaining a Gaussian monocycle pulse shape is to 
superimpose a steplike pulse generated by an SRD with a delayed and inverted version of itself. The 
delayed inverted pulse combines with the other step like pulse and forms a Gaussian pulse shape. 
The duration taken to form this Gaussian pulse is related to the time that it travels in the short 
circuit path and is related to the length of the transmission line. 
A critical part of a UWB system is the UWB antenna. UWB antennas have been utilised in active 
commercial use for decades. UWB systems require an antenna that is capable of receiving in all 
frequencies at the same time. Therefore, antenna behaviour and performance must be consistent 
and also predictable across the entire band. Pattern and matching should also be stable across the 
entire band. 
UWB antennas are preferentially nondispersive and have a fixed phase centre. In the event of 
waveform dispersion in a predictable fashion, it may be possible to compensate for this; however it 
is desirable to radiate similar waveforms in all directions. A log periodic antenna is an example of a 
dispersive antenna type. 
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A wide variety of antennas are suitable for the UWB applications. UWB antennas can be classified as 
directional or non directional. They can also be further classified as either electric or magnetic 
antennas. 
High gain directional antennas concentrate its energy into a narrower solid angle that omni-
directional antennas. Directional antennas also have a high gain coupled with a narrow field of view 
and it is also relatively larger in size. 
An omni-directional antenna on the other hand has a relatively low gain coupled with a wide field of 
view and is rather small. 
Electric antennas include dipoles and most horns. These antennas are characterised by intense 
electric fields close to the antenna. Magnetic antennas include loops and slots and are characterised 
by intense magnetic fields close the antenna. Electric antennas are known to be more prone to 
couple to nearby objects. Therefore magnetic antennas are preferable for applications involving 
embedded antennas. 
Many UWB antennas fall within these categories explained above. UWB antennas can also be 
combined in arrays when they are designed for particular applications. A UWB antenna must be 
designed and specifically tailored to both impedance and spectral response to contribute to the 
overall system performance of the UWB application. 
Once the narrow UWB pulses are generated, they need to be modulated with data prior to 
transmission. Data modulation for carrierless UWB systems is done using pulse modulation in the 
time domain. The choice used for modulation can affect a number of design parameters of the UWB 
system development. These parameters are data rate, robustness to interference and noise, spectral 
characteristics of the transmitted signal and transceiver complexity that directly impacts the overall 
size and cost of the system. Modulation techniques used in UWB systems are On Off Keying (OOK), 
Pulse Amplitude Modulation (PAM), Pulse Position Modulation (PPM), Biphase Modulation (BM) and 
Transmitted Reference Modulation (TRM) [23, 49] . 
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Most short range, high data rate applications require several transmitters to coexist in the area it 
covers. For this reason, proper multiple access techniques are needed to perform channelization for 
multiple UWB users. 
The two basic pulse detection techniques are energy detectors and Classical Matched Filters (CMF). 
Most UWB systems use one of these techniques for data modulation [49]. Energy detectors are 
simple, noncoherent receivers that detect the energy of a signal and compare it with a reference or 
threshold level to demodulate the data bits. Energy detector receivers consist of a squaring device, a 
fine integrator and a decision threshold comparator. If a signal is present, its energy is calculated by 
squaring the signal. Once this energy passes a defined threshold, the data is demodulated as a digital 
bit of 1. If the data is not present or it’s energy does not pass the threshold, then the received data 
will be demodulated as a 0. 
The classical matched filter is a simple and optimal method for detecting a signal in random noise 
based on the correlation process. Correlation is the mathematical process of providing a measure of 
similarity between two signals. This is a technique used often in pattern recognition and signal 
processing applications. The basic idea is to multiply the two waveforms at different points in time 
and to find the area under the curve formed by the multiplication using integration in finite time. 
The mathematical expression for the correlation function can be expressed as below, 
 ܴ௫௬ሺ߬ሻ ൌ නݔሺݐሻݕሺݐ െ ߬ሻ݀ݐ (5.3.8) 
Here, the two signal being compared are ݔሺݐሻand ݕሺݐሻand ߬ is the time shift. 
The simplest form of pulse modulation is known as OOK [49]. Here the transmission of a pulse 
represents a data bit 1 and its absence is represented as a data bit 0. The signal model for an OOK 
modulated signal can be given as, 
 ݏሺݐሻ ൌ ෍ ܾ௠ ή ܲሺݐ െ ܶሻ
ெ
௠ୀଵ
 (5.3.9) 
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Here ܯ is the maximum number of transmitted bits, ݌ሺݐሻ is the UWB pulse and ܶ is the pulse 
repetition period. OOK is a special case of PAM. There are known advantages such as it’s simplicity 
and low implementation cost. A simple RF switch can be turned on and off to represent data. In OOK 
modulation when transmitting a 0 bit, the transmitter goes in to idle and therefore saves power. 
OOK modulation also has it’s disadvantages as it is highly sensitive to noise and interference. It can 
falsely detect an unwanted data signal as a data bit of 1. Therefore, OOK is not a popular modulation 
technique for multiple access communication channels. Furthermore, the difficult task of UWB 
synchronisation becomes even more challenging for OOK if a stream of zeros is transmitted. 
PAM encodes the data bits based on different levels of power (amplitude) in short duration pulses. 
With this modulation technique, a pulse with higher amplitude represents a data bit 1. A pulse with 
a lower amplitude represents a data bit 0. The signal model for PAM can be expressed as, 
 ݏሺݐሻ ൌ ෍ ܣ௕ǡ௠ ή ܲሺݐ െ ݉ܶሻ
ெ
௠ୀଵ
 (5.3.10) 
In the above expression ܣ௕ǡ௠ is the specific power level for each user’s data bits, ܯ is the maximum 
number of transmitted bits, ܲሺݐሻ is the UWB pulse and ܶ is the pulse repetition period. PAM and 
OOK models are very similar except for the existence of the amplitude parameter ܣ௕ǡ௠ in the PAM 
model. This represents’ the different amplitudes considered for a UWB pulse data transmission.  
PAM generation is simple because it requires pulses with only one polarity to represent data. Pulses 
modulated with PAM can be detected with an energy detector receiver or a CMF receiver. PAM 
pulses are less sensitive to noise that OOK modulated pulses. Due to the periodically transmitted 
pulses, some discrete lines will be present on the power spectral density of PAM pulses. These 
discrete lines can cause harmful interference to other narrowband and wideband signals sharing the 
frequency spectrum with the UWB systems. The discrete power spectral lines not only cause harmful 
interference to the conventional radio services, they also correlate with strong narrow band signals 
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and cause interference to UWB signals. Therefore it is important to avoid the discrete spectral lines 
by choosing the right modulation or special spectrum whitening techniques. 
In Pulse Position Modulation (PPM), signals are pseudorandomly encoded based on the position of 
the transmitted pulse trains by shifting the pulses in a predefined window in time. When compared 
to OOK and PAM, PPM signals are more immune to false detection due to channel noise. This is due 
to the fact that the pulses that represent the data bits in PPM have the same amplitude, so the 
probability of detecting a false data bit is reduced. 
PPM represents a data bit 0 by no shift with respect to a specific reference point in time and it 
represents a data bit 1 by a pulse advancing the same reference point. 
The signal model for PPM signals is, 
 ݏሺݐሻ ൌ ෍ ܲሺݐ െ ݉ܶ െ ܾ௠ߜሻ
ெ
௠ୀଵ
 (5.3.11) 
Here, ߜ is the modulation index that provides a time shift to represent digital bits, ܯ is the maximum 
number of transmitted bits, ܲሺݐሻ is the UWB pulse and ܶ is the pulse repetition period. 
Although less sensitive to channel noise in comparison to PAM signals, PPM UWB signals are 
vulnerable to catastrophic collisions that are caused by multiple access channels [72]. The 
pseudorandom pulse positions alleviate the problems with discrete spectral lines in the power 
spectral density of a pulse modulated with PPM. Signals transmitted via PPM are usually 
demodulated and recovered with template matching or the CMF technique at the receiver.  
Channel estimations in narrowband communications systems pose a major challenge in UWB 
systems due to the extremely narrow pulses used in these systems. Therefore, reliable detection of 
pulses becomes a major challenge in techniques such as PPM. Another disadvantage of PPM is its 
sensitivity to timing synchronisation. Data bits are recovered exclusively based on their exact 
position in time and timing uncertainties such as jitter and drift can degrade their performance 
significantly. 
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Multipath distortions can also stretch the pulses and cause them to overlap. This makes detection 
even more challenging based on the prior knowledge of the pulse positions in a PPM system. 
In biphase modulation, the polarity of the pulse changes to represent digital data bits. For example, 
a pulse with a positive polarity represents a digital bit of 1 and a pulse with a negative polarity 
represents a digital bit of 0. 
The general signal model for biphase modulation can be expressed as, 
 ݏሺݐሻ ൌ ෍ ܾ௠ܲሺݐ െ ݉ܶሻ
ெ
௠ୀଵ
 (5.3.12) 
Here ܯ is the maximum amount of transmitted bits, ܲሺݐሻ is the UWB pulse and ܶ is the pulse 
repetition period. 
Biphase modulation is less susceptible to distortion because of the difference between the two pulse 
levels is twice the pulse amplitude. Another advantage of this technique is that the change in 
polarity can remove the discrete spectral lines in the pulse’s power spectral density. However, this 
modulation technique requires more complexity in the physical implementation of the transmitter. 
This system requires once transmitter for positive pulses and another transmitter for negative 
pulses. This also means the accuracy of timing between the two transmitters is very important for 
successful transmission. 
TRM has been around since the 1920’s and was used for synchronising spread spectrum 
communication systems [49]. This method of technology was reintroduced in the field of UWB 
communications recently for its simplicity, robust performance in multipath channels and avoidance 
of the stringent synchronisation requirements of conventional pulse detection techniques. 
Because of its advantages over other modulation techniques, TRM has been playing an increasingly 
important role in UWB communications. In TRM uses a pair of pulses or doublets separated in time. 
The first pulse is the reference pulse and is unmodulated and does not carry any information. After a 
certain time interval, the reference pulse is followed by a data modulated pulse. This is known as the 
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data pulse or the transmit pulse. Individual pulses in the waveform can be any variety of wideband 
pulses such as Gaussian, chirp or Hermite based narrow pulses. In this method, data is modulated 
based on the relative polarity of the reference and data pulses. For example a reference and data 
pulse of the same polarity designate a binary value of 1 and a data pulse opposite in polarity to a 
reference pulse corresponds to a binary value of 0. 
The general signal model for TRM can be expressed as, 
 ݏሺݐሻ ൌ ෍ሾܲሺݐ െ ሺ݉ െ ͳሻܶሻ ൅ሺʹܾ௠ െ ͳሻܲሺݐ െ ሺ݉ െ ͳሻܶ െ ܦሻሿ
ெ
௠ୀଵ
 (5.3.13) 
In the above expression ܲሺݐ െ ሺ݉ െ ͳሻܶሻ is the reference pulse and ሺʹܾ௠ െ ͳሻܲሺݐ െ ሺ݉ െ ͳሻܶ െ
ܦሻ is the data pulse. 
UWB technology can deliver large amounts of data with low power spectral density and is proven to 
be useful in short range, high data rate applications. Such applications require that several 
transmitters coexist in the area to be covered. Therefore, proper multiple access techniques are 
needed to perform the channelisation for multiple users. 
In a multiple access communication system, several users transmit information simultaneously and 
independently over a shared channel. The received signal becomes the superposition of all users’ 
signals, with different delay and attenuation factors cause by the wireless link and channel noise. A 
multi user receiver has the capability to extract the desired user’s signal from the received signal 
using proper demodulation techniques. 
Multiple access interference is a major limitation factor on the performance of multiuser receivers. 
This is caused by the cross correlation of unwanted users signals on the desired signal due to their 
partial overlap. 
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5.4 Savitzky – Golay filter 
Savitzky – Golay proposed a method of data smoothing in sampled data where noise spikes can 
exist. The method of filtering performs a local polynomial regression on a series of equally spaced 
data points. 
The theory behind data smoothing is that one is measuring a known variable that is both slowly 
varying and also is corrupted by random noise. There can sometimes be benefits to the data set by 
replacing each data point by some kind of local average of surrounding data points. The 
understanding here is that when doing this, nearby points measure very nearly to the same 
underlining value. Therefore averaging and reducing the level of noise without biasing, the value is 
obtained.  
Data smoothing is best justified when used as a graphical technique, as a guide to the observer who 
may be looking at many data points that may have introduced error. The idea is to be able to make a 
rough estimate from a graphical point of view. 
Savitzky – Golay is a low pass filter that is well adapted for data smoothing [52]. This filtering 
technique can also be referred to as LS or digital smoothing polynomial. Rather than having their 
properties defined in the Fourier domain and then translated to time domain, these filters derive 
directly from a specific formulation of the data smoothing problem within the time domain. 
The initial use of these filters were to render visible the relative widths and heights of spectral lines 
in noisy spectrometric data. 
 During data collection, a significant amount of external noise can affect the sampled data. This noise 
can be observed when plotted with the data sample. This data also can cause errors when the data is 
processed during analysis.  
In the Savitzky - Golay approach, the method used is based on local LS polynomial approximation [52]. 
They demonstrated that fitting a polynomial to a set of input samples and then evaluating the 
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resulting polynomial at a single point in the approximation interval is equivalent to discrete 
convolution with a fixed impulse response. 
Savitzky-Golay filtering depends on the approximation of a moving window using a higher order 
polynomial. It is done by using the LS method where the centre point of the polynomial is calculated 
mathematically. 
The Savitzky – Golay filter can be mathematically expressed as, 
 ݃௜ ൌ  ෍ ܿ௡ ௜݂ ൅ ݊
௡ೃ
௡ୀି௡ಽ
 (5.4.1) 
The simplest type of digital filter replaces ௜݂ by a linear combination of݃௜  of itself and some number 
of nearby neighbours. ݊௅is the number of points to the left of a data point and ݊ோ is the number of 
points to the right. 
The above equation (5.4.1) uses what is called a ‘moving window averaging’, where for some fixed 
݊௅ ൌ ݊ோ compute each ݃௜ as an average of the data points from ௜݂ି௡ಽ to ௜݂ା௡ೃ  
In (5.4.1), ܿ௡ ൌ ͳȀሺ݊௅ ൅ ݊ோ ൅ ͳሻ and is a constant. Since ܿ௡ is a constant and is changing linearly, 
there is no introduced bias to the result. The ideal Savitzky Golay filter is to find the filter coefficients 
ܿ௡ that preserves the higher moments of the moving window. 
The Savitzky Golay filter, within limits, manages to provide smoothing without loss of resolution. It 
does this assuming relatively distant data points have some significant redundancy that can be used 
to reduce the level of noise. The nature of the assumed redundancy is to have the underlining 
function to be locally well fitted by a polynomial. When this is achieved, then the performance of the 
Savitzky Golay filter can provide accurate results. When this is not achieved, the opposite stands for 
this filter performance. 
When the Savitzky Golay filter length remains constant, the approximation error will decrease as the 
sampling period decreases. When random noise exists in the sampled data and the filter length 
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remains constant, the estimation error maybe very large when the sampling period is small and is 
more sensitive as the derivative order increases. The variance of the estimation error will be reduced 
as the filter length increases. 
5.5 The Butterworth filter 
The Butterworth filter has the characteristic of a flat frequency response in the passband region and 
a roll-off rate of -20 dB/decade/pole [39]. The Butterworth shape of the response curve is unique to 
other filter characteristics and therefore has an advantage over other applications. The Butterworth 
filter is also known to be the solution to impossible mathematical problems [39]. Butterworth who 
was both a scientist and physicist invented this filter. He used an even number of poles in his design. 
He was unaware until later on, the Butterworth technique could also be used for odd numbered pole 
configurations [39]. 
The phase response of these filters is not linear. However, the phase shift and time delay of the 
signals passing through the filter varies nonlinearly with frequency. The frequency responses of 
these types of filters are monotonic. The sharpness of the transition from passband to stopband is 
dictated by the filter order. 
The Butterworth filter’s frequency response can be described as, 
 ȁܤሺ݆߱ሻȁଶ ൌ  ͳͳ ൅ ሺ݆߱ ݆߱௖Τ ሻଶே (5.5.1) 
Here ߱ is the angular frequency and is measured in radians. ܰ is the number of poles in the filter. 
A pulse applied to a filter with Butterworth response causes overshoots on the output waveform. 
This is because each frequency component of the pulse’s rising and falling edges experiences a 
different time delay. 
The Butterworth response is normally used in filter applications where all frequencies in the 
passband have the same gain. The Butterworth response is also referred to as a maximally flat 
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response when compared to other filters such as Chebyshev and Bessel filters where the response 
characteristics are again, uniquely different to the Butterworth characteristic. 
The higher the order of the Butterworth filter, the more accurate or ideal response it can achieve. 
However in practice, the Butterworth filter’s ideal frequency response cannot be attained. This is 
because it produces excessive ripple in the passband region. 
5.6 Indoor Propagation Model 
The indoor propagation model is a radio propagation model used to estimate the total path loss 
experienced by an indoor system [111]. This indoor area can be a room of any sort within closed doors 
and surrounded by walls. An indoor propagation model is very hard to model because it is influenced 
by many environmental factors. The indoor radio channel depends heavily on factors such as the 
building structure, layout of the rooms and type of construction material used within the building. 
To better understand the effect of these factors on electromagnetic wave propagation, it is 
necessary to understand the three basic mechanisms of electromagnetic wave propagation. These 
are reflection, diffraction and scattering. 
A radio propagation model, also known as radio wave propagation model or radio frequency 
propagation model is an empirical mathematical formulation for the characterisation of radio wave 
propagation as a function of frequency, distance, time and other conditions. A single model is usually 
developed to study and predict the behaviour of signal propagation for similar links under similar 
conditions. These models typically predict the path loss of signals along a link or the effective 
coverage area of a transmitter. 
As path loss encountered along a radio transmission link becomes the deciding factor for 
characterisation of propagation for the link. Radio propagation models typically focus on the path 
loss as it’s main task while also focusing on predicting the area of coverage for a transmitter or 
modelling the distribution of signals over different areas. 
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Each individual transmission or signal encounters different terrain, path, obstructions, 
environmental conditions and other phenomenon. Therefore it is impossible to predict the exact 
signal loss of all signal types using a single mathematical equation. For this reason, there are 
different models for different radio signals that operate under different conditions. These models 
are designed to calculate the median path loss for a signal under a specific probability that the 
considered conditions will occur. 
Radio propagation models are empirical in nature, meaning they are formulated based on large 
collections of data gathered for specific scenarios. For each of these models, the collection of data 
samples should be large enough to provide enough likeliness to all kind of situations that can happen 
in a specific scenario. Like most models, radio propagation models do not point out the exact 
behaviour of the signal, rather, they predict the most likely behaviour the signal may exhibit under 
the specific conditions. 
Path loss, or path attenuation is the reduction in path density of an electromagnetic wave or signal, 
as it propagates through space. Path loss is a major component in analysis and design of a system. 
Path loss can occur for many reasons such as free space loss, reflection, refraction, diffraction, 
aperture medium coupling loss and absorption. Path loss is also influenced by terrain contours, 
environment, propagation medium, the distance between the transmitter and receiver and the 
height and location of antennas. 
The International Telecommunication Union (ITU) model for indoor propagation is a common model 
for indoor signal propagation [111]. There are also variations of this model for rain, known as ITU-R 
and also another for satellite transmission. This model is typically used for the lower microwave 
bands of 2.4GHz. However, this can be applicable for bands ranging from 900MHz up to 5.2GHz [111]. 
The ITU model can be mathematically expressed using the following formula, 
 ܮ ൌ ʹͲ  ݂ ൅ ܰ  ݀ ൅ ௙ܲሺ݊ሻ െ ʹͺ (5.6.1) 
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In the above model, ܮ is the total path loss. This is measured in dB units. ݂ is the frequency of 
transmission and is measured in MHz. ݀ is the distance parameter, ܰ is the distance power loss 
coefficient, ݊ is the number of floors between the transmitter and receiver and ௙ܲሺ݊ሻ is the floor 
loss penetration factor. 
A radio propagation model is an empirical mathematical formulation for the characterisation of 
radio wave propagation. This is made up as a function of frequency, distance and other variables. A 
single model is developed to depict the behaviour of propagation of similar systems under similar 
constraints. These models are used to predict the path loss of a link or effective coverage area of a 
transmitter. 
Path loss is a dominant factor in propagation modelling. This is what drives the area of coverage of a 
transmitter and also influences the distribution of signals over different directions. Each signal 
encounters different path, terrain, obstructions and atmospheric conditions. Therefore different 
models are needed to address these conditions. These conditions also effect the indoor propagation 
model. 
Three factors that affect electromagnetic wave propagation are reflection, diffraction and scattering. 
Reflections occur when the travelling wave is impacted by an object which is larger in dimension 
than the wavelength of the signal. In indoor environments, these objects that cause reflections can 
be walls, ceilings, furniture, etc. During reflection, part of the wave may be transmitted into the 
object with which the wave has collided. The remaining portion of the wave may be reflected back 
into the medium through which the wave was originally travelling. 
When the path between the transmitter and receiver is blocked by an object with sharp corners, the 
transmitted wave encounters what is called diffraction. Diffraction allows the wave to bend around 
the obstacles even when there is no line of sight path between the transmitter and receiver. Objects 
that can cause diffraction in an indoor environment are items such as furniture and large appliances. 
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Wave scattering occurs when the transmitted wave travels through a medium in which there are a 
large amount of objects with individual dimensions smaller than the wavelength of the transmitted 
wave. In an indoor environment, examples of these objects may be plants or small appliances. 
The combined effect of reflection, diffraction and scattering causes Multipath. The problem of 
Multipath occurs when the transmitted signal arrives at the receiver in multiple paths. These signals 
cause a distorted wave form of the transmitted signal at the receiver end. Multipath signals can be 
constructive or destructive depending on phase variations. When destructive Multipath signals arise 
the result is a severely attenuated received signal. 
Several attempts have been made to modify the indoor propagation model by including additional 
attenuation factors based upon measured data. Indoor attenuation models have a special path loss 
exponent and a floor attenuation factor to provide an estimate for path loss. 
There are many other types of indoor propagation models, one example of this is the model for Free 
Space Path Loss. This model is not only applicable to the indoor category. This model provides a 
measure for path loss as a function of T-R separation when the transmitter and receiver are within 
line of sight range in a free space environment. The model represents path loss as a positive quantity 
in dB. The Free Space Path Loss model can be expressed as, 
 ܲܮሺ݀ሻ ൌ െͳͲ  ቈ ܩ௧ܩ௥ߣ
ଶ
ሺͶߨሻଶ݀ଶ቉ (5.6.2) 
In the above model, ܩ௧ and ܩ௥ are the gains for the transmitting and receiving antennas, ߣ is the 
wavelength in meters and ݀ in the transmitter receiver separation in meters. This model provides 
valid results only if the receiving antenna is in the far field of the transmitting antenna.  
The far field is defined by the distance ௙݀ given by the equation below, 
 ݀௙ ൌ
ʹܦଶ
ߣ  (5.6.3) 
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Here ܦ is the largest linear dimension of the antenna. For the receiving antenna to be considered in 
the far field of the transmitting antenna, the following conditions have to be true, 
௙݀ ب ܦ 
௙݀ ب ߣ 
Another model for indoor propagation is the Log-Distance Path Loss model. This model assumes that 
the path loss varies exponentially with distance. The path loss is in dB and in given by the following 
equation, 
 ܲܮതതതതሺ݀ሻ ൌ ܲܮതതതതሺ݀଴ሻ ൅ ͳͲ݊  ൬
݀
݀଴൰ (5.6.4) 
Here ݊ is the path loss exponent, ݀ in the transmitter receiver separation in meters and ݀଴ is the 
close-in reference distance in meters. The value ݀଴ should be selected so that it is in the far field of 
the transmitting antenna. 
The downfall of this model in equation (5.6.4) is that it does not cater for shadowing effects that can 
be caused by varying degrees of clutter between the transmitter and receiver devices. To 
compensate for this, there is another model called the Log-Normal Shadowing model. 
The Log-Normal Shadowing model for path loss can be expressed as, 
 ܲܮሺ݀ሻ ൌ ܲܮതതതതሺ݀଴ሻ ൅ ͳͲ݊  ൬
݀
݀଴൰ ൅ ܺఙ  (5.6.5) 
Here ܺఙ is the zero mean Gaussian random variable with standard deviationߪ. The random variable 
ܺఙ compensates for random shadowing effects that can result from clutter. 
5.7 Least Squares Fitting 
The most important application of least square fitting is in data fitting. It is the process of finding an 
approximate solution to an over determined system. The LS method introduced by Gauss and 
Legendre is the most widely used principle for fitting straight lines to curved data sets.  
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The fundamentals of this method go back to 1795 and were developed by Carl Friedrich Gauss. 
However, it was first published by Adrien-Marie Legendre [86]. Gauss’s method was first 
demonstrated when it was used to predict the location of the asteroid Ceres. Astronomers tracked 
the path of the asteroid for 40 days, before it was lost to the glare of the sun.  The astronomers 
decided to predict its location after it moved away from the sun. After numerous methods of trying 
to predict its location, they came to the conclusion that Gauss’s method of LS was the most accurate 
to achieve this task [86]. 
Gauss stated that the LS method is optimal. In that in a linear model where the errors have a mean 
of zero, are uncorrelated and have equal variances, then the best unbiased estimator of the 
coefficients is the LS method. 
LS correspond to the maximum likelihood criterion if the experimental errors have a normal 
distribution and can also be derived as a method of moments estimator. 
When conducting experiments and data is tabulated in the form of ordered pairs, it is possible to 
then extrapolate or predict one variable from another to find a mathematical model that 
approximates or fits the data. This method is also called curve fitting.-a 
This model can be expressed using variables x and y below, 
 ሺݔଵǡ ݕଵሻǡ ሺݔଶǡ ݕଶሻǡ ǥ Ǥ ሺݔ௡ǡ ݕ௡ሻ  
With each distinct ݔଵ 
 A function needs to be determined for ݂ሺݔሻ where, 
 ݂ሺݔଵሻ ൎ ݕଵǡ݂ሺݔଶሻ ൎ ݕଶǡ ǥǥ Ǥ ݂ሺݔ௡ሻ ൎ ݕ௡ǡ (5.7.1) 
The type of function is usually a linear polynomial or straight line function and needs to fit the above 
formula to find the best fit for the data set. 
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A function is not always graphically a straight line, but they lie nearly on a straight line. If the data 
values of the function, or curve for that matter are obtained via an experiment, then this data can 
possibly have induced errors. 
If the experiment suggest a linear relation, fitting a straight line through the points may be useful for 
predicting values to be expected for other values of ݔ 
The linear polynomial can be expressed as ݂ሺݔሻ ൌ ܽݔ ൅ ܾ 
The straight line should fit through the given points ሺݔଵǡ ݕଵሻǡ ǥ Ǥ ሺݔ௡ǡ ݕ௡ሻ so that the sum of the 
squares of the distances of those points from the straight line is minimum, where the distance is 
measured in the vertical direction. 
Consider a point on the line ݔଵ  whereܽݔ௝ ൅ ܾ, 
The distance from ሺݔଵǡ ݕଵሻ is ȁݕ௝ െ ܾ െ ܽݔ௝ȁ 
The sum of squares is , 
 ݍ ൌ ෍൫ݕ௝ െ ܾ െ ܽݔ௝൯ଶ
௡
௝ୀଵ
 (5.7.2) 
The sum of squares, q, depends on a and b. 
A necessary condition for ݍ to be a minimum is,  
߲ݍ
߲ܽ ൌ െʹ෍൫ݕ௝ െ ܽ െ ܾݔ௝൯ ൌ Ͳ 
߲ݍ
߲ܾ ൌ െʹ෍ݔ௝൫ݕ௝ െ ܽ െ ܾݔ௝൯ ൌ Ͳ 
Where the sum is taken over ݆ from 1 to ݊. By dividing by 2, writing each sum as three sums and 
taking one of them to the right, we obtain the following normal equations for the problem of least 
squares. 
 ܽ݊ ൅ ܾ෍ݔ௝ ൌ෍ݕ௝ (5.7.3) 
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ܽ෍ݔ௝ ൅ ܾ෍ݔ௝ଶ ൌ෍ݔ௝ݕ௝ 
The curve fitting problem of least squares can be generalised from a polynomial ݕ ൌ ܽ ൅ ܾݔ to a 
polynomial of degree ݉. 
 ݌ሺݔሻ ൌ  ܾ଴ ൅ ܾଵݔ ൅ ڮ൅ ܾ௠ݔ௠ (5.7.4) 
Where ݉ ൑ ݊ െ ͳ then ݍ takes the following form, 
 ݍ ൌ෍ሺݕ௝ െ ݌൫ݔ௝൯ሻଶ
௡
௝ୀଵ
 (5.7.5) 
This depends on ݉൅ ͳ parameters ܾ௢ǡ ǥܾ௠Ǥ 
We then have ݉൅ ͳ conditions, 
 
߲ݍ
߲ܾ଴ ൌ Ͳǡǥ ǡ
߲ݍ
߲ܾ௠ ൌ Ͳ (5.7.6) 
Which gives a system of ݉ ൅ ͳ normal equations. 
In the case of a quadratic polynomial, 
 ݌ሺݔሻ ൌ ܾ଴ ൅ ܾଵݔ ൅ ܾଶݔଶ (5.7.7) 
Then, the normal equations are summations from 1 to ݊ 
 
ܾ଴݊ ൅ ܾଵ෍ݔ௝ ൅ ܾଶ෍ݔ௝ଶ ൌ෍ݕ௝ 
ܾ଴෍ݔ௝ ൅ ܾଵ෍ݔ௝ଶ ൅ ܾଶ෍ݔ௝ଷ ൌ෍ݔ௝ݕ௝  
ܾ଴෍ݔ௝ଶ ൅ ܾଵ෍ݔ௝ଷ ൅ ܾଶ෍ݔ௝ସ ൌ෍ݔ௝ଶݕ௝ 
(5.7.8) 
5.8 Experimental setup and data analysis 
A significant amount of data analysis was conducted at the laboratory at the Deakin University, 
School of Engineering and Technology using the models discussed above. Experiments were carried 
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out in three time domains over a known distance measurement to localise. Here the observation 
was the amplitude of the Doppler shifted signal in respect to distance. 
The system designed to obtain this experimental data comprised of the following devices: 
x Two omni directional antennas to transmit and receive signals. 
x A National Instruments 14-bit 48kS/s USB 6009 multifunction Data Acquisition (DAQ) device.  
x A 6-way PD1160 RF power divider/combiner/splitter device. 
x Other miscellaneous electronic components. 
 
 
 
 
 
 
 
When designing the experimental setup, a lot of work was carried out to shield the device from 
interference. All the electronic circuit boards needed to be seated firmly to prevent signal shorting 
and all shielding from cables needed to be held with solder. The major components were sourced 
Figure 5.8.1 USB 6009 multifunction DAQ 
Figure 5.8.2 the experimental system 
Figure 5.8.3 external connections to the system 
Figure 5.8.4 the omni directional antennas 
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from suppliers and some components were manufactured within the laboratory. The setup can be 
seen above in figures 5.8.1 to 5.8.4. 
The DAQ selected had eight analog inputs and two analog outputs. However for our experimental 
needs only four analog inputs were utilised to capture the data from the antennas. Only one analog 
output was used out of the two available outputs in the DAQ. 
The omni directional antennas capture In-phase and Quadrature (I/Q) component data. I/Q data 
identifies the changes in magnitude (or amplitude) and phase of a sine wave. If amplitude and phase 
changes are conducted in an orderly predetermined fashion, these amplitude and phase changes 
can be used to encode information about a sine wave. This technique is known as modulation. 
Modulation is the process of changing a high frequency carrier signal in proportion to a lower 
frequency message or information signal.  I/Q data is highly common in RF communication systems 
and also in signal modulation, as it is a simple method to modulate signals. 
Signal modulation involves making changes to a sine wave in order to encode information. The 
mathematical expression of a sine wave is as follows, 
 ܣ௖ ሺʹߨ ௖݂ݐ ൅ ߶ሻ (5.8.1) 
In the above ܣ is the amplitude component, ݂ is the frequency and ߶ is the phase. The frequency 
and phase together make up the phase angle because frequency is the rate of change of the angle. 
In order to encode information into a sine wave, the only parameters that can be manipulated to 
achieve this are the amplitude, frequency and phase. The instantaneous state of a sine wave can be 
represented using a vector in a complex plane containing amplitude and phase coordinates in a polar 
coordinate system. 
I/Q data is a translation of amplitude and phase data from a polar coordinate system to a Cartesian 
(X,Y) coordinate system. Using trigonometry, the polar coordinate sine wave information can be 
translated into the Cartesian I/Q sine wave data. These two representations are equivalent and 
contain the same information, just in different forms. 
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RF communication systems use advanced forms of modulation to increase the amount of data that 
can be transmitted within a given amount of frequency spectrum. Signal modulation can be split into 
two broad categories. These are analog modulation and digital modulation. The terms analog or 
digital refer to the way in which the data is modulated into the sine wave. If analog audio data is 
modulated on to a carrier sine wave, then this process is referred to as analog modulation. If analog 
audio data is sampled by an Analog to Digital Converter (ADC) with the resulting bits modulated onto 
a carrier sine wave, then this is referred to as digital modulation as digital data has been encoded. 
Analog and digital modulation is performed by changing the carrier wave amplitude, frequency or 
phase. This could also be performed by a combination of the amplitude and phase simultaneously. 
Amplitude modulation, frequency modulation and phase modulation are all examples of analog 
modulation. With all of these modulation types the carrier sine wave is modulated according to the 
message signal. 
Even though amplitude and phase data are more intuitive and as a result it would be better to use 
polar amplitude and phase data instead of Cartesian I/Q data, practical hardware design concerns 
make I/Q data the better choice. It is difficult to vary precisely the phase of a high frequency carrier 
sine wave in a hardware circuit according to an input message signal. A hardware signal modulator 
that modulates the amplitude and phase of a carrier sine wave would therefore be expensive to 
design and build and also not as flexible as a circuit that uses I/Q waveforms. 
ሺߙ ൅ ߚሻ ൌ  ሺߙሻ ሺߚሻ െ ሺߙሻ ሺߚሻ 
ܣ ሺʹߨ ௖݂ݐ ൅ ߮ሻ ൌ ܣ ሺʹߨ ௖݂ݐሻ ሺ߮ሻ െ ܣ ሺʹߨ ௖݂ݐሻ ሺ߮ሻ 
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ܫ ൌ ܣ ሺ߮ሻ 
ܳ ൌ ܣ ሺ߮ሻ 
 ܣ ሺʹߨ ௖݂ݐ ൅ ߮ሻ ൌ ܫ ሺʹߨ ௖݂ݐሻ െ ܳ ሺʹߨ ௖݂ݐሻ (5.8.2) 
In the above equation (5.8.2), ܫ is the amplitude of the in-phase carrier and ܳ is the amplitude of the 
quadrature-phase carrier. The difference between the sine wave and cosine wave of the same 
frequency is a 90-degree phase offset between them. Therefore the amplitude, frequency and phase 
of a modulating RF carrier sine wave can be controlled by manipulating the amplitudes of separate 
I/Q signals. This essentially is the same effect of directly varying the phase of a RF carrier sine wave. 
A hardware consideration is needed in the above to implement the cosine and sine waves of the 
equation. The circuit built needs to induce a 90-degree phase shift between the carrier signals used 
for the I/Q mixers. I refers to in-phase, because the carrier is in phase and Q refers to quadrature 
data, because the carrier is offset by 90-degrees. I and Q data can be used to represent any changes 
in the magnitude and phase of a signal. The simplicity of the design of a I/Q modulator is the reason 
for its widespread use and popularity. 
The system designed for the experiment captured I/Q data for every sampling run conducted. An 
example of this data collection can be seen below in figure 5.8.5. Here we sample four data sets 
ܫଵǡ ܫଶǡ ܳଵܽ݊݀ܳଶ the difference in this data set is then taken to obtain the readings for the I/Q data. 
Once I/Q data is collected, it then needs to pass through a Savitsky-Golay filter to refine the data 
before further data processing can occur. 
I 
Q 
A 
߮ 
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The I and Q data sets are very similar when plotted, this can be seen in figures 5.8.6 and 5.8.7. data 
sets captured are available in Appendix I 
 
 
Figure 5.8.5 sample set of data collected during the experimentation 
Figure 5.8.6 In-phase difference of I2 and I1 
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Data comparisons were done to detect a moving target towards and away from the antenna 
elements. The observed distance for all tests was three meters.  The experimental area was setup in 
isolation from other moving targets and observers, to minimise the error induced into the 
experiment. The data for these experiments were collected in three sets of time intervals, one at 5 
seconds another at 10 seconds and the last one at 20 seconds. 
The figures below from 5.8.8 to 5.8.10 show the experimental setup in the laboratory, where the 
antenna elements are connected up to the hardware setup box and that is in turn connected to the 
PC via USB cable for data analysis and capture.  This is raw data (I /Q data) and was further 
processed via matlab. 
 
Figure 5.8.7 Quadrature difference of Q2 and Q1 
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In figure 5.8.10 above, the person of interest is moving a total distance of 3 meters measured from 
the leading edge of the front foot to the leading edge of the antenna elements this measurement is 
within millimetre accuracy. 
Figure 5.8.8 data collection Figure 5.8.9 sample data waveforms 
Figure 5.8.10 experimental setup overview 
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In figures 5.8.11 and 5.8.12, sampling was done for 5 seconds, travelling 3 meters towards the 
antenna elements. When traversing the 3 meters, it is assumed that the object in motion travelled at 
a relatively constant speed with limited variation to the pattern of travel. 
 
 
 
 
 
Figure 5.8.11 movement towards the antenna in a 5 second time interval 
Figure 5.8.12 amplitude variation of the movement towards the antenna in a 
5 second time interval 
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In figures 5.8.13 and 5.8.14, sampling was done for 5 seconds, travelling 3 meters away from the 
antenna elements. Here again, when traversing the 3 meters, it is assumed that the object in motion 
travelled at a relatively constant speed with limited variation to the pattern of travel. 
 
 
 
 
Figure 5.8.13 movement away from the antenna in a 5 second time interval 
Figure 5.8.14 amplitude variation of the movement away from the antenna in 
a 5 second time interval 
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The figures 5.8.15 to 5.8.18 below are a comparison of amplitude variations of all sampled 
observations of an object travelling 3 meters in 20, 10 and 5 second time domains. 
 
 
 
Figure 5.8.15 comparison of amplitude variations of the movement towards 
the antenna in a 5, 10 and 20 second time intervals 
Figure 5.8.16 comparison of amplitude variations with least square fit of the 
movement towards the antenna in a 5, 10 and 20 second time intervals 
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Figure 5.8.17 comparison of amplitude variations of the movement away 
from the antenna in a 5, 10 and 20 second time intervals 
Figure 5.8.18 comparison of amplitude variations with least square fit of the 
movement away from the antenna in a 5, 10 and 20 second time intervals 
Chapter 5 – Doppler Radar with Amplitude Measurements  
159 
 
The above graphs indicate that as we increase our time sample by five second increments we have 
less error and a more accurate reading in our simulation. This can be observed by the decrease in 
fluctuation of the amplitude reading as the sampling distance increases. 
From the above analysis we can conclude that with the given setup for a single dimension, 
localisation is possible. However, increasing the scope by extrapolating the theory to a second 
dimension can not only localise but also effectively track the mobile trarget. 
5.9 Concluding remarks 
In this chapter a study of through wall tracking with single frequency continuous wave radar was 
undertaken. Leading up to this chapter a lot of research was again carried out almost extending the 
literature review done to date for this research.  
Doppler radar was researched with amplitude measurements and the study focused on the resulting 
phase differences. Some research was also conducted for the ultra wideband application. When 
simulating the resulting data from the newly constructed experimental system for through wall 
tracking it was understood that the application of a Savitzky Golay filter would be ideal for the 
solution. This proved to be a good solution for the data analysis stage. The Butterworth filtering 
technique was also used in the simulation. 
The indoor propagation model was discussed and researched to understand its relationship to the 
area of research conducted in this chapter. Least squares fitting models were also used in the final 
solution. Single dimension localisation proved to be achievable using the methods discussed in this 
chapter. 
This thesis provides a solution for tracking using amplitude and phase angle measurements. The data 
analysis and simulations back the above findings. This thesis has also resulted in the publication of 
two conference papers for the author. 
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This thesis was the result of a part time research project, therefore time was a significant constraint 
on the project. It also needs to be noted that by extrapolating the theory to a second dimension 
would enhance the solution to effectively track the mobile target. This will need more research and 
the development of a new prototype or enhancements done to the current setup. This is an 
achievable task with more time and effort and resources.
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Chapter 6 – Conclusions 
The research focused in this thesis is in the area of Geo Localisation with the aim to better the 
current practices used in the field of moving target localisation. The use of Doppler technology in 
Geo Localisation has been explored passively. The research conducted has been documented with 
results to prove the outcome that Geo Localisation is possible with angle only measurements 
obtained between the sensor element placements and the object of interest. 
This thesis contains  an extinctive and comprehensive literature review in the area of radar 
technology and localisation. It outlines the current technology and highlights its limitations and areas 
that can benefit from improvement. The thesis also contain chapters that are put together using 
publications authored and co authored by the researcher. 
The nature of research conducted and they way its presented has resulted in the thesis having 
chapters that are somewhat unique and therefore each chapter ends with a short conclusion of the 
sections and research covered in the chapter. 
Chapter one introduces the reader to the radar technology. It covers the history of its development 
that dates back to 1886 highlighting that Germany was the first of many nations that helped build 
the technology. Other countries that developed the technology are USA, France and England. 
Also in chapter one, the application of target tracking using radar technology is discussed. Here 
methods such as AoA, DoA and TDoA are introduced. The research conducted in this thesis utilises 
these technologies. Radar technology has a very high success rate in tracking and measuring 
applications due to its repeatable accuracy. Radar is not limited to tracking applications and is 
therefore used in a wide variety of applications and industries such as the military, law enforcement, 
the medical field, surveying, and in air, sea and space navigation to name a few. 
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Components of the radar technology are also mentioned in this chapter such as antennas, 
transmitters and receivers. Various transmission methods are also introduced as part of this section 
outlining the differences and their applications. 
A section on Airborne radar has been included in chapter one.  Radar technology has developed so 
much and plays a major role  in the area of air and space navigation. These areas have such a great 
dependency on radar technology that they would be unable to function without it. Literature review 
in this area was undertaken initially to gain a good understanding of the technology in order to 
facilitate the idea of developing Autonomous Miniature UAV's with the interest of applying this 
research to help fight the ever growing problem of bushfires in the state of Victoria.  
Chapter two of this thesis introduces methods of localisation and tracking using the Doppler radar 
technology.  This chapter also forms part of the literature review focusing on Static and Dynamic 
systems. 
Geo Localisation is also introduced in this chapter. This technology is gaining popularity very rapidly 
in mobile application platforms. Couple with Doppler technology, it can improve localisation and 
tracking methods. This concept has been further researched in chapter five of the thesis. 
Also in chapter two, RSSI technology is introduced. Again, RSSI is widely used in localisation 
applications. Other localisation methods discussed in this chapter include TDoA and AoA . 
Chapter three is compiled from a paper published by the author. It covers the concept of localisation 
of an object in motion in 3D space. This is achieved using angle only measurements. This paper was 
published in the ISSNIP 2009 conference. 
In this paper, the object of interest is detected using two antenna elements. The theory used here is 
then extrapolated to two targets and more sensor nodes. A theory is formulated that as the number 
of objects of interest increase, then the number of sensor nodes needed to track them effectively 
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also increases. The tracking algorithm is also simulated using the MATLAB software to prove the 
theory presented in the paper. 
Chapter four consists of a paper published by the author for the 2013 ICIAFS conference. Here 
tracking of multiple mobile agents using single frequency continuous wave radar systems is 
presented. The theory presented here is very similar to that of chapter three however here we are 
considering a 2D approach. in the 2D approach a problem was encountered with ghost targets. To 
overcome this it was found that increasing the number of sensor elements eliminated the ghost 
targets. 
In chapter five, through wall tracking with single frequency continuous wave radar was proposed. 
Here it was experimented and proved that tracking of mobile objects were possible by observing 
them from the other side  of a wall. Manipulation of the amplitude measurements and phase 
differences were required to effectively build tracking algorithms. Some research was also 
conducted for the ultra wideband application. This application also utilised the Savitzky Golay filter 
and simulations were done in MATLAB. 
The final solution for the tracking algorithm proposed in chapter five used the indoor propagation 
model and the least squares fitting models. 
This thesis uncovers a solution for tracking using amplitude and phase angle measurements with 
limitations of uncertain receiver positions. The experimental data analysis and resulting MATLAB 
simulations back the above findings. The research was done as part time study, therefore time was a 
significant constraint. Possible improvements can be achieved by extrapolating the theory in chapter 
five to a third dimension and looking to improve on techniques such as emitter calibration and 
receiver uncertainty. 
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Appendix I - Experimental data 
I1 I2 Q1 Q2 
-0.00369 0.024033 1.001722 0.997028 
0.02879 0.015745 0.996627 0.999579 
0.01414 0.023396 1.004269 0.994477 
0.02051 0.022121 1.001722 0.999579 
0.014777 0.022121 1.004269 0.994477 
0.02879 0.025946 0.996627 0.994477 
0.01414 0.016382 1.009363 0.999579 
0.002038 0.023396 1.001722 0.991926 
0.013503 0.039973 1.001722 1.00213 
0.006497 0.034872 1.014457 0.986823 
0.01223 0.010644 1.001722 0.997028 
0.010956 0.016382 1.004269 0.997028 
0.010319 0.023396 0.996627 0.991926 
0.021147 0.034872 1.009363 0.999579 
0.01223 0.027221 0.999175 0.991926 
0.01223 0.028496 0.999175 1.00213 
0.023695 0.032959 1.01191 0.989374 
0.009682 0.027221 1.001722 0.999579 
1.27E-04 0.034872 1.004269 0.999579 
0.015414 0.016382 1.006816 0.997028 
0.008408 0.025946 1.001722 0.994477 
0.016688 0.031047 1.004269 1.00213 
0.030064 0.021483 1.001722 1.004681 
0.014777 0.034234 1.001722 0.991926 
0.01223 0.036147 1.001722 0.994477 
0.016051 0.029771 1.009363 1.00213 
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Appendix II - Glossary of Technical Terms 
Air Traffic Control Beacon System ATRBS 
Aircraft Interception AI 
Advanced Medium Range Air to Air Missile  AMRAAM 
Analog to Digital Converter ADC 
Angle-of-Arrival AoA 
Biphase Modulation BM 
Classic Matched Filters CMF 
Complementary Metal Oxide Semiconductor CMOS 
Continuous Wave CW 
Cramer-Rao Lower Bound  CRLB 
Data Acquistion DAQ 
Differential Doppler DD 
Direction of Arrival DOA 
Drift Step Recovery Diodes DSRD 
Extended Kalman Filter EKF 
Fast Fourier Transformation FFT 
Fisher Information Matrix FIM 
Frequency Modulated  FM 
Frequency Modulated Continuous Wave FMCW 
Global Positioning System GPS 
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Ground Control of Approach GCA 
In-phase Quadruature Components I/Q 
Intermediate Frequency IF 
Internet Protocol IP 
Inverse Synthetic Aperture Radar ISAR 
International Telecommunication Union ITU 
International Telecommunication Union Radiocommunication 
Sector ITUR 
Least Means Squares LMS 
Least Squares LS 
Light Activated Silicon Switching LASS 
Lines of Bearing LOB 
Lines of Position LoP 
Low Probability fo Interception LPI 
Mean Square Error MSE 
Media Access Control MAC 
Minimum Variance Unbiased MVU 
National Defence Research Committee NDRC 
Naval Research Laboratory NRL 
Non Line of Sight NLoS 
On-Off Keying OOK 
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Probability Density Function PDF 
Processing Gain PG 
Pulse Amplitude Modulation PAM 
Pulse Position Modulation PPM 
Pulse Repetition Frequency PRF 
Radar Cross Section RCS 
Radio Frequency RF 
Range Differences RD 
Received Signal Strength RSS 
Received Signal Strength Indicator RSSI 
Side Looking Airborne Radar SLAR 
Single Site Location SSL 
Step Recovery Diodes SRD 
Synthetic Aperture Radar SAR 
Target Motion Analysis  TMA 
Through the Wall Radar Imaging TWRI 
Time Delay of Arrival TDoA 
Time Difference of Arrival TDOA 
Time-of-Arrival ToA 
Traffic Collision and Avoidance System TCAS II 
Transmitted Reference Modulation TRM 
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Tunnel Diodes TD 
Ultra High Frequency UHF 
Ultra Wideband UWB 
Wireless Sensor Networks WSN 
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