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The effective electrostatic interaction between a pair of colloids, both of them located close to
each other at an electrolyte interface, is studied by employing the full, nonlinear Poisson-Boltzmann
(PB) theory within classical density functional theory. Using a simplified yet appropriate model, all
contributions to the effective interaction are obtained exactly, albeit numerically. The comparison
between our results and those obtained within linearized PB theory reveals that the latter over-
estimates these contributions significantly at short inter-particle separations. Whereas the surface
contributions to the linear and the nonlinear PB results differ only quantitatively, the line con-
tributions show qualitative differences at short separations. Moreover, a dependence of the line
contribution on the solvation properties of the two adjacent fluids is found, which is absent within
the linear theory. Our results are expected to enrich the understanding of effective interfacial inter-
actions between colloids.
PACS numbers: 82.70.Dd, 68.05.-n
I. INTRODUCTION
More than a century ago, Ramsden discovered that
suspended colloidal particles show a strong affinity for
fluid interfaces compared to the bulk [1]. This is due to
a particle induced reduction of the interfacial area be-
tween the two fluids. Typically, the resulting decrease in
the interfacial free energy is much larger than the ther-
mal energy. Thus the attachment of the colloids to the
interface is almost irreversible and the trapped particles
form an effectively two-dimensional system. These col-
loidal monolayers are important for a wide range of indus-
trial and biological proccesses. For example, emulsions,
including many food emulsions, are stabilized by the ad-
sorption of colloidal particles at liquid-liquid interfaces
[2, 3]; encapsulation and delivery of drugs or nutrients
can be achieved through colloidosomes [4]. Froth flota-
tion, which involves the separation of hydrophilic from
hydrophobic particles by attaching the latter to air bub-
bles in a suspension, plays a key role in mineral process-
ing, water purification, oil recovery, bacteria separation,
and for recycling of plastics [5]. Since the particles are
confined only in the vertical direction but are free to move
along the interfacial plane, the stability of such mono-
layer structures is, to a large extent, determined by the
effective inter-particle interaction and therefore a proper
understanding of this lateral interaction is highly desired.
The effective interaction between particles at an in-
terface is quite different from that present in the bulk.
All types of interactions, such as electrostatic, magnetic,
or van der Waals, which are present in the bulk, are also
present at the interface, albeit in a different form. On top
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of that, particles interact via deformations of the fluid in-
terface, which can be generated by gravity, electric stress
gradients, or magnetic fields [6–9]. Here, however, we are
not concerned with these interface-mediated capillary or
elastic interactions, but we shall focus only on the electro-
statically induced effective interaction between the parti-
cles. The evolution of the studies concerned with the elec-
trostatic interaction in this context dates back to 1980,
when Pieranski reported the two-dimensional crystalliza-
tion of polystyrene particles at an air-water interface and
attributed it to a purely repulsive, long-ranged dipolar
interaction originating from the asymmetric counterion
distribution across the interface and acting through air
[10]. Hurd confirmed these predictions [11], based on ana-
lytical calculations within the framework of linearized PB
theory and on the assumption that the particles are sep-
arated by distances large compared to their radii. Later
studies reported a weakening of the effective interaction
upon increasing the ionic strength of the corresponding
polar medium which differs from Hurd’s prediction [12–
15]. As a possible explanation this has been linked to the
relatively small amount of residual charges present at the
particle-oil [12, 13, 15] or the particle-air [14] interface,
but an unanimous picture is still lacking.
A major simplification used in almost all studies men-
tioned above as well as in related studies consists of con-
sidering large inter-particle separations for which both
the superposition approximation and the linearization of
the PB equation are taken to be valid. The associated
dipolar interaction is also a signature of this key simplifi-
cation. But for short inter-particle distances [16], which
is relevant for dense systems or self-organization pro-
cesses, none of them are actually applicable. In a recent
publication [17], we have discussed the drawbacks of the
superposition assumption not only at short inter-particle
distances but also at large distances. The assumption
concerning the linearization of the PB equation, which
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FIG. 1: (a) Schematic illustration of two identical spherical
particles each of which is partitioned equally between the two
fluid phases separated by a flat interface (horizontal green
line). The particles are close to each other with a contact
angle of 90◦. (b) Magnified view of the boxed region in (a).
Due to the small distance between them, the particles are
treated as parallel, planar walls at a distance L. The region
between the walls is filled with two immiscible fluids with
permittivities ε1, ε2 and ionic strengths I1, I2 respectively.
The surface charge density on each wall is σ1 (σ2) at the
contact with medium “1” (“2”). The system depicted here
corresponds to the case in which medium “1” is the more
polar phase and that the walls are positively charged on both
sides of the horizontal fluid-fluid interface.
leads to the well known Debye-Hu¨ckel (DH) equation,
requires the electrostatic energy of a single charge in so-
lution to be much smaller than the thermal energy. While
this might hold true at distances far from the particle, at
short distances this is violated for most experimental se-
tups. For highly charged colloids, which are also quite
common, the situation becomes worse, even at relatively
large distances. Moreover, nonlinear charge renormaliza-
tion effects are known to alter the strength of the effective
interaction potential significantly [18]. Hence, appropri-
ate insight into the effective interaction between a pair of
particles, especially at small separations, remains elusive
without including nonlinearity. This formulates the goal
of the present study.
Even a mean-field description like the PB equation,
which is adequate to describe interfacial structures above
the atomic scale, poses already a significant challenge.
Therefore, we numerically solve a simplified model by re-
placing the spherical particles with planar walls in the
spirit of the Derjaguin approximation (see Fig. 1) [19].
This simplification is justified because we focus on short
inter-particle separations only. The validity of such an
assumption has been verified also for infinitely long cylin-
ders at an oil-water interface [20]. In addition, we con-
sider the particles to float on a flat interface and that
they are immersed in both fluid phases to the same ex-
tent. This corresponds to a liquid-particle contact angle
of 90◦ which is equal or close to what one observes in
many experimental systems [21–23]. In fact, it is known
that for high stability of particle-stabilized emulsions, the
contact angle should not deviate strongly from 90◦ [21].
In order to keep the present investigation general and in
order to be consistent with previous experimental stud-
ies [12, 13, 15], we consider surface charges on both sides
of the fluid-fluid-interface. The electrostatic problem for
this model system is solved by employing the framework
of density functional theory [24] and the resulting effec-
tive interaction energy is divided into two parts: a sur-
face contribution, expressed per total surface area, and a
line contribution per total length of the two three-phase
contact lines formed by solid-liquid-liquid coexistence. A
comparison of our results with those obtained within lin-
ear theory reveals both quantitative and qualitative dif-
ferences concerning the effective line interaction energy
(Figs. 2(e) and (f)), quantitative differences concerning
the surface interaction energies (Figs. 2(a)–(d)), and a
dependence of the line contribution on the solvation prop-
erties of the two adjacent fluids which is not captured by
the linear theory (Fig. 4).
II. FORMALISM
In a three-dimensional Cartesian coordinate system,
the walls are considered to be placed at z = 0 and z = L
and the two slabs (x ≷ 0 with 0 ≤ z ≤ L) in between are
filled with medium “1” (x > 0) and medium “2” (x < 0),
respectively. The walls are chemically identical in nature
but the surface charge density σ(r) on each wall varies
depending on the surrounding medium: σ(r) = σ1 on
the upper half planes (x > 0) and σ(r) = σ2 on the
lower half planes (x < 0). Since the layering of solvent
molecules and ions takes place close to the walls and to
the interface on the length scale of the bulk correlation
length which, typically, is comparable to the molecular
scale and which is much smaller than the length scale
of interest here, the solvents in both media are taken
to be structureless, homogeneous, linear dielectric fluids.
Therefore, the permittivity ε(r), which is the product of
the relative permittivity εr(r) and the permittivity ε0
of vaccum, varies steplike at the interface between the
fluids: ε(r) = εr,1ε0 for x > 0 and ε(r) = εr,2ε0 for
x < 0. The solute is a simple binary salt with bulk ionic
strength I(r) = I1 (I2) in medium “1”(“2”). Here, how-
ever, we consider the nonuniformity of the charge density
e (̺+(r)− ̺−(r)), with ̺±(r) denoting the number den-
sity of the ±-ions, which varies on a length scale of the
order of the Debye length which is usually much larger
than the molecular length scale. We describe our system
within the grand canonical ensemble with the ion reser-
3voirs being provided by the bulk phases of both media.
Considering the ions as point-like objects and ignoring
ion-ion correlations, the grand canonical density func-
tional corresponding to our system in the units of the
thermal energy kBT = 1/β is given by
βΩ [̺±] =
∫
V
d3r
[∑
i=±
̺i (r)
{
ln
(
̺i (r)
ζi
)
− 1
+ βVi (r)
}
+
βD (r, [̺±])
2
2ε (r)
]
, (1)
where ζ± are the fugacities of the two species of ions,
D is the electric displacement field, and the integration
volume V is the space enclosed by the two walls. The
first line of Eq. (1) represents the entropic ideal gas con-
tribution of the ions. The first term in the second line
describes the ion-solvent interaction expressed by an ex-
ternal potential V±(r) acting on the ions [25]. The last
term corresponds to the ion-ion Coulomb interaction.
First, one determines the equilibrium density profiles ̺eq± ,
which minimize the grand potential in Eq. (1). Second,
these equilibrium profiles are inserted into the grand po-
tential functional in order to infer the equilibrium grand
potential βΩeq(L) = βΩ
[
̺eq±
]
. In the course of this min-
imization process, one encounters the relation
̺eq± (r) = I(r) exp
{∓βe (Φ (r, [̺eq± ])− Φb(r))} (2)
with the electrostatic potential Φ(r, [̺eq± ]) satisfying the
nonlinear Poisson-Boltzmann equation
∇2 (βeΦ (r)) = κ(r)2 sinh {βe (Φ (r)− Φb(r))} (3)
everywhere except for x = 0. We note that from here
onwards for reasons of brevity the functional depen-
dence of Φ on ̺eq± is not indicated explicitly. The as-
sociated boundary conditions are: (i) the electrostatic
potential should remain finite for x → ±∞, (ii) both
the electrostatic potential and the normal component of
the electric displacement field should be continuous at
the fluid interface, i.e., Φ(x = 0+) = Φ(x = 0−) and
εr,1∂xΦ(x = 0
+) = εr,2∂xΦ(x = 0
−), and (iii) in order
to satisfy global charge neutrality, the normal compo-
nent of the electric displacement field should match the
surface charge densities at both walls, i.e., ε(r)∂zΦ(z =
0) = σ(r) and ε(r)∂zΦ(z = L) = −σ(r). In Eq. (3),
κ(r) =
√
8πℓBI(r)/εr(r) is the inverse Debye screen-
ing length with the Bjerrum length ℓB = e
2/(4πε0kBT ),
e > 0 is the elementary charge, and Φb(r) represents the
electrostatic potential in the bulk of the two media which
is defined such that Φb(r) = 0 in medium “1” (x > 0)
and Φb(r) = ΦD in medium “2” (x < 0). ΦD originates
from a difference in the solubilities of the ions in the two
fluids and is called Donnan potential or Galvani potential
difference between the two media [26].
In order to numerically determine Φ(r), which solves
Eq. (3) and fulfills the boundary conditions (i)–(iii),
we use a Rayleigh-Ritz-like finite element method (fem)
based on the minimization of the functional
βΩfem [Φ] =
∫
V
d3r
[
2I(r) cosh {βe (Φ(r)− Φb(r))}
+
βε(r)
2
{
(∂xΦ(r))
2
+ (∂zΦ(r))
2
}]
−
∫
∂V
d2rσ(r)Φ(r), (4)
with ∂V indicating the boundaries of the integration vol-
ume V . It can be shown that the minimum βΩminfem(L)
of Eq. (4) is related to the equilibrium grand poten-
tial βΩeq(L) by βΩeq(L) = −βΩminfem(L). In order to
study the effect of nonlinearity, we expand the function
cosh {βe (Φ(r) − Φb(r))} in Eq. (4) in a Taylor series:
βΩ
(n)
fem [Φ] =
∫
V
d3r
[
2I(r)
n∑
k=0
{βe (Φ(r)− Φb(r))}2k
(2k)!
+
βε(r)
2
{
(∂xΦ(r))
2
+ (∂zΦ(r))
2
}]
−
∫
∂V
d2rσ(r)Φ(r), (5)
where n describes the degree of the nonlinearity. For
n = 1, it reduces to the linearized PB problem and
for n → ∞ it corresponds to the full nonlinear prob-
lem (see Eq. (3)). First, we find the equilibrium pro-
files for the electrostatic potential Φeq which minimize
the functional in Eq. (5) and then we insert it back
into Eq. (5) in order to calculate the grand potential
βΩ(n)eq(L) = −βΩ(n)minfem (L). The latter includes nine
distinct contributions:
Ω(n)eq(L) =
∑
i∈{1,2}
[Ωb,iVi + (γi + ωγ,i(L))Ai]
+ γ1,2A1,2 + (τ + ωτ (L)) ℓ, (6)
where Ωb,i is the bulk grand potential density (i.e., the
negative osmotic pressure of the ions) in medium i ∈
{1, 2}, γi is the surface tension of a single wall in contact
with medium i, ωγ,i(L) is the surface interaction energy
per total area of the two walls at distance L in contact
with medium i, γ1,2 is the interfacial tension between the
two fluid media, τ is the line tension of a single three-
phase (solid-liquid-liquid) contact line, ωτ (L) is the line
interaction energy per total line length of two three-phase
contact lines at a distance L, Vi is the volume of the slab
between the two walls filled with medium i, Ai is the to-
tal surface area of the two walls in contact with medium
i, and ℓ is the total length of the two three-phase contact
lines. In order to separate all these parts, we solve the
following additional problems: (i) a single medium in the
absence of any wall; the corresponding grand potential
4density is obtained by setting Φ(r) = Φb(r) and σ(r) = 0
in Eq. (5) which leads to Ωb,i = −2Ii/β, (ii) two fluid
media forming an interface in the absence of any walls
(σ(r) = 0 in Eq. (5)), (iii) one homogeneously charged
wall in contact with a single semi-infinite fluid medium,
(iv) two homogeneously charged walls in contact with a
single fluid medium in between, and (v) a single charged
wall in contact with two immiscible semi-infinite fluids
forming an interface along with a single three-phase con-
tact line. Finally, a systematic subtraction of one interac-
tion potential from another, which corresponds to one of
the above mentioned problems, allows one to extract all
individual contributions in Eq. (6). We note that, upon
construction, all L-dependent contributions, i.e., ωγ,i(L)
and ωτ (L), vanish individually in the limit L→∞.
III. RESULTS AND DISCUSSION
A. L-dependent interactions
In the following, we discuss all L-dependent contri-
butions to the effective interaction between the walls as
a function of the scaled wall separation κ1L. Accord-
ingly, both ωγ,i(L) and ωτ (L) are rendered dimension-
less by expressing them in units of εr,1κ1/(2βℓB) and
εr,1/(2βℓB), respectively. If done so, the dimensionless
free parameters for our system turn out to be σ = σ2/σ1,
I = I2/I1, ε = εr,2/εr,1, βeΦD, and b1 = κ1ℓ
(1)
GC , where
ℓ
(1)
GC = eεr,1/(2π|σ1|ℓB) is the Gouy-Chapmann length
for medium “1”. First, we discuss the results for a
standard set of parameters (σstd = 0.1, Istd = 0.85,
εstd = 62/72, b1 ≈ 0.23, βeΦD = 1) which corresponds to
a typical experimental setup, e.g., a water-lutidine (2,6-
dimethylpyridine) mixture with NaI salt (1mM in the
aqueous phase) at temperature T = 313K in contact
with polystyrene walls exhibiting, in the aqueous phase,
a surface charge density of 0.1 e/nm2 [13, 25, 27–31]. The
resulting interaction energies are presented in Fig. 2. In
each of the three plots, the symbols correspond to vari-
ous values of the degree of nonlinearity n in Eq. (5) and
the solid lines correpond to the analytical solutions taken
from Ref. [17]. Figures 2(a) and (b) show the reduced
surface interaction energy ωγ,1(L) between the walls in
contact with medium “1” for a varying distance L be-
tween the walls. While the interaction remains repulsive
in all cases, obviously the linear theory overestimates the
strength of the interaction at short distances. As ex-
pected, for n = 1 (which corresponds to the linear the-
ory), our numerical results match with the correspond-
ing analytical results over the whole range of separations
considered here. The most significant changes take place
upon increasing the degree of nonlinearity n from n = 1
(linear theory) to n = 2, whereas for n ≥ 4 basically
no changes occur upon increasing n further. The sur-
face interaction ωγ,1(L) within the linear theory differs
by orders of magnitude from the one within the nonlinear
theory. For example, ωγ,1(κ1L = 0.05) for n = 1 is larger
compared to that obtained for n = 5 by almost a factor of
60. This discrepancy diminishes gradually with increas-
ing separation distance, but even for κ1L = 2, a factor of
almost 10 is still present. Similar features are obtained
for ωγ,2(L) as well (Figs. 2(c) and (d)). However, in this
case the mismatch is less severe because medium “2” is
the less polar phase, for which the electrostatic interac-
tion is expected to be weaker compared to the one for
the more polar phase. Figures 2(e) and (f) compare the
line interaction energies ωτ (L) corresponding to various
degrees of nonlinearity n. For them the linear theory pre-
dicts a monotonically weakening, attractive interaction
upon increasing separations between the walls. Upon in-
creasing the degree of nonlinearity n, the strength of this
interaction decreases and ωτ (L) becomes nonmonotonic
for n ≥ 3 forming a minimum at a distance κ1L ≈ 2
which, for typical Debye lengths of 10 nm correspond-
ing to a 1mM (≈ 0.0006 nm−3) aqueous solution, is well
above the molecular scale (< 1 nm). Regardless of the
type of interaction discussed above, for κ1L ≤ 8.5 its
magnitude within the linear theory is at least one order
of magnitude larger than within the nonlinear theory.
Within the linearized PB theory it is a common prac-
tice to use renormalized instead of bare surface charge
densities in order to capture the correct asymptotic be-
havior of the electrostatic potential at large distances
[32]. However, in the present study we are interested
in the opposite limit of short distances. Still, it is in-
teresting to see the effects of charge renormalization on
ωγ,i(L) and ωτ (L). This implies a replacement of the
bare surface charge density (σi) with an effective charge
density (±σ(i)eff ) if σ(i)eff < |σi|. The analytic expression for
the effective surface charge density is known for a single
charged wall in contact with a semi-infinite electrolyte
solution and is given by σ
(i)
eff = eκiεr,i/(πℓB), i ∈ {1, 2},
with κ(x > 0) = κ1 and κ(x < 0) = κ2 [32]. For the
above mentioned standard set of parameters, we have cal-
culated separately σ
(i)
eff for a single wall in contact with
medium i ∈ {1, 2}; it turns out that σ(1)eff < σ1 whereas
σ
(2)
eff > σ2. Accordingly, we have only replaced σ1 by σ
(1)
eff
keeping σ2 the same. The corresponding results are pre-
sented in Fig. 3. As expected, both ωγ,1(L) and ωτ (L)
decrease in magnitude compared to the case of bare sur-
face charge densities, but a significant quantitative mis-
match compared with the full nonlinear behavior is still
present. However, the results corresponding to the linear
theory with bare or renormalized charge densities show
the same qualitative behavior. Therefore, features like
the minimum in Fig. 3(b) cannot be explained by simply
using surface charge renormalization within the linear PB
theory.
The strong reduction in strength of both the surface
and the line parts raises the question concerning the
relevance of the electrostatic interaction. In order to
answer this, we compare our results with the van der
Waals (vdW) interaction which is calculated in terms of
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FIG. 2: (a)–(d) Reduced surface interaction energies ωγ,i(L) per total area of the two walls in contact with medium i ∈ {1, 2}
and (e)–(f) reduced line interaction energy ωτ (L) per total length of the three-phase contact lines as functions of the wall
separation L (in units of the Debye screening length 1/κ1) for various degrees n of nonlinearity (see Eq. (5)). For these plots
the standard set of parameters (σ = 0.1, I = 0.85, ε = 62/72, b1 ≈ 0.23, βeΦD = 1, see the main text) corresponding to a
water+lutidine mixture with KBr at T = 313K is used. In the left panels, values for 1 ≤ n ≤ 3 are compared whereas in the
right panels the values for 3 ≤ n ≤ 5 are compared. For n = 1, our numerical results match perfectly with the corresponding
analytical solutions (black solid line) taken from Ref. [17]. With increasing n, the magnitude of both ωγ,1(L) and ωγ,2(L) drop
significantly at short separations, but the interactions remain repulsive everywhere. However, ωτ (L) shows qualitative changes
upon increasing n. Whereas ωτ (L) is attractive at all separations both in the linear case (n = 1) and for n = 2, it is repulsive
at short distances for n ≥ 3. Due to the huge difference of magnitudes between the results obtained from the linear and the
nonlinear theory, in the left panels magnified views are provided as insets. Since the differences ∆ωγ,i(L) = ω
n=5
γ,i (L)−ω
n=4
γ,i (L)
with i ∈ {1, 2} and ∆ωτ (L) = ω
n=5
τ (L)−ω
n=4
τ (L) are very small, the absolute values of these differences are displayed as insets
in the right panels.
the Hamaker constant [33]. For two flat surfaces made
of polystyrene and interacting accross pure water, the
Hamaker constant A is reported to lie in the interval
[0.95, 1.3]× 10−20 J [34]. Even for the maximal value of
A, the vdW attraction energy −A/(12πL2) per cross-
sectional area due to the two surfaces is either compa-
rable (for L < 2.5 nm) or less by at least one order of
magnitude compared to the corresponding electrostatic
part. It is important to note that salting the water fur-
ther decreases the vdW contribution slightly due to the
electrostatic screening effect [34]. Therefore, the elec-
trostatic part still contributes significantly to the total
effective interaction. We are not aware of any such data
regarding the line contribution to the interaction.
In the following we discuss the effects of varying the
free parameters of our system. To this end, one of the
five dimensionless parameters βeΦD, ε, σ, I, or b1 is var-
ied at a time, keeping the remaining ones fixed. First, we
consider the dimensionless Donnan potential βeΦD. Ac-
cording to the linear theory [17], all three L- dependent
interaction energies, i.e., ωγ,1(L), ωγ,2(L), and ωτ (L), are
independent of ΦD, which is confirmed by our numerical
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FIG. 3: (a) Reduced surface interaction energy ωγ,1(L) per
total area of the two walls in contact with medium “1” and (b)
reduced line interaction energy ωτ (L) per total length of the
three-phase contact lines as functions of the scaled wall sep-
aration κ1L for three different cases: (i) The black solid lines
correspond to the analytical solutions taken from Ref. [17]
within linearized PB theory and with bare surface charge den-
sities at the walls. (ii) The red dashed lines also correspond to
the analytical solutions taken from Ref. [17] within linearized
PB theory but with the renormalized surface charge density
in medium “1”. (iii) The blue filled circles correspond to the
numerical solutions within the nonlinear PB theory with the
degree n = 5 of nonlinearity. As in Fig. 2, the standard set
of parameters is used for the plots (see the main text). The
quantitative differences between linear and nonlinear results
decrease upon using the renormalized surface charges. But
still a significant mismatch remains to be present and the
qualitative features obtained within the nonlinear theory re-
main unexplained by the linear theory even after taking into
account the charge renormalization effect.
results. Moreover, this holds for the surface interactions
ωγ,1(L) and ωγ,2(L) for arbitrary degrees n of nonlinear-
ity. In contrast, the line part ωτ (L) exhibits a completely
different behavior (see Fig. 4). For n = 1, ωτ (L) is attrac-
tive at all separations L and independent of the value of
ΦD. However, for n ≥ 2 the line interaction ωτ (L) does
depend on ΦD (Fig. 4(b)). Starting from n = 4, ωτ (L)
hardly changes upon increasing the order of nonlinear-
ity n. Figure 4(c) displays the corresponding results for
n = 5. For βeΦD ∈ {−1, 0}, ωτ (L) differs significantly
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FIG. 4: Line interaction energy ωτ (L) per total length of the
three-phase contact lines expressed in units of εr,1/(2βℓB) as a
function of the distance L (in units of the Debye length 1/κ1)
for three values of the dimensionless Donnan potential βeΦD.
(a) Within the linear theory (n = 1), ωτ (L) is insensitive
to varying βeΦD which is in accordance with the analytical
results obtained within the linearized PB theory [17]. (b)
However, for the degree n = 2 of the nonlinearity, ωτ (L) varies
upon changing βeΦD. For n ≥ 4 the line interaction curves
ωτ (L) basically do not depend on n anymore. (c) For n = 5,
ωτ (L) exhibits a minimum for βeΦD = 1 (which corresponds
to its value within the standard set of parameters) but it
is purely repulsive for βeΦD = −1 and 0 (even for n = 2)
whereas the linear theory predicts an attractive interaction.
in magnitude but it is repulsive everywhere, whereas for
βeΦD = 1, which corresponds to its value in the standard
set of parameters, it is repulsive at close separations L,
but attractive further away. It is also worth noting that
for βeΦD ∈ {−1, 0}, the predictions of the linear theory
are qualitatively wrong at all separations L.
Effects of changing the remaining parameters ε, σ, I,
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FIG. 5: Left panels: Surface interaction energy ωγ,2(L) per total area of the two walls in contact with medium “2” expressed
in units of εr,1κ1/(2βℓB) as a function of the rescaled wall separation κ1L for various sets of the free dimensionless parameters
ε, σ, I , and b1, respectively. Although ωγ,2(L) is always repulsive, an increase in ε or σ strengthens the repulsion whereas an
increase in I or b1 weakens it. Inset of panel (g): Scaled surface interaction energy per total area of the two walls in contact
with medium “1” as a function of κ1L. As one can infer from the plots, ωγ,1 and ωγ,2 behave similarly upon varying b1. Right
panels: Line interaction energy ωτ (L) per total length of the three-phase contact lines in units of εr,1/(2βℓB) as a function of
κ1L for various sets of the dimensionless parameters. Compared with the standard set of parameters, the observed minimum
of ωτ (L) becomes deeper and shifts towards smaller separations upon decreasing ε or σ. The opposite trend occurs upon
decreasing I or b1. The inset of panel (f) shows the variation of ωτ (L) for a larger range of κ1L.
and b1 are shown in Fig. 5. Although here we present the
results corresponding to the degree of nonlinearity n = 5,
for each set of parameters, the interaction energy curves
basically do not change for n ≥ 4. Therefore, in view
of potential future studies, we conclude that it is suffi-
cient to truncate the Taylor series in Eq. (6) at n = 4.
We change ε, σ, and I by changing ε2, σ2, and I2, re-
spectively, while keeping their counterparts for medium
“1” fixed. Consequently, ωγ,1(L) does not change upon
these variations; it changes only upon varying b1. As
8shown by Fig. 5, although ωγ,2(L) remains always repul-
sive (left column of panels), both its magnitude and its
range depend on the above parameters. An increase in ε
or σ strengthens the repulsion whereas an increase in I
or b1 weakens the repulsion. The range of this repulsive
energy is set by the Debye length (or equivalently the
ionic strength) in medium “2”; for lower ionic strength
the range increases. Upon changing b1, ωγ,1(L) behaves
similarly as ωγ,2(L) (see inset in Fig. 5(g)). Regarding
the line interaction energy ωτ (L), the observed minimum
for the standard set of parameters becomes deeper and
shifts towards smaller separations upon decreasing ε or
σ. On the other hand, it becomes more shallow and shifts
to a larger separation distance L upon decreasing I or b1.
Since in our system medium “2” is the less polar phase
and since the standard values for ε and I are already close
to unity, we do not have the option to increase these two
quantities further. Nonetheless, the concomitant trends
can be easily inferred from the data presented here.
What remains to be discussed is the relative impor-
tance of the line interaction ωτ as compared to the sur-
face interactions ωγ,1 and ωγ,2. According to Eq. (6),
the surface contributions scale with the area of the walls
whereas the line contribution scales with the length of
the three-phase contact lines. Hence, for sufficiently large
surface area, the surface contributions eventually domi-
nate. However, depending on the system parameters, the
line contribution in Eq. (6) can dominate over the surface
contributions even for typical sizes of the colloid parti-
cles. For example, we consider a generic system which
consists of a water-lutidine (2,6-dimethylpyridine) mix-
ture with NaI salt at temperature T = 313K, occupying
the space between the two charged walls with an effec-
tive area Ai = 25 × 104 nm2 (i ∈ {1, 2}). The effec-
tive length of the three-phase contact line is taken as
ℓ = 1000 nm. The ionic concentration in the more polar
water-rich phase is given by I1 = 0.1mM and that for the
less polar lutidine-rich phase is given by I2 = 0.085mM.
The relative permittivities of the water- and lutidine-
rich phases are given by εr,1 = 72 and εr,2 = 62, re-
spectively. The walls carry a surface charge density of
σ1 = 0.01 e/nm
2 in contact with the water-rich phase
and a surface charge density of σ2 = 0.0001 e/nm
2 in
contact with the lutidine-rich phase. Therefore the sys-
tem is characterized by the following dimensionless pa-
rameters: I = 0.85, σ = 0.01, ε = 62/72, b1 = 0.72, and
βeΦD = 1. For such a system, the line contribution for a
wall separation L ≈ 90 nm (or κ1L ≈ 3), corresponding
to the position of the minimum of ωτ , is ωτ ℓ ≈ −27 kBT ,
whereas the surface contributions are ωγ,1A1 ≈ 5 kBT
and ωγ,2A2 ≈ 0.02 kBT . Systems with other media are
characterized by a different set of values for ε, I, and
βeΦD. For an oil with a smaller value of εr,2 the line
interaction is expected to be more prominent because,
with decreasing ε, ωγ,2 decreases whereas the minimum
in ωτ becomes deeper (see Figs. 5(a) and (b)). The ra-
tio I can change in at least two ways: An increase of
I1 leads to a faster decay of ωγ,1 whereas a decrease of
I2 shifts the minimum of ωτ to larger values of κ1L (see
Fig. 5(f)). Therefore, in both cases, the relative impor-
tance of the line interaction ωτ with respect to the surface
interactions increases upon increasing I. An increase in
the value of βeΦD will also deepen the minimum in ωτ
leading to a stronger line interaction (see Fig. 4). It is
important to note that ωγ,1 and ωγ,2 remain unaffected
due to a change in the Donnan potential βeΦD.
B. L-independent interactions
In this subsection we discuss the remaining, L-
independent contributions γs,i, γ1,2, and τ in Eq. (6).
Analytical expressions for these quantities can be ob-
tained within linear theory (i.e., degree of nonlinearity
n = 1), following the same procedure as the one pre-
sented in Ref. [17]:
γs,i =
σ2i
2κiεi
+ σiΦb, i ∈ {1, 2}, (7)
γ1,2 = −κ1κ2ε1ε2Φ
2
D
κ1ε1 + κ2ε2
, (8)
and
τ =
(
ΦD
1 + κε
)(
κεσ1
κ1
− σ2
κ2
)
− σ
2
1
κ21ε1
∞∫
0
dx
[ σ
ε
1
x2π2+κ2− 1x2π2+1
1+
√
x2π2+1
ε
√
x2π2+κ2
1√
x2π2 + 1
+
σ
x2π2+1− σ
2
ε
1
x2π2+κ2
1+ ε
√
x2π2+κ2√
x2π2+1
1√
x2π2 + κ2
]
, (9)
where εi = εr,iε0, i ∈ {1, 2} and κ = κ2/κ1. In Table I
the values resulting from these expressions along with the
ones obtained numerically are listed for each set of pa-
rameters. As one can see, the numerical values for n = 1
(3rd column) agree well with the analytical results (2nd
column). Whereas the values vary as functions of the
degree of nonlinarity n, they do not change significantly
for n ≥ 4. For weaker interactions (e.g., in the less polar
phase) this convergence is even more rapid. In line with
the L-dependent interactions ωs,i(L), the magnitudes of
the surface tensions γs,i decrease upon increasing the de-
gree of nonlinearity n. On the other hand, the absolute
9analytical
numerical
n = 1 n = 2 n = 3 n = 4 n = 5
standard
γs,1 = 0.4398 kBT/nm
2 0.4398 0.2992 0.2812 0.2781 0.2777
γs,2 = 0.01514 kBT/nm
2 0.01514 0.01504 0.01504 0.01504 0.01504
γ1,2 = −0.002621 kBT/nm
2 −0.002621 −0.002635 −0.002635 −0.002635 −0.002635
τ = −0.5669 kBT/nm −0.5686 −0.06757 −0.03333 −0.02752 −0.02657
βeΦD = 0
γs,1 = 0.4398 kBT/nm
2 0.4398 0.2992 0.2812 0.2781 0.2777
γs,2 = 0.005141 kBT/nm
2 0.005140 0.005037 0.005035 0.005035 0.005035
γ1,2 = 0 kBT/nm
2 0 0 0 0 0
τ = −0.9509 kBT/nm −0.9520 −0.2655 −0.2067 −0.1963 −0.1947
βeΦD = −1
γs,1 = 0.4398 kBT/nm
2 0.4398 0.2992 0.2812 0.2781 0.2777
γs,2 = −0.004859 kBT/nm
2 −0.004860 −0.004963 −0.004965 −0.004965 −0.004965
γ1,2 = −0.002621 kBT/nm
2 −0.002621 −0.002635 −0.002635 −0.002635 −0.002635
τ = −1.335 kBT/nm −1.3366 −0.5040 −0.4250 −0.4108 −0.4084
ε/εstd = 0.1
γs,1 = 0.4398 kBT/nm
2 0.4398 0.2992 0.2812 0.2781 0.2777
γs,2 = 0.0263 kBT/nm
2 0.02624 0.02423 0.02406 0.02405 0.02404
γ1,2 = −0.001210 kBT/nm
2 −0.001211 −0.001224 −0.001224 −0.001224 −0.001224
τ = −0.1401 kBT/nm −0.1424 0.009198 0.01742 0.01876 0.01899
σ/σstd = 10
γs,1 = 0.4398 kBT/nm
2 0.4398 0.2992 0.2812 0.2781 0.2777
γs,2 = 0.6141 kBT/nm
2 0.6140 0.4317 0.4081 0.4037 0.4030
γ1,2 = −0.002621 kBT/nm
2 −0.002621 −0.002635 −0.002635 −0.002635 −0.002635
τ = −0.1127 kBT/nm −0.1133 −0.07228 −0.07077 −0.07052 −0.07046
σ/σstd = 0.1
γs,1 = 0.4398 kBT/nm
2 0.4398 0.2992 0.2812 0.2781 0.2777
γs,2 = 0.001051 kBT/nm
2 0.001051 0.001051 0.001051 0.001051 0.001051
γ1,2 = −0.002621 kBT/nm
2 −0.002621 −0.002635 −0.002635 −0.002635 −0.002635
τ = −0.7615 kBT/nm −0.7634 −0.1469 −0.09980 −0.09171 −0.09039
I/Istd = 0.1
γs,1 = 0.4398 kBT/nm
2 0.4396 0.2988 0.2808 0.2777 0.2772
γs,2 = 0.02626 kBT/nm
2 0.02626 0.02425 0.02409 0.02407 0.02407
γ1,2 = −0.001210 kBT/nm
2 −0.001210 −0.001223 −0.001223 −0.001223 −0.001223
τ = −0.4251 kBT/nm −0.4283 −0.2093 −0.1973 −0.1957 −0.1954
b1/b1,std ≈ 3
γs,1 = 0.1391 kBT/nm
2 0.1391 0.1251 0.1241 0.1240 0.1240
γs,2 = 0.01163 kBT/nm
2 0.01163 0.01162 0.01162 0.01162 0.01162
γ1,2 = −0.008287 kBT/nm
2 −0.008288 −0.008332 −0.008332 −0.008332 −0.008332
τ = 0.02634 kBT/nm 0.02573 0.03243 0.03284 0.03287 0.03287
b1/b1,std ≈ 0.3
γs,1 = 1.391 kBT/nm
2 1.391 0.6061 0.5098 0.4860 0.4798
γs,2 = 0.02626 kBT/nm
2 0.02626 0.02425 0.02408 0.02407 0.02407
γ1,2 = −0.0008287 kBT/nm
2 −0.0008288 −0.0008332 −0.0008332 −0.0008332 −0.0008332
τ = −8.295 kBT/nm −8.305 −0.4430 −0.1653 −0.1129 −0.09931
TABLE I: Values of the surface tensions γs,1 and γs,2 at the walls in contact with medium “1” and “2”, respectively, interfacial
tension γ1,2, and line tension τ at the three-phase contact lines for various sets of parameters ε, σ, I , and b1. The second
column provides the values for the linearized theory calculated by using Eqs. (7)–(9). The remaining columns provide the values
corresponding to various orders of the nonlinearity n considered in Eq. (5). As expected, the values for n = 1 agree well with
the analytical results. For higher orders n of the nonlinearity, the magnitudes of the surface tensions γs,i decrease noticeably,
whereas the absolute value of the interfacial tension γ1,2 increases slightly. However, the quantity, which is most sensitive with
respect to n, is the line tension τ . In some cases it exhibits variations of several orders of magnitude as function of n; upon
increasing the degree of nonlinearity n it can increase, decrease, or even change sign. For n ≥ 4 the dependences on n level off.
value of the interfacial tension γ1,2 increases slightly with
increasing order of nonlinearity n and, as expected, it is
independent of the surface charge densities at the walls.
For an ionic strength of 1mM in the aqueous phase, the
predicted values for the interfacial tension also agrees well
with those obtained in earlier studies [35, 36]. In con-
trast, the line tension τ is most sensitive to the degree
of nonlinearity. Depending on the values chosen for the
free parameters, τ can either increase or decrease with
increasing n; in some cases (e.g., for b1/b1,std ≈ 0.3) it
varies by two orders of magnitude upon increasing n. For
ε/εstd = 0.1, it even changes sign due to the presence of
the nonlinearity. The values for our expressions for the
line tension τ are either of the order of 1 pN or slightly
less, which is consistent with values reported in the liter-
ature [37–41]. By considering variations of the parameter
b1 it can be inferred from Tab. I that the line tension τ
increases upon increasing the ionic strength I. This is
not in contradiction to the decrease of τ upon increasing
I close to a wetting transition, as reported in Ref. [42]: In
fact, in that study only contact angles of < 50◦ occurred,
and the observed decrease of τ upon increasing the ionic
strength I has been found to become smaller for increas-
ing contact angles (Fig. 5(b) in Ref. [42]); in contrast,
in the present study there are no wetting transitions and
the contact angle is large, i.e., 90◦.
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IV. CONCLUSION
Within the framework of nonlinear Poisson-Boltzmann
theory, we have addressed the issue regarding the elec-
trostatic interaction between a pair of identical, charged
walls at distance L, separated by two immiscible elec-
trolyte solutions forming a flat interface (Fig. 1). Our
numerical findings demonstrate that for small L the lin-
ear theory overestimates all L-dependent contributions
to the total electrostatic interaction by at least one or-
der of magnitude (Fig. 2). Within the nonlinear theory
the qualitative trends of the effective surface and line
interaction potentials as functions of all system param-
eters have been discussed (Figs. 4 and 5). Whereas the
variations as functions of the degree n of nonlinearity of
the surface and interfacial contributions (i.e., the surface
interaction energy, the surface tension, and the interfa-
cial tension) are only of a quantitative character, the line
contributions (line interaction energy and line tension)
show a qualitatively different behavior within the non-
linear theory as compared to the corresponding predic-
tions of the linear theory (Figs. 2, 4, 5 and Tab. I). For
example, while the linear theory predicts a monotoni-
cally decreasing, attractive interaction between the two
three-phase contact lines, nonlinearity changes it to a re-
pulsive one at close separations which turns attractive at
large distances L (Figs. 2(e) and (f)). These differences
between the linear and the nonlinear theory cannot be
explained by using, within the linear theory, a simple
charge renormalization procedure (Fig. 3). Depending
on the parameters, the line tension is found to change
sign (Tab. I). Moreover, a dependence of the line interac-
tion energy on the solvation properties of the two media
(described in terms of the Donnan potential) is present
only within the nonlinear theory (Fig. 4). The degree of
nonlinearity is given by truncating the series expansion
of the right-hand side of the Poisson-Boltzmann equa-
tion (3). The ensuing results indicate that it is sufficient
to consider only the first few terms in this series. The
system we have studied is expected to mimic the situ-
ation of two colloidal particles being trapped very close
to each other at a liquid interface. Depending on the in-
teraction among each other, particles are known to form
stable, unstable, or even mesostructures at a liquid in-
terface [5]. In the unstable situation, particles aggregate
to form fractal structures. Whereas for a stable mono-
layer to form, long-ranged interactions between the par-
ticles are required. On the other hand, the formation
of fractal structures requires the total interaction poten-
tial to be short-ranged and characterized by a minimum
at very short distances. Accordingly, our findings are
particularly relevant with respect to this aspect. Thus,
we expect our results for a pair of colloids to contribute
towards a better understanding of the formation and sta-
bility of many-body colloidal monolayers trapped at fluid
interfaces.
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