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Abstract
The real-time crash likelihood prediction has been an important research
topic. Various classifiers, such as support vector machine (SVM) and tree-based
boosting algorithms, have been proposed in traffic safety studies. However, few
research focuses on the missing data imputation in real-time crash likelihood
prediction, although missing values are commonly observed due to breakdown
of sensors or external interference. Besides, classifying imbalanced data is also
a difficult problem in real-time crash likelihood prediction, since it is hard to
distinguish crash-prone cases from non-crash cases which compose the majority
of the observed samples. In this paper, principal component analysis (PCA)
based approaches, including LS-PCA, PPCA, and VBPCA, are employed for
imputing missing values, while two kinds of solutions are developed to solve the
problem in imbalanced data. The results show that PPCA and VBPCA not only
outperform LS-PCA and other imputation methods (including mean imputation
and k-means clustering imputation), in terms of the root mean square error
(RMSE), but also help the classifiers achieve better predictive performance. The
two solutions, i.e., cost-sensitive learning and synthetic minority oversampling
technique (SMOTE), help improve the sensitivity by adjusting the classifiers to
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pay more attention to the minority class.
Keywords: Real-time crash likelihood prediction, PCA-based missing data
imputation, cost-sensitive learning, SMOTE, support vector machine,
AdaBoost
1. Introduction
Prediction of traffic crash has been a major research topic in transportation
safety studies. Crashes, especially on urban expressways, can trigger heavy
traffic congestions, impose huge external costs, and reduce the level of service of
transportation infrastructures. Therefore, the accurate and reliable prediction
of crash risks is critical to the success of proactive safety management strategies
on urban expressways.
There have been fruitful studies in the domain of the real-time crash likeli-
hood estimation (Abdel-Aty and Pemmanaboina, 2006; Abdel-Aty et al., 2007,
2008; Ahmed and Abdel-Aty, 2012). It has been reported that crash occurrence
was affected by four major factors: real-time traffic state, drivers’ behavior,
environment factors, and road geometry (Ahmed and Abdel-Aty, 2013b). Tra-
ditional devices utilized in detecting real-time traffic states are mainly intrusive,
e.g., loop detectors. Recently, more non-intrusive traffic detection devices are in
use due to their easiness of installation, maintenance, accuracy, and affordable
costs. For example, Remote Traffic Microwave Sensors (RTMS) and Automatic
Vehicle Identification (AVI) devices provide access to real-time traffic data from
multiple sources. In field applications, RTMS simultaneously provide real-time
data of flow, time occupancy, and speed.
Despite RTMS or other detectors (e.g., AVI devices and loop detectors)
have been widely used and successfully applied in traffic operations including
the real-time crash likelihood estimation, the problem of missing information
has generated trouble for researchers and traffic operators for years (Turner
et al., 2000; Chen et al., 2002, 2003; Smith et al., 2003; Rajagopal and Varaiya,
2007). Dynamic traffic flow data in the intelligence transportation systems un-
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avoidably face with the missing data issue mainly due to the detector failure
and lossy communication systems (Asif et al., 2016). According to Ahmed and
Abdel-Aty (2012), loop detectors have a failure that ranges between 24% and
29%. It is reported that 5% of traffic data are lost at hundreds of detection
points within PeMS traffic flow database (Li et al., 2013a). In some extreme
cases, the missing percentage can reach 90%, which has become a critical issue
for traffic management (Tan et al., 2013). On the other hand, dynamic traffic
flow data serve as one of the most important components of the features in
real-time crash likelihood estimation. Therefore, the issue of missing data is not
negligible, since it may greatly affect the predictive performance of the models.
However, in the crash likelihood estimation literature, most existing methods
and algorithms are developed under the assumption of complete data (the sam-
ples with missing data are simply deleted). Although there were some studies
on the missing data imputation for traffic flow measurements (Li et al., 2014b,
2013a,b, 2014a), the patterns and characteristics of traffic crash data are dif-
ferent from those of traffic flow data. One main distinction is that traffic crash
data do not have periodicity and tendency, which are important properties in
traffic flow data. Few studies have been implemented to seek out the suitable
imputation approaches for imputing missing crash data. Furthermore, the be-
havior, robustness, and properties of the predictive models under highly missing
data have not been fully understood in real-time crash likelihood estimation.
Another problem, which has attracted little attention in real-time crash like-
lihood prediction, is the imbalanced issue of the field measurements. It is a typ-
ical imbalanced classification problem because the number of crash occurrence
samples is much smaller than the number of non-crash samples. In this paper,
two kinds of solutions are employed to solve the imbalanced issue, including the
cost-sensitive learning at the algorithmic level and the synthetic minority over-
sampling technique (SMOTE) at the data level. An imbalanced dataset may
produce biased classification results towards the majority class, the reasons for
which include: (I) the classifiers regard the costs of misclassifying positive or
negative samples as the same; (II) the objective of the algorithm tends to reduce
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the total errors on which the minority class has few influences.
To bridge the two research gaps in real-time crash likelihood estimation, the
paper aims to incorporate the two important components, i.e., missing data
imputation, and solutions to the imbalanced issue in real-time crash likelihood
estimation. Firstly, various imputation approaches are examined and compared
in the imputation of crash data, which have different patterns and distributions
from traditional traffic flow data. To understand characteristics of the miss-
ing patterns in crash data and find the most suitable imputation approach are
important for the field application of real-time crash likelihood estimation. Sec-
ondly, different classifiers’ tolerance and robustness to missing data are studied,
especially when the missing ratio is high. Those classifiers with the low toler-
ance to missing data should be avoided under the scenario of highly missing
data. Thirdly, two solutions to imbalanced issues are adopted and compared in
real-time crash likelihood estimation.
The rest of the paper is organized as follows: Section 2 reviews related stud-
ies. Section 3 presents the methodologies in the domain of real-time crash like-
lihood estimation, missing data imputation, and solutions to imbalanced data.
Section 4 demonstrates the numerical test of an urban expressway in Hangzhou,
China, and presents the results of sensitivity analyses. Finally, Section 5 con-
cludes the whole paper, summarizes the interesting findings of this paper, and
outlooks future research.
2. Literature Review
Since the beginning of the last decade, researchers have employed a board
range of machine learning algorithms in real-time crash likelihood estimation,
mainly utilizing factors extracted from traffic dynamics, such as flow, occu-
pancy, and speed. In the early studies of this domain, empirical models based
on crash precursors (Lee et al., 2003), nonparametric Bayesian model (Oh et al.,
2005), were developed to predict the potential crash occurrence. Abdel-Aty
and Pemmanaboina (2006) designed a matched case-control Logit model, which
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integrated traffic flow data and weather data into real-time crash likelihood
estimation. Support vector machine, a classical machine learning algorithm,
was widely used to predict the crash occurrence due to its robustness on small
datasets (Yu and Abdel-Aty, 2013b; Sun et al., 2014). Tree-based ensemble
methods, such as the stochastic gradient boosting (SGB) and AdaBoost, also
demonstrated strong ability in enhancing reliability of the real-time risk as-
sessment (Ahmed and Abdel-Aty, 2013a). Motivated by the fact that a large
number of explanatory variables might induce overfitting issues, random forest
was widely used for selecting important factors (Saha et al., 2015). Kwak and
Kho (2016) used the conditional logistic regression analysis to remove confound-
ing factors, and developed separate models to predict crash occurrence with the
genetic programming technique. Recently, more and more researchers employed
Bayesian approaches, such as the hybrid latent class analysis (LCA), dynamic
Bayesian network (DBN), and semi-parametric based model, to further reveal
the unobserved heterogeneity among crashes (Sun and Sun, 2015; Yu et al.,
2016; Yu and Abdel-Aty, 2013a, 2014; Xu et al., 2014). Roshandel et al. (2015)
compared the accumulated approaches in this area and summarized the current
knowledge, challenges and opportunities of assessing the impact of traffic factors
on the crash occurrence.
Apart from developing state-of-the-art approaches for real-time crash risk
assessment, researchers have made various attempts to seek for more relevant
explanatory variables. El-Basyouny et al. (2014) investigated the impact of the
sudden extreme snow or rain variation on the crash type, using full Bayesian
multivariate Poisson log-normal models. Yu et al. (2014) proposed a hierar-
chical logistic regression model to predict crash likelihood, with multi-source
information, including traffic, weather, and roadway geometric factors.
On the other hand, the difference existing in the types of crash has also
attracted attention from many researchers. Sun et al. (2016) built separate
models for non-congested-flow crashes and congested-flow crashes and compared
their safety factors. Although most of the literatures defined dependent variables
as a binary variable (crash occurrence or not), some researchers made attempts
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to predict crash likelihood at various levels of severity (Xu et al., 2013). There
were some studies concentrating on assessing the risk of rear-end crash, which
was regarded as the most severe crash type (Weng and Meng, 2014; Lao et al.,
2014; Chen et al., 2015; Fildes et al., 2015; Li et al., 2014c). In addition to the
primary crash, secondary crashes have also been studied by researchers, who
developed models based on the speed contour plot to predict the probability of
secondary crashes (Xu et al., 2016; Park and Haghani, 2016).
Although fruitful approaches have been proposed to improve the predictive
performance, few studies focused on the issue of missing data in the real-time
crash likelihood estimation. However, the approaches for missing data impu-
tation utilized in other related areas, such as the missing traffic volume data
estimation (Tang et al., 2015), missing data imputation in road networks (Asif
et al., 2013), may provide an insight for the missing data imputation in the
traffic safety area. Traditional missing data imputing approaches utilized in the
transportation area included the historical mean/median imputation, k-means
clustering imputation, etc. (Conklin and Scherer, 2003; Deb and Liew, 2016).
Recently, tensor decomposition has also been developed to impute missing data
in various areas (Wu et al., 2017; Tan et al., 2013).
The pattern of missing data means the distribution of missing values in the
whole dataset. Little and Rubin (2014) classified missing patterns into three
categories: missing completely at random (MCAR), missing at random (MAR),
and not missing at random (NMAR).
(I) MCAR means the missing data does not have any relationship with the
distribution of the observations, while it does not depend on specific vari-
ables.
(II) MAR indicates that the distribution of missing data has no relationship
with the missing values, but is related to the observed data of other
attributes.
(III) NMAR refers to the cases that the distribution of missing data has a
certain pattern. This is the most difficult mechanism to deal with because
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the missing pattern should be treated case by case.
The MCAR or MAR problem could be addressed by some universal algo-
rithms while the NMAR problem means almost countless possibilities in the
distribution of missing values. Various kinds of algorithms, which assume that
the missing pattern is MCAR or MAR, have been proposed for missing data
imputation. These algorithms could mainly be divided into three categories (Li
et al., 2004):
(I) The first group is discarding the samples with missing data, which is ac-
ceptable when the missing ratio is low and the data resource is abundant.
(II) The second group is interpolation, which refers to the process of inter-
polating missing values based on the existing information under certain
regulations, such as, mean or median imputation, nearest imputation,
and k-means imputation.
(III) The third group is EM (expectation maximization) based parameter esti-
mation, which estimates the parameters of the data distribution through
the existing data and then impute the missing data based on the esti-
mated distribution.
Among the methods in the third group, principal component analysis (PCA)
based methods are considered as a category of efficient and reliable missing data
imputation methods, which incorporate PCA and the EM estimation (Ilin and
Raiko, 2010). It was proved that the probabilistic principal component analysis
(PPCA) based missing data imputation method outperformed the conventional
methods (e.g., the nearest/mean historical imputation methods and the local
interpolation/regression methods) in the traffic flow volume dataset (Qu et al.,
2009), mainly due to the two reasons: (I) the data of traffic flow volume followed
the Gaussian distribution, which was in accordance with the hypothesis of the
PCA-based missing data imputation; (II) PPCA succeeded at combining and
utilizing global information as well as the local information.
Dear (1959) was the first to develop a PCA-based formulation to impute
missing data. Grung and Manne (1998) further employed a least-square ap-
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proach to solve the problem, and thus the algorithm was named the least-
square PCA (LS-PCA). However, LS-PCA faced the overfitting issue, especially
when the missing ratio was high. To solve this problem, Tipping and Bishop
(1999) proposed the PPCA algorithm, which added a generalization term to the
objective function to avoid overfitting, by assuming that the PCA followed a
probabilistic form. Furthermore, the variational Bayesian PCA (VBPCA) was
proposed to address the sensitive dependence on initial values of parameters,
which was frequently observed in PPCA (Bishop, 1999). Ilin and Raiko (2010)
summarized these three algorithms and compared their imputing performance
in artificial experiments. In the domain of transportation, Qu et al. (2009);
Li et al. (2013b) developed a broad range of variants of PCA-based missing
data imputation, including PPCA and kernel probabilistic principle component
analysis (KPPCA), which demonstrated outstanding performance on resolving
issues of missing values in traffic volume estimation.
PCA-based approaches have at least three merits in the domain of missing
traffic data imputation. Firstly, it does not require strict assumptions such as
the daily similarity, no continuous incompleteness of data points, and a large
database. Secondly, the principal components remove the relatively trivial de-
tails and make sure that only the major information is used for constructing
the probabilistic distribution of the latent variables. Thirdly, it simultaneously
achieves the high imputing accuracy, acceptable speed, and robustness to ab-
normal data points in a broad range of missing traffic data imputation issues.
Although the cutting-edge PCA-based imputation algorithms have been uti-
lized to impute the missing data in the traffic volume, there exist differences
between the traffic flow data and the dataset in real-time crash likelihood esti-
mation. Traffic flow data have continuous time-series properties, such as peri-
odicity and tendency. On the contrary, the dataset of real-time crash likelihood
estimation can be viewed as a table with rows of samples and columns of fea-
tures. The values of the features in different rows are not in sequential orders
and do not have periodicity and tendency, which indicates that imputing the
missing data in real-time crash likelihood estimation is more difficult than that
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in the traffic flow data analysis. Most of the imputing approaches, such as the
historical mean/median imputation, k-means clustering methods and interpo-
lations, rely on the assumptions of periodicity and tendency, which no longer
hold in the imputation of the crash data table. However, PCA-based imputation
approaches do not have strict assumptions on the periodicity and continuity of
the data; they first extract the major and able-to-model information and dis-
card the trivial and unable-to-model details via principal components, and then
use the obtained domain probabilistic distributions to impute missing values
via MLE. Thus, PCA-based imputation approaches are assumed to have better
performance in imputing missing crash data. One of the main goals of this pa-
per is to verify this assumption and examine the PCA-based algorithms’ ability
in imputing missing data within real-time crash likelihood estimation.
Classification on the imbalanced dataset is another common issue in real-
time crash likelihood estimation but has drawn little attention. In a binary
classification problem, a dataset is said to be imbalanced when the number of
samples in one class is higher than the other one (Seiffert et al., 2010; Guo et al.,
2008). The class with more samples is named the major class while the other
with relatively fewer samples is denoted as the minor class. The imbalanced issue
is commonly observed in a broad range of classification problems (Longadge and
Dongre, 2013), e.g., medical diagnosis detection of rare disease, determining
frauds in banking system, detecting failures of technical devices, etc.
Real-time crash likelihood prediction is a typical imbalanced classification
problem since the number of crash cases is usually much smaller than that of
non-crash cases. This issue has attracted researchers’ attentions in recent two
years. Theofilatos et al. (2016) considered accidents as rare-events and devel-
oped a series of rare-event logit models to predict real-time accidents. Basso
et al. (2018) proposed an accident prediction model combining SMOTE and
SVM, which was then validated with original imbalanced data instead of ar-
tificially balanced data. To mitigate the imbalanced issue, Yuan et al. (2017)
proposed an informative sampling approach that selected diverse negative (non-
crash) samples, with some close to and some far from positive (crash) samples.
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In this paper, we use the matched case control method (Ahmed and Abdel-
Aty, 2013a) to select the negative samples. The previous research commonly
selected 4:1 as the ratio of the number of non-cash cases to crash cases (Ahmed
and Abdel-Aty, 2012, 2013b). To better illustrate the performance of various
solutions to imbalanced issues, we use a larger ratio 10:1 for demonstration
purposes, which means that one crash case is matched with 10 non-crash cases.
In an imbalanced classification problem, most of the classifiers tend to clas-
sify all the samples into the major class, which sacrifices the accuracy of pre-
dicting a sample from the minor class. This is due to the inherit motivation
of their objective functions which minimize the sum of errors by assigning the
same weight to both the major and minor classes, where samples in the minor
class make little contribution (Sun et al., 2007). There are two main solutions
to this problem: (I) Cost-sensitive learning techniques which stimulate the clas-
sifiers to pay more attention to the minor class by assigning different weights to
the samples of both classes in the objective function (Pazzani et al., 1994); (II)
Re-sampling the dataset, including over-sampling and under-sampling (Chawla
et al., 2004; Estabrooks, 2000; Kubat et al., 1997). SMOTE, viewed as one of
the most efficient re-sampling algorithms, over-samples the minor class by gen-
erating synthetic samples instead of simple replications (Chawla et al., 2002).
3. Methodology
As mentioned above, the main objectives of this paper are to seek out the
most suitable imputation approaches and solutions to imbalanced issues in the
domain of real-time crash risk estimation, and to examine different classifiers’
tolerance to missing data. In this section, we first revisit the problem of real-
time crash likelihood estimation and related classical classifiers (Problem 1),
then present the two solutions to imbalanced issues (Problem 2), and finally
propose the PCA-based missing data imputation approaches (Problem 3).
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3.1. Real-time crash likelihood estimation
Most of the studies in the domain of real-time crash likelihood estimation
define the problem as a binary classification problem.
Problem 1 (Real-time crash likelihood estimation): Given a training dataset
of m samples, (x(1), y(1)), ..., (x(i), y(i)), ..., (x(m), y(m)), i = 1, ...,m, where x(i)
means the vector of explanatory variables of the ith sample and y(i) ∈ {−1, 1},
the object is to find a function f(x;ω, b) which can distinguish positive y(i) from
negative y(i). In this paper, the positive labels y(i) = 1 refers to crash cases,
while the negative labels y(i) = −1 refers to non-crash cases.
3.1.1. Classical classifiers
A broad range of machine learning algorithms have been used to detect crash-
prone cases. However, the main focus of this paper is to incorporate missing
data imputation and solutions to imbalanced issues in real-time crash likelihood
estimation, instead of developing new classifiers. In this paper, we only consider
two classical classifiers: SVM (with linear, Gaussian, and polynomial kernels)
and AdaBoost ensemble algorithm.
Firstly, SVM constructs a hyperplane or a set of hyperplanes in high-dimensional
space to separate data samples into two kinds of labels. Intuitively, a good hy-
perplane aims to maximize the distance to the nearest data points of binary
classes, while it also extends to the training dataset that cannot be linearly
separated by introducing slack variables. Starting from this idea, the general
objective function of SVM can be written as Eq. (1). The first part of the
equation refers to an L2 norm regularization, while the second part is in a form
of hinge loss.
min
ω,b
1
2
||ω||2 + C
m∑
i=1
max(0, 1− y(i)(ωTx(i) + b)) (1)
In order to apply SVM to a non-linear separable classification problem, the
kernel trick can be utilized. In this paper, three categories of kernels are used:
(I) Linear kernel: K(x(i),x(j)) =
〈
x(i),x(j)
〉
;
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(II) Gaussian kernel: K(x(i),x(j)) = exp(−||x(i) − x(j)||2);
(III) Polynomial kernel: K(x(i),x(j)) = (1 +
〈
x(i),x(j)
〉
)p, specifically, p = 3
is selected in this paper.
Secondly, boosting is a combination of machine learning techniques which en-
semble a series of weak learners, each of which achieves a classification accuracy
slightly larger than 0.5 for the binary classification, to improve the prediction
performance and robustness. AdaBoost, the abbreviation of “Adaptive Boost-
ing”, is a typical boosting method which adapts the subsequent weak learners to
emphasizing more on the samples misclassified by the prior weak learners. Ad-
aBoost generates T weak learners h1(x
(i)), ..., ht(x
(i)), ..., hT (x
(i)) and assembles
them into a strong learner by multiplying each weak learner with a coefficient
αt, see Eq. (2).
FT (x
(i)) =
T∑
t=1
αtht(x
(i)), t = 1, . . . , T (2)
where ht(x
(i)) : x(i) 7→ {−1,+1}. ht can be any classifier, such as the decision
tree, LR, SVM and so on.
3.1.2. Measures of Effectiveness (MoEs)
Accuracy is the basic and simplest MoE in the classification problem, but it
may produce a biased illusion on imbalanced data. In the case that the ratio
of the number of negative samples to the number of positive samples is large,
e.g., 99:1, the classifier may predict all the samples into the negative class,
consequently, the accuracy achieves 99%. However, this result is meaningless
to scenarios where the objective is to detect the minority cases, such as the
crash likelihood prediction. To overcome this biased phenomenon, the confusion
matrix is utilized, where samples can be categorized into four conditions, i.e.,
true negative (TN), false negative (FN), false positive (FP), and true positive
(TP), as shown in Table 1.
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Table 1: The Confusion Matrix
True label
0 (non-crash) 1 (crash)
Predictive label
0 (non-crash) TN FN
1 (crash) FP TP
Based on the confusion matrix, the true positive rate and false positive rate
can be calculated by
True Positive Rate : TPR =
TP
TP + FN
(3)
False Positive Rate : FPR =
FP
TN + FP
(4)
Most of the classifiers provide probabilistic degrees or predicting scores of
each sample; the higher the probabilistic degrees or predicting scores, the greater
confidential level that the sample can be classified as a positive sample. By
changing the score threshold, a group of confusion matrices and the correspond-
ing TPR and FPR can be calculated. A receiver operation characteristic curve
(ROC) shows the relationship between FPR on the X-axis and TPR on the
Y-axis. The ROC curve considers both the accuracies of classifying positive
samples and negative samples, and thus provides a more fair MoE for imbal-
anced data. To quantify the performance of the ROC curve, a higher AUC value
(areas under ROC curve) implies a stronger classifier.
In addition to the AUC value, sensitivity and specificity are also utilized
in this paper. Sensitivity is the same as TPR while specificity equals to (1-
FPR). The high sensitivity indicates that the classifier successfully predicts the
majority of the crash occurrence, while high specificity implies that the classifier
produces less irrelevant alarms. In an imbalanced dataset, improving sensitivity
usually means sacrificing specificity to some extent. Therefore, a trade-off should
be made between these two MoEs.
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3.2. Solutions to Imbalanced Data Classification
Problem 2 (Solutions to imbalanced issue): Given an imbalanced dataset
with much more samples from the majority class than those from the minority
class, how to simultaneously achieve acceptable sensitivity, specificity, and AUC
in the classification?
3.2.1. Solution I—Algorithmic-Level Solutions
On the algorithmic level, cost-sensitive learning is the most widely used
method to take the misclassified cost of different classes into consideration. The
cost-sensitive learning assigns different costs of misclassifying different classes.
The objective functions of most classifiers can be written as the sum of two
parts: one is the sum of empirical errors and the other is a regularization term,
e.g., Eqs. (1–2). Although a coefficient C is employed to measure the trade-off of
the two terms, it is set to be the same for all the samples without distinguishing
positive and negative labels, which may produce biased results towards the
majority class. The cost-sensitive learning technique (COST) simply adjusts
this biased classification by allocating a larger coefficient to the minority class,
which means misclassifying a sample from the minority class (crash case in this
paper) receives a higher penalty. For instance, the objective function of SVM
in Eq. (1) can be rewritten as follows:
min
ω,b
1
2
||ω||2 + Cpos
m∑
i=1,i∈Pos
max(0, 1− y(i)(ωTx(i) + b))+
Cneg
m∑
i=1,i∈Neg
max(0, 1− y(i)(ωTx(i) + b)) (5)
where Pos and Neg are the sets of positive and negative training samples,
respectively, and Cpos and Cneg are the corresponding coefficients. This trans-
formation can be easily migrated to other classifiers like LR, decision tree, etc.
In the following section, a sensitivity analysis is conducted to examine MoEs of
the classifiers under different ratios of Cpos to Cneg.
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3.2.2. Solution II—Data-Level Solutions
To avoid the poor performance of classifiers on imbalanced data, re-sampling
at the data level is another group of approaches, which can be classified into two
types: over-sampling and under-sampling. Simple over-sampling may lead to
overfitting issues while under-sampling will discard a large amount of potentially
meaningful information in the small dataset. To overcome these drawbacks, an
advanced over-sampling algorithm called the synthetic minority over-sampling
technique was proposed by Chawla et al. (2004). SMOTE creates “synthetic”
samples of the minority class instead of simply duplicating the existing samples.
3.3. PCA-based missing data imputation
Problem 3 (Imputing missing crash data table): Given an incomplete crash
table with rows of samples and columns of features, how to impute the missed
values based on the observed values?
The PCA-based missing data imputation algorithms formulate the relation-
ship between original variables and latent variables in a PCA-based form, and
then solve the problem with EM iterations. PCA is a machine learning tech-
nique which can compress high-dimensional data into low-dimensional data with
the minimum loss on variance. This low-dimensional data after compression can
also be reconstructed into the original data. This property can be utilized in
missing data imputation: first estimate the probability distribution of the com-
pressed information based on the original observed data, and then reconstruct
the missing data by the compressed information, which can also be viewed as
latent variables. PCA-based missing data imputation consists of three main
kinds of algorithms, including LS-PCA, PPCA, and VBPCA, which have dif-
ferent assumptions on the relationships between original variables and latent
variables.
Suppose that we have m samples of d×1 original vectors t1, t2, ..., tm, which
can be formulated as a function of c× 1 dimensional latent variables:
tj = Wzj + µ (6)
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where W is a d × c matrix, zj is a c × 1 vector of principal components (i.e.
latent variables), and µ is a d× 1 bias term.
3.3.1. Imputation Algorithm I—Least-Square PCA (LS-PCA)
A straightforward method to determine the latent variables is to minimize
the mean-square error between the reconstructed tˆij attained from latent vari-
ables and the original observed tij :
min
∑
i,j∈O
(
tij − tˆij
)2
(7)
tˆij = w
T
i zj + µi =
c∑
k=1
wikzkj + µi (8)
where tij means the ith variable of the jth sample of the observed data, while
tˆij is the reconstruction of the data element tij . O is the set of indexes i, j. zkj
means the kth latent variable of the jth sample of the latent space.
This optimization problem can be solved by a least-square algorithm which
updates parameters W, µ, and latent variables zj . However, the LS-PCA
algorithm might easily suffer from the overfitting issue, especially when the
missing ratio is high, since the object of LS-PCA is to minimize the mean square
error between the observed original data and the reconstructed data, thus the
algorithm may generate unreasonable large parameters to well fit observed data
and lose the generalization ability.
3.3.2. Imputation Algorithm II—Probabilistic PCA (PPCA)
A natural solution to the overfitting problem of LS-PCA is adding a regular-
ization term in the objective function to penalize unreasonably large parameters.
Another solution is altering the transformation between the original data and
latent variables to a probabilistic form, from which the regularization term is
naturally derived. PPCA is derived by adding an isotropic term to Eq. (7):
tj = Wzj + µ+ εj (9)
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where zj and εj follow the normal distributions, i.e., zj ∼ N (0, I), εj ∼
N (0, vI). There are three groups of parameters, i.e., W, µ and v, which can be
estimated by the EM algorithm (Bishop, 1999).
3.3.3. Imputation Algorithm III—Variational Bayesian PCA (VBPCA)
PPCA is sometimes sensitive to the initialization of parameters W, µ and v.
To overcome this defect, an assumption of the Gaussian prior probabilistic dis-
tribution was made to the parameters W and µ, which formulates the VBPCA.
W and µ follow the normal distributions: µ ∼ N (0, vµI), wi ∼ N (0, vw,kI),
where vm and vw,k are the hyperparameters that can be updated during learn-
ing (e.g., using the evidence framework or variational approximations). VBPCA
can also be iteratively solved by the EM algorithm (Ilin and Raiko, 2010).
To summarize, in the PCA framework, LS-PCA employs the least-square ap-
proach to estimate the parameters, which might be overfitting when the missing
ratio of traffic flow data is high. PPCA introduces a probabilistic form to the
original data by adding an isotropic term to penalize the occurrence of unrea-
sonable large parameters, and thus avoids overfitting issues. VBPCA further
introduces a probabilistic form to the parameters in order to eliminate the vari-
ance of the initialization of the parameters in PPCA.
4. Numerical Tests and Discussions
4.1. Data Preparation
The data used in this study were obtained from the Traffic Management
Platform of Hangzhou, China. This platform continuously collects 5-min ag-
gregated lane-by-lane traffic flow, occupancy, and speed via remote traffic mi-
crowave sensors for each lane in real time. Besides the microwave sensor data,
the platform also provides traffic crash records with several attributes includ-
ing the incident time, location, and incident type. The study site is located at
the Shangtang-Zhonghe Urban Expressway of Hangzhou (see Fig. 1a). Two
datasets (a train-and-test dataset and a validation dataset) are collected and
17
Table 2: Number and Variable Name of 24 Explanatory Variables
Number 1 2 3 4 5 6
Variable f-m1-t3 f-m1-t2 f-m2-t3 f-m2-t2 f-m3-t3 f-m3-t2
Number 7 8 9 10 11 12
Variable f-m4-t3 f-m4-t2 o-m1-t3 o-m1-t2 o-m2-t3 o-m2-t2
Number 13 14 15 16 17 18
Variable o-m3-t3 o-m3-t2 o-m4-t3 o-m4-t2 s-m1-t3 s-m1-t2
Number 19 20 21 22 23 24
Variable s-m2-t3 s-m2-t2 s-m3-t3 s-m3-t2 s-m4-t3 s-m4-t2
each dataset has a crash record table and traffic flow database collected from
the microwave sensor data.
Each crash case in the table of crash records is mapped with 2 closest up-
stream and 2 closest downstream microwave sensors. For each crash case, we
collect the dynamic traffic flow data in 5-10 min and 10-15 min prior to its
occurrence time, respectively.
Fig. 1b shows the 4 microwave sensors selected for each crash and their
names: m1 means the second closest upstream sensors to the crash, m2 means
the nearest upstream sensors to the crash, and so on. Fig. 1c. shows the
time intervals prior to each crash, among which t2 (5-10 min prior to the crash
occurrence) and t3 (10-15 min prior to the crash occurrence) are collected in
our study because t1 does not provide enough time for alarm or other crash-
prevention measures based on the crash likelihood prediction.
Three kinds of variables, i.e., flow, time occupancy and speed, are selected
for each crash case, thus each sample contains 4 (sensors) × 2 (time intervals)
× 3 (variable types) = 24 variables. The notation of the explanatory variables
is shown in Table 2, where the first part of each variable indicates the category
(e.g., flow, occupancy and speed), the second part refers to the RTMS, and third
part represents the time interval. For example, f-m1-t3 represents the flow (f)
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(a) Layout of study site
(b) Sensor and crash locations
(c) Time intervals
Figure 1: Microwave sensor locations and crashes of the study site.
at the second closest upstream sensor (m1) during the time interval of 5-10 min
prior to the crash (t2).
As above-mentioned, the matched case-control strategy is applied in selecting
the non-crash samples. In this paper, we match 10 non-crash samples for each
crash sample, where the matching rules are illustrated as follows:
(I) Location. The location of the matched non-crash cases should be the
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Table 3: The train-and-test dataset and validation dataset
dataset train-and-test dataset validation dataset
time range 2015/06/11-2015/11/11 2016/06/01-2016/10/01
number of crash samples 123 120
number of non-crash samples 1230 1200
proportion of missing data 0% 21%
same as the crash case;
(II) Within-day time. The within-day time of the non-crash cases should be
the same as that of the matched crash case, but they should be in different
days. For example, if one crash occurred at 12:45 PM on June 15, 2015
(Monday), then one matched non-crash case can be extracted from the
dataset with the time stamp of 12:45 PM on June 29, 2015 (Monday);
(III) Day type. We define two kinds of day types, i.e., weekday and weekend,
and the crash cases should share the same day type with the matched
non-crash case.
The train-and-test dataset collected from June 11 to November 11, 2015,
is used for the training and testing (10-fold cross validation in this paper). In
order to implement the sensitivity analysis of the missing data, we only select
the crash cases which can be matched with complete explanatory variables in the
train-and-test dataset. The train-and-test dataset is iteratively split into 90%
training set and 10% testing set in a 10-fold cross validation. On the other hand,
the validation dataset is collected from June 1 to October 1, 2016, and used for
validating the real effectiveness of the proposed framework, which is comprised
of PCA-based missing data imputation and solutions to the imbalanced data
(see Table 3). All the crash records in the validation dataset have been selected
and matched with explanatory variables, while the missing ratio of the validation
dataset reaches 21%. The values of each explanatory variable in the two datasets
are standardized, with a mean value of 0 and standard deviation of 1.
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Figure 2: The framework.
Fig. 2 depicts the proposed framework which is comprised of three impor-
tant parts: the predictive models for real-time crash likelihood estimation, the
algorithms for missing data imputation, and two solutions to imbalanced issues.
A series of sensitivity analyses are implemented to examine the efficiency and
interaction of these three components based on the train-and-test dataset, and
the optimal method for each component is selected. In addition, an out-of-
experiment validation test is conducted to evaluate the predictive performance
of the selected framework, based on the independent validation dataset.
4.2. Sensitive Analysis of Solutions to Imbalanced Issues
In this section, we design a sensitivity analysis to investigate how different
class-weighted ratios affect the model MoEs in the train-and-test dataset, in
terms of different solutions to imbalanced issues, including COST, SMOTE
sampling, and the combination of them. Considering the real imbalanced ratio
in the dataset is 1:10, five class-weighted ratios (defined as γ), i.e. 1, 5, 10,
20, 30, are tested in this sensitivity analysis. The parameters in solutions to
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Table 4: Parameters in solutions to imbalanced issues
Solutions Parameters
COST Cpos/Cneg = γ
SMOTE Multiplier of synthetic samples = γ
COST + SMOTE
In COST: Cpos/Cneg =
√
γ
In SMOTE: the multiplier of synthetic samples =
√
γ
imbalanced issues are depicted in Table 4.
Fig. 3. shows the accuracy, AUC, sensitivity and specificity of the 4 classi-
fiers, i.e., SVM (with linear, Gaussian, and polynomial kernels), and AdaBoost,
under different class-weighted ratios and different solutions to imbalanced issues.
Some interesting results are observed:
(I) Accuracy of all models drops with the increase of the class-weighted ra-
tio, which means the classifiers scarify a part of the precision and overall
accuracy to improve the sensitivity; A trade-off should be made between
the specificity and sensitivity because a low specificity means more false
alarms, which will relax people’s vigilance, while a low sensitivity indi-
cates the low accuracy on identifying a real crash case;
(II) AUC is not sensitive to the imbalanced data because of its inherit prop-
erty, and thus it is not a suitable indicator for selecting a proper class-
weighted ratio;
(III) Linear classifier, i.e. SVM (linear), is more sensitive to the class-weighted
ratio compared to non-linear classifiers, such as SVM (Gaussian), SVM
(polynomial) and AdaBoost;
(IV) Three examined solutions to imbalanced issues, i.e., COST, SMOTE, and
COST + SMOTE, show comparable abilities in changing the classifiers’
behavior under the same class-weighted ratio γ.
In the following analyses, the class-weighted ratio is set to be 10 for all
classifiers, by considering the trade-off between the sensitivity and specificity
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Figure 3: Sensitivity analysis on the class-weighted ratios
under such an imbalanced dataset.
4.3. Missing Data Imputation: Accuracy Analysis
In this section, we first discuss the trade-off between the computation com-
plexity and imputation accuracy of the 3 PCA-based missing data imputing
algorithms, and then compare them with two conventional interpolation meth-
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ods, i.e., mean imputation, and k-means.
Two experiments are designed based on the train-and-test dataset, which is
a complete dataset. The missing pattern is assumed to be MCAR. In Experi-
ment I, 20%, 40%, and 60% of the explanatory variables in the train-and-test
dataset are randomly removed from each sample (for both crash cases and non-
crash cases). It is noteworthy that different samples (rows) have different miss-
ing explanatory variables (columns). Each row and each column have at least
one observed value, otherwise, the row or the column will be removed. Then
three PCA-based missing data imputation approaches are utilized to impute
the missing values. The dimensionality of latent variables is a key parameter
in PCA-based approaches, thus the root mean squared error (RMSE) and com-
puting time (which measures the computation complexity) are calculated under
different latent dimensionality and different missing values. RMSE is calculated
by
RMSE =
√√√√ 1
N
N∑
i=1
(
tireal − tiimpu
)2
(10)
where tireal and t
i
impu are the real and estimated values of the ith imputed values,
respectively, while N implies the number of imputed values.
After determining the latent dimensionality by Experiment I, the PCA-based
approaches are compared with the two traditional interpolation imputing meth-
ods, i.e., mean imputation and k-means clustering imputation in Experiment
II. Experiment II randomly generates a more elaborate group of missing ratios,
which starts from 0 to 60%, with a step of 5%, in the train-and-test dataset.
Considering that random generation of missing values leads to different results
in different trails, both the Experiment I and Experiment II are repeated by 5
times and the mean results are presented, respectively,.
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4.3.1. Experiment I—Trade-off Between Computation Complexity and Imputing
Accuracy
The results of Experiment I are shown in Fig. 4. (I) RMSE decreases
while the computing time increases with the dimensionality of latent variables,
which indicates trade-off should be made between the accuracy and computation
complexity. (II) PPCA and VBPCA achieve comparable imputing performance
measured by RMSE and remain stable in different missing rates. (III) RMSE of
LS-PCA shows a high fluctuation, especially in a high missing rate under which
the RMSE can reach 1. This is caused by the the inherit overfitting issue of
LS-PCA, whose objective function aims at minimizing the difference between
the original data and reconstructed data without considering any regularization.
It leads the algorithm to generate unreasonable large parameters.
By considering the trade-off between the computation complexity and im-
putation accuracy, 15 is selected as the latent dimensionality for the PCA-based
imputing algorithms in this paper.
4.3.2. Experiment II—Comparison Between PCA-based Imputation and Inter-
polations
PCA-based missing data imputation algorithms belong to the EM based pa-
rameter estimation approach, where parameters are estimated based on observed
data and then the missing data are imputed via the probabilistic distribution
of these parameters. On the contrary, interpolation methods, e.g., mean impu-
tation and k-means clustering imputation, aim to impute the missing values by
the existing values based on specific rules of similarity.
As shown in Fig. 5, the results of Experiment II show that RMSEs of PPCA
and VBPCA are comparable and much lower than that of the mean imputa-
tion and k-means imputation under any missing ratios. It is not surprising that
RMSE of LS-PCA increases rapidly with the the missing ratio, since the over-
fitting problem of LS-PCA becomes more severe under a high missing ratio.
RMSE of the mean imputation remains stable around 1, because the explana-
tory variable values in the dataset are standardized, with a mean value of 0 and
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Figure 4: RMSE and computing time of missing data imputation algorithms.
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Figure 5: Comparison of imputation algorithms.
4.4. Sensitive Analysis of Missing Data on Predictive Performance
In this section, the sensitivity analysis is implemented to see how the pre-
dictive performance of the classifiers (including SVM with linear, Gaussian, and
polynomial kernels and AdaBoost) react with the increase of missing ratios.
Firstly, the random forest is utilized to calculate the feature importance of
the explanatory variables (see Fig. 6). It is observed that the flow rate 10-15
min ahead of crash at the second downstream RTMS (f −m4 − t3), the flow
rate 5-10 min ahead of crash at the second downstream RTMS (f-m4-t2), the
flow rate 5-10 min ahead of crash at the first downstream RTMS (f-m3-t2) are
the top 3 most important features. Feature selection is proved to be an efficient
method to avoid overfitting issue. In this paper, we compare two cases for each
classifier: (I) no feature selection is applied, indicating that all the features
are used (full features); (II) the top 8 most important features are selected for
forecasting (selected features). Therefore, ten predictive models are examined
and compared (see Table 5).
Secondly, several fractions (ranging from 0 to 60%, with a step of 5%) of data
are removed from the train-and-test dataset, based on the MCAR pattern. Four
kinds of missing data imputation algorithms (i.e., PPCA, LS-PCA, mean impu-
tation, and k-means clustering imputation) are utilized to impute the missing
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Table 5: Ten predictive models
Model Description
SVM-linear (full features) SVM with linear kernel (without feature selection)
SVM-linear (selected features) SVM with linear kernel (with feature selection)
SVM-Gaussian (full features) SVM with Gaussian kernel (without feature selection)
SVM-Gaussian (selected features) SVM with Gaussian kernel (with feature selection)
SVM-polynomial (full features) SVM with polynomial kernel (without feature selection)
SVM-polynomial (selected features) SVM with polynomial kernel (with feature selection)
AdaBoost (full features) AdaBoost (without feature selection)
AdaBoost (selected features) AdaBoost (with feature selection)
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
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Figure 6: Feature importance ranking by the random forest.
values. The previous result shows that PPCA and VBPCA are comparable in
terms of the imputation accuracy, thus only PPCA is examined in this section.
Finally, the 8 predictive models are trained and tested (with 10-fold cross
validation) on the dataset with different missing ratios, and the AUCs, which
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measures the overall predictive performance, are calculated. Based on the study
in Section 4.2, both COST and SMOTE perform well in solving the imbalanced
issues, and they do not show a significant distinction. Therefore, we do not
compare different solutions to the imbalanced dataset in this section, but simply
select COST as a demonstration for all predictive models. To ensure reliability,
all the trails are repeated by five times and the averaged AUCs are recorded.
As shown in Fig. 7, the PPCA imputation outperforms the other three
imputation approaches in terms of AUC. The AUCs of the classifiers utilizing the
LS-PCA imputation show the fastest decrease with the increase of the missing
ratio, which is consistent with the accuracy analysis of imputation approaches
in Section 4.3. It is found that the PPCA shows a greater power under higher
missing ratios, where the difference between models utilizing PPCA and models
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Figure 7: AUCs of 8 classifiers under different missing ratios
using other imputations is significant. This indicates that PPCA has a stable
ability to recover the missing information even in a highly missing dataset.
It is observed that the SVM (with Gaussian or polynomial kernels) and the
AdaBoost with full features achieve AUCs higher than 0.8, while the AUC of
SVM with the linear kernel only reaches 0.76, under complete dataset. However,
with the increase of the missing ratios, SVM with the polynomial kernel show a
sharp decrease in AUC, while the SVM with the linear kernel is slightly affected.
It is also interesting to find that the AUCs of the models except SVM with the
polynomial kernel converge to around 0.7 at a high missing ratio (such as 0.6)
when the PPCA imputation is used. On the other hand, feature selection can
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Table 6: MoEs in the validation dataset
classifier accuracy AUC sensitivity specificity
SVM-linear 0.755 0.763 0.625 0.768
SVM-Gaussian 0.736 0.742 0.575 0.752
SVM-polynomial 0.740 0.740 0.550 0.759
AdaBoost 0.733 0.758 0.600 0.747
not significantly improve the classifiers’ predictive performance in the train-and-
test dataset, which indicates the gains from reducing overfitting do not exceed
the losses of discarded information.
These results and discussions might provide suggestions to traffic managers
on how to select suitable classifiers and imputation approaches in real-time crash
likelihood prediction:
(I) It is highly suggested to use PPCA or VBPCA for the missing data im-
putation, especially in the dataset with high missing ratios.
(II) In the case that the missing ratio is low, it is suggested to use SVM with
Gaussian and polynomial kernels, instead of SVM with the linear kernel.
However, when the missing ratio is high, SVM with the polynomial kernel
should be avoided since its AUC drops dramatically, while other classi-
fiers, such as SVM with linear and Gaussian kernels, and AdaBoost, can
achieve comparable AUCs.
4.5. Out-of-Experiment Validation
A series of sensitivity analyses have been conducted in the train-and-test
dataset, while an out-of-experiment validation is carried out in the validation
dataset. In this validation, the PPCA approach is applied as the missing data
imputation method, COST is used as solutions to the imbalanced dataset, while
the aforementioned five classifiers are examined.
The results in Table 6 show that the five classifiers achieve AUCs around
0.75 in the validation dataset with 21% missing data in the real world, which are
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comparable to the results in the train-and-test dataset. The AUCs are sightly
lower than those in the previous studies which were based on the complete
dataset, the AUCs of which were roughly in the range between 0.75 and 0.8 (Yu
and Abdel-Aty, 2013b; Xu et al., 2014). In this validation dataset, SVM with
the linear kernel has the best performance, with the AUC of 0.763, sensitivity
of 0.625, specificity of 0.768, and accuracy of 0.755.
5. Conclusions
This paper attempts to address the missing data imputation problem and
solutions to the imbalanced dataset in real-time crash likelihood estimation.
Although these two problems are easily encountered in real-world applications,
few research has been conducted in the domain of real-time crash likelihood
estimation.
In terms of the missing data imputation, we compare PCA-based missing
data imputation algorithms (including PPCA, VBPCA, and LS-PCA) with sev-
eral conventional imputing approaches, such as the mean imputation and k-
means clustering imputation. Numerical results show that PPCA and VBPCA
outperform LS-PCA and the conventional imputing methods in terms of RMSE,
and also help the classifiers achieve more stable predictive performance under
high missing ratios. It is found that the two solutions, i.e., cost-sensitive learn-
ing techniques on the algorithmic level and SMOTE on the data level, both
achieve good performance in improving the sensitivity with an acceptable loss
of specificity by adjusting the classifiers to pay more attention to the crash cases
(the minority class in the dataset).
It is observed that different classifiers have different decreasing curves mea-
sured by AUC with the increase of missing ratios in the train-and-test dataset.
SVM with the linear kernel is the weakest classifier when the dataset is com-
plete, but its predictive performance drops more slowly than other classifiers.
SVM with the polynomial kernel has outstanding performance in the complete
dataset but becomes the worst one under high missing ratios.
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An out-of-experiment validation is implemented using an independent dataset,
which has 21% of missing data and is also imbalanced (the ratio of the number
of non-crash samples to crash samples is 10:1). In such a partly-missing and
imbalanced dataset, the classifiers can achieve AUCs around 0.75, with the help
the PPCA missing data imputation and cost-sensitive learning technique.
These interesting findings provide useful insights for the traffic operators to
implement proper predictive strategies:
(I) PPCA and VBPCA are two highly-suggested missing data imputing ap-
proaches, especially when the missing ratio is high;
(II) The cost-sensitive learning technique and SMOTE are useful and compa-
rable methods to deal with imbalanced issues;
(III) Complex and high-dimensional models, like SVM with the polynomial
kernel, are not always the most accurate and stable classifier, especially
when the missing ratio is high. The operators should select different clas-
sifiers under different circumstances (for example, considering the missing
ratio of the real-time traffic flow data).
The limitations and potential future are discussed as follows. Firstly, only
the MCAR case is considered in this paper, while the missing pattern of NMAR
is also commonly observed in field applications (for example, the failure of sen-
sors could lead to a long and continuous missing sequences in traffic flow data).
In such scenarios, the case-by-case design should be implemented for missing
data imputation. In the future, we expect to propose approaches to dealing
with NMAR patterns, and explore more missing data imputation algorithms,
such as the tensor decomposition, in the domain of real-time crash likelihood es-
timation. Secondly, this paper only considers the missing features of crash/non-
crash samples, but does not tackle the issue of missed crash records. The issue
of missing crash samples is more difficult than that of missing features, since it
makes the classification to be a semi-supervised learning problem. We hope to
investigate this problem in our future studies.
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