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Abstract
In a paper from 1994, G.W. Anderson studies the relation between theta functions and rank-
one Drinfeld modules. Here, we study generalized theta functions in relation to rank-n Drinfeld
modules, explicitly obtaining Plucker coordinates for Drinfeld modules.
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1. Introduction
The purpose of this work is to obtain Plucker coordinates for Drinfeld modules. These
coordinates are obtained by the values that certain theta functions take over Drinfeld
modules. These theta functions will be deﬁned as sections of the generalized theta
divisor on the moduli of vector bundles over a smooth curve C. This divisor has been
introduced in (cf. [DN, Section 0.2.1]) as a generalization of the theta divisor deﬁned
in the case of abelian varieties. In this paper, we shall follow the version of theta
divisors given by the Mumford determinant. The background followed is that of the
Sato Grassmannian, used in the theory of KP equations. The generalized theta functions
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will be the pull back to the moduli of vector bundles, via the Krichever morphism,
of certain global sections of the Mumford determinant bundle deﬁned over the Sato
Grassmannian. Here, we follow the ideas of [BL,SW,AMP,AlM]. These sections are
labelled by subspaces of Fq((t))n, and the group Gln(Fq((t))) acts on the vector space
of these sections by acting on the subspaces that index these sections.
We explicitly calculate these Plucker coordinates for Drinfeld modules. They are ob-
tained from Moore determinants of division elements for Drinfeld modules. Moreover,
we have that if two Drinfeld modules have the same Plucker coordinates then they are
isomorphic. We shall also study the action of the groups Gln(Fq((t))) over Plucker
coordinates for Drinfeld modules. In the rank-one case, by translating the above con-
struction to the adelic case some of the Plucker coordinates give us the Hilbert class
ﬁeld of K(C).
In the second part of this work, we study some arithmetic consequences for the
algebraic–geometric Riemann theorem.
The algebraic–geometric Riemann theorem for theta functions is established by fol-
lowing (cf. [F, 7. Proposition 2.16]), in (cf. [An2, Theorem 1.4.1]) for rank one, and
for rank n in (cf. [BenBi, Theorem 4.4.1], [GPl, Section 4, Pol]). Here, this Theorem
is proved by using similar arguments to [SW, Lemma 5.15, Proposition 5.14]. They
are no more than the identiﬁcation between the Baker and tau functions in the theory
of KP equations. For Drinfeld modules, this theorem states that the generalized theta
divisor is the effective divisor for the determinant bundle in the case of elliptic sheaves
(Drinfeld modules).
Bearing in mind an Abel morphism, given by the Frobenius morphism from the
curve, C, within the moduli stack of vector bundles, (m∞,r Lemma 5.5), we have that
the pull back to C, by m∞,r , of a generalized theta divisor has as support certain
points that, in the case of elliptic curves, are the points of q-torsion and that in other
cases can be obtained from the Cartier operator (cf. [C]). The line bundle associated
with this divisor is essentially the determinant of the vector bundle of rank q over C,
F∗OC , where F is the Frobenius morphism over C, and OC is the sheaf ring for C.
This line bundle is studied with regard to the determinant of Drinfeld modules. This
line bundle is in characteristic 2 a root square of the dualizing sheaf line bundle for
C (cf. [Ra]) (for elliptic curves it is given by the Hasse invariant) and in characteristic
p = 2 it is the p − 12 power of the dualizing sheaf.
Sections 2 and 3.1 explore results already known.
1.1. List of notations and previous deﬁnitions
Fq is a ﬁnite ﬁeld with q-elements, (q = pm).
⊗ denotes ⊗
Fq
.
C is a smooth, proper and geometrically irreducible curve over Fq .
K(C) is the function ﬁeld of C.
g is the genus of C.
∞ and x are rational points in C.
Spec(A∞) = C \ {∞} and A∞ = H 0(C \ {∞},OC).
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t is a local parameter for x.
mx is the maximal ideal associated with x.
Kx and Ox denote Fq((t)) and Fq [[t]], respectively.
|C| is the set of geometric points of C.
ty is a uniformizer for a point y ∈ |C|.
vy is the valuation associated with y ∈ |C|.
Gl
>0,m
n (Kx) denotes the elements of  ∈ Gln(Kx) whose entries do not have poles,
and vx(det ()) = m.
R× denotes the group of units in a ring R.
If z ∈ Spec(R), k(z) denotes the residual ﬁeld at z.
If M is a vector bundle over C × Spec(R), and z ∈ Spec(R), deg(Mz) denotes the
degree of the vector bundle, Mz, over C× k(z). In this paper, we shall consider vector
bundles of constant degree, deg(M), for each z ∈ Spec(R).
Let V and L be a Fq -vector space and a line bundle over OC ; V ∨ and L∨ denote
the dual Fq -vector space and the inverse line bundle, respectively.
V n will denote V⊕n.
(Ga)R is the additive group over a ring R.
For an inductive system {Ri}, Spf (lim←
i∈I
Ri) denotes the lim→ -scheme lim→
i∈I
Spec(Ri).
Glr(Fq) is the r-linear algebraic group deﬁned over Fq .
Let us consider two elements e and e′ in a Fq -vector space. Then, e ≡ e′ will denote
that there exists  ∈ Fq , with e =  · e′.
By Mo(b1, . . . , bk), we understand the Moore determinant of the k×k-matrix, whose
ij entry is bqi−1j .
If s(t) = (s1(t), . . . , sn(t)) ∈ R[[t]]n, with si(t) =∑
h
biht
h
,
Mo(m1, . . . , mn)(s(t)) := Mo(b11, . . . , b1m1 , . . . , bn1, . . . , bnmn).
2. Preliminaries about the Sato Grassmannian and Mumford determinant bundle
2.1. The Sato Grassmannian scheme
In this section, we consider the Sato Grassmannian introduced in the setting of the
theory of KP equations. Here, we consider the algebraic version of this Grassmannian
[Ml1, Section 1],[BeSc, Section 4.3], [AMP, section 2], [Al1, Section 2].
First, we recall the deﬁnition of this inﬁnite Grassmannian and the construction of the
Grassmannian scheme associated with it: Let C be a smooth, proper and geometrically
irreducible curve over Fq , x a rational point in C, t a local parameter for x, Kx :=
Fq((t)) and Ox := Fq [[t]].
Deﬁnition 2.1. A Fq -vector subspace, A ⊂ Knx , is said to be commensurable, if there
exists m ∈ N, with tmOnx ⊂ A, dimFqOnx /A∩tmOnx <∞, and dimFqA/A∩tmOnx <∞.
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A subspace L is said to be discrete if dimFq L/L ∩Onx and dimFqKnx /L+Onx are
<∞.
We shall now generalize these notions to the case of an arbitrary scheme S over Fq .
Given a commensurable subspace, A, we consider the sheaf (not quasi-coherent) of
OS-modules
ÂS := lim←
m∈N
A/tmOnx ⊗OS.
When A = Onx , (̂Onx )S(U) = OS(U)[[t]]n. We now consider the sheaf (not quasi-
coherent) of OS-modules
(̂Knx )S(U) := OS(U)((t))n.
U is an open subset of S.
Deﬁnition 2.2. Let us consider the functor in the category of Fq -schemes
S −→ Gr(Knx ,Onx )(S)
given by the OS-quasi-coherent subsheaves of modules L ⊂ (̂Knx )S , such that there
exists m ∈ N with L ∩ tm(̂Onx )S a OS-coherent locally free sheaf and L+ tm(̂Onx )S =
(̂Knx )S .
Here, we say that L is a subsheaf of (̂Knx )S if and only if for each base extension
S′ → S is LS′ ⊂ (̂Knx )S′ .
We now study the representability of this functor. For each, A, we choose a discrete
subspace LA ⊂ Knx , such that LA⊕A = Knx . Let FA be the functor in the category of
Fq -schemes
FA(S) := HomOS (LA ⊗OS, ÂS).
It is not hard to prove that this functor is representable by a vector bundle (of inﬁnite
dimension) over Spec(Fq)
V (HomFq (LA,A)∨).
Lemma 2.3. FA is a subfunctor of Gr(Knx ,Onx )(S).
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Proof. Given f ∈ HomOS (LA ⊗OS, ÂS), we obtain
Lf := {(a, f (a)) ∈ (LA ⊗OS)⊕ ÂS = (̂Knx )S},
Lf  LA ⊗OS as OS-modules. In this way, Lf is quasi-coherent. Moreover,
Lf ⊕ ÂS = (̂Knx )S.
Then, if A ⊆ t−mOnx , we have
Lf ∩ t−m(̂Onx )S = t−mOnx /A⊗OS Lf + t−m(̂Onx )S = (̂Knx )S. 
It is not difﬁcult to prove that FA(S) are the quasi-coherent subsheaves, L ⊂ (̂Knx )S ,
such that L⊕ ÂS = (̂Knx )S .
Lemma 2.4. Given L ∈ Grd(Knx ,Onx )(S), there exists an open covering, {Ui}i∈I , such
that L|Ui ∈ FAi (Ui) ⊂ Grd(Knx ,Onx )(Ui), where the “Ai’’ are commensurable sub-
spaces.
Proof. It sufﬁces to prove that for each s ∈ S there exists an open neighbourhood
of s, Us , and B, commensurable, such that LUs ∈ FB(Us). However, there exists a
commensurable subspace, B ⊂ Knx , with
(L ⊗
OS
k(s))⊕ B̂k(s) = k(s)((T ))n.
Thus since, the morphism of OS-modules L → (̂Knx )S/B̂S has coherent kernel and
cokernel, and over s ∈ S it is an isomorphism, there exists Us where this morphism is
an isomorphism. 
From these lemmas we deduce the following.
Theorem 2.5. The functor Gr(Knx ,Onx ) is representable by a scheme Gr(Knx ,Onx ).
Moreover, there exists an open covering {UA}A, where A are the subspaces commen-
surable within Knx . “ UA’’ are vector bundles (of inﬁnite dimension) over Spec(Fq)
and UA represents the subfunctor of Gr(Knx ,Onx ) of discrete subspaces, L, such that
L⊕ A = Knx .
From the Z-valued function
L −→ dimFq (L ∩Onx )− dimFq (Knx /L+Onx ),
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we deduce that
Gr(Knx ,O
n
x ) = unionsq
d∈Z
Grd(Knx ,O
n
x ),
where L ∈ Grd(Knx ,Onx ) if and only if dimFq (L ∩Onx )− dimFq (Knx /L+Onx ) = d.
Deﬁnition 2.6. An Fq -vector commensurable subspace, A ⊂ Knx , is said to be d-
commensurable, if
dimFqO
n
x /A ∩Onx − dimFqA/A ∩Onx = d.
One can check that Grd(Knx ,Onx ) =
⋃
A,d-com.sub.
UA.
In a standard way, one can check that Grn,dx is an irreducible scheme.
Now, following [PS, Section 7.7], this Grassmannian will model as a homogeneous
scheme.
These constructions are a direct generalization from those used for ﬁnite Grassman-
nians:
Remark 1. In the case of the (ﬁnite) Grassmannian, Grr(Flq ), of the subspaces of
dimension l − r in Flq , we have that:
Grr(Flq ) = V (Hom′Fq (Flq ,Frq)∨)/Glr(Fq),
where Hom′(Flq ,Frq) are the Fq -linear epimorphisms and Glr(Fq) is the r-linear alge-
braic group.
We now obtain a similar result in the case of the inﬁnite Grassmannian. Let
V (Homres(K
n
x ,O
n
x )
∨)
be the inductive limit scheme, which represents for each algebra, R, the R-linear epimor-
phisms f : R((t))n → R[[t]]n such that the restriction of f to tmR[[t]]n is the identity
for some m ∈ N. In the same way, we consider the inductive limit group scheme
Glres(O
n
x ), whose rational points are the Fq -linear isomorphisms, T : Onx → Onx , such
that the restriction of T to tmOnx is the identity for some m ∈ N.
Glres(O
n
x ) acts on V (Homres(K
n
x ,O
n
x )
∨). We shall check that the homogeneous space
V (Homres(K
n
x ,O
n
x )
∨)/Glres(Onx ) is the Sato Grassmannian.
Proposition 2.7.
V (Homres(K
n
x ,O
n
x )
∨)/Glres(Onx ) = Grn,0x .
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Proof. We choose a Fq -linear isomorphism, A : A → Onx , for each A 0-
commensurable subspace, with A ∈ Homres(A,Onx ).
(Because dimFqOnx /A ∩Onx = dimFqA/A ∩Onx < ∞, and tmOnx ⊂ A for some m,
these isomorphisms exist.)
One can easily check that if f ∈ Homres(Knx ,Onx ), then Ker f ∈ Grn,0x . Conversely,
given L ∈ Grn,0x there exists a 0-commensurable subspace, A, with L⊕ A = Knx . We
thus have the natural projection L : L ⊕ A → A, and the composition A · L ∈
Homres(K
n
x ,O
n
x )). Moreover, Ker(A · L) = L. 
By choosing, a d-commensurable subspace, Bd , in Knx , we can obtain in a similar
way to the last proposition
V (Homres(K
n
x , Bd)
∨)/Glres(Bd) = Grn,dx .
2.2. The Mumford determinant line bundle and sections
In this section we recall some results about the Mumford determinant, deﬁned in
[KM], and the inﬁnite Grassmannian (cf. e.g. [BL, Section 5], [MP, Section 3], [PS,
Chapter 7], [SW, Section 3], [AMP, Section 3]). We obtain the dual of the Mumford
determinant line bundle, and we denote this determinant line bundle by Det∨.
From the character det : Glres(Onx ) → Gm, det () = det () (note that det () is
well deﬁned because  = Id over some tmOnx ⊆ Onx ), we obtain a line bundle “Det∨’’
over the homogeneous scheme
V (Homres(K
n
x ,O
n
x )
∨)/Glres(Onx ) = Grn,0x .
The vector space of global sections (Grn,0x ,Det∨) comprises the sections “s’’ of
V (Homres(K
n
x ,O
n
x )
∨), satisfying ∗(s) = det ().s, with  ∈ Glres(Onx ). For more
details about this, see for example [BL, Example 3.9].
Proposition 2.8. For each 0-commensurable subspace A ⊂ Knx , there exists a section
sA of the line bundle Det∨ such that div(sA) = Grn,0x \ UA.
Proof. sA is deﬁned as follows: for each f ∈ Homres(Knx ,Onx ) we consider
Onx
−1A−→A i↪→Knx
f→Onx .
i is the natural inclusion. Then, sA(f ) := det (f.i.−1A ). From the deﬁnition of sA, one
can check that ∗(sA) = det () · sA and the zero locus of sA is
Grn,0x \ UA.
 ∈ Glres(Onx ). 
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Analogously, for each d ∈ Z, we can obtain a determinant line bundle Det∨d over
Gr
n,d
x , and for each d-commensurable subspace, B, sections sB of this line bundle. For
d = 0, we have denoted Det∨ := Det∨0 .
Remark 2. In the case of the (ﬁnite) Grassmannian,
Grr(Flq ) = V (Hom′Fq (Fq l,Fq r )∨)/Glr(Fq).
The character det : Glr(Fq)→ Gm gives the line bundle Det∨, and for each subspace
F ⊂ Fq l of dimension r, we have a section sF for Det∨.
Proposition 2.9. The linear system {sA}A,0com.sub does not have base points.
Proof. Given L ∈ Grn,0x , there exists a 0-commensurable subspace, A, such that
L⊕ A = Fq((t))n. Thus, sA(L) = 0. Recall that div(sA) = Grn,0x \ UA. 
Remark 3. The morphism of modules O
Gr
n,0
x
→ Det∨ given by the section sOnx is
an isomorphism over the open subset UOnx ⊂ Grn,0x . Over this open subset Det∨ is
trivial, so for each 0-commensurable subspace A there exists a regular function over
UOnx , AOnx , with:
sA|UOnx = AOnx · sOnx |UOnx .
AOnx is given by the determinant of a universal matrix of the vector bundle V (Hom(A/
A∩Onx ,Onx /A∩Onx )∨). In the same way, one can obtain polynomials AB for A and
B 0-commensurable subspaces.
Over the open subsets UA ⊂ Grn,0x these polynomials, “AB ’’, give the Plucker
morphism
Grn,0x → P(< {sA}A,0com.sub >∨).
This morphism is an immersion (cf. [P, Lemma 4.4], [PS, Proposition 7.5.2], [SW,
Section 10]).
Remark 4. The Weyl divisor, given by the zero locus of sOnx , is
div(sOnx ) = {L ∈ Grn,0x withL⊕Onx = Knx }.
A. Álvarez / Journal of Number Theory 110 (2005) 279–316 287
The section sOnx provides an isomorphism of line bundles
OGr(div(sOnx ))  Det∨,
where the section sOnx , gives the natural inclusion
OGr ↪→ OGr(div(sOnx )).
For stacks see [LMo].
3. The generalized theta divisor. Frobenius immersions for moduli of vector
bundles
With the background of the inﬁnite Grassmannian, we shall recall the deﬁnition of
the generalized theta divisor, cf. [DN, Section 0.2.1].
3.1. The Krichever morphism and the generalized theta divisor
Let us consider M, a vector bundle on C×Spec(R) of rank n and h0(M)−h1(M) =
d.
Deﬁnition 3.1. An x-formal level structure, f̂x , over the vector bundle, M, is an iso-
morphism of R[[tx]]-modules:
lim←
r∈N
M/mrxM = M|Spf (R[[tx ]])
f̂xR[[tx]]n.
Equivalently, giving an x-formal level structure, f̂x , over M is the same as giving rx-level
structures over M for each r ∈ N (i.e: epimorphisms frx : M → (OC/OC(−rx))n⊗R)
compatible with the natural projections OC/OC(−r ′x)→ OC/OC(−rx), (r ′ > r)).
Let us consider the functor
M̂(n, d, x)(Spec(R)) = {classes of isomorphisms of pairs(M, f̂x)}.
In [Al1, Theorem 3.9], it is proved that M̂(n, d, x) is a closed subscheme of Grn,dx .
This results from the relative Krichever morphism (cf. e.g. [BL, Proposition 1.5], [Ml1,
Section 3], [MlR, Sections 3 and 4], [Q, Section 3], [Al1, Lemma 3.4])
 : M̂(n, d, x)→ Grn,dx ,
288 A. Álvarez / Journal of Number Theory 110 (2005) 279–316
where
(M, f̂x) = f̂x(H 0(C \ {x} ⊗ R,M)) = (f̂x ⊗ 1)(M ⊗OC
Ax)
⊆ R[[tx]]n ⊗OC
Ax = R((tx))n.
Henceforth, f̂x⊗1(M ⊗OC
Ax) will be denoted by L(M,f̂x). One can see that if (M, f̂x) ∈
M̂(n, d, x)(Spec(R))
H 0(C ⊗ R,M)  f̂x(H 0(C ⊗ R,M)) = L(M,f̂x) ∩ R[[tx]]n
and
H 1(C ⊗ R,M)  R((tx))n/L(M,f̂x) + R[[tx]]n.
Hence, L(M,f̂x) is a discrete subspace. For more details (cf. e.g. [BL, Proposition
1.4], [Ml1, Proposition 3.1], [Q, Section 3], [Al1, Proposition 3.3]).
Im is the subscheme of Grn,dx of discrete subspaces that are Ax-modules, (cf. e.g.
[MlR, Section 3], [Q, Section 3]). Ax is included in Knx diagonally.
Remark 5. Let ̂n be the closed subscheme of M̂(n, 0, x), of pairs (M, f̂x) where
h0(M) = h1(M) = 0. From the last paragraph and Remark 4, we have ̂n :=
−1(div(sOnx )) and hence
∗Det∨ = OM̂(̂n).
We consider the scheme in groups Gln(Fq [[t]]) deﬁned by
Gln(Fq [[t]])(R) := Gl(R[[t]]n).
R is a Fq -algebra.
Gln(Fq [[t]]) acts on the pairs of M̂(n, d, x), by acting on f̂x . The quotient stack
[M̂(n, d, x)/Gln(Fq [[t]])]
is the stack,M(n, d), of vector bundles, M, over C of rank n, and h0(M)−h1(M) = d.
We denote by n the substack in M(n, 0) of vector bundles, M, where h0(M) =
h1(M) = 0. This substack deﬁnes a Weyl divisor on M(n, 0), which is called the
generalized theta divisor, [BL, Example 3.8], [DN, Section 0.2.1]. One can check that
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Gln(Fq [[t]]) acts on ̂n and
[
̂n/Gln(Fq [[t]])
]
= n. Thus, we have the Cartesian
diagram
̂n 
 


M̂(n, 0, x)


n    M(n, 0)
where  is the morphism of forgetting the level structures. If we consider the section
n given by the natural inclusion OM(n,0) ↪→ OM(n,0)(n), then bearing in mind the
above Cartesian diagram and the isomorphism of line bundles, Det∨  OGr(div(sOnx )),
we have ∗n = ∗sOnx . We denote ̂n := ∗n = ∗sOnx .
3.2. Frobenius immersions of the moduli of vector bundles
In this section we study some immersions induced by the Frobenius morphism in the
moduli of vector bundles. We use these results in the next sections to study Drinfeld
modules and to calculate Plucker coordinates for Drinfeld modules.
If F : C → C is the q-power Frobenius morphism and M is a vector bundle of rank
n over C×Y , (F r × Id)∗M is a vector bundle of rank nqr over C×Y . F r := F r· · ·F .
From this, we obtain immersions j rn :M(n, d) ↪→M(nqr , d).
By considering the Fq -linear isomorphisms
	rn : Fq((t))n = Fq((tq
r
))n ⊕ tFq((tqr ))n ⊕ · · · ⊕ tqr−1Fq((tqr ))n  Fq((t))nqr ,
we obtain isomorphisms 
rn : Grnq
r ,d
x  Grn,dx . Moreover, these isomorphisms give
immersions
irn : M̂(n, d, x) ↪→ M̂(nqr , d, x)  
rn(M̂(nqr , d, x)) ⊂ Grn,dx ,
where 
rn(M̂(n, d, x)) are the discrete subspaces of Knx such that they are Aq
r
x -modules.
Ax := H 0(C \{x},OC) and Aq
r
x := {aqr with a ∈ Ax}. Recall that if  :M(n, d, x)→
Gr
n,d
x is the Krichever morphism, Im are the discrete subspaces of Knx , which are
Ax-modules.
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From this result, we have the commutative diagram
Gr
nqr ,d
x ∼

rn
 Grn,dx
M̂(nqr , d, x)




M̂(n, d, x)
irn





M(nqr , d) M(n, d)
jrn

The constructions of the determinant bundle, theta divisors etc., are compatible with
this diagram. In particular, (j rn)−1(nqr ) = n and (j rn)∗(nqr ) = n.
Lemma 3.2. For the global section sA of Det∨d , there exists r >> 0 and  ∈ Glnqr (Kx)
with (irn)∗(s.Onqrx ) = sA.
Proof. For some r ′ ∈ N, we have that t r ′Fq [[t]]n ⊂ A ⊂ t−r ′Fq [[t]]n, and hence A is
an Fq [[tqr ]]-module for (r >> 0). Therefore, by considering the isomorphisms
	rn : Fq((t))n = Fq((tq
r
))n ⊕ tFq((tqr ))n ⊕ · · · ⊕ tqr−1Fq((tqr ))n  Fq((t))⊕nqr
	rn(A) =  · Fq [[t]]⊕nqr for  ∈ Glnqr (Kx), we conclude, since
sA = (
rn)∗ · (irn)∗sA = (irn)∗s	rn(A). 
Lemma 3.3. If  ∈ Gln(Kx) and vx(det ()) = d, there exists a unique (up to elements
of F×q ) isomorphism of modules  : −1∗Det∨  Det∨d . Moreover, (−1
∗
sOnx ) ≡
sOnx .
Proof.  exists because
div(−1∗s.Onx ) = {L ∈ Grn,0x :  · L⊕  ·Onx = Knx } = div(sOnx ).
Moreover, since (Grn,dx ,OGrn,dx )
× = Fq×,  is unique (up to elements of Fq×). 
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Remark 6. From this latter lemma, the isomorphisms “⊗q−1 ” deﬁne a Gln(Kx)-
action  over ⊕
d∈Z
< {s⊗q−1Ad }Ad >; Ad are d-commensurable subspaces, and
s
⊗q−1
Ad
∈ (Grn,dx ,Det⊗q−1).
Moreover, ⊕
d∈Z
< {sAd }Ad > is a smooth representation for Gln(Kx).
Lemma 3.4. Let UA be the open set of Grn,dx , deﬁned by Grn,dx \ div(sA). If sB is
another section of Det∨ corresponding to a d-commensurable subspace B, and sB =
BA · sA over UA, then, if  ∈ Gln(Kx), (BA) := −1∗(BA) ≡ (B)(A).
Proof. Since sB = BA.sA, we have that −1∗sB = (BA) ·−1∗sA and hence by the
last lemma we conclude. 
For easy notation, we use the same notation, “sA”, for the restriction to M̂(n, d, x),
via the Krichever immersion, of the global sections “sA” of Det∨d over Gr
n,d
x .
Lemma 3.5. Given sA, there exists r >> 0 and  ∈ Glnqr (Kx), satisfying
sA ≡ (irn)∗s.Onqrx ≡ (i
r
n)
∗((−1
∗
(s
O
nqr
x
))) = (irn)∗((−1∗(∗nqr ))).
 : M̂(nqr , d, x)→M(nqr , d) is the morphism obtained upon forgetting the x-formal
level structures.
Proof. This is an immediate consequence from Lemmas 3.2 and 3.3 and from
∗s
O
nqr
x
= ̂nqr = ∗nqr
(Section 3.1). Recall that  is the Krichever morphism. 
Remark 7. Let L and L′ be two different discrete subspaces in Knx . Therefore, there
exists a d-commensurable subspace B in Knx , with L⊕B = Knx and L′ ⊕B = Knx and
hence sB(L) = 0 and sB(L′) = 0.
From this result, the preceding Lemmas, and the Krichever immersion (Section 3.1)
we deduce the following: Let M and M ′ be two rank-n vector bundles over C. If for
some formal level structures f̂x and f̂ ′x over M and M ′, respectively, we have (for each
292 A. Álvarez / Journal of Number Theory 110 (2005) 279–316
r and )
(irn)
∗(−1∗(̂nqr ))(M, f̂x) = 0
if and only if (irn)∗(
−1∗(̂nqr ))(M ′, f̂ ′x) = 0 (for each r and ), then, M  M ′.
In [O, Section 3, Theorem 1], the (semi)stability of rank-2 vector bundles “M” are
determined in terms of the values of M over the “sA”.
4. Drinfeld modules and the generalized theta divisor
4.1. Drinfeld modules, elliptic sheaves and their antiequivalence
In this section we recall the deﬁnition of Drinfeld modules, elliptic sheaves, level
structures and their antiequivalence (e.g. [BlSt,Dr1,Gk,L,LRSt,Mu]). We consider the
varieties of Drinfeld modules as Deligne–Lustzig varieties [DeL]. The ﬁrst works where
this point of view was considered are [Ge1,Ge2]. Here, we recall that Drinfeld modules
with level structures can be associated with a diagram of discrete subspaces. In this
way, we can include the variety of Drinfeld modules in the Sato Grassmannian. For
this result, see [Al1, Section 4]. This issue is also studied in [Po1,Po2].
Deﬁnition 4.1. A Drinfeld module, , of rank n over R is a ring morphism
 : A∞ → EndR((Ga)R)
with a =
nv∞(a)∑
i=0
ai · i ; a ∈ A∞; v∞ is the valuation for ∞; ai ∈ R; am a unit in
R; (m = v∞(a)), and (Ga)R is the additive line group over R. EndR((Ga)R) are its
endomorphisms, and  is the endomorphism on (Ga)R , () = q .
Deﬁnition 4.2. An elliptic sheaf of rank n over R, (Ej , ij , ), is a commutative diagram
of vector bundles of rank n over C × Spec(R), and injective morphisms of modules
{ih}h∈N, :
E1
i1
 E2
i2
 · · ·
i(n−1)
 En
in
 · · ·
(Id × F)∗E0


(Id×F)∗i0
 (Id × F)∗E1


(Id×F)∗i1
 · · ·


 (Id × F)∗En


(Id×F)∗in
 · · ·
,
satisfying
(a) For any z ∈ Spec(R), deg((Eh)z) = n(g − 1)+ h.
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(b) For all i ∈ Z, Ei+n = Ei(∞).
(c) Ei + ((Id × F)∗Ei) = Ei+1.
(d) j∗(Ei/Ei−1) is a rank-one free module over R. j is the inclusion
∞× Spec(R) ↪→ C × Spec(R).
Remark 8. In [Dr2, Section 3], the anti-equivalence between Drinfeld modules and
elliptic sheaves is given. Moreover, it is proved that there exists a basis
{s, (1× F)∗s, . . . , (1× F i−1)∗s}
for the R-module, H 0(C × Spec(R),Ei) (i1). Therefore, H 1(C × Spec(R),Ei) = 0
(i0).
Since E1/E0 is concentrated in ∞× Spec(B), by taking local parameters one can
deduce that j∗(E1/E0)⊗n  j∗(
n∧
E1/
n∧
E0), (cf. [Ge1, Chapter IV, Section 2]) for a
local computation. Moreover, j∗(
n∧
E1/
n∧
E0) = j∗(
n∧
E1).
Let us now recall the deﬁnitions of level structures for elliptic sheaves and Drinfeld
modules (Ej , ij , ) and , respectively.
Let Emrx be the subgroup scheme of m
r
x division points of (Ga)R as an A-module
(for ). ( ˜m−rx /A∞)n will denote the constant sheaf of stalk (m−rx /A∞)n. r ∈ N, x is
a rational point of C and mx is the maximal ideal associated with x.
Deﬁnition 4.3. An rx-level structure for  is a pair (, rx). rx is an isomorphism of
A∞-modules
rx : Emrx (R)→ ˜(m−rx /A∞)n(R).
To give an x-formal level structure for , (, ̂), is to give rx-level structures over
, (, rx), for each r ∈ N, such that the isomorphisms rx are compatible with the
inclusions Emrx (R) ⊂ Emr′x (R), (r < r ′).
Deﬁnition 4.4. An rx-level structure for the elliptic sheaf (Ej , ij , ) is an rx-level
structure, f jrx , for each vector bundle Ej compatible with the morphisms {ij , }; i.e.,
f
j+1
rx · ij = f jrx and f j+1rx ·  = F ∗f jrx .
Recall that an rx-level structure for a vector bundle, M, of rank n over C×Spec(R)
is an isomorphism of modules frx : M/M(−rx)→ (OC/OC(−rx))n⊗R. Analogously,
an x-formal level structure for an elliptic sheaf (Ej , ij , ), is an x-formal level structure,
(Ej , f̂
j
x ) for each j, compatible with the diagram of deﬁnition 4.2.
We denote with D̂nx the ﬁne moduli for Drinfeld modules with x-formal level struc-
tures (or equivalently, elliptic sheaves with x-formal level structures).
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Remark 9. Let (
, ̂x) be a universal Drinfeld module with a formal level structure
over D̂nx , where
̂x : lim→
r∈N
Emrx (D̂nx)→ (Fq((t))/Fq [[t]])n
is the isomorphism of A∞-modules, with ̂x(xi(h+1)) = (0, . . . ,
i
4
t−1−h, . . . , 0).
We denote with (Ej , ij , , f̂ jx ) the corresponding universal elliptic sheaf of rank n
associated with (
, ̂x). The value of the sections (1 × F i)∗s ∈ H 0(C × D̂nx ,El ) via
the level structure f̂ lx : Em → OD̂nx [[t]]n is
f̂ lx((1× F i)∗s) = (
∑
h0
(x1(h+1))
qi th, . . . ,
∑
h0
(xn(h+1))
qi th).
For more details of this Remark, see [An1, Theorem 5], [Al2, Remark 3.1].
From [An1], we deduce the anti-equivalence between Drinfeld modules and elliptic
sheaves with level structures. In the same way, this anti-equivalence is established for
formal level structures. From Section 3.1, an elliptic sheaf with a formal level structure,
(Ej , ij , , f̂
j
x ), gives a diagram of discrete subspaces (cf. [Al1]):
· · ·  L(E−1,f̂−1x ) 
L
(E0,f̂ 0x )
 · · ·  L(En,f̂ nx )  · · ·
· · ·

 F∗L
(E−1,f̂−1x )

 F∗L
(E0,f̂ 0x )

 · · ·

 F∗L
(En,f̂
n
x )

 · · ·
The morphisms are natural inclusions, and L
(Ej ,f̂
j
x )
is the discrete subspace associated
with the formal level structure
(Ej , f̂
j
x ) ∈ M̂(n, j, x) ↪→Grn,jx .
From this result, we obtain an immersion of schemes
 : D̂nx ↪→
∏
m∈N
Grn,mx ;
(, ̂) = (L(E0,f̂ 0x ), . . . ,L(Ej ,f̂ jx ), . . .).
For more details about this immersion, see [Al1,Al2].
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4.2. Plucker coordinates for Drinfeld modules
We recall that Gln(Kx) acts on unionsq
d∈Z
Gr
∞,d
x . This action is that induced by the natural
action of Gln(Kx) in Knx . Moreover, in Section 3.2 we saw that given
sA ∈ (M(n, 0, x),O(n)),
there exist r >> 0 and  ∈ Glnqr (Kx), with
sA ≡ (irn)∗(s·Onqrx ) ≡ (i
r
n)
∗((−1
∗
(s
O
nqr
x
))) ≡ (irn)∗((−1∗(̂nqr ))).
One can check that the immersions, irn, of the moduli scheme of vector bundles with
formal level structures induce similar immersions for the moduli of Drinfeld modules
M̂(n, d, x)   i
r
n
 M̂(nqr , d, x)
D̂nx


 
irn



D̂nqrx̂




Dnx  
jrn
 Dnqrx
.
The immersions irn can be obtained simply by considering, for the x-formal level
structures, the isomorphisms 	rn between Knx and K
nqr
x (cf. Section 3.2). Also,
j rn : Dnx ↪→ Dnq
r
x
are obtained by considering j rn() := F r(), where, given a Drinfeld module of rank
n,
 : A∞ → EndR((Ga)R),
with a =
nv∞(a)∑
i=0
ai · i . By taking the Frobenius morphism, we deﬁne F r()a :=
aqr . F
r() is a new Drinfeld module of rank nqr . If (Ej , ij , ) is the elliptic sheaf
associated with , that associated with F r() is
((F r × 1)∗Ej , (F r × 1)∗ij , (F r × 1)∗).
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From the immersions (see [Al1, Theorem 4.3])
D̂nx    M̂(n, 0, x)    Grn,0x
(Ej , ij , , f̂
j
x )
 (E0, f̂ 0x )
 L(E0,f̂ 0x )
and the Plucker immersion Grn,0x ↪→ P(< {sA}A,0-com.sub >∨) for the linear system{sA}A,0-com.sub, (cf. [PS, Proposition 7.5.2], [SW, Section 10], [AMP, Section 3.3])
we obtain an immersion
D̂nx ↪→ P(< {sA}A,0-com.sub >∨).
Recall, as we have seen in Lemma 3.3, that
(
−1∗(̂nqr )) ≡ ∗(s.Onqrx ).
For easy notation (−1
∗
(̂nqr )) will be denoted by −1
∗
(̂nqr ).
Proposition 4.5. The immersion
D̂nx ↪→ Grn,0x
takes values in
⋂
A
UA.
Proof. It sufﬁces to prove that if L(E0,f̂ 0x ) is the discrete subspace associated with an
elliptic sheaf (Ej , ij , , f̂ jx ), then sA(L(E0,f̂ 0x )) = 0. However, by Lemma 3.5 there
exists r >> 0 and  ∈ Glnqr (Kx), satisfying
sA ≡ (irn)∗(s.Onqrx ) ≡ (i
r
n)
∗(−1∗(s
O
nqr
x
)) = (irn)∗(−1∗̂nqr ).
Thus,
sA(L(E0,f̂ 0x )) ≡ ̂(
−1 · irn(E0, f̂ 0x )),
and we conclude because −1 · irn((Ej , ij , , f̂ jx )) is an elliptic sheaf. Therefore, by Re-
mark 8 the “E0” associated with −1 · irn((Ej , ij , , f̂ jx )) has trivial cohomology. 
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Lemma 4.6. The Plucker morphism
D̂nx −→ P(< {(irn)∗(s·Onqrx )}r∈N,∈Gl0nqr (Kx) >
∨)
is an immersion.
Gl0nqr (Kx) denotes the elements,  ∈ Glnqr (Kx), with vx(det ()) = 0.
Proof. By taking A ⊂ Knx , 0-commensurable subspace, there exists r >> 0, and
 ∈ Gl0nqr (Kx) such that 	rn(A) =  · Onq
r
x . To conclude it sufﬁces to consider the
Plucker immersion
D̂nx ↪→ P(< {sA}A,0-com.sub >∨). 
In the following Lemma we model the latter Lemma in a different way to perform
explicit calculations. Recall that sB = AB · sA in UA. Thus, for a discrete subspace
L ∈ UA, we have that sB(L) = AB(L) · sA(L).
Theorem 4.7. The Plucker morphism
D̂nx −→
∏
m∈N
P(< {(irn)∗((s·Onqrx ))}r∈N,∈Gl>0,mnqr (Kx) >
∨)
is an immersion.
Gl
>0,m
nqr (Kx) denotes the elements of Glnqr (Kx), whose entries do not have poles
and vx(det (g)) = m.
Proof. Because of the immersion
D̂nx ↪→ P(< {sA}A,0-com.sub >∨),
if (Ej , ij , , f̂ jx ) = (E′j , i′j , ′, ĝjx ) ∈ D̂nx , there exist two 0-commensurable subspaces
A,B ⊂ Knx , such that
AB(L(E0,f̂ 0x )) = AB(L(E′0 ,̂g0x)).
AB are deﬁned in Remark 3. Because there exist g ∈ K(C)× and l >> 0
such that g · A∞ = mlx ⊂ A∞, g · A ⊂ Onx and g.B ⊂ Onx , and by Lemma 3.4
298 A. Álvarez / Journal of Number Theory 110 (2005) 279–316
we have
g−1∗(AB)|D̂nx := g(AB) ≡ g.Ag.B.
Therefore, since g acts trivially over D̂nx , we have
g(AB)|D̂nx = AB |D̂nx ,
and hence
g.Ag.B(L(E0,f̂ 0x )) = g.Ag.B(L(E′0 ,̂g0x)).
We may assume A ⊂ Onx and B ⊂ Onx (now A and B are l-commensurable subspaces).
As there exists r >> 0, and ,  ∈ Gl>0nqr (Kx) such that 	rn(A) =  ·Onq
r
x and 	rn(B) =
.Onq
r
x , we conclude because

·Onqrx ·Onq
r
x
(	rn(L(E0,f̂ 0x ))) = ·Onqrx ·Onqrx (	
r
n(L(E′0 ,̂g0x))).
Recall that 	rn is the isomorphism
Fq((t))
n = Fq((tqr ))n ⊕ tFq((tqr ))n ⊕ · · · ⊕ tqr−1Fq((tqr ))n  Fq((t))nqr . 
The following Remark allow us to calculate Plucker coordinates for elements of
D̂nx/K by bearing in mind the Plucker coordinates of the elements of D̂nx . K is a
subgroup of ﬁnite index of Gln(Ox).
Remark 10. From Remark 6, the Plucker morphism
D̂nx −→
∏
d∈Z
P(< {s⊗q−1Ad }Ad,d-com.sub. >∨)
is Gln(Kx)-equivariant. Thus, we have the morphism
D̂nx/K −→
∏
d∈Z
P(< {s⊗q−1Ad }Ad,d-com.sub. >K
∨
).
< {s⊗q−1Ad }Ad,d-com.sub. >K denotes the vectorial subspace of < {s
⊗q−1
Ad
}Ad,d-com.sub. >
of K-invariant vectors.
Recall that in this case, if  ∈ Gln(Kx), −1∗ · s⊗q−1Ad = s
⊗q−1
.Ad
.
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4.3. Explicit computation for the Plucker coordinates of a Drinfeld module
In this section, by considering a discrete subspace, Lb, deﬁned by a morphism
Spec(B)× V → Grn,bx
we obtain in terms of Moore determinants (up to F×q ) the values of the projective
coordinate for s.Onx , in the Plucker morphism,  ∈ Gln(Kx), vx() = b:
Spec(B)× V → Grn,bx ↪→ P(< {sAb }∨Ab,b-com.sub.>).
In this way we will be able to calculate the Plucker coordinates of a Drinfeld module.
As we have seen in the construction of Grn,0x , the set of discrete subspaces, L, such
that L ⊕ Onx = Knx , is an open subscheme of Grn,0x that is isomorphic to the vector
bundle V (HomFq (L0,Onx )∨) (L0 is some discrete subspace satisfying L0⊕Onx = Knx ).
By choosing in L0 a basis {ei}i∈I and in Fq [[t]]n the Hilbert basis, {t l}l∈N, if
{xi,l}i,l∈I×N are the coordinate functions in HomFq (L0,Onx ), the vector bundle V
(HomFq (L0,Onx )∨) is
Spec(Fq [{xi,l}i,l]).
Let us set B := Fq [{xi,l}]. In this case, there exists a universal discrete subspace L,
which is a B-module, satisfying:
L⊕ B[[t]]n = B((t))n.
Let s(t) be a general element of Fq [[t]]n. s(t) = (s1(t), . . . , sn(t)) with
sr (t) =
∑
m∈N
armt
m.
amr are independent variables. We then consider the open subscheme V of
Spec(Fq [{arm}m,r ]
such that {s(t), F ∗s(t), . . . , F b∗s(t)} are linearly independent (Fk∗sr (t) = ∑m∈N
a
qk
rmt
m). One can check that this open subscheme of Spec(Fq [{arm}m,r ]) is the union
of afﬁne open subschemes
Vj1i1,...,jbib = Spec(Fq [{arm}m,r ]Mj1i1,...,jbib ).
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Mj1i1,...,jbib := Mo(aj1i1 , . . . , ajbib ) is the Moore determinant deﬁned in the list of
notations. Here, {j1i1, . . . , jbib} ⊂ {1, . . . , n} ×N.
Since Fq [{arm}r,m] is integral, the space of sections (V,OV ) is⋂
{j1i1,...,jbib}
(Vj1i1,...,jbib ,OVj1i1,...,jbib ) = Fq [{arm}r,m].
Therefore, the units of (V,OV ) are the constants, F×q .
One deduces that over each open subset Spec(B)× Vj1i1,...,jbib
Lb := L⊕ < s(t), F ∗s(t), . . . , F b−1∗s(t) >
is a B[{arm}, 1/Mj1i1,...,jbib ]-discrete subspace, because
Lb ∩ B[{arm}, 1/Mj1i1,...,jbib ][[t]]n =< s(t), F ∗s(t), . . . , F b−1∗s(t) >
is a free module of rank b and
Lb + B[{arm}, {1/Mj1i1,...,jbib }][[t]]n = 0.
From this result, we obtain a morphism Spec(B)× V → Grn,bx . The global invertible
regular functions for Spec(B)× V are F×q .
Remark 11. Let X be a reduced and integral scheme. Υ will be a scheme morphism
X → Grn,bx , such that Υ ∗Det∨b is a trivial line bundle on X, and sA is one of the
global sections for Det∨b considered in Section 2. Let us consider the composition of
Υ with the Plucker morphism, X → Grn,bx → P(< {sAb }Ab,b-com.sub. >∨).
The morphism Υ gives us a (X,OX)-linear form,
Υ ∈ P(< {sAb }Ab,b-com.sub. >∨).
If we choose an isomorphism Υ : Υ ∗Det∨b  OX and L is the discrete subspace over
X deﬁned by Υ , then sAb(L) := Υ (sAb) is obtained by considering
sAb(L) = Υ (Υ ∗(sAb)) ∈ (X,OX).
Proposition 4.8. Let Υ : Spec(B)×V → Grn,bx be the morphism given by the discrete
subspace Lb = L⊕ < s(t), F ∗s(t), . . . , F b∗s(t) >. Let us consider T as the diagonal
matrix in Gln(Knx ), diag(tm1 , . . . , tmn). Then, we have
sT .Onx (Lb) ≡ Mo(m1, . . . , mn)(s(t)).
Here, m1 + · · · +mn = b and mi0.
A. Álvarez / Journal of Number Theory 110 (2005) 279–316 301
Proof. Since in Spec(B)× V we have that Mo(m1, . . . , mn)(s(t)) = 0 if and only if
sT ·Onx (Lb) = 0 (Proposition 2.8), the ideal generated by the polynomial
Mo(m1, . . . , mn)(s(t))
is the same as the ideal generated by sT .Onx (Lb). Thus, we conclude because the global
invertible regular functions for Spec(B)× V are F×q . 
In the following Remark we shall explicitly compute Plucker coordinates for a Drin-
feld module. In this way one can obtain D̂nx in terms of these coordinates. The action
of the groups Gln(Kx), is modelled in an easy way (Remark 3.4). In the next section,
we shall check that for n = 1, the Hilbert class ﬁeld for K(C) can be obtained by
taking Plucker coordinates over certain sections.
Remark 12. Let (Ej , ij , , f̂ j ) be an elliptic sheaf deﬁned over R, with a formal level
structure. We can choose s ∈ H 0(C × Spec(R),E1). Then,
L(Eb,f̂ b) = L(E0,f̂ 0)⊕ < s, (1× F)∗s, . . . , (1× Fb−1)∗s > .
Therefore, the morphism
D̂nx ↪→ Grn,bx
factorizes through
D̂nx → Spec(B)× V Υ→Grn,bx .
We note that the choice of “s’’ depends on a unit in R, (this means that we choose
a Drinfeld module in a class of isomorphic Drinfeld modules), but, as one can check
in the following explicit calculation, Plucker coordinates do not depend on this choice,
because
Mo(m1, . . . , mnqr )(.s) = 
qm−1
q−1 ·Mo(m1, . . . , mnqr )(s)
where m =: m1 + · · · +mnqr .
For the explicit computation of Plucker coordinates we need the following: if  ∈
Gl
>0,m
nqr (Kx), there exists  ∈ Glnqr (Ox) and a diagonal matrix, T > 0, T = diag
(tm1 , . . . , tmnqr ), such that .Onq
r
x =  · T · Onq
r
x . We say T > 0 if every mj is 0.
Let deg(T ) = m1 + · · · +mnqr .
We can thus obtain an explicit computation of the Plucker coordinates for Drin-
feld modules. In this paragraph we follow the notation of Remark 9. If T > 0 with
302 A. Álvarez / Journal of Number Theory 110 (2005) 279–316
T = dia(tm1 , . . . , tmnqr ) and deg(T ) = m, then by Lemma 3.3
(irn)
∗s
·T ·Onqrx (L(Em,f̂ mx )) ≡ sT ·Onqrx (
−1 · 	rn(L(Em,f̂ mx ))).
Now, by the latter Proposition
s
T ·Onqrx (
−1 · 	rn(L(Em,f̂ mx ))) ≡ Mo(m1, . . . , mnqr )(
−1(	rn(f̂ mx (s))).
where, by Remark 9, we have
f̂ mx (s) = (
∑
h0
x1(h+1)t
h, . . . ,
∑
h0
xn(h+1)t
h) ∈ H 0(D̂nx ,OD̂nx )((t))
n.
Recall that xij ∈
⋃
r∈N
Emrx (D̂nx), 	rn is the isomorphism of R := H 0(D̂nx ,OD̂nx )-
modules
	rn : R((t))n = R((tq
r
))n ⊕ tR((tqr ))n ⊕ · · · ⊕ tqr−1R((tqr ))n  R((t))nqr .
Mo(m1, . . . , mnqr )(−) is deﬁned in the list of notations.
By considering the Plucker coordinates in the morphism of Theorem 4.7, we have
the following corollary:
Corollary 4.9. With the notation of the above section, D̂nx is an open subset of
Spec(Fq [{·Onqrx ·Onqrx (	
r
n(L(Em,f̂ mx )))},∈Gl>0,mnqr (Kx),r,m].
Recall that (Ej , ij , , f̂ jx ) is the universal elliptic module with an x-formal level
structure (Remark 8).
Proof. From [Al2, Proposition 4.1],
D̂nx = Spec(Fq [{
xi(h+1)
x11
}1 in,h∈N]S).
Here, S is a certain multiplicative system. From the latter remark it is not hard to
prove that for each i and h there exist two 1-commensurable subspaces B ⊂ Onx and
B¯ ⊂ Onx , with
BB¯(L(Em,f̂ mx )) =
xi(h+1)
x11
. 
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We should note that for n = 1, Fq({·Oqrx ·Oqrx (	
r
1(L(Em,f̂ mx )))},,r,m) is the maximal
abelian extension totally unramiﬁed on |C| \ {x} of K(C).
The action of  ∈ Gln(Kx) in Fq({·Onqrx ·Onqrx (	
r
n(L(El ,f̂ lx )))}) is given by Lemma
3.4, but taking into account the isomorphisms
	rn : Knx = Fq((t))n 
q−1⊕
j=0
tjFq((t
qr ))n.
4.4. The Hilbert class ﬁeld and Plucker coordinates
Using Lemma 3.3, if B ⊂ Knx is a d-commensurable Fq [[t]]-submodule then the
section sB is invariant (up to F×q ) by the “action’’, , of Fq [[t]]×. Considering this
fact in the adelic case, we check that the Hilbert class ﬁeld for K(C), H1, can be
obtained by considering the Plucker immersion of Theorem 4.7 (in the adelic case and
n = 1) for the sublinear system of {s⊗q−1B }, {s⊗q−1·O∞ }. B is a d-commensurable subspace
of A∞ and  an idele of degree d.
First, we need some notation and results in the adelic setting:
We denote with A∞ and O∞ the rings of adeles and of integer adeles outside ∞,
respectively; I∞m is the group of ideles, outside ∞, of degree m; (I∞m )>0 those without
poles.
Ĵ d denotes lim←
I⊂A∞
J d
I
. J d
I
is the moduli scheme for the isomorphism classes of pairs
{(L, fI)}, with L a line bundle over C, with Euler–Poincaré characteristic, d, and fI
a level structure: fI : L/IL  A∞/IA∞.
Let
D̂n := lim←
I⊂A∞
DnI,
where Dn
I
is the moduli space of rank n-Drinfeld modules (elliptic sheaves) with I-level
structures. I are proper ideals in A∞.
In the same way as in Sections 2 and 3.1, with minor changes, we can obtain
an inﬁnite Grassmannian, Grd(A∞,O∞), a Mumford determinant line bundle, Det∨d ,
global sections, “sA’’, and Krichever immersions
D̂1 ↪→ Ĵ d ↪→Grd(A∞,O∞)
such that if  : Ĵ 0 → P ic(C)0 is the natural morphism obtained by forgetting the
formal level structures, we have
∗Det∨  ∗O(1) and ∗(sO∞) = ∗1.
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Here, P ic(C)0 denotes the Picard scheme of line bundles with Euler–Poincaré char-
acteristic 0. One can easily establish an analogous lemma to Lemma 4.8 in the adelic
case.
From [Se, Chapter VI, Dr2, Section 3], if P := F − 1 : P ic(C)d → P ic(C)0, F
being the qth-power Frobenius morphism, then
P−1(Spec(K(C))) = D1 ×
Spec(A∞)
Spec(K(C)) = Spec(H1),
H1 being the Hilbert class ﬁeld for K(C).
D̂1 = Spec(Ĥ1), with Ĥ1 the maximal abelian extension of K(C) totally unramiﬁed
over ∞.
Analogously to Corollary 4.9, Ĥ1 is given by Plucker coordinates:
Ĥ1 = Fq({.T .S(	q
r
1 (L(Ll ,f̂ l )))}T>0,S>0,,,r,l∈N).
Here, T , S are diagonal matrices in Gl>0qr (A
∞) with deg(T ) = deg(S) = l and ,  ∈
Glqr (O
∞). (Lj , ij , , f̂ j ) denotes the universal rank-one Drinfeld module with a formal
level structure. In this section, we check that H1 is generated by the (q − 1)th-power
of some of the above Plucker coordinates, explicitly by “ q−1.O∞.O∞(L(Ll ,f̂ l ))’’;  and
 are ideles of the same degree in (I∞)>0.
To prove the following lemma, we need this Remark:
Remark 13. Let  and ¯ be two Drinfeld modules of rank one, with generic charac-
teristic Spec(K(C)) (or equivalently elliptic modules), x0 a rational point in Spec(A∞),
Emx0 () = x01 .Fq and Emx0 (¯) = ¯x01 ·Fq . If for all I, a proper ideal in A∞, we have
(x01 )
−1 · EI() = (¯x01 )−1 · EI(¯)
then  and ¯ are isomorphic as Drinfeld modules. In the case of these two Drinfeld
modules being deﬁned over the completion along | |∞ of the algebraic closure of
K∞, this result is proved by using the exponential functions associated with  and ¯.
For another case, see for example [Al2, Proposition 4.1].
Lemma 4.10. The Plucker morphism
¯ : D̂1 −→
∏
m∈N
deg()=m
P(< {s⊗q−1·O∞ }∈(I∞m )>0/K(C)× >∨)
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deﬁned in an analogous way to Theorem 4.7, factorizes through an immersion
Spec(H1) = D̂1/(O∞)× ↪→
∏
m∈N
deg()=m
P(< {s⊗q−1·O∞ }∈(I∞m )>0/K(C)× >∨).
deg( ) denotes the degree over the group of the ideles I∞.
Proof. As in Remark 10, ¯ is I∞ equivariant, and by Lemma 3.3 sections s⊗q−1·O∞ are
invariant sections by the action of (O∞)×. Thus, ¯ factorizes through D̂1/(O∞)× =
Spec(H1).
Let (Lj , ij , , f̂ j ) and (L¯j , ij , ¯, ĝj ) be two elements of D̂1. To ﬁnish the proof,
it sufﬁces to prove that if ¯(Lj , ij , , f̂ j ) = ¯(L¯j , ij , ¯, ĝj ), then there exists u ∈
(O∞)× satisfying (L¯j , ij , ¯, ĝj ) = u.(Lj , ij , , f̂ j ): By hypothesis, one has
q−1ty ·O∞tx ·O∞(L(L1,f̂ 1)) = 
q−1
ty ·O∞tx ·O∞(L(L¯1 ,̂g1))
for all x, y ∈ |C| \ {∞}. By Remark 9, we have
f̂ 1(s1) =
∏
y∈|C|\∞
(
∞∑
k=0
a
y
k+1 · tky )y and ĝ1(s¯1) =
∏
y∈|C|\∞
(
∞∑
k=0
a¯
y
k+1 · tky )y.
By Lemma 4.8 one has
a
y
1
ax1
≡ a¯
y
1
a¯x1
.
Thanks to this, we can ﬁx x as a rational point and can assume ax1 = a¯x1 = 1 and
a
y
1 ≡ a¯y1 for every rational y. From this result, we have
s
⊗q−1
tzty ·O∞(L(L2,f̂ 2)) = s
⊗q−1
tzty ·O∞(L(L¯2 ,̂g2))
when z = y and z is rational, because
Mo(az1, a
y
1 ) ≡ Mo(a¯z1, a¯y1 ).
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Then, since
s
⊗q−1
t2y ·O∞
s
⊗q−1
ty tz·O∞
(L(L2,f̂ 2)) =
s
⊗q−1
t2y ·O∞
s
⊗q−1
ty tz·O∞
(L(L¯2 ,̂g2)),
we have that Mo(ay1 , a
y
2 ) ≡ Mo(a¯1,y, a¯2,y). From Mo(ay1 , ay2 ) ≡ Mo(a¯y1 , a¯y2 ) and ay1 ≡
a¯
y
1 , we deduce that a
y
2 = 1·a¯y1+2·a¯y2 with 1, 2 ∈ Fq . By following this argument, we
obtain u ∈ (O∞)× such that s¯1 = u · s1. Bearing in mind Remark 13, (L¯j , ij , ¯, ĝj ) =
u · (Lj , ij , , f̂ j ). 
In this latter lemma, for easy notation we have assumed y, z rational points. The
same results hold when, y, z are not rational.
Recall that Lemma 3.3, in the adelic case, gives us
(s·O∞) ≡ −1∗(sO∞).
Lemma 4.11. The Plucker morphism
Spec(H1) = D̂1/(O∞)× −→ P(< {s⊗q−1
·Onqrx
}r∈N,∈I∞0 >∨)
is an immersion.
Proof. This is proved by using the latter lemma, bearing in mind that there exists a
local parameter t∞ ∈ K(C)× for m∞. In this way, tdeg()∞  is of degree 0 in I∞0 . We
conclude because t∞ acts trivially on D̂1/(O∞)×. 
Corollary 4.12. D1 ×
Spec(A∞)
Spec(K(C)) = Spec(K(C)({q−1·O∞·O∞(L(Ll ,f̂ l ))},,l)),
where ,  ∈ (I∞)>0 and deg() = deg() = l, l ∈ N.
Proof. This corollary holds from Lemma 4.10. 
The action of  ∈ (I∞)>0 on Fq({q−1·O∞,·O∞(L(Ll ,f̂ l ))},,l) is given by Lemma
3.4:
 · q−1·O∞·O∞ = q−1·O∞·O∞ .
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We now consider (, ̂), a Drinfeld module of rank n, deﬁned over an Fq -algebra R
and with level structures over each ideal I ⊂ A∞. (, ̂) ∈ D̂n(R). Let (Ej , ij , , f̂ j )
be the elliptic sheaf associated with (, ̂).
In the following lemma, we prove that by taking an independent variable Y, a(Y )
(a ∈ A∞, v∞(a) = l and div(a) = n0x0 + n1x1 + · · · + nrxr ) is obtained as a quotient
of values of the theta function ̂∞n := ¯∗s(O∞)n , where ¯ is the Krichever morphism,
¯(Ej , ij , , f̂ j ) := L(E0,f̂ 0).
¯ : D̂n ↪→ Gr0((A∞)n, (O∞)n).
First, we set some notation and results: Recall that
R.s = H 0(C × Spec(R),E1).
By following the notation of Remark 9, in the adelic case, if s = (s1, . . . , sn), the
i-entry of f̂ 1(s) is
∏
y∈|C|\{∞}
∞∑
k=0
yi(k+1) · tky .
We denote with M(a, Y ) the Moore determinant
Mo(x011, . . . , 
x0
n0, . . . , 
x0
1n0 , . . . , 
x0
nn0 , . . . , 
xr
11, . . . , 
xr
n1, . . . 
xr
1nr , . . . , 
xr
nnr
, Y ).
Let y be a rational point in Spec(A∞), ty will be a local parameter y. ya de-
notes the diagonal matrix in Gln(A) = Gln(Ay) × Gln(Fq((ty))), dia(a, . . . , a) ×
dia(ty.a, . . . , a). One notes by Lemma 4.8 in the adelic case, that
̂
∞
n (
y
a · L(El+1,f̂ l+1)) ≡ M(a, 
y
1n¯),
where n¯ = ni + 1 if y = xi and n¯ = 1 if y /∈ {x0 . . . , xr}.
Lemma 4.13.
x011 ·
M(a, Y )
̂
∞
n (
x0
a · L(El+1,f̂ l+1))
≡ a(Y ).
Proof. Since M(a, Y ) is a polynomial which has as zeroes the a-division points of ,
then it has the same zeroes as a(Y ). Since div(a) = n0x0 + n1x1 + · · · + nrxr ,
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we have that a(
x0
1n0) ≡ x011, and we conclude because[
M(a, Y )
̂
∞
n (
x0
a · L(El+1,f̂ l+1)
]
Y=x01n0
= 1. 
5. The algebraic-geometric Riemann theorem
5.1. Some arithmetic consequences
By using the setting of the inﬁnite Grassmannian, we establish the algebraic–
geometric Riemann theorem for the generalized Theta divisor. To do so, we bear in
mind Fay identities [F, Section 7, Proposition 2.16]. Moreover, in this subsection we
study some arithmetic consequences of the Riemann theorem for the generalized theta
divisor.
Let Zn be the substack of M(n, n), whose points are the vector bundles, M, of rank
n over C with h0(M) = n and h1(M) = 0 and, by ﬁxing a rational point ∞ ∈ C,
h0(M(−∞)) = h1(M(−∞)) = 0.
Theorem 5.1. Let us consider the morphism
mn : C × Zn →M(n, 0),
mn(y,M) = M(−y). Then, m∗nO(n) 
n∧
Z, where Z is a universal vector bundle
on Zn such that
n∧
Z|∞×Zn  OZn .
Proof. Let z ∈ Zn be a geometric point and let Zz be the vector bundle over
C×Spec(k(z)) deﬁned by z, (k(z) is the residual ﬁeld for z). If (mn)z is the morphism
C × z→M(n, 0), the restriction of mn to C × z, we shall prove that (mn)∗zO(n) 
n∧
Zz. With this result we conclude, because m∗nO(n) and
n∧
Z will deﬁne the same
morphism
Zn → P ic(C)
(P ic(C) is the Picard scheme for C). Thus, because these two line bundles are trivial
at ∞× Zn they are therefore isomorphic over C × Zn (Recall that div(n) = {M :
h0(M) = h1(M) = 0}. Thus, m−1n (div(n)) ∩ (∞× Zn) = ∅).
To prove (mn)∗zO(n) 
n∧
Zz, we consider for each x ∈ |C| a formal level structure,
(Zz, (f̂x)z), associated with Zz. The global sections s1, . . . , sn of Zz can be considered
in k(z)[[t]]n via the level structure (f̂x)z. In this way, in the next two Lemmas we
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shall check that the idele associated with the line bundle over C × z, m∗zO(n), is
given at each point x ∈ C by (f̂x)z(s1)∧ · · · ∧ (f̂x)z(sn)). Hence, we conclude because
s1 ∧ · · · ∧ sn is a global section for Zz.
We denote with x another local parameter for x ∈ C.
By considering the natural morphisms  : M̂(n, 0, x)→M(n, 0) and
Spf (k(z)[[x]])→ Spec(k(z)[[x]])→ C × Spec(k(z)),
the morphism (mn)z : C × z→M(n, 0) lifts to a morphism
(m̂n)z : Spf (k(z)[[x]])→ Spec(k(z)[[x]])→ M̂(n, 0, x) ⊂ Grn,0x
given by the discrete subspace (1 − x/t)−1t−1 · L(Zz,(f̂x )z). Thus, the restriction of
(mn)
∗
zn to Spf (k(z)[[x]]) is given by
(m̂n)
∗
zsOnx = sOnx ((1− x/t)−1t−1 · L).
In the two next Lemmas we prove that sOnx ((1 − x/t)−1t−1 · L) is (f̂x)z(s1) ∧ · · · ∧
(f̂x)z(sn)) as elements in k(z)[[x]]. By carrying out the same computation for each
x ∈ C, we obtain an idele, which is associated with
n∧
Zz, and hence we conclude the
proof. 
Now, to ﬁnish the above proof we shall prove two technical Lemmas: Let L¯ be a
discrete subspace in Knx , with L¯∩Onx = Fq · s1(t)⊕ · · · ⊕ Fq · sn(t) ⊂ Fq [[t]]n = Onx .
Lemma 5.2. If t−1 · L¯ ∈ UOnx , then (recall that x and t are local parameters for x
and in this case t−1 · L¯⊕ UOnx = Knx )
det∞((1− x/t)−1t−1L¯) ≡ det (s1(x), . . . , sn(x)).
The entry ij of the matrix (s1(x), . . . , sn(x)) is the entry j of the vector si(x).
Proof. This is an easy generalization for the case n, from Lemma 5.15 [SW]. 
det∞((1 − x/t)−1t−1L¯) denotes the determinant det (+ + a−1b−), where we
follow the notation of [SW, Section 3]: (+,−) is the matrix, with respect to an
admissible basis for Fq((t))n, of the composition of the morphisms
t−1Fq [t−1]n  t−1L¯ ↪→ t−1Fq [t−1]n ⊕ Fq [[t]]n = Fq((t))n
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and
(
a b
0 d
)
is the matrix of the homotethy (1 − x/t)−1 with respect to the chosen admissible
basis.
Here, all the computations make sense because (1− x/t)−1t−1L¯ is considered as a
subspace deﬁned over the formal scheme Spf (Fq [[x]]).
We now extend this Proposition by forgetting the hypothesis t−1.L¯ ∈ UOnx . We
denote with N the open subscheme of Grn,nx of discrete subspaces “ L ’’ verifying
dimFq (L ∩Onx ) = n and L+Onx = Knx .
Lemma 5.3. det∞((1− x/t)−1t−1 · L) ≡ det (s1(x), . . . , sn(x)).
Proof. If L ∈ N by Section 2, there exists a n-commensurable subspace A′, in Fq [[t]]n,
with A′ ⊂ Fq [[t]]n and dimFq (Fq [[t]]n/A′) = n such that L ⊕ A′ = Fq((t))n. Then,
L ∈ N ∩ UA′ (UA′ is deﬁned in Section 2) and since UA′ is irreducible, N ∩ UA′ is an
irreducible open set of Grn,nx .
For each L′ ∈ UtFq [[t]]n ⊂ N with
L′ ∩ Fq [[t]]n = Fq · s′1(t)⊕ · · · ⊕ Fq · s′n(t)
we have that det (s′1(t), . . . , s′n(t)) = 0 because for t = 0 it is = 0 and
det∞((1− x/t)−1t−1L) = 0
because det∞((1−x/t)−1t−1.L) is sFq [[t]]n((1−x/t)−1t−1 ·L), up to units of Fq [[x]],
(cf. [BL, Proposition 5.4], [SW, Proposition 3.3]).
Since det (s′1(t), . . . , s′n(t)) and det∞((1 − x/t)−1t−1 · L) are not zero, the subset
of N ∩ UA′ where these two determinants coincide (after replacing x by t) is a
closed subset, which by the very Lemma contains UtFq [[t]]n ∩ UA′ . Since that Grn,nx is
irreducible, we have that UtFq [[t]]n ∩ UA′ = ∅ and we conclude because N ∩ UA′ is an
open subscheme in Grn,nx and therefore also irreducible. 
We state a lemma that will be used to calculate the determinant for certain Drinfeld
modules of rank q. Let L be a line bundle over C × Spec(B).
Lemma 5.4.
q∧
(F × Id)∗L = (Id × F)∗L ⊗OC
q∧
F∗OC .
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Proof. There exists an open afﬁne covering {Ui}i∈I of C, Ui = Spec(Ai), and functions
fi ∈ Ai for each i ∈ I , such that
Ai = Aqi ⊕ fi · Aqi ⊕ · · · ⊕ f q−1i · Aqi .
Hence, given c ∈ Ai ⊗ B, one can check that the homotethy hc in Ai ⊗ B, as an
A
q
i ⊗ B-module, has as determinant cq ∈ Aqi ⊗ B.
With this result we obtain
q∧
(F × Id)∗L|Ui×Spec(B) = (Id × F)∗L|Ui×Spec(B).
The transition functions which glue
q∧
(F ×Id)∗L|Ui×Spec(B) over the covering {Ui×
Spec(B)} are given by det (hfi/fj ), hfi/fj : Aij ⊗ B → Aij ⊗ B, where hfi/fj is a
morphism of Aqij ⊗ B-modules and Spec(Aij ) = Ui ∩ Uj . 
In the case L = (F×F)∗L¯, this lemma is a particular case of the projection formula.
Dn denotes the stack of Drinfeld modules of rank n.
Remark 14. The morphism det : Dn → D1 is deﬁned in each elliptic sheaf (Ej , ij , )
by
det ((Ej , ij , ) = (
n∧
Ej ,
n∧
ij ,
n∧
).
Let (Lj , ij , ) be an elliptic sheaf of rank 1. Then, by the latter Lemma (F ×
1)∗(Lj , ij , ) is an elliptic sheaf of rank q with determinant
(1× F)∗(Lj , ij , ) ⊗OC
q∧
F∗OC.
From [MeR, Section 2, Proposition 5], using Serre’s duality, one has that (F∗OC)∨ 
F∗K1−p.
From Lemma 5.4 and from (F∗OC)∨  F∗K1−q :
q∧
(F∗OC)−1 
q∧
F∗Kq−1  K1−q ⊗
q∧
F∗OC.
The same result works for F r instead of F. For p = 2,
qr∧
F r∗OC = Kqr−1/2 and for
q = 2,
2∧
F∗OC gives a theta characteristic, (cf. [Ra, Section 4.1]).
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Let ∞ be a rational point in C and let us assume that h1(OC((qr+g−1)∞)) = 0 (it
is true for r >> 0). Let m∞,r : C →M(qr , 0) be the morphism obtained by taking,
for each x ∈ C, F r∗OC((qr + g − 1)∞)⊗OC(−x).
Lemma 5.5. m∗∞,r (O(qr ))  OC((qr + g − 1)∞)⊗
qr∧
F r∗OC . Moreover,
supp(m−1∞,r (qr )) = {x ∈ C such that h0(OC(qr(∞− x)+ (g − 1)∞)) = 0}.
Proof. From the algebraic–geometric Riemann theorem (Theorem 5.1),
m∗∞,r (O(qr )) 
qr∧
F r∗OC((qr + g − 1)∞)
and by Lemma 5.4 we conclude that
m∗∞,r (O(qr ))  OC((qr + g − 1)∞)⊗
qr∧
F r∗OC.
Bearing in mind that supp(n) are the vector bundles, M, such that h0(M) = h1(M) =
0, to calculate the support of m−1∞,r (qr ) it sufﬁces to use the projection formula:
F r∗OC((qr + g − 1)∞)⊗OC(−x)  F r∗OC(qr(∞− x)+ (g − 1)∞). 
Remark 15. In the case of an elliptic curve C, the support of m∗∞,r (O(qr )) is given
by the points in |C| of qr -division. For q = 2, the support of m∗∞,r (O(2)) can be
either one or two points, depending on the Hasse invariant. For general genus, I think
that this support can be calculated through the Cartier operator [C].
5.2. The generalized theta function and Drinfeld modules
In this section we study the relation between the generalized theta divisor and Drin-
feld modules. An intensive study, for rank one, is done in [An2].
In this section, we study this determinantal assignation by means of the generalized
theta divisor. Here, Dn, denotes the stack of Drinfeld modules of rank n.
We consider the morphism mn : C×Dn →M(n, n) deﬁned by mn(x, (Ej , ij , )) =
En(−x). (Ej , ij , ) denotes the universal elliptic sheaf of rank n (by considering Dn
as a stack).
Lemma 5.6. We have
(1) m∗n(O(n)) 
n∧
En.
(2) The section m∗nn is s ∧ (Id × F)∗s ∧ · · · ∧ (Id × Fn−1)∗s, up to constants.
({s, . . . , (Id × Fn−1)∗s} is a basis for the space of global sections over En.)
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(3) (Id × det)−1(1) is linearly equivalent to n − (n(g − 1)∞)×Dn.
Proof. 1. This is an immediate consequence of the algebraic–geometric Riemann
theorem (Theorem 5.1), bearing in mind that
n∧
En|∞×Dn is trivial (Remark 8).
2. This is deduced from the proof of the algebraic–geometric Riemann theorem
(Theorem 5.1).
3. This is easily proved thanks to 1 and also because
(id × det)∗L1  En(n(g − 1)∞).
L1 is the universal line bundle associated with the universal elliptic sheaf of rank one.

The theta divisor provides us with proof of the ideal principal theorem for H1,
Spec(H1) = D1 ×
Spec(A∞)
Spec(K(C)).
We shall adapt the elegant proof of [An2, Section 3.7] to our background. For this
proof, we shall use the algebraic–geometric Riemann theorem (Theorem 5.1) and the
fact that supp(1) are the line bundles, L, such that h0(L) = h1(L) = 0:
We consider the morphism
c × 1 : D1 → Spec(A∞)×D1,
where c : D1 → Spec(A∞) is the characteristic morphism for Drinfeld modules. From
the composition of the morphism c × 1, with the morphism
m1 : Spec(A∞)×D1 → P icg−1(C)
considered in the above paragraphs, one obtains a morphism c¯ : D1 → P icg−1(C)
given by the line bundle over C ×D1
L0(∞)⊗ ((1× F)∗L−10 ⊗ L0(∞))−1 = (1× F)∗L0.
Because
supp(1) = {L ∈ P icg−1(C) such that h0(L) = h1(L) = 0}
and h0(L0) = h1(L0) = 0, we have c¯−1(1) = ∅.
Let D be a positive divisor over Spec(A∞), and
m1(D) : Spec(A)×D1 → P icg−1(C)
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the morphism deﬁned by:
m1(D)(y, (Lj , ij , )) = L(1−deg(D))∞ ⊗OC(D − y).
Then, L(1−deg(D))∞ ⊗ OC(D) ∈ Z1 (Z1 is deﬁned in Section 5.1) because the group
P ic(C)(Fq) acts on D1 in the following way: if (Lj , ij , ) is a rank-one elliptic sheaf,
then the action of OC(D¯) ∈ P ic(C)(Fq) over (Lj , ij , ) ∈ D1 is
(Lj ⊗OC(D¯), ij+deg(D¯), ).
Therefore, (c×1)−1(m1(D)−1(1)) = ∅. On the other hand, by the algebraic–geometric
Riemann theorem, m1(D)−1(1) is linearly equivalent to
(D ×D1)+m−1(1),
and the inverse image of this divisor by c× 1 is c−1(D). Therefore, this latter divisor
is linearly trivial over D1.
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