Text Summarization is the task of condensing long text into just a handful of sentences. Many approaches have been proposed for this task, some of the very first were building statistical models (Extractive Methods [Paice (1990)], [Kupiec et al. (1995) ]) capable of selecting important words and copying them to the output, however these models lacked the ability to paraphrase sentences, as they simply select important words without actually understanding their contexts nor understanding their meaning, here comes the use of Deep Learning based architectures (Abstractive Methods ], [Nallapati et al. (2016) ]), which effectively tries to understand the meaning of sentences to build meaningful summaries. In this work we discuss one of these new novel approaches which combines curriculum learning with Deep Learning, this model is called Scheduled Sampling [Bengio et al. (2015) ]. We apply this work to one of the most widely spoken African languages which is the Amharic Language, as we try to enrich the African NLP community with top-notch Deep Learning architectures.
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In this work, we provide both the scrapped news dataset, and the trained word-embedding as open source to help enrich the African NLP research community 1 .
TEXT SUMMARIZATION DEEP LEARNING BUILDING BLOCKS
Text Summarization is considered as a time-series problem, as we are trying to generate the next word, given the past words. Novel deep models rely on some basic blocks, in this section we go through these building blocks.
2.1 SEQ2SEQ USING LSTM WITH ATTENTION Since our task is a time-series problem, RNN models were first used to address this task, however given the long sentence dependencies in natural languages, LSTM based architectures were used given its memory structure [Hochreiter & Schmidhuber (1997) ]. Our task can actually be seen as mapping between input and output, however since they differ in length (long input, short output), seq2seq based architectures are used [Nallapati et al. (2016) ]. To give our models even more human like abilities in summarization, [Bahdanau et al. (2014)] suggested building a deep model on top of the seq2seq architecture, which helped it attend to important words in the input.
POINTER GENERATOR MODEL
This previously discussed model has a well-known problem, which is working with unknown outof-vocab words, as it can only be trained on a fixed sized vocabulary. A solution was proposed by [Nallapati et al. (2016) ], [See et al. (2017) ] which builds a deep model on top of the seq2seq architecture capable of learning when to copy words, and when to generate new ones.
SCHEDULED SAMPLING
One of the problems that the above seq2seq based architecture suffers from, comes from the way it is trained, as the model is trained by supplying it both an input long text, and a reference short summary, while when we test the model, we only supply it with the input long text, and no reference is given. This forms an inconsistency between the training phase and the testing phase, as the model has never been trained to depend on its own, this problem is called Exposure Bias [Ranzato et al. (2016) ]. A solution proposed by [Bengio et al. (2015) ] helped in solving this problem, which included combining curriculum learning with our deep model. We start the training normally by supplying both the long training text and the reference summary, but when the model becomes mature enough, we gradually introduce the model to its own mistakes while training, decreasing its dependency on the reference sentence, teaching the model to depend on itself in the training phase, in other words making the learning problem more difficult while the model matures, hence curriculum learning. 
EXPERIMENTS
We have applied the Scheduled Sampling model on the Amharic Dataset that we have built, we have used google colab as our training framework, as it provides us with free GPU and up to 24GB of RAM. Our model is built over the library [Keneshloo et al. (2019) ], we have modified it to work on python3 and to work with the Amharic Dataset. We evaluate our experiments using well-known metrics used for evaluating text summarization, these metrics are ROUGE [Lin (2004) ] and BLEU [Papineni et al. (2002) ], which measure the amount of n-grams that overlap between the reference summary and our generated one, as the measure increases the amount of overlap increases, indicating a better output.
We ran our evaluation on 100 test sentences, scores were BELU=0.3311 , ROUGE 1f=20.51 , ROUGE 2f=08.59 , ROUGE Lf=14.76.
For comparison, running scheduled sampling on English well-known datasets (CNN/DailyMail dataset) achieves ROUGE-1 of 39.53 and 17.28 ROUGE-2, this discrepancy of the results from the English counterpart, comes from the fact that the English dataset is huge (200k articles with long summary) compared to our scrapped Amharic dataset of (19k articles with short summaries), this comes from the fact that collecting English dataset is comparatively much easier than collecting an African one, due to the huge amount of available English resources.
CONCLUSION
By building a custom word embedding model for a specific African language, we are able to apply any deep model (that works on English) on that selected African Language, like what we have proven by our work.
In our coming work, we are willing to experience with other advanced architectures that have recently proven extremely efficient in addressing seq2seq problems. One of these architectures is BERT [Devlin et al. (2019) ], which stands for Bidirectional Encoder Representations from Transformers, it uses a similar encoder-decoder architecture, but instead of using recurrent based cells, it only uses attention (self-attention). One efficient way to use BERT, is by using an already pre-trained model, that has been trained on the English dataset (CNN/DailyMail dataset), and then apply cross-lingual transfer to the Amharic dataset, we believe that by this, we believe that this may actually result in better summaries in spite of the relatively small Amharic dataset.
We hope that by this work, we have helped pave the way in applying novel Deep Learning techniques for African Languages, we also hope that we have contributed a guideline in applying deep models that can be further used in other NLP tasks.
