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1 Introduction
The maximum entropy (ME) formalism was first established by Jaynes (1957a,b) based on
physics (the Shannon entropy and statistical mechanics) and statistical inference. In a linear
pure inverse model, y = Xβ, where y denotes a known (N × 1) vector of observations, β is
a (K × 1) vector of unknown parameters, and X is a known (N ×K) matrix, considering
β := p a vector of probabilities, the ME principle provides the probability distribution for
which the current state of knowledge is sufficient to determine the probability assignment.
Definition 1.1. In a linear pure inverse model, where β := p is a vector of probabilities,
the ME formalism is given by
argmax
p
{−p′ lnp} , (1)
subject to the model (or data consistency) constraint, Xp = y, and the additivity (or nor-
malization) constraint, 1′p = 1, where 1 is a (K× 1) vector of ones, and p > 0 is a (K× 1)
vector of probabilities.
The ME principle provides a tool to make the best prediction (i.e., the one that is the
most strongly indicated) from the available information. Provided that the entropy function
in (1) is maximized without model constraint a solution from a uniform distribution is
obtained. In this case, it is worth noticing that the ME principle can be seen as an extension
of Bernoulli’s principle of insufficient reason; e.g., Jaynes (1957a). The ME principle is often
used for solving ill-posed problems in physics (Golan and Dose, 2001), biology (Galleani and
Garello, 2010), communication engineering (Vila et al., 2011), statistics (Park and Bera,
2009) and economics (Dion´ısio et al., 2008).
Since statistical data are frequently limited and affected by collinearity implying that
the associated statistical models may be ill-posed, Golan et al. (1996) generalized the ME
formalism specified in Definition 1.1 to linear inverse problems with noise, expressed by
y = Xβ + u, (2)
where y denotes a (N × 1) vector of noisy observations, β is a (K × 1) vector of unknown
parameters, X is a known (N×K) matrix of explanatory variables and u is a (N×1) vector
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of random disturbances (errors), usually assumed to have a conditional expected value of
zero and representing spherical disturbances. The generalized maximum entropy (GME)
estimator is defined below using matrix form; e.g., Golan et al. (1996).
Definition 1.2. For the linear regression model in (2) the GME estimator is given by
argmax
p,w
{−p′ lnp−w′ lnw} (3)
subject to the model constraint
y = XZp+ V w, (4)
and the additivity constraints for p and w, respectively,
1K = (IK ⊗ 1′M)p,
1N = (IN ⊗ 1′J)w,
(5)
where ⊗ represents the Kronecker product, 1 is a column vector of ones with a specific
dimension, I is an identity matrix with a specific dimension, Z and V are the matrices of
supports, and p > 0 and w > 0 are probability vectors to be estimated.
In recent years, the GME estimator greatly contributed to the development of the ME
literature. In view of the fact that ill-posed real-world problems seem to be the rule rather
than the exception in applied mathematics and statistics, the GME estimator has acquired
special importance in the toolkit of statistical techniques, by allowing statistical formulations
free of restrictive and unnecessary assumptions. In particular, this estimator is widely used
in linear regression models in which (a) the design matrix is ill-conditioned (collinearity), (b)
the number of unknown parameters exceeds the number of observations (under-determined
models), and (c) in regression models with small samples sizes (micronumerosity).
The supports in matrices Z and V are defined as being closed and bounded intervals
within which each parameter or error is restricted to lie, implying that researchers need
to provide exogenous information which, unfortunately, it is not always available. This is
considered the main weakness of the GME estimator and the main reason for which some
statisticians reject this estimator; see, for example, Caputo and Paris (2008) for further
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details. The number of points M and J in the supports is less controversial. Based on the
experiments conducted by Golan et al. (1996), M = 5 and J = 3 are commonly used in the
literature, since there is likely no significant improvement in the estimation with more points
in supports. Obviously, as the number of points in the supports increases the computational
effort required increases as well.
Some applications of the GME estimator can be found in Macedo et al. (2014), Ferreira
et al. (2010), Campbell et al. (2008), Tonini and Jongeneel (2008), Campbell and Hill (2006),
Lansink et al. (2001), Lence and Miller (1998), Paris and Howitt (1998), among others.
Giving heed to the problem of the definition of support intervals, Paris (2001) developed
the maximum entropy Leuven (MEL) estimator based on some ideas borrowed from the the-
ory of light (quantum electrodynamics) of Feynman (1985). Recently, Macedo et al. (2010a)
introduced a general class of estimators based on the MEL estimator, information theory
and robust regression techniques hereafter denoted by MERG estimators. For completeness
and reader’s convenience the definition of the MERG estimators is formalized below.
Definition 1.3. The MERG estimators of β in model (2) are given by
argmin
pβ ,Lβ ,r
{
K∑
k=1
H1(pβk) +H2(Lβ) +
N∑
n=1
φ(rn)
}
, (6)
subject to the model constraint,
yn =
K∑
k=1
xnkβk + rn, (7)
and the two constraints inspired on the theory of light,
Lβ =
K∑
k=1
β2k and pβk =
β2k
Lβ
, (8)
where 0 < pβk < 1 is the probability of the parameter βk,
∑
n φ(rn) is a function of the
regression residuals, and the functions
∑
kH1(pβk) and H2(Lβ) are both entropy measures
(e.g., Shannon, Re´nyi or Tsallis entropies).
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The MERG estimators (where the MEL is a particular case) are inspired by the theory
of light (quantum electrodynamics). The analogy between the theory of light and statistical
analysis can be found in Paris (2001, p. 3). This analogy justifies the following assumption.
Assumption 1.1. As in the theory of light, where the probability of a photomultiplier being
hit by a photon reflected from a sheet of glass equals the square of its amplitude, the probability
of βk is given by the square of ∆ (i.e., the amplitude or normalized dimensionality), where
∆ =
βk√
Lβ
. (9)
The amplitude of a photon is denoted by a vector that summarizes the various ways in
which a photon can reach the photomultiplier. Feynman (1985, pp. 17–35) explains this idea
with simple experiments to measure the partial reflection of light by a single or two surfaces
of glass. By using arrows representing each possible way in which a photon can reach a given
photomultiplier, the author illustrates how to define the “final arrow” (a sum vector) whose
square represents the probability of reflection.
By considering different specifications for the components in (6) several MERG estima-
tors are obtained; see Table 1 where the superscripts “R” and “T” denote Re´nyi and Tsallis’
entropies, respectively, and α is the order of the entropy measure. Table 1 does not con-
tain H2(Lβ) since this function is defined by the Shannon entropy measure for all MERG
estimators. Note that MERG1 corresponds to the MEL estimator.
The MERG estimators represent a non-standard approach to the collinearity problem
in linear regression models although they may be also regarded as belonging to the class
of regularization methods. Thus, it is interesting to compare the MERG estimators with
some other traditional regularization methods that are related to (or make use of) maximum
entropy; e.g., Gamboa and Gassiat (1997) and Donoho et al. (1992). For example, the
estimator in Donoho et al. (1992), presented in Definition 1.4 below, exhibits some similarities
with MERG estimators and in particular with the MEL estimator.
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Table 1: MERG estimators.
∑
kH1(pβk)
∑
n φ(rn)
MERG1
∑
k pβk ln pβk
∑
n r
2
n
MERG2
∑
k pβk ln pβk
∑[(1−ρ)N ]+1
n=1 r
2
(n:N)
MERG3
∑
k pβk ln pβk
∑
n |rn|
MERG4
∑
k pβk ln pβk medn r
2
n
MERG1Rα
1
α−1 ln
∑
k(pβk)
α
∑
n r
2
n
MERG1Tα
1
1−α (1−
∑
k(pβk)
α)
MERG2Rα
1
α−1 ln
∑
k(pβk)
α
∑[(1−ρ)N ]+1
n=1 r
2
(n:N)
MERG2Tα
1
1−α (1−
∑
k(pβk)
α)
MERG3Rα
1
α−1 ln
∑
k(pβk)
α
∑
n |rn|
MERG3Tα
1
1−α (1−
∑
k(pβk)
α)
MERG4Rα
1
α−1 ln
∑
k(pβk)
α medn r
2
n
MERG4Tα
1
1−α (1−
∑
k(pβk)
α)
Definition 1.4. The ME estimator of β in model (2) is given by
argmin
β
{
‖y −Xβ‖2 + 2λ
K∑
k=1
βk log βk
}
, (10)
where λ is a regularization parameter and βk must be non-negative for all k.
In addition to the robust regression methods and the different entropy measures used in
some MERG estimators, the main diference between the MERG estimators and the ME esti-
mator in Donoho et al. (1992) lies on the probability specification of the parameters inspired
by quantum electrodynamics. With this strategy developed by Paris (2001) the MERG es-
timators are not restricted to problems with β ∈ RK+ . Although based on Assumption 1.1,
the MERG estimators can be considered as a generalization of the ME estimator in Donoho
et al. (1992).
Moreover, an interesting comparison can be made between the ridge regression estimator
(Hoerl and Kennard, 1970), which falls within the class of regularization methods, the MERG
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estimators and the ME estimator in Donoho et al. (1992). Note that while Donoho and co-
authors’ ME estimator just replaces the quadratic penalty
∑
k β
2
k in the ridge regression
estimator by
∑
k βk log βk, the MERG estimators replace:
• the loss function ‖y−Xβ‖2 in the ridge regression estimator by other functions of the
regression residuals, namely the least absolute deviations (LAD), the least trimmed
squares (LTS) and the least median of squares (LMS);
• the penalty function∑k βk log βk with other entropy measures, namely Re´nyi or Tsallis
entropies, and, with Assumption 1.1, they are not confined to problems with β ∈ RK+ .
Macedo et al. (2010a) argued that MERG estimators rivals (and in some cases outper-
forms) with some traditional competitors in linear regression models with small samples sizes
affected by collinearity and outliers, and recommend more simulation studies to assess the
performance of the MERG estimators.
In this paper, several simulation studies are carried out for the MERG estimators. Fur-
thermore, since the ideas from quantum electrodynamics used in the MERG estimators may
not be always valid in different regression models, the violation of Assumption 1.1 motivates
the extension of the MERG estimators presented in Section 3.
The remainder of the paper is laid out as follows: in Section 2, the performance of the
MERG estimators is assessed through several simulation studies. In Section 3, an extension
of the MERG estimators is presented. Finally, some conclusions are given in Section 4.
2 MERG estimators: simulation studies
In this section, the performance of the MERG estimators is compared with other possible
competitors. The set of possible competitors includes the ordinary least squares (OLS), LTS,
LAD, LMS, GME, the ridge regression, the iteratively reweighted least squares (IRLS),
the Liu-type (Liu, 2003) and the RR-MM estimator (Maronna, 2011). For the sake of
completeness, the latter estimators are defined next.
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Definition 2.1. The IRLS estimator of β in model (2) is given by
β̂
(i+1)
IRLS = (X
′W (i)X)−1X ′W (i)y, (11)
where W (i) is a (N ×N) diagonal matrix of weights (of the residuals) in the ith iteration.
The weights assigned to the residuals at each iteration are calculated by applying robust
criterion functions (Tukey’s biweight, Andrews’ wave, Huber, among others) to the residuals
from the previous iteration; see e.g., Maronna et al. (2006).
Definition 2.2. The Liu-type estimator of β in model (2) is given by
β̂η,d = (X
′X + ηI)−1(X ′y − dβ̂), (12)
where η > 0 and d ∈ R are tuning parameters, I is a (K ×K) identity matrix, and β̂ is any
estimator of β.
Different choices of η and d are discussed in Liu (2003, pp. 1013–1014).
Definition 2.3. The RR-MM estimator of β in model (2), that combines ridge regression
and MM estimation, is given by
β̂RR−MM = argmin
β
{
σ̂2ini
N∑
n=1
ρ
(
rn(β)
σ̂ini
)
+ η‖β1‖2
}
, (13)
where β = (β0,β
′
1)
′, σ̂ini is an M-scale estimate, ρ is the Tukey’s biweight ρ-function and η
is a penalty parameter (ridge parameter).
It is worth to mention here that the RR-MM estimator is one of the most recent, complete
and powerful estimators in the literature for the estimation of regression models affected by
collinearity and outliers. Note that if σ̂2ini
∑
n ρ (rn(β)/σ̂ini) is replaced by ‖y−Xβ‖2 in Def-
inition 2.3 then the RR-MM estimator reduces to the ridge regression estimator. Maronna
(2011, pp. 48–49) discusses the good performance of the RR-MM estimator as well as the
drawbacks of other competitors namely the estimators proposed by Simpson and Mont-
gomery (1996) and Silvapulle (1991).
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In the first simulation study, a pseudo-random number generator is used to define a
(40× 3) matrix X from a normal distribution with zero mean and unit standard deviation.
Using singular value decomposition, the singular values ofX in the diagonal matrix obtained
from the decomposition are changed to define a matrixX1 with any desired condition number
specified a priori. In this experiment, cond2X1 = 500, where cond2 represents the 2-norm
condition number. Finally, a column of ones is added to X1 to define a (40× 4) matrix X2,
whose cond2X2 ≈ 1600.
The model is defined as y = X2β + u, where β = (0.7, 0.1,−0.8, 0.5)′ and u is a vector
of N(0, 1) errors added to form the vectors of noisy observations y in each Monte Carlo
trial. To create a small proportion of regression outliers, the first two elements in the second
column of X2 are replaced with pseudo-random values drawn from a uniform distribution
U(10, 15). After incorporating the outliers cond2X2 ≈ 98. In this case, outliers diminish the
collinearity problem, i.e., the magnitude of the relation between the independent variables
is reduced.
In each Monte Carlo trial, the first two elements of y are replaced with pseudo-random
values drawn from a uniform distribution U(10, 15). For the set of 1000 trials performed,
the mean squared error loss (MSEL), with SEL = ‖β− β̂‖2, is the measure used to evaluate
the performance of the LTS (with a trimming proportion ρ = 0.1), LAD, LMS, IRLS,2
OLS, ridge, Liu-type, RR-MM, GME and some MERG estimators (the MERG2 class with
ρ = 0.1); see Table 2.
The MERG estimators with Tsallis and Re´nyi’s entropies are performed assuming that
α = 4. The GME estimators are performed with two different supports for the parameters,
[−10, 10] and [−5, 5], with M = 5. The supports for the errors are defined by the 3σ rule with
J = 3. The ridge estimators are performed with the Ridge-GME (Macedo et al., 2010b),
KM5 (Muniz and Kibria, 2009) and HKB (Hoerl et al., 1975) estimators. The ridge interval
for the Ridge-GME estimator is defined as η ∈]0, 1]. The corresponding GME estimator is
performed using the support [−5, 5] for the parameters (with M = 5) and the 3σ rule to
2The weights at each iteration are calculated by applying Tukey’s biweight function to the residuals from
the previous iteration.
9
Table 2: MSEL in the simulation study with outliers and collinearity.
MSEL MSEL MSEL
MERG1 2.7461 MERG1R4 2.2679 OLS 226.6157
MERG2 1.4641 MERG2R4 1.4407 ridge (HKB) 44.3252
MERG3 2.5598 MERG3R4 2.0023 ridge (KM5) 3.0146
MERG4 2.3033 MERG4R4 1.3161 ridge (Ridge-GME) 3.6274
MERG1T4 2.2679 LTS 116.7541 GME [−10, 10] 12.2597
MERG2T4 1.4407 IRLS 153.8387 GME [−5, 5] 4.1983
MERG3T4 1.9822 LAD 198.3922 Liu-type 2.1369
MERG4T4 1.2866 LMS 105.3665 RR-MM 96.6137
define the support for the errors (with J = 3).
Three important conclusions emerge from this simulation study. First, the MERG estima-
tors perform very well and rival with two ridge estimators (using the KM5 and Ridge-GME
parameter estimates), the Liu-type estimator3 and the GME estimator (with the support of
smaller amplitude).
Second, outliers can mask the presence of collinearity (in the present analysis they reduce
collinearity although the problem still remains) which means that the use of traditional robust
estimators without a careful diagnostic of collinearity problems can be misleading. Note that
the LTS, IRLS, LAD and LMS estimators perform poorly in this experiment.
Third, the MERG estimators outperform the RR-MM estimator which performs poorly
in this simulation study.4 This is an important result because it highlights the performance
of the MERG estimators for the combined collinearity-outliers problem in regression analysis
with small samples sizes.
Another simulation study, similar to the previous one, is performed with a sample size of
3Other ridge and Liu-type estimators are also considered, but the results (not reported here) are very
poor. These estimators depend on some parameters that must be estimated from the sample and the results
are sensitive to the quality of these parameter estimates.
4All the MSEL values presented for the RR-MM estimator (in Table 2 and others where it is used) are
calculated using a 10% upper trimmed average; see Maronna (2011, p. 49). The real values of MSEL are
higher.
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N = 30, cond2X2 ≈ 200 and an outlier contamination of 20% only in y. In the LTS estimator
and the MERG2 class estimators, ρ = 0.25 (the usual default value in statistical software
using LTS) is used. The results from this experiment are qualitatively the same as the ones
presented in Table 2. The best results (with MSEL less than 200) are achieved by the MERG
estimators, with MSEL values ranging between 0.8359 (MERG3T4 ) and 6.8959 (MERG1),
whereas the MSEL for the RR-MM estimator is 29.7082. For comparison purposes, the
MSEL for the OLS estimator is approximately 14236 in this simulation study.
From the results above it becomes clear that the estimation of regression models affected
by outliers and collinearity is a difficult task. The interaction among different proportions of
outliers contamination, different types of outliers and different magnitudes in the relations
among regressors makes the estimation of regression models a very difficult task. Even the
best estimators, such as the RR-MM estimator, suffer from this interaction. Surprisingly,
the MERG estimators reveal a high stability in different scenarios. Furthermore, the MERG
estimators are very easy to compute and no relevant prior information is needed in order to
implement them.
Based on the first simulation study (with N = 40) another simulation study is conducted
with cond2X2 ≈ 5 and only two outliers in y. Table 3 presents the results.
Table 3: MSEL in the simulation study with outliers.
MSEL MSEL MSEL
MERG1 1.6756 MERG3T4 0.8525 LTS 3.5814
MERG2 0.9978 MERG4T4 1.2930 IRLS 3.1911
MERG3 0.9012 MERG1R4 1.7069 LAD 5.1867
MERG4 1.1957 MERG2R4 0.9774 LMS 13.7382
MERG1T4 1.7069 MERG3
R
4 0.9026 OLS 24.4410
MERG2T4 0.9774 MERG4
R
4 1.2723
Note that the LTS, IRLS and LAD estimators perform well whereas, unexpectedly, the
LMS estimator performs poorly. However, this result is not entirely surprising since this
11
estimator is usually not recommended as a stand-alone regression procedure. Finally, the
MERG estimators reveal the best performance in this experiment.
Another experiment was carried out with N = 40, cond2X2 ≈ 250 and no outliers.
As expected, the OLS estimator performs poorly in this ill-conditioned model. Results for
the MERG estimators and some competitors are presented in Table 4. Although there are
no outliers the MERG class of estimators with robust methods can be applied. In this
experiment, ρ = 0.05 is used in the MERG2 class of estimators.
Table 4: MSEL in the simulation study with collinearity.
MSEL MSEL MSEL
MERG1 0.7801 MERG3T4 0.7114 OLS 1548.9017
MERG2 0.8324 MERG4T4 1.0739 ridge (KM5) 0.9870
MERG3 0.7057 MERG1R4 0.6833 ridge (Ridge-GME) 0.9937
MERG4 1.0816 MERG2R4 0.7107 GME [−10, 10] 1.5372
MERG1T4 0.6833 MERG3
R
4 0.7359 GME [−5, 5] 1.1533
MERG2T4 0.7107 MERG4
R
4 1.1054 Liu-type 1.3625
In addition, these simulation studies with collinearity and/or outliers were replicated
under different conditions, namely for N = 20 and 30, K = 3, 4 and 5, and different combi-
nations of βk ranging from −3 to 3. For these additional experiments, the MERG estimators
reveal, in general, a good performance and appear to be an interesting choice in models
with small samples sizes affected by outliers and collinearity simultaneously or separately.5
Regarding the choice of tuning parameters, the usual cross-validation technique is suggested
to estimate prediction errors and to compare different estimators. See, for example, Hastie
et al. (2009, pp. 241–249).
The MERG estimators avoid the possible subjective exogenous information needed in
the GME estimator to define the support intervals for the parameters and errors in lin-
ear regression models. However, it is important to mention that the ideas from quantum
5Results from different empirical applications are not shown here due to space limitations, but are provided
upon request to the authors.
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electrodynamics used in the MERG estimators may not be always valid in different regres-
sion models. The violation of Assumption 1.1 motivates a possible extension of the MERG
estimators which is presented next.
3 An extension of the MERG estimators: the MERGE
estimators
In this section, an extension of the MERG estimators is presented. For simplicity in notation
this extension is denoted as MERGE estimators. This acronym is the initials of the words
maximum entropy robust regression group extended and reflects the ambitious objective to
merge several estimators in one group with high performance in linear regression models
with small samples sizes affected by collinearity and outliers.
Why this extension of MERG estimators? First, it is not yet fully understood whether the
theory of light in Feynman (1985), used in the MERG estimators, is always valid in different
regression models. More research is needed to assess the reasonability of the Assumption 1.1.
Second, there are regression models where the supports of the parameters can be defined by
the researcher’s experience and/or provided by the theory (e.g., in economics to estimate the
marginal propensity to consume in a Keynesian consumption function). Third, the use of
the cross-entropy formalism and the possibility of imposing parameter inequality restrictions
through the parameter support matrix (as in the GME estimator case) are easily handled
with this extension. Fourth, the supports for the errors used in the GME estimator are not
needed with the MERGE estimators.
Definition 3.1. The MERGE estimators of β in model (2) are given by
argmin
p,r
{
(1− θ)
K∑
k=1
M∑
m=1
H(pkm) + θ
N∑
n=1
φ(rn)
}
, (14)
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subject to the model constraint and the additivity constraint
yn =
K∑
k=1
M∑
m=1
xnkzkmpkm + rn
M∑
m=1
pkm = 1, k = 1, 2, . . . , K
, (15)
where pkm > 0, k = 1, 2, . . . , K, m = 1, 2, . . . ,M , are probabilities, zkm are the supports for
the parameters, the function
∑
k
∑
mH(pkm) is an entropy measure (e.g., Shannon, Re´nyi
or Tsallis entropies) and
∑
n φ(rn) is a function of the regression residuals.
In the objective function (14), the parameter θ ∈ (0, 1) assigns different weights on
the components of the objective function in order to reflect greater prediction or precision
reliability in the estimation.6 This is in contrast with the MERG estimators (Definition 1.3)
which implicitly assume equal weights in the components of the objective function. Note
that unlike the MERG, Assumption 1.1 is not required in the definition of the MERGE
estimators and no supports are needed for the error component in contrast to the GME
estimator. It is also important to stress that the penalty function in the MERGE estimators
is now composed by an entropy measure with supports for the parameters.
Table 5: MERGE estimators.
MERGE1 MERGE2 MERGE3 MERGE4
N∑
n=1
φ(rn)
N∑
n=1
r2n
[(1−ρ)N ]+1∑
n=1
r2(n:N)
N∑
n=1
|rn| medn r2n
Table 5 presents different MERGE estimators using the OLS, LTS, LAD and LMS esti-
mators assuming H(pkm) = pkm ln pkm. When the Tsallis and Re´nyi entropies are adopted in
the objective function (14), the notation is similar to the one used in the MERG estimators,
i.e., MERGEiTα or MERGEi
R
α , respectively, considering i = 1, 2, 3, 4 and α the order of the
entropy measure.
6The idea of a weighted GME objective function, which is followed here for the MERGE estimators, is
proposed in Wu (2009).
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To define the MERGE estimators in a more general framework, the term
∑
n φ(rn) in
(14) can be generalized by using an S-estimator; see Definition 3.2. The S-estimators are
regression, scale and affine equivariant and by a convenient choice of the constants involved
their breakdown point can attain 50%. Note also that by allowing different types of dispersion
measures, the OLS, LTS, LAD and LMS estimators are S-estimators; e.g., Maronna et al.
(2006).
Definition 3.2. The MERGE estimators of β in model (2) are given by
argmin
p,s
{
(1− θ)
K∑
k=1
M∑
m=1
H(pkm) + θs(r1(β), r2(β), . . . , rN(β))
}
, (16)
subject to 
yn =
K∑
k=1
M∑
m=1
xnkzkmpkm + rn
M∑
m=1
pkm = 1, k = 1, 2, . . . , K
N∑
n=1
ρ
(rn
s
)
= N τ
, (17)
where pkm > 0, k = 1, 2, . . . , K, m = 1, 2, . . . ,M , are probabilities, zkm are the supports for
the parameters, the function
∑
k
∑
mH(pkm) is an entropy measure (e.g., Shannon, Re´nyi
or Tsallis entropies), rn are the residuals, ρ(·) is a function to be selected (e.g., the Tukey’s
biweight ρ-function) and τ is a consistency constant.
As for the GME or MERG estimators, MERGE estimators have no closed-form solution
and the solution must be found numerically. The Lagrangian function and the first-order
optimality conditions for the MERGE1 estimator are presented next. The same procedure
can be followed for the other MERGE estimators. In matrix form, the Lagrangian function
is given by
L(p, r,λ,µ) = (1− θ)p′ lnp+ θr′r + λ′(y −XZp− r) + µ′(1K − (IK ⊗ 1′M)p), (18)
where λ and µ are, respectively, a (N × 1) and a (K × 1) vectors of Lagrange multipliers on
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the corresponding constraints. The first-order optimality conditions are
∂L(·)
∂p
= (1− θ)(lnp+ 1KM)−Z ′X ′λ− (IK ⊗ 1M)µ = 0, (19)
∂L(·)
∂r
= 2θr − λ = 0, (20)
∂L(·)
∂λ
= y −XZp− r = 0, (21)
∂L(·)
∂µ
= 1K − (IK ⊗ 1′M)p = 0. (22)
In real-world empirical applications and also for inference purposes the bootstrap method
is recommended to inferring statistical properties over the MERGE estimators since these
estimators like the GME and MERG estimators are suitable for regression models with
micronumerosity. The bootstrap estimator for the asymptotic covariance matrix can be
computed as
Var(β̂MERGE) =
1
T
T∑
t=1
(β̂MERGE(t)− β̂MERGE)(β̂MERGE(t)− β̂MERGE)′, (23)
where β̂MERGE is the MERGE estimator and β̂MERGE(t) is the tth MERGE estimate of β
based on a sample of N observations drawn with replacement from the original sample.
3.1 Simulation study
The following simulation study illustrates the performance of the MERGE estimators in
the estimation of linear regression models with small samples sizes affected by outliers and
collinearity. The main purpose is to illustrate that the MERGE estimators may outperform
the MERG estimators rather than to provide a full comparison between these estimation
techniques and other methods. However, results are also presented for the RR-MM estimator,
the main competitor of MERG and MERGE estimators (MERG(E) in short) in regression
models with collinearity and outliers, and the OLS estimator.
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As in the experiments previously showed in Section 2, a pseudo-random number gener-
ator is used as well as the singular value decomposition to define matrices with a desired
condition number. Different (N ×K) matrices X are generated from a normal distribution
with zero mean and unit standard deviation. Changing the singular values obtained from
the decomposition, different matrices X1 with cond2X1 = 150 are defined. To create a pro-
portion δ of outliers, a similar strategy in Golan and Perloff (2002) and Ferretti et al. (1999)
is followed, i.e., different models (without intercept) given by y = X1β + u are defined,
where y = u is randomly generated from a normal distribution with zero mean and unit
standard deviation. For Nδ observations, the elements in y are replaced by the value 6 and
the corresponding elements in the first column of X1 by the value 10 (being this the X2
matrix).
This simulation study considers the following possibilities: N = 10 and N = 30; K = 3
and K = 5; δ = 0.1 and δ = 0.3. The MERGE estimators are performed taking θ = 0.5,
and two different supports for the parameters, namely [−5, 5] and [−1, 1], both with M = 5.
For the 1000 trials performed, the MSEL is the measure used to evaluate the performance
of different estimators. Tables 6 and 7 present the results.
This simulation study reveals that the MERGE estimators may outperform the MERG
estimators although this performance seems to depend on the amplitude of the supports.
Thus, as a precaution, the MERGE estimators should be used only in cases of fully correct
prior information about the parameters (supports of smaller amplitude).7 The worst results
for the MERGE estimators are almost exclusively for those estimators using the OLS and
LMS estimators, i.e., the MERGEi, MERGEiR4 and MERGEi
T
4 , for i = 1, 4. In contrast, the
lower values of MSEL are almost exclusively achieved by MERGE estimators using the LTS
and LAD estimators.
Furthermore, the comparison between the MERGE estimators and the RR-MM estima-
7The exogenous parameter weighting between signal and noise is θ = 0.5 in this study. Naturally, this
parameter can be changed in order to reflect different weights in the components of the objective function.
The impact of this choice is left for future research.
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Table 6: MSEL for the estimators in the simulation study (N = 10).
K = 3 K = 5
OLS
RR-MM
MERG 1st best
2nd best
3rd best
worst
MERGE [−5, 5] 1st best
2nd best
3rd best
worst
MERGE [−1, 1] 1st best
2nd best
3rd best
worst
cond2X2
(≈) 203 (≈) 95
δ = 0.1 δ = 0.3
559.1269 45.2705
154.0145 8.3637
0.8673 0.7271
0.9130 0.7455
0.9285 0.8669
2.8191 1.1978
0.1179 0.1232
0.1250 0.1412
1.3939 1.4748
11.4988 10.7308
0.1034 0.1472
0.1417 0.2923
0.2426 0.4533
1.8883 1.8337
cond2X2
(≈) 108 (≈) 96
δ = 0.1 δ = 0.3
149.8799 22.5019
109.0394 14.1674
1.0039 0.7147
1.0265 0.8303
1.0463 0.8722
1.7521 2.7399
0.2117 0.2286
0.2230 0.3057
2.9431 3.2880
16.5803 10.1718
0.0884 0.2615
0.2531 0.3354
0.5441 0.4734
3.0394 2.8983
tor8 depends on the sample size N . For very small samples, such as N = 10, almost all
the MERGE estimators outperform the RR-MM estimator. However, for N = 30 it is only
possible to conclude that in general the MERGE estimators rival with the RR-MM estimator.
4 Conclusions
The main weakness of the GME estimator is that support intervals (exogenous informa-
tion not always available) for the parameters and error vectors are needed. To tackle this
problem Paris (2001) developed the MEL estimator based on some ideas from quantum
8The MSEL values for the RR-MM estimator are calculated using a 10% upper trimmed average.
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Table 7: MSEL for the estimators in the simulation study (N = 30).
K = 3 K = 5
OLS
RR-MM
MERG 1st best
2nd best
3rd best
worst
MERGE [−5, 5] 1st best
2nd best
3rd best
worst
MERGE [−1, 1] 1st best
2nd best
3rd best
worst
cond2X2
(≈) 68 (≈) 146
δ = 0.1 δ = 0.3
24.6791 29.1554
1.8419 0.4840
0.7618 0.6332
0.9432 0.6973
0.9669 0.8127
1.4752 1.8351
0.1363 0.1316
0.1522 0.1614
1.2663 1.4268
12.7448 6.9831
0.1012 0.1533
0.2090 0.3199
0.3919 0.3785
1.9006 1.5951
cond2X2
(≈) 255 (≈) 101
δ = 0.1 δ = 0.3
273.1555 14.1823
0.6286 0.4145
0.8927 0.8257
1.0067 0.8649
1.0410 1.0292
2.1807 1.6949
0.2176 0.2101
0.2295 0.2541
2.4975 2.6356
19.7499 6.3764
0.2691 0.2537
0.2936 0.3271
0.6495 0.4090
2.8381 3.0892
electrodynamics in Feynman (1985), the Shannon entropy measure and the OLS estimator.
Considering the same framework as in the MEL estimator, the MERG estimators are
defined through a general expression in which Re´nyi and Tsallis’ entropies can be applied
as well as different robust regression estimators. The MERG estimators (which include the
MEL estimator as a particular case) have two important features: are easy to compute and
no relevant prior information is needed to implement them. In this paper, several simulation
studies illustrate an excellent performance of the MERG estimators.
The MERGE estimators introduced in this work are a possible extension of the MERG
estimators. The simulation study reveals that the MERGE estimators may outperform the
MERG estimators and the RR-MM estimator in linear regression models with small samples
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sizes affected by collinearity and outliers.
Based on the experiments conducted in this paper (and others not reported here), the
MERG2 and MERG3 class of estimators are probably the most adequate choices in the
case of no prior information on the parameters. Moreover, the MERGE2 and MERGE3
class of estimators are likely the most proper choices if there is correct prior information
on the parameters. However, some questions on the MERG(E) estimators remain open,
namely: which entropy measure should be used?, and what should be the order of the
entropy measure? It seems that, in some cases, the MERG(E) estimators with the Tsallis
and Re´nyi entropies provide a lower MSEL than the estimators with the Shannon entropy.
Further research is necessary in order to identify the most proper estimator in each case.
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