This project develops and trains a Recurrent Neural Network (RNN) that monitors sleeping infants from an auxiliary microphone for cases of Sudden Infant Death Syndrome (SIDS), manifested in sudden or gradual respiratory arrest. To minimize invasiveness and maximize economic viability, an electret microphone, and parabolic concentrator, paired with a specially designed and tuned amplifier circuit, was used as a very sensitive audio monitoring device, which fed data to the RNN model. This RNN was trained and operated in the frequency domain, where the respiratory activity is most unique from noise. In both training and operation, a Fourier transform and an autoencoder compression were applied to the raw audio, and this transformed audio data was fed into the model in 1/8 second time steps. In operation, this model flagged each perceived breath, and the time between breaths was analyzed through a statistical T-test for slope, which detected dangerous trends. The entire model achieved 92.5% accuracy on continuous data and had an 11.25-second response rate on data that emulated total respiratory arrest. Because of the compatibility of the trained model with many off-the-shelf devices like Android phones and Raspberry Pi's, free-standing processing hardware deployment is a very feasible future goal.
PROBLEM FORMULATION
Sudden Infant Death Syndrome (SIDS) affected 1500 people in the United States in 2016 [5] . This fatal condition has not been narrowed down to a single cause, but there have been linkages to brain defects within portions of the brain that controls breathing and sleep [2] . As such, although SIDS is multifarious in the immediate cause, one common manifestation of this condition is an irregular respiratory activity that eventually leads to total respiratory failure.
Although monitoring devices exist for SIDS and other infant conditions, the majority are either expensive, invasive, or slow in response. Some examples of existing devices include, a blood oximeter, which is slow to react since blood oxygen levels can remain tolerable after respiratory failure [3] , an accelerometer-based clip system, which slightly invasive [7] , and a chest impedance-based respiratory monitor, which is under development and expensive, but remains the least invasive and fastest reacting option [6] .
Although auditory monitoring of infants has been widely used, most simply act as intercoms without processing the sounds. By using artificial intelligence to process the sounds of the infant, a more autonomous and minimally invasive monitor can be made, since the artificial intelligence will flag each breath and also monitor the frequency of breaths for irregularities, all without constant human surveillance.
BACKGROUND
Artificial intelligence takes many forms, but artificial neural networks were decided to be the best approach to autonomous monitoring. Although simple feed-forward neural networks are powerful in classification or prediction, it does not deal with temporal data very accurately, and audio is temporal in many respects.
Thus, a Recurrent Neural Network (RNN) was best fit for sound detection. An RNN recursively propagates hidden layers forward so that its current state contains some representation of all past inputs [4] . Since inputs farther in the past have hidden layers convoluted sequential operations, the network essentially has a directional memory. The more recent inputs have a higher impact on the output, which mirrors how natural memory works. Advanced forms of RNNs include LSTMs (Long Short-Term Memory) and GRUs (Gated Recurrent Unit), which use sub-neural networks to control memory decay [4] .
HARDWARE
While monitoring microphones are widely available in the consumer market, a custom assembly was made because economic consumer options are not sensitive enough to accurately record respiratory activity, and professional options would reduce availability to potential consumers. The design consisted of an electret microphone at the focal point of a 15 cm diameter paraboloid (Fig 1(b) ) which acted as a passive amplifier by concentrating a large area of sound to a single point. While this assembly was functional, it lacked a suitable driver circuit that would both amplify and perform noise reduction. In order to address both issues, a custom amplifier circuit and high/low pass filters were fabricated and tuned ( Fig. 1(a) ). The filters targeted both ambient noise from the microphone and induced EMF noise. The output of this device was in the form of an analog audio signal which was processed into a digital signal by a sound card, which was fed into the model.
DATA COLLECTION AND PARSING
Due to the inability to procure true infant breathing data, substitute breathing data, both from open source data sets and recorded from non-infants were used. A large number (1500 clips) of high variety samples prevents overfitting.
Although a higher recording resolution could have been used, such higher data rates increase computational complexity for the model and also increase the risk of overfitting the model. After experiments with varying sampling rates, an 8192 bit/s sampling rate was the lowest sampling rate in which noise did not take up significant bandwidth. According to the Nyquist limit, the maximum measurable frequency with this rate was 4096-hertz [1]. This frequency cutoff meant that roughly 75% of frequencies present respiratory sounds were accounted for with this sample rate.
Each audio clip was two seconds long, which spans a typical breath, and was part of a balanced set with three classes: inhale, exhale, and unknown. Each class had 500 samples, and the balancing prevented prediction bias in the final model. Although inhale and exhale could have been concatenated, the model was made with future developments in mind where inhale and exhale patterns will be treated as distinct. Although simple amplitude points could have been used as the inputs to the RNN, the respiratory activity that was examined had no distinct pattern from ambient noise in the amplitude domain, but the same respiratory activity had pronounced frequencies that made its plot in frequency domain distinct ( Fig 2) . As such, the input audio was pre-processed using a discrete fast Fourier transform (DFFT), a variation of the Fourier transform function. To accomplish this, an algorithm splits each two-second sample into sections 1/8 second long. Each of these sections was independently transformed into the frequency domain, giving a frequency plot over time.
In a separate training program, three hundred training samples were chosen at random from the pool of 1400 per epoch. The 100 excluded clips were used in testing and validation. 50 clips were chosen at the beginning of training and isolated for testing after training. The other half was dynamically randomly chosen from the large pool of data. This half served as the validation set to give an evaluation on how the network performs during training.
FREQUENCY COMPRESSION WITH AUTOENCODER
The DFFT yielded a 1024-value vector per 1/8 second interval. While this could have been the input to the RNN, this amount of data would result in higher training computational complexity and high levels of overfitting. There were many methods to reduce the dimensions of the DFFT, including principal component analysis (PCA) and t-SNE reduction, but the optimal structure was found to be an autoencoder due to its higher adaptability. This structure exploits a deep perceptron network structure, learning a lesser representation of the input data by training it to reconstruct the input data from a lower dimension hidden layer (Fig 4) . As empirically derived, a compression from 1024 to 50 dimensions was possible without significant losses, and an optimized autoencoder capable of this compression was used between the DFFT output and the RNN input. The utilization of an autoencoder resulted in feasible training times and increased the robustness of the network in handling frequency shifts. 
MODEL STRUCTURE OF RNN AND TRAINING
Although the RNN has many variants like the LSTM and GRU, a simple, non-gated RNN was chosen because of the simplicity of the data. In the frequency domain, an inhales, exhales, and background noises were very distinct and there was no need for more degrees of training freedom.
RNN Structure
Within the basic RNN model, there were many factors that were considered, and often the optimal options were empirically derived. The final RNN model structure was a single, hyperbolic tangent activation function-based hidden layer structure with a many-toone architecture (Fig 4) and was trained with the Adagrad optimizer.
It is important to note that the hyperbolic tangent function was used to prevent exploding gradient and to allow for negative values within the model, but the output layer had a sigmoid activation function in place of the hyperbolic tangent because prediction confidences are always positive.
Network Optimization
While the RNN structure was relatively simple to optimize, an optimized network took more computational power due to more degrees of freedom. In the search for an optimized network, five models were trained, each with different hyperparameters. In the first three versions, overfitting was observed, but not from standard tests for overfitting involving the untrained test set. Confusion matrixes and F1 scores were incredibly promising, but the trained model became chaotic when tested with sounds recorded in slightly different ambiances. While the network remained optimal for the audio data set as a whole, a large number of hidden neurons (100) allowed the RNN to capture small details, including small variations in noise. A larger number of hidden neurons allowed for more processing depth but also allowed for false insights on trivial aspects of data. Simple variations in background noise would make the model predict "unknown" with more than 99% confidence in breathing clips.
Thus, for the fourth and fifth versions, the hidden neuron size was modified. The fourth model used only fifty hidden neurons, which unfortunately resulted in slow convergence and low accuracy. However, for the firth model, new audio samples, augmented by the addition of random noise, were fed into a model with 75 hidden neurons. This number of neurons, coupled with noise augmentation, made an optimal model. It scored an F1 score of 0.97 and had no false predictions on a confusion matrix. More importantly, it also remained robust in varied conditions, even remaining above 81% accurate under different microphones.
Coding and Development
The entire model was programmed in Python with the Tensorflow library by Google. Although pre-made RNN models were available in the library, none were used, so that structural adjustment and debugging were made easier. To train the model, an Nvidia GTX 1060 was used to train 20,000 epochs per model.
STATISTICAL ANALYSIS OF PREDICTIONS ON CONTINUOUS AUDIO SIGNALS 7.1 Continuous Operation
This RNN was trained on discreet, 2-second samples, but in operation, it must run continuously, but more importantly, be able to catch all breaths and report no false positives. Many approaches were considered, but the best option was through overlapping model instances. By running a new instance of the model every 1/8 second on the continuous data, there will always be at least one window in which the inhale or exhale was completely captured because each shift represents the smallest resolution of the RNN. While this model was very successful in recognition of audio, it also produced many false positives in the time interval leading up and after the audio event. A filtering algorithm, which ignored all predictions below 99% confidence and required three sequential positives, was able to provide a clean timestamp for every breath.
Irregularity Testing
In order to test for irregularities, two factors were considered: irregular respiratory activity and total respiratory arrest. Total respiratory arrest has a straightforward implementation: an algorithm finds the time between breaths and sets up an 80% confidence interval for acceptable times. If the current time exceeds the interval, the alert is triggered.
To detect irregular respiratory activity, the same data, the time between breaths, was used. Instead of a confidence interval, a T-test for a non-zero slope was used. This allows prolonged and dangerous trends to be detected.
The reason why statistical tests were used lies in individual variation. No single threshold can be set for all infants, but by using the infant's own past data, any outliers are true outlets to the infant's own behavior, eliminating the problems that a set threshold gives, which include false alarms and ignored true conditions. In addition, a statistical test is less sensitive to random sensor and RNN model noise, since the T-test and confidence interval look holistically.
RESULTS
There were many measures of accuracy on this entire model, ranging from RNN accuracy testing to whole-model condition emulation. In direct, discreet RNN performance, the trained network had an F1 score of 0.97 and could classify 98.38 ± 0.88% of sounds accurately (Figure 5(a) ) In continuous RNN model performance, the model was able to accurately distinguish 92.5 ± 5.77% of breaths from background noise within one second of playback. This test was done on a constructed breath sequence using untrained data and genuine ambient noise. More importantly, it had no false positive breath detections, which is consistent with the purpose of the model, as a false positive could overlook respiratory arrest.
In a whole-model condition emulation, the combined T-test and confidence interval algorithm was able to detect complete respiratory arrest within 11.25 ± 2.58 seconds and respiratory rate decrementation within 53.00 ± 3.40 seconds of its commencement (Figure 5(b) ).
It is seen that both confidence interval and T-test detection algorithms are integral, just in different situations. The confidence interval was able to detect a direct respiratory arrest far quicker than the T-test could, but the T-test was able to detect the emulated respiratory irregularities quicker than the confidence interval could, proving that both modes of detection must work in tandem.
CONCLUSIONS AND FUTURE WORK
While infant breathing data was not used in the project, it is reasonable to say that this method of respiratory monitoring can be used in such a way. With a reaction time comparable to accelerometerbased clip-on systems and minimal additional hardware, this monitoring system may be a feasible alternative to current market models, but a large amount of follow-up work is needed to support this claim.
Future development is very multifaceted, but the most notable development is the utilization of standalone processors connected to the internet like the Raspberry Pi to run the trained model and statistical algorithms, allowing monitoring from anywhere around the world. In addition, real infant breathing data would allow for a true accuracy assessment of the model.
