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a b s t r a c t
The vertex arboricity va(G) of graph G is defined as the minimum of subsets in a partition
of the vertex set of G so that each subset induces an acyclic subgraph and has been widely
studied. We define the concept of circular vertex arboricity vac(G) of graph G, which is a
natural generalization of vertex arboricity.We give some basic properties of circular vertex
arboricity and study the circular vertex arboricity of planar graphs.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Weadopt standard graph theory notation and terminology.Many practical problems can be formulated as graph coloring
problems andmany of the latter are best seen as problems of graph homomorphism. For example, given a graph G = (V , E),
a proper k-coloring of G is a homomorphism from G to a complete graph Kk. Let k, d be positive integers such that k ≥ 2d. A
(k, d)-coloring of G is a mapping c : V (G)→ Zk = {0, 1, . . . , k− 1} such that for each edge xy ∈ E(G), d ≤ |c(x)− c(y)| ≤
k−d. A (k, 1)-coloring of G is simply a proper k-coloring of G. A (k, d)-coloring of G is a homomorphism from G to a circulant
graph Gdk (the complement of the (d− 1)-th power of a k-cycle) [15].
Sometimes, we consider the coloring of G as a partition of V (G). The proper k-coloring is a partition (X1, X2, . . . , Xk) of
V (G) such that for each i, Xi is an independent set. Fan [7] considered a (k, d)-coloring of a graph G as a (k, d)-partition of
V (G). A (k, d)-partition of G is a partition (X0, X1, . . . , Xk−1) of V (G) such that for each j, 0 ≤ j ≤ k−1, Xj∪Xj+1∪· · · Xj+d−1
is an independent set in G, where the addition of indices is taken modulo k. (Here it is allowed that Xi = φ). It is easy to see
that a (k, d)-partition of G is simply the color classes of a (k, d)-coloring of G.
Moreover, there are times, when a graph coloring problem does not have an immediate formation in terms of
homomorphism, the vertex arboricity is an example. For a graph G and a mapping c : V (G) → Zk, let Vi = c−1(i). If each
Vi induces a forest (i.e. each component of Vi is a tree), then c is called a k-tree coloring. The vertex-arboricity a(G) of G is the
minimum number k for which G has a k-tree coloring. The vertex-arboricity of a graph was first introduced by Chartrand,
Kronk, and Wall [6], named point-arboricity. They proved that va(K(p1, p2, . . . , pn)) = n − max{k|∑ki=0 pi ≤ n − k}
for a complete n-partite graph K(p1, p2, . . . , pn), where p0 = 0, 1 ≤ p1 ≤ p2 ≤ · · · ≤ pn. They also proved that the
vertex-arboricity of planar graph is at most 3. Škrekovski [13] proved that locally planar graphs have vertex arboricity
≤ 3 and that triangle-free locally planar graphs have vertex arboricity ≤ 2. Recently, Raspaud and Wang [12] proved that
for each n ∈ {3, 4, 5, 6}, every planar graph G without n-cycles has va(G) ≤ 2. Kronk and Mitchem [10] proved that
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va(G) ≤

∆(G)+1
2

for any graph G. Catlin and Lai [5] improved the upper bound to va(G) ≤

∆(G)
2

for a graph G being
neither a cycle nor a clique. Zuo, Yu and Wu studied the vertex arboricity of distance graphs, see [16].
In this paper, we seek to convert the vertex arboricity into its circular analogues.
2. Basic properties
In the following, let k, d denote two positive integers and k ≥ d. We do not need k ≥ 2d. A (k, d)-tree coloring of G is a
mapping c : V → Zk such that for each j(0 ≤ j ≤ k − 1), c−1(j) ∪ c−1(j + 1) ∪ · · · ∪ c−1(j + d − 1) induces an acyclic
subgraph(a forest) in G, where additions of indices are taken modulo k.
Proposition 2.1. If G has a (k, d)-tree coloring and kd ≤ k1d1 , where k1 and d1 are positive integers, then G has a (k1, d1)-tree
coloring.
Proof. Let l ≥ 1 be any positive integer. First, we will show that if G has a (k, d)-tree coloring, then G has a (kl, dl)-tree
coloring. Consider a (k, d)-tree coloring c of G. Let c ′(v) = lc(v). Then c ′ is a (kl, dl)-tree coloring. On the other hand, if G
has a (kl, dl)-tree coloring c , then we can get a (k, d)-tree coloring c ′ by c ′(v) = ⌊ c(v)l ⌋.
Next, we will prove that if G has a (k, d)-tree coloring, then G has a (k1, d1)-tree coloring, whenever kd ≤ k1d1 . Let l′ be the
least common denominator of kd and
k1
d1
. Re-write these fractions as k
′
l′ and
k′1
l′ . As
k1
d1
≥ kd , k′1 ≥ k′. By the above arguments,
G has a (k′, l′)-tree coloring. By definition, it is also a (k′1, l′)-tree coloring, since k′ ≤ k′1. Therefore, G has a (k1, d1)-tree
coloring, which completes the proof. 
Corollary 2.2. If G has a (k, d)-tree coloring, then it has a (k1, d1)-tree coloring with k1d1 = kd and gcd(k1, d1) = 1.
Definition 2.3. The circular vertex arboricityvac(G)of a graphG is definedbyvac(G) = inf
 k
d : G has a (k, d)-tree coloring

.
Proposition 2.4. If G is a graph which has a (k, d)-tree coloring c with gcd(k, d) = 1 and c−1(i) = φ, then G has a (k1, d1)-tree
coloring with k1 < k and
k1
d1
< kd .
Proof. We use the idea in [2]. Without loss of generality, we can assume c−1(d) = φ. We only prove that G has a (k1, d1)-
tree coloring with k1d1 <
k
d . If there are vertices of color 2d, recolor them by 2d− 1. Continuing in this fashion, we recolor the
vertices of colors 3d, 4d, . . . , αd, whereα is the smallest positive integer such thatαd = 1(mod k). Since gcd(k, d) = 1, such
anα exists. Define S = {d, 2d, . . . , αd} and k1 = k−αwhere themultiplication td is in the filed Zk. Thenwe change the other
color x ∈ Zk \ S to c ′(x) = x− |{y ∈ S : y < x}|. Define β = αd−1k , and denote by Ij the interval {j, j+ 1, . . . , j+ d− 1} of Zk.
Note that each interval Ij, j ≠ 1, contains exactlyβ elements of S, while I1 contains exactlyβ+1 elements of S. And both ends
of the interval I1 belong to S. It is easy to verify that c ′ is a (k1, d1)-tree coloring, where k1d1 = k−αd− αd−1k =
k(k−α)
d(k−α)+1 <
k
d . 
An immediate corollary is as follows.
Corollary 2.5. Suppose G is a graph such that vac(G) = kd with gcd(k, d) = 1, then k ≤ |V (G)|.
Now Definition 2.3 can be written as the following.
Definition 2.6. If G is a graph on n vertices, then vac(G) = min{ kd : G has a (k, d)-tree coloring with k ≤ n}.
Proposition 2.7. va(G)− 1 < vac(G) ≤ va(G).
Proof. Clearly, vac(G) ≤ va(G). On the other hand, if vac(G) ≤ va(G) − 1, by Definition 2.6, there is a (k, d)-tree coloring
with kd ≤ va(G)− 1 and hence, by Proposition 2.1, a (va(G)− 1, 1)-tree coloring, which is a contradiction. 
We give an alternative definition of circular vertex arboricity. Let C r be a circle in R2 of length r ≥ 1, whose elements
of C are identified with points in the interval [0, r). For a, b ∈ C r , [a, b) denotes the open interval of C r from a to b
along the increasing direction. To be precise, if a < b, then [a, b) = {x ∈ [0, r) : a ≤ x < b}. If a > b, then
[a, b) = {x ∈ [0, r) : a ≤ x < r} ∪ {x ∈ [0, r) : 0 ≤ x < b}.
Definition 2.8. Let C r be a circle in R2 of length r ≥ 1. An r-circular tree coloring of a graph G is a mapping c from V (G) to
C such that for every unit interval [α, α+ 1) of C , the vertices mapped into that interval induce a forest. The circular vertex
arboricity of G is va∗(G) = inf {r : G has an r-circular tree coloring}.
Theorem 2.9. For any graph G we have va∗(G) = vac(G).
Proof. Suppose G has a (k, d)-tree coloring c : V (G)→ Zk. For each vertex x ∈ c−1(i), then let c ′(x) be the point id of C . It is
easy to verify that c is a kd -circular tree coloring of G. Therefore va
∗(G) ≤ vac(G).
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To prove that vac(G) ≤ va∗(G), we first show that if r = kd is a rational number and G has an r-circular tree coloring,
then G has a (k, d)-tree coloring. Suppose c is an r-circular tree coloring of G. Then let X0 denote the vertices mapped to the
interval [0, 1d ), and let Xi denote the vertices mapped to
 i
d ,
i+1
d

for 1 ≤ i ≤ k− 1. If x ∈ Xi, let c(x) = i, for 0 ≤ i ≤ k− 1,
then it is easy to verify that c is a (k, d)-tree coloring of G. Thus vac(G) ≤ kd .
Suppose va∗(G) = r and {ri : i = 1, 2, . . .} is a sequence of rational numbers such that ri ≥ r and limi→∞ ri = r . Clearly
G has an ri-circular tree coloring and then ri ≥ vac(G)which implies that r ≥ vac(G). This completes the proof. 
By Theorem 2.9, we have another definition of the circular vertex arboricity. The circular vertex arboricity of G is
va∗(G) = min{r : G has an r-circular tree coloring}.
3. Relations with other parameters
Yu and Zuo [14] defined the fractional vertex arboricity vaf (G) of a graph G as follows.
Definition 3.1 ([14]). A fractional tree coloring of a graph is a mapping g from F(G), the set of all subsets of V that induce
forests of G, to the interval [0, 1] such that∑x∈L∈F(G) g(L) ≥ 1 for all vertices of G. The weight of a fractional tree coloring
is the sum of its values, and the fractional vertex arboricity of a graph G is the minimum possible weight of a fractional tree
coloring, that is,
vaf (G) = min
−
L∈F(G)
g(L)|g is a fractional tree coloring of G

.
Clearly, it holds that vaf (G) ≤ va(G). Yu and Zuo [14] also proved that
Proposition 3.2 ([14]). Let G be a finite graph, t = max{|L||L ∈ F(G)}, then vaf (G) ≥ |V (G)|t .
We have the following proposition.
Proposition 3.3. vaf (G) ≤ vac(G).
Proof. If vac(G) = kd and c is a (k, d)-tree coloring, then each of the sets Si = ∪i+d−1j=i c−1(j) is an acyclic set of G (where
additions are modulo k). The mapping g that assigns to each Si the weight 1d is a fractional tree coloring of Gwhich has value
k
d . Thus vaf (G) ≤ vac(G). 
Acyclic colorings were introduced by Grünbaum in [8]. An acyclic coloring of a graph G is a proper coloring of its vertices
such that the graph induced by every union of two color classes is a forest. We denote by χa(G) the minimum number of
colors in an acyclic coloring of G. By the definition of the circular vertex arboricity, we have the following proposition.
Proposition 3.4. vac(G) ≤ χa(G)2 .
4. The circular vertex arboricity of some graphs
In this section, we will discuss the circular vertex arboricity of some graphs.
Theorem 4.1. (1) Let Cn be a cycle of order n, n ≥ 3. Then vac(Cn) = nn−1 .
(2) Let Kn be a complete graph of order n. Then vac(Kn) = n2 .
(3) Let Ln be the prism of two n-cycles. Then vac(Ln) = 2nn+1 ;
(4) Let P denote the Petersen graph. Then we have vac(P) = 107 .
Proof. (1) Clearly, any subgraph induced by (n − 1) vertices of Cn is acyclic, then vac(Cn) ≤ nn−1 . On the other side, by
Propositions 3.2 and 3.3, vac(Cn) ≥ |V (Cn)|t = nn−1 . So vac(Cn) = nn−1 .
(2) Since any subgraph induced by two vertices of Kn is acyclic, vac(Kn) ≤ n2 . By Propositions 3.2 and 3.3, vac(Kn) ≥|V (Kn)|
2 = n2 . Thus vac(Kn) = n2 .
(3) Denote 2n vertices of the prism Ln by u1, u2, . . . , un and v1, v2, . . . , vn. Then the edges of Ln are uiui+1, uivi and
vivi+1 (1 ≤ i ≤ n), in which un+1 = u1, vn+1 = v1. We give an example L5 in Fig. 1. There is a (2n, n + 1)-tree coloring:
c(u1) = 0, c(v2) = 1, . . . , c(un) = n− 1, c(v1) = n, c(u2) = n+ 2, . . . , c(vn) = 2n− 1. Therefore, vac(Ln) ≤ 2nn+1 . On the
other hand, by Propositions 3.2 and 3.3, we know that vac(Ln) ≥ 2nn+1 .
(4) Let P be the Petersen graph (see Fig. 1). Since the subgraph induced by {a1, b1, c1, d1, a2, b2, e2} is acyclic, by
Propositions 3.2 and 3.3, vac(P) ≥ 107 . Let c(a2) = 0, c(a1) = 1, c(b2) = 2, c(b1) = 3, c(c2) = 4, c(c1) = 5, c(d2) =
6, c(d1) = 7, c(e2) = 8, c(e1) = 9. So it is easy to see that c is a (10, 7)-tree coloring. Thus vac(P) ≤ 107 . It follows that
vac(P) = 107 . 
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Fig. 1. L5 and P .
Theorem 4.2. Let K(n1, n2) be a complete bipartite graph with n1 ≤ n2. Then
vac(K(n1, n2)) =

1 n1 = 1;
4
3
n1 = n2 = 2;
3
2
n1 = 2, n2 ≥ 3;
2 n1 ≥ 3.
Proof. (1) If n1 = 1, clearly K(n1, n2) is acyclic, then its circular vertex arboricity is 1.
(2) If n1 = n2 = 2, then K(n1, n2) = C4. Therefore vac(K(n1, n2)) = vac(C4) = 43 .
(3) If n1 = 2, n2 ≥ 3, then we assume that V1 = {x1, x2} and V2 = {y1, y2, . . . , yn2}. Clearly, let c(x1) = 0, c(x2) = 1
and c(x) = 2 for x ∈ V2. Then c is a (3, 2)-tree coloring. Thus, vac(K(n1, n2)) ≤ 32 . In the following, we will prove that
vac(K(n1, n2)) ≥ 32 . Otherwise, let c be an r-circular tree coloring of G with r < 32 . Then c is a mapping from V (G) to C r .
Without loss of generality, we assume that c(x1) = 0 and c(x2) = a. Let
I0 = [0, 1), I1 = [r − (1− a)+ ϵ, a+ ϵ), if a ≤ 12 ;
I0 = [0, 1), I1 = [a, 1+ a− r); if 12 < a < 1;
I0 = [r − 1+ ϵ, ϵ), I1 = [a, 1+ a− r), if 1 ≤ a < r.
Now c−1(I0) and c−1(I1) are acyclic. Since x1, x2 ∈ c−1(I0∩ I1), |c−1(I0∪ I1)∩V2| ≤ 1. On the other hand, it is easy to see that
if ϵ is small enough, then |I0 ∪ I1| = r , so there is no place in C r for the vertices in V2 \ c−1(I0 ∪ I1), which is a contradiction.
(4) If n1 ≥ 3 and n2 ≥ 3, clearly vac(K(n1, n2)) ≤ 2, then we will prove that vac(K(n1, n2)) = 2. Otherwise, suppose
vac(K(n1, n2)) = r < 2 and c is an r-circular tree coloring and assume thatV1 = {x1, x2, . . . , xn1} andV2 = {y1, y2, . . . , yn2}.
In C r , let d(x, y) = min{|y− x|, r − |y− x|}. Suppose d(x1, x2) = min{d(xi, xj)|xi, xj ∈ V1} = a and moreover, without loss
of generality, assume that c(x1) = 0. Thus c(x2) = a. Let c(x3) = b. By the minimality of d(x1, x2), 2a ≤ b ≤ r − a. So now
a ≤ r3 .
Case 1 b − a < 1. Let I0 = [r − (1 − a) + ϵ, a + ϵ) and I1 = [a, a + 1). Then c−1(I0) and c−1(I1) are acyclic. Since
x1, x2 ∈ c−1(I0), |c−1(I0) ∩ V2| ≤ 1. If |c−1(I0) ∩ V2| = 1, without loss of generality, assume that c−1(I0) ∩ V2 = {y1}.
Similarly, x2, x3 ∈ c−1(I1), |c−1(I1) ∩ V2| ≤ 1. If |c−1(I1) ∩ V2| = 1, assume that c−1(I1)∩ V2 = {y2}. On the other hand, if ϵ
is small enough, then |I0 ∪ I1| = r , so there is no place in C r for the vertices in V2 \ {y1, y2}.
Case 2 b − a ≥ 1. Let I0 = [r − 1 + ϵ, ϵ) and I1 = [0, 1). Then c−1(I0) and c−1(I1) are acyclic. Since x1, x3 ∈
c−1(I0), |c−1(I0)∩V2| ≤ 1. If |c−1(I0)∩V2| = 1, assume that c−1(I0)∩V2 = {y1}. Similarly, x1, x2 ∈ c−1(I1), |c−1(I1)∩V2| ≤ 1.
If |c−1(I0) ∩ V2| = 1, without loss of generality, assume that c−1(I0) ∩ V2 = {y2}. On the other hand, if ϵ is small enough,
then |I0 ∪ I1| = r . Thus there is no place for the vertices in V2 \ {y1, y2}, which is a contradiction. 
Corollary 4.3 ([6]). For the complete bipartite graph K(n1, n2), n1 ≤ n2,
va(K(n1, n2)) =

1 n1 = 1;
2 n1 ≥ 2.
5. The circular vertex arboricity of planar graphs
We know that vac(G) = 1 if and only if G is acyclic. In the following, we present two infinite families of planar graphs
with circular vertex arboricity 2.
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Fig. 2. W5 and B6 .
Let C2k+1 be the odd cycle with vertices u0, u1, . . . , u2k, and with edges uiui+1, i = 0, 1, . . . , 2k (where u2k+1 = u0).
SupposeW2k+1 is obtained from C2k+1 by adding a vertex u and all the edges uui. The graphW2k+1 is called an odd wheel. Let
C2k be the even cycle with vertices u0, u1, . . . , u2k−1. Suppose B2n is obtained from C2k by adding all the edges uiui+2, where
the additions are modulo k. ClearlyW2k+1, B2k are planar graphs, we give two examples in Fig. 2.
Theorem 5.1. vac(W2k+1) = 2 and vac(B2k) = 2.
Proof. (1) Easily, we have a vertex partition: V1 = {u, u0} and V2 = {u1, u2, . . . , u2k} such that V1, V2 are acyclic. Then
vac(W2k+1) ≤ 2.
Now we prove that vac(W2k+1) ≥ 2. Otherwise, let c be an r-circular tree coloring ofW2k+1 with r < 2. Without loss of
generality, we assume that c(u) = 0. Let I0 = [0, 1) and I1 = [r − 1 + ϵ, r) ∪ [0, ϵ), then c−1(I0) and c−1(I1) are acyclic.
Clearly u ∈ c−1(I0 ∩ I1). Thus |c−1(I0) \ {u}| ≤ k. Similarly, |c−1(I1) \ {u}| ≤ k. Let S = c−1(I0 ∪ I1), then |S| ≤ 2k + 1. On
the other hand, if ϵ is small enough, then |I0 ∪ I1| = r . Thus in C r , there is no place for the vertices in V (C2k+1) \ S, which is
a contradiction.
(2) Since we can partition the vertex set V (B2k) into two acyclic subsets V1 = {u0, u2, . . . , u2k−4} ∪ {u2k−1} and
V2 = {u1, u3, . . . , u2k−3} ∪ {u2k−2}, vac(G) ≤ 2.
Clearly, the maximum acyclic subset has at most k vertices, then vac(G) ≥ vaf (G) ≥ 2kk = 2, which completes the
proof. 
The acyclic chromatic number of planar graphs were widely studied. For a planar graph G, Grünbaum [8] conjectured
that χa(G) ≤ 5 and proved that χa(G) ≤ 9. This bound was sharpened by Mitchem [11] to 8, by Albertson and Berman [1]
to 7, by Kostochka [9] to 6, and by Borodin [3] to 5, which is best possible since the double 5-wheel C5+ K 2 is planar and (it
is easy to see) has χa(G) = 5. In [3], Borodin et al. proved that if g(G) ≥ 7, then χa(G) ≤ 3. By Proposition 3.4, we have the
following proposition.
Proposition 5.2. If G is a planar graph, then vac(G) ≤ 52 . Moreover, if g(G) ≥ 7, then vac(G) ≤ 32 .
By the result of Raspaud and Wang [12], we have the following proposition.
Proposition 5.3. For each n ∈ {3, 4, 5, 6}, every planar graph G without n-cycles has vac(G) ≤ 2.
A graph Gwith va(G) = 2 is not acyclic, but if vac(G) is near 2, then it is somehow ‘‘just barely’’ not acyclic. For example,
for the cycles Cn, vac(Cn) = nn−1 .We askwhat threshold on girth is needed to force the circular vertex arboricity to be atmost
n
n−1 . By Proposition 5.3, if g(G) ≥ 4, then vac(G) ≤ 2(n = 2); and by Proposition 5.2 if g(G) ≥ 7, then vac(G) ≤ 32 (n = 3).
Now we consider the case when n ≥ 4 and prove the following theorem.
Theorem 5.4. Let n ≥ 4 and G be a graph with g(G) ≥ 3n − 2. If every subgraph of G has average degree less than 2 + 65n−2 ,
then vac(G) ≤ nn−1 .
Theorem 5.4 gives the following immediate corollary.
Corollary 5.5. Let n ≥ 4 and G be a planar graph with girth at least 10n−43 , or a graph embeddable on the torus or Klein bottle
with girth greater than 10n−43 , then vac(G) ≤ nn−1 .
Proof. Clearly, 10n−43 ≥ 3n − 2. And every subgraph of G has girth at least as large as the girth of G, thus, if the conclusion
fails, by Theorem 5.4, we have that the average degree of G is at least 2+ 65n−2 . It follows that |E(G)| ≥ 5n−25n−5 |V (G)|. Let ν, e
be the number of vertices and edges of G, respectively. Let f be the number of faces in an embedding of G on a surface of
Euler characteristic N . By Euler’s Formula,
2− N = ν − e+ f ≤ e

5n− 5
5n− 2 − 1+
2
g(G)

= e

2
g(G)
− 3
5n− 2

.
For the surface mentioned, N ≤ 2. Hence 2g(G) ≥ 35n−2 , that is, g(G) ≤ 10n−43 , and equality holds only when N = 2. This
contradiction completes the proof. 
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Proof of Theorem 5.4. Firstly we give the sketch of the proof. If the conclusion fails, that is, G has circular vertex arboricity
less than nn−1 , then we will pose some reducible configurations of G and we will show that the average degree of G is large
(at least 2 + 65n−2 ) by discharging method, which gives a contradiction. The discharging method we will use is inspired by
Borodin et al. [4].
We define a graph G to be t-critical if vac(G) > t and vac(H) ≤ t for every proper subgraph H of G. In the following, G is
a nn−1 -critical graph. Clearly, G has a minimum degree of at least two.
A thread in a graph G is a path whose internal vertices have degree 2 in G. Two vertices are weak neighbors or weakly
adjacent if they are the endpoints of a thread (this includes adjacent vertices, since threads may have no internal vertices).
We make the following claim.
Claim 1. Every thread in G has length at most n− 1.
Proof. Otherwise,we assume thatGhas a thread v0v1 · · · vn with lengthn. ConsiderH = G−{v1, . . . , vn−1}. By the criticality
of G, vac(H) ≤ nn−1 . Suppose that c is an (n, n − 1)-tree coloring of H . Without loss of generality, assume that c(v0) = 0.
Let c(v1) = 1, c(v2) = 2, . . . , c(vn−1) = n − 1. Then c is an (n, n − 1)-tree coloring of G, which is a contradiction. This
completes the proof. 
Clearly, we have the following claim.
Claim 2. No three vertices of G with degree at least 3 are pairwise weakly adjacent, and no two threads have the same set of
endpoints.
Proof. Otherwise, by Claim 1, G has a cycle of length at most 3n− 3, which contradicts g(G) ≥ 3n− 2. 
When u and v are weakly adjacent, let luv denote the order of a shortest u, v-thread. (Note that if u, v are adjacent, then
luv = 0). Let Y = {v ∈ V (G) : d(v) ≥ 3}. A weak neighbor u of v is a weak Y -neighbor of v if u ∈ Y ; otherwise it is a weak
2-neighbor of v.
For v ∈ V (G), let NY (v) denote the set of weak Y -neighbors of v in G. For v ∈ Y , let f (v) = −n+∑u∈NY (v)(n− lvu − 1).
Let Puv denote a u, v-thread and Luv denote a sub-thread of Puv by deleting the vertices u, v. For any subgraph A, a vertex
coloring of A such that any two vertices of A have distinct colors is called a rainbow coloring of A.
The next two claims place lower bounds on f (v) and on
∑
u∈NY (v) f (u).
Claim 3. If v ∈ Y , then f (v) ≥ 1.
Proof. Let H be the graph obtained from G by deleting v and all its weak 2-neighbors. By the criticality of G, vac(H) ≤ nn−1 .
Let c be an (n, n− 1)-tree coloring of H . Assume d(v) = m and NY (v) = {u1, u2, . . . , um}. 
Case 1. |C(NY (v))| = 1. Let u ∈ NY (v). Now let c(v) ∈ Zn and c(v) ≠ c(u). If∑u∈NY (v)(n − luv − 2) ≤ n − 2, then
there exist S1, S2, . . . , Sm such that S1 ∪ S2 ∪ · · · Sm ⊆ Zn \ {c(u), c(v)}, where |Si| = n − luiv − 2 for 1 ≤ i ≤ m and
Si ∩ Sj = φ, for i ≠ j. Now we give each thread Luiv a rainbow coloring using the colors in Zn \ ({c(u), c(v)} ∪ Si). It follows
that C(Puiv) ∪ C(Pujv) = Zn, for any i, j ∈ {1, 2, . . . ,m} and i ≠ j. Thus c is an (n, n − 1)-tree coloring of G, which is a
contradiction. So
∑
u∈NY (v)(n− luv − 2) ≥ n− 1, then
∑
u∈NY (v)(n− luv − 1) ≥ n− 1+ d(v) ≥ n+ 2. Thus f (v) ≥ 1.
Case 2. |C(NY (v))| ≥ 2. Without loss of generality, assume that c(u1) ≠ c(u2). Now let c(v) = c(u2). If∑u∈NY (v)(n −
luv − 1) − 1 ≤ n − 1, then there exist S1, S2, . . . , Sm such that c(u1) ∈ S1 and S1 ∪ S2 ∪ · · · Sm ⊆ Zn \ {c(v)}, where
|S1| = n − luiv − 2, |Si| = n − luiv − 1 for 2 ≤ i ≤ m and Si ∩ Sj = φ, for i ≠ j. Now we give each thread Luiv a rainbow
coloring using the colors in Zn \ ({c(v)} ∪ Si). It follows that C(Puiv) ∪ C(Pujv) = Zn, for i ≠ j. Thus c is an (n, n − 1)-tree
coloring of G, which is a contradiction. So
∑
u∈NY (v)(n− luv − 1)− 1 ≥ n. Thus f (v) ≥ 1. 
Claim 4. If v ∈ Y , then∑u∈NY (v) f (u) ≥ n+ 1.
Proof. Say that a vertex u ∈ NY (v) is v-free if f (u) ≤ n − luv − 1. Let H be obtained from G by deleting the vertex v, the
v-free neighbors, and all their weak 2-neighbors. Let H1 denote the induced subgraphs by V − V (H). By the criticality of
G,H has an (n, n− 1)-tree coloring c.
Suppose that u is v-free. Consider each thread from u except the u, v-thread. Let s(u) =∑w∈NY (u),w≠v(luw+1)− (d(u)−
2)n+ 1. We have the following observation. 
Observation. For any subset S(u) ⊆ Zn of size s(u), we can color the vertices of each thread Puw(w ∈ NY (v), w ≠ v) such
that
A. S(u) ⊆ C(Puw);
B. C(Puwi ∪ Puwj) = Zn, forwi, wj ∈ NY (u)− {v} and i ≠ j.
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Proof. We distinguish the following two cases.
Case 1. |C(NY (u))− {v}| = 1. Letw ∈ NY (u)− {v}.
Subcase 1.1 c(w) ∉ S(u). Let c(u) ∈ S(u). Let F(u) = (S(u) − {c(u)}) and R(u) = Zn \ S(u) ∪ {c(w)}. We give
a rainbow coloring to each Luw (w ∈ NY (u) − {v}) using the colors in Zn \ {c(u), c(w)} such that F(u) ⊆ C(Luw). Let
MR(Luw) = R(u) \ C(Luw), then |C(Luw)| = luw and |MR(Luw)| = n− s(u)− 1− (luw − s(u)+ 1) = n− luw − 2. Moreover,
since
∑
w∈NY (u)−{v} (n− luw − 2) ≤ n− s(u)−1, we can assume thatMR(Luwi)∩MR(Luwj) = ∅, for anywi, wj ∈ NY (u)−{v}
with i ≠ j. It follows that C(Puwi ∪ Puwj) = Zn, for i ≠ j. Thus A, B hold.
Subcase 1.2 c(w) ∈ S(u). Let c(u) ∈ S(u) − {c(w)}. Let F(u) = (S(u) − {c(u), c(w)}) and R(u) = Zn \ S(u). Now we
give a rainbow coloring to each Luw (w ∈ NY (u) − {v}) using the colors in Zn \ {c(u), c(u1)} such that F(u) ⊆ C(Luw). Let
MR(Luw) = R(u) \ C(Luw). Then |MR(Luw)| = n− s(u)− (luw − s(u)+ 2) = n− luw − 2. Since∑w∈NY (u)−{v} (n− luw − 2) ≤
n− s(u), we can assume thatMR(Luwi) ∩MR(Luwj) = ∅, for i ≠ j. Then C(Puwi ∪ Puwj) = Zn, for i ≠ j. So A, B hold.
Case 2. |C(NY (v))| ≥ 2. Without loss of generality, assume thatw1, w2 ∈ NY (u)−{v} and c(w1) ≠ c(w2). We divide the
following three subcases.
Subcase 2.1 c(w1), c(w2) ∈ S(u). Let c(u) = c(w2). Let F(u) = S(u) \ c(u) and R(u) = Zn \ S(u). First we give a rainbow
coloring to Luw1 using the colors in Zn \ {c(w1), c(w2)} such that F(u) \ {c(w1)} ⊆ C(Luw1). Next, we give a rainbow coloring
to each Luw (w ∈ NY (u)−{w1, v}) using the colors in Zn\{c(u)} satisfying F(u) ⊆ C(Luw). LetMR(Luw) = R(u)\C(Luw). Then
MR(Luw1) = n− s(u)− (luw − s(u)+ 2) = n− luw − 2 and |MR(Luw)(w ≠ w1)| = n− s(u)− (luw − s(u)+ 1) = n− luw − 1.
As
∑
w∈NY (u)−{v,w1} (n− luw − 1) + n − luw1 − 2 ≤ n − s(u), we can assume thatMR(Luwi) ∩ MR(Luwj) = ∅, for i ≠ j. Then
C(Puwi ∪ Puwj) = Zn, for i ≠ j. So rules A and B hold.
Subcase 2.2 c(w1), c(w2) ∉ S(u). Let c(u) = c(w2). Let F(u) = S(u) and R(u) = Zn \ (S(u) ∪ c(u)). We give a rainbow
coloring to Luw1 using the colors in Zn \ {c(u), c(w1)} such that F(u) ⊆ C(Luw1). Then we give a rainbow coloring to each
Luw(w ∉ {w1, v}) using the colors in Zn \ c(u) such that F(u) ⊆ C(Luw). Put MR(Luw) = R(u) \ C(Luw). It follows that
|MR(Luw1)| = n− s(u)− 1− (luw − s(u+ 1)) = n− luw − 2 and |MR(Luw)| = n− s(u)− 1− (luw − s(u)) = n− luw − 1 for
w ∈ NY (u)−{v,w1}. Since∑w∈NY (u)−{v} (n− luw − 1) ≤ n−s(u)−1+1, we assume thatMR(Luwi)∩MR(Luwj) = ∅ for i ≠ j
exceptMR(Luw1)∩MR(Luw2) = c(w1)when equality holds. Now it holds that C(Puwi∪Puwj) = Zn, for i ≠ j. Thus A, B hold. 
Subcase 2.3 c(w1) ∉ S(u) and c(w2) ∈ S(u) or c(w1) ∈ S(u) and c(w2) ∉ S(u). By symmetry, we only consider
the first case. Let c(u) = c(w2). Let F(u) = S(u) \ {c(u)} and R(u) = Zn \ S(u). Similarly, we give a rainbow color-
ing to Luw1 using the colors in Zn \ {c(u), c(w1)} such that F(u) ⊆ C(Luw1). Then we give a rainbow coloring to each
thread Luw(w ∉ {w1, v}) using the colors in Zn \ c(u) such that F(u) ⊆ C(Luw). Let MR(Luw) = R(u) \ C(Luw). Then
|MR(Luw)| = n− s(u)− (luw − s(u)+ 1) = n− luw − 1. Since∑w∈NY (u)−{v} (n− luw − 1) ≤ n− s(u)+ 1, we assume that
MR(Luwi)∩M(Puwj) = ∅ for i ≠ j exceptMR(Luw1)∩M(Puw2) = c(w1)when equality holds. So C(Puwi ∪ Puwj) = Zn, for i ≠ j.
Hence A, B hold. This completes the proof of the observation. 
Assume that d(v) = m ≥ 3 and NY (v) = {u1, u2, . . . , um}. Now suppose that∑u∈NY (v),u is not v-free n − s(u) − luv +∑
u∈NY (v),u is v-free n− luv ≤ n+1. Then there exist S1, S2, . . . , Sm such that S1∪ S2∪ · · · Sm ⊆ Zn, where |Si| = n− s(ui)− luiv
if ui is not v-free, otherwise |Si| = n − luiv . Moreover, we assume that Si ∩ Sj = φ, for i ≠ j except S1 ∩ S2 = {0}
when
∑
u∈NY (v),u is not v-free n − s(u) − luv +
∑
u∈NY (v),u is v-free n − luv = n + 1. When ui ∈ NY (v) is not v-free, we give
a rainbow coloring of Luiv using the colors in Zn \ Si. If ui is v-free, we choose S(ui) ∈ Zn \ Si such that |S(ui)| = s(ui).
By the above observation, we can color each thread of Puiw(w ∈ NY (ui), w ≠ v) such that S(ui) ⊆ C(Puiw) and
C(Puiwj ∪ Puiwk) = Zn, for wk, wj ∈ NY (ui) − {v} and wk ≠ wj. Then we give a rainbow coloring of Luiv using the
colors in Zn \ Si ∪ S(ui). Finally, let c(v) = 0. Thus for any two vertices x, y ∈ V (H1) and any path Q (x, y) between x
and y in H1, C(Q (x, y)) = Zn. So we get an (n, n − 1)-tree coloring of G, which is a contradiction. Therefore, we have∑
u∈NY (v),u is not v-free n− s(u)− luv +
∑
u∈NY (v),u is v-free n− luv ≥ n+ 2, then
∑
u∈NY (v) f (u) ≥ n+ 2. 
We complete the proof using a discharging method. Let d(v) be the initial charge on the vertex v ∈ V (G). We will
move the charge from vertex to vertex, without changing the total. By the following two claims, we will show that after
discharging, it holds that d∗(v) ≥ 2+ 4d(v)−25n−1 , for all v ∈ V (G), where d∗(v) denotes the new charge of v after moving. Then
2|E(G)| =
−
v∈V (G)
d∗(v) ≥
−
v∈V (G)

2+ 4d(v)− 2
5n− 1

= 2

1− 1
5n− 1

|V (G)| + 8
5n− 1 |E(G)|,
and hence 5n−25n−1 |V (G)| ≤ 5n−55n−1 |E(G)|. Thus, the average degree of G is at least 2+ 65n−2 , which is a contradiction.
Discharging rules.
a. Every v ∈ Y gives each weak 2-neighbor the amount 35n−1 .
b. Every v ∈ Y gives each weak Y -neighbor the amount 3f (v)+(n+2)(d(v)−3)
(5n−1)d(v) .
Claim 5. Every v ∈ Y receives from its weak Y-neighbors at least n+25n−1 .
Proof. If every u ∈ NY (v) sends v at least f (u)5n−1 , then v receives from NY (v) at least 15n
∑
u∈NY (v) f (u) ≥ n+25n−1 , by Claim 4.
Otherwise, for some u ∈ NY (v), it holds that 3f (u)+(n+2)(d(u)−3)(5n−1)d(u) < f (u)5n−1 . That is (n+2)(d(u)−3) < f (u)(d(u)−3). Thenwe
conclude that d(u) ≥ 4 and f (u) > n+ 2. Thus, u by itself gives at v at least 3f (u)+(n+2)(d(u)−3)
(5n−1)d(u) ≥ 3(n+2)+(n+2)(d(u)−3)(5n−1)d(u) = n+25n−1 .
Moreover, all other amounts to v are nonnegative, since if y ∈ NY (v), then d(y) ≥ 3 and f (y) ≥ 1. 
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Claim 6. After the discharging, it holds that d∗(v) ≥ 2+ 4d(v)−25n−1 , for all v ∈ V (G).
Proof. If d(v) = 2, then v sends out nothing and receives 35n−1 fromeach of its twoweak Y -neighbors. So d∗(v) = 2+ 65n−1 =
2+ 4d(v)−25n−1 . 
Now consider v ∈ Y . By the discharging rule, vertex v sends out 35n−1
∑
w∈NY (v) lvw to its weak 2-neighbors and
3f (v)+(n+2)(d(v)−3)
5n−1 to its weak Y -neighbors. By Claim 5, v also receives at least
n+1
5n from its weak Y -neighbors. Then
d∗(v) ≥ d(v)− 3
5n− 1
−
w∈NY (v)
lwv − 3f (v)+ (n+ 2)(d(v)− 3)5n− 1 +
n+ 2
5n− 1
= d(v)− 3
5n− 1

−n+
−
w∈NY (v)
(n− lwv + lwv − 1)

− (n+ 2)(d(v)− 4)
5n− 1
= nd(v)+ 7n+ 8
5n− 1 .
Since d(v) ≥ 3 and n ≥ 4, we have
nd(v)+ 7n+ 8 = (d(v)− 3)n+ 10+ 10n− 2 ≥ 4d(v)− 2+ 10n− 2.
Therefore, (n+2)d(v)+7n+45n−1 ≥ 2+ 4d(v)−25n−1 . Then we complete the proof of Claim 6 and so the Theorem 5.4. 
6. Remark
Many problems concerning the circular chromatic number of graphs can be asked in terms of circular vertex arboricity.
For example, it is known that for any graph G, we have χf (G) ≤ χc(G) ≤ χ(G). Graphs G with χc(G) = χ(G) and graphs G
with χf (G) = χc(G) are of special interest and have been studied in many papers. Here we propose the following problems:
Question 6.1. For which graph G, do we have vac(G) = va(G)?
Question 6.2. For which graph G, do we have vac(G) = vaf (G)?
The circular chromatic numbers of planar graphs were investigated, see [15]. We give the following questions:
Question 6.3. What is the best upper bound for the circular vertex arboricity of planar graphs?
Question 6.4. For which rational number r, is there a planar graph G with vac(G) = r?
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