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This paper studies rearrangement invariant Banach spaces of 2n-periodic 
functions with respect to norm convergence of Fourier series. The main 
result is that norm convergence takes place if and only if the space is an 
interpolation space of (L?“(T), L”(T)), 1 c p c 2, I/p’ + l/p = 1, and 
Lp’(T) is dense in it (compare Satz 2.8). Since norm convergence and continuity 
of the conjugation operator are closely connected (compare Satz 2.2), this is 
achieved by a careful examination of this operator similar to that of D. W. Boyd 
for the Hilbert transform on the whole real axis. Finally, there are applications 
to Orlicz and Lot-entz spaces. 
1. EINLEITUNG 
Bezeichnet T = R/27rZ d en ( eindimensionalen) Torus, L’(T) den 
Raum der beziiglich des zu 2n normalisierten Haarmarjes auf T 
absolut integrierbaren Funktionen, dann ist fiir f~ L1( T), k E Z 
(Menge der ganzen Zahlen), der kte Fourierkoeffizient vonf definiert 
durch 
f*(k) = &J” f(x) ~6’“~ dx 
17 
und die nte Teilsumme der Fourierreihe durch 
1 7r 
=-s 57 f-(x - t) 
sin(n + 1/2)t dtm 
--a 2 sin t/2 
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In den RPumen LP( T), 1 < p ,< 03, ist die starke Konvergenz der 
Fourierteilsummen S, verbunden mit der Stetigkeit des Konjugierten- 
operators 
W(4 = P.V. ; j-; fb - q -g$, 
x 
(1.2) 
denn bekanntlich sind in diesen Rsumen folgende Aussagen squiva- 
lent (vergl. Butzer-Nessel [6]): (1) limn+= I/ S,nf - f lip = 0 fiir alle 
f E Lp(T): (2) H ist ein stetiger Operator auf LP( T). Da starke 
Konvergenz der Fourierteilsummen nur dann in den Rgumen LP(T) 
stattfindet, wenn 1 < p < to vorliegt, sind zu diesen beiden 
Aussagen ferner gquivalent; (3) Lp(T) ist reflexiv; (4) Lp(T) ist 
gleichm&g konvex. Wir mijchten nun solche Aussagen in allge- 
meineren FunktionenAumen auf T, speziell rearrangement invarianten 
Rgumen untersuchen. In diesem Zusammenhang sei auf einen Satz 
von Ryan [14] hingewiesen, wonach ein Orlicz Raum L, genau dann 
reflexiv ist, wenn H ein stetiger Operator auf L, ist-ein Satz, der sich 
such durch Konkretisierung der vorliegenden Ergebnisse gewinnen 
M3t (vergl. Section 3). 
Zur Klgrung der in Abschnitt 2 und 3 verwandten Begriffe seien 
zun?ichst einige Erltiuterungen vorausgeschickt. 
Es sei B die Menge der nichtnegativen, meDbaren Funktionen auf 
T und h ein Funktional, h: 9 -+ [0, CO], das eine Auswahl der 
folgenden Bedingungen erfiille: 
(i) h(f) = 0 genau dann, wennf(x) = 0, f.ii., 
h(f + id G h(f > + W? 
h(af) = c4f> (a > 0); 
(ii) ist f(x) <g(X) f.ii., so gilt X(f) < A(g); 
(iii) 1) f ]I1 < const. X(f ); 
(iv) h(l) < 00; 
(v) h besitzt die Fatoueigenschaft, d.h. ist frL E Y eine monoton 
wachsende Folge mit limn+m f,(x) = f (x) f.ii., dann folgt 
1st X ein Funktional auf 9’ mit (i), dann ist fiir jede auf T meflbare 
Funktion f die Norm ilfl[A definiert durch I/f II,, = h(l f 1) und 
LA(T) = {f;,fist meflbar und !Ifll,, < CO] 
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ist ein linearer, normierter Raum. Erfiillt X auI3erdem die Bedingung 
(ii), so heiBt 11 *I\,, (oder A) eine Funktionennorm, und LA(T) ist voll- 
standig unter dieser Norm (vergl. Luxemburg [12]); erfiillt X die 
Bedingungen (i)-(iv), dann gelten die Inklusionen 
Lm( T) c LA(T) c Ll( T), 
wobei diese als stetige Einbettungen zu verstehen sind. 
Der Funktionennorm X ist die assoziierte Funktionennorm A’ 
zugeordnet durch 
X’(f) = sup Is_” 
77 
f(x)g(x) dx; g E 9, h(g) d I(, 
und jede der Bedingungen (i)-(v) fur h impliziert die entsprechende 
Bedingung fur A’ (vergl. Luxemburg [12]). LA’(T) heiBt der zu LA(T) 
assoziierte Raum. Sind A, p zwei Funktionennormen und gilt 
LA(T) C L@(T), so folgt unmittelbar Lu’( T) C LA’(T). Erfiillt h die 
Bedingungen (i)-( ) v , so gilt LA(T) = LA”(T) und \lfli,, = Ilfilnt, fur alle 
f E LA(T). 
Ein Funktionenraum LA(T) heiRt rearrangement invariant (r.i. 
Raum), falls X die Bedingungen (i)-(v) erfiillt und fiir je zwei mel3bare 
Funktionen f, g mit f * = g* folgt I/f II,, = II g Ilh . Hierbei ist f * die 
Rearrangementfunktion von f, definiert durch 
wobei die Verteilungsfunktion D, von f durch 
of(y) = MaB{x E T; I f(x)1 > y} (Y >-o> 
gegeben ist. 
MS Beispiele fur rearrangement invariante Funktionenraume 
werden hier nur die Orlicz- und Lorentz-Raume betrachtet. 
1st g, eine auf [0, co) definierte monoton wachsende, von links 
stetige Funktion mit q(O) = 0 und ist # die von links stetige Umkehr- 
funktion zu v, dann sind durch die Youngschen Funktionen 
@p(x) = fK p)(t) dt, 
‘0 
Y(x) = j-‘+(t) dt 
0 
die Funktionennormen 
(1.3) 
(1.4) 
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gegeben. Die diesen assoziierten Funktionennormen h& = h, und 
Aa* = A, erzeugen die Orliczraume L@(T) und Ly( T) mit ihren 
Assoziierten LMy( T) bzw. L”@( 7’). Fur spatere Zwecke bemerken wir, 
dal3 die Raume L”@(T) und L@(T) mengentheoretisch gleich sind und 
fur ihre Normen die Abschatzung gilt (vergl. Luxemburg [ 13, p. 491) 
llfllMo < lIfllo < Wll~Q. (l-5) 
Gleiches gilt fur die Raume LMy( T) und Ly( 5”). 
1st v eine auf (0, 277) definierte monoton fallende, nicht negative 
Funktion mit 
1 
cc 
p)(t) dt < cc (0 < x < 2n), 
0 
dann erzeugt das Funktional h,,, , gegeben durch 
Am(f) = (r‘:” [f*(t)]” p)(t) df”’ (1 < P < a), (1.6) 
den Lorentzraum A(y, p) = LAqnn( 5’). Im folgenden werden insbeson- 
dere die RPume A(cu) von Bedeutung sein, die durch das Funktional 
h&(f) = if’f’(t) t”-l dt 
erklart sind. Fur diese Raume gelten folgende (stetige) Inklusionen 
(vergl. Lorentz [I 1, p. 661) 
L’lia)+t( T) c A(a) c Ll’“( T) (c > 0). (1.7) 
Ein linear Operator A von A(a) in den Raum der mef3baren 
Funktionen heiBt vom schwachen Typ (I/q l/p) wenn (Af)*(t) < 
ct-8 ljflln fur alle f E A(a). 1st A linearer stetiger Operator von Lp( T) 
in L”(T),@so hei& A vom starken Typ ( p, q). SchlieBlich nennen wir 
fur ein Tripe1 (X, Y, Z) von Banachraumen mit stetigen Einbettungen 
X C Y C Z den Raum Y einen Interpolationsraum von (X, Z), falls 
die Restriktionen auf Y aller stetigen, linearen Operatoren von Z in Z, 
deren Restriktionen auf X stetige Operatoren von X in X sind, den 
Raum Y stetig in sich abbilden. 
2. KONVERGENZKRITERIEN FCR FOURIERREIHEN IN LA(T) 
Urn die Fourierreihe einer Funktion f berechnen zu konnen, muB 
f E L1( T) vorausgesetzt sein. Deshalb konnen im folgenden nur solche 
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Riume LA(T) betrachtet werden, die mengentheoretisch Unterraume 
von L1(T) sind. Es gilt nun 
LEMMA 2.1. Sind I/ * IIA , 11 *lllL Funktionennormen (d.h. erfiiillen h und 
p die Bedingungen (i) und (ii)), und ist Lh( T) eine Teilmenge von L”(T), 
dann gibt es eine Konstante c > 0, so da$ fiir alle f E LX(T) 
Ilfll, < 4flln . 
Beweis. Jede in LA(T) g e g en ein f konvergierende Folgef, konver- 
giert im Mal3 gegen f, und das gleiche gilt such fur jede gegen g in 
LLL(T) konvergierende Folge g, (vergl. Luxemburg 113, p. 51). Die 
Inklusion LA(T) G Lu(T) ist d emnach ein abgeschlossener linearer 
Operator und somit nach dem Satz von abgeschlossenen Graphen 
stetig. 
Daher bedeutet es fur unsere Zwecke keine zusatzliche Einschfn- 
kung fin- X, wenn wir neben (i) und (ii) such die Bedingung (iii) 
voraussetzen. Als Analogon des Ergebnisses fur LP( T)-R&me erhalt 
man dann Satz 2.2. 
SATZ 2.2. X erfiille die Bedingungen (i)-(iv). Die Folge der Fourier- 
teilsummen S, , n E N, konvergiert genau dann auf LA(T) stark gegen die 
Identitiit, wenn H ein stetiger Operator auf L”(T) ist und die stetigen 
Funktionen dicht ein L”(T) liegen. 
Beweis. Wenn die Fourierteilsummen S,f fiir jedes f E L”(T) 
gegen f konvergieren, ist natiirlich sogar C”“(T) dicht in LA(T) und fur 
alle f E Cm(T) gilt mit D, = (sin(2m + l)t/2)/(2 sin t/2) 
Hzmf(x) = ‘f i( - sign k)f^(K) eikz 
k=-2m 
= -- ; j-; f @I sin mt D,(x - t) dt cos mx n 
+ a (_:f(t) cos mt D,(x - t) dt sin mx Cm s N), 
also wegen (1.1) 
II f&dll~ G 211 S, ll(llf C.1 sin@ .>IIx +IIf cos(m .)llh) < 411 S, II llfil,+ .
Fur f E Cm(T) konvergiert jedoch H,,f gleichmHBig gegen Hf, so daB 
II Hf IL < liE+$f II f&d II,4 < 4 liz&f II S, II Ilf IIn .
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Aus der Dichtheit von C”“(T) in L”(T) folgt nun 
II H II < 4 lizj;f II S,,, II 
und somit die Stetigkeit von H auf L”(T). Umgekehrt schlieRt man 
aus f E LA(T) und der Stetigkeit von H auf 
S,f(,v) = H(f(.) cos(n .))(x) sin nx - H(f(,) sin(n .))(x) cos nx 
+ (&J:rf(t) cos nt dtj cos 71.x + #-Jrf(t) sin nt dtj sin nx, 
woraus mit den Bedingungen (i)-(iv) die iZbschHtzung 
Ii 8, II < 2(/l H II + &l)) 
folgt; hier ist c die Konstante aus Bedingung (iii). Da C(T) und deshalb 
nach (iv) such Cm(T) dicht in L”(T) ist, erhalt man mit dem Satz von 
Banach-Steinhaus die Konvergenz von S, gegen die Identitlt. 
Als nachstes wollen wir uns speziell den rearrangement invarianten 
Banachfumen zuwenden. Satz 2.2 zeigt, dal3 die Stetigkeit des 
Konjugiertenoperators H auf diesen Raumen eine notwendige 
Voraussetzung fur die starke Konvergenz der Fourierreihe ist. Die 
r.i. Banachraume mit stetigem Konjugiertenoperator werden charak- 
terisiert durch Satz 2.3. 
SATZ 2.3. Der in (1.2) definierte Operator H ist genau dann auf dem 
r.i. Banachraum LA(T) stetig, wenn es eine Zahl p mit 1 < p < 2 gibt, 
so da&? L”(T) ein Interpolationsraum uon (Lp’( T), Lp( T)), 1 /p + l/p’ = 1, 
ist. 
Man beachte, daf3 nach Lemma 2.1 Inklusionen fur r.i. Banach- 
raume gleichzeitig stetige Einbettungen sind. Die eine Richtung des 
Satzes ist nach Definition eines Interpolationsraumes trivial. Hin- 
reichende Kriterien fur die Eigenschaft von LA(T), Interpolationsraum 
zu sein, findet man z.B. in den Arbeiten von Boyd [3, 41, Butzer- 
Berens [5], Calderon [7], Lorentz [I 11, Lorentz-Shimogaki [12], und 
Zippin [15]. 
Zum Beweis der Umkehrung zeigen wir einige Hilfssatze. 
LEMMA 2.4. Ist H stetig auf LA(T), dann gibt es ein c > 0, so da@ 
fiir 0 < 77 < E die durch -w(x) = (2tg x,‘2)“p1 J1: (2tg s/2)-3s) ds (0 < x < rr), (2.1) 
0 (Tr < s < 2T), 
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bzw. 
-L?‘fw = 1 
(2tg .\1;2)-3 ST (2tg s/2)9(s) ds (0 < .Y < n), 
.I GQ) 
0 (77 < x < 2x), 
dejinierten Operatoren L, und L,’ stetig auf L”(T) sind. 
Beweis. Die Transformationsgruppe $,. , - 1 < Y < 1, , von T 
werde durch (vergl. Bennett [l und 81) 
j+(s) = 2 arc tg(1 + Y)j(l - Y) tg s/2 6 E T) (2.3) 
definiert und die Operatoren ul, , - 1 < Y < 1, auf L”(T) mittels 
lu,fW = (1 + ox M4>f(M4). (2.4) 
Bezeichnet p(r; LA(T)) die N orm von Yr in L”(T), dann folgt aus der 
Stetigkeit von H die Existenz eines E cz (0, 1) (vergl. [S]), so daB 
s 
l d-y; WVdy ( o. und 
s 
l fh LA(T)) dy < co. -- __- 
(1 -y) (1 - Y)l-tC 
(I) 
0 o 
Andererseits liefern die Substitutionen s = $-Jx) bzw. s = $+(x) fur 
f E L”(T) 
I s 
l Kf& Lf(4 = (0 < x < a), 
0” 
(IYr)” (1 :r y= 
(x < x < 24, 
bzw. 
L,‘f@) = J1’ (pT!-y+n 1 
\ 
(1 t”;,,-3 (0 < x < ?r), 
0 (?T f N < 24, 
und damit die gewiinschten Abschatzungen 
’ /J-Y; LA(T)) 114 11 d IO (1 _ y)R 
l f(? LA(T)) 
lI4'll G j-, (1 -y)l+n (1 $&n < co. 
LEMMA 2.5. Sind die gem&J (2.1), (2.2) definierten Operatoren 
L, , L,‘, 0 < 7 < E, stetig auf dem r.i. Banachraum LA(T), so gilt 
L”(T) C LL/‘l-c’( T). 
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Beweis. Da nach (I .7) A(1 - .E) C L1/(l-c’(T), geniigt es, 
L”(T) c A(1 - c) 
zu zeigen. Wir beachten nun, da13 fiir 0 < x < n/2 und f E L”(T) 
s 7712 7712 s-‘f*(s) ds < cl (s-’ - (2tg $2)~9f*(s) ds 0 [I o 
+ (2tg ;,2)l-< 
I 
oz (2tg GW *Cd ds 
+ (2$:/Z)” 
jzn” (2tg sj2)“-lf *(s) ds]. 
Dies ergibt fur 0 < x < r/2 
s nlQ s-y*(s) ds <4Lf*(4 +&3*(x) + llflll , o 
wobei cg eine von E abhangige, positive Konstante ist. Andererseits gilt 
jedoch mit einer weiteren (von E, 7 abhangigen) Konstante c, 
s 
277 
i 
aI2 
s-f*(s) ds < s-<f**(s) ds + c,llfill -c co. 
0 0 
Durch ein Dualitltsargument erhalt man daraus Korollar 2.6. 
KOROLLAR 2.6. Wenn die Operatoren L, und L,‘, 0 < r) < E < l/2, 
stetig auf LA(T) sind, gilt Ll/?( T) C LA(T). 
Beweis. Definiert man den assoziierten Operator A’eines Operators 
A auf LA(T) durch 
so sieht man sofort, da0 A genau dann stetig auf LA(T) ist, wenn A’ 
es auf LA’(T) ist. Der assoziierte Operator zu L, ist jedoch offensichtlich 
durch L,‘, der assoziierte zu L,’ durch L, gegeben. Wie im voraus- 
gehenden Lemma impliziert die Stetigkeit von L,’ und L, auf LA’(T) 
die Inklusion LA’(T) C L1/(l-+( T). Beriicksichtigen wir, daB 
(LW-n)(T))’ = L’/“(T), 
so ist Korollar 2.6 bewiesen. 
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LEMMA 2.7. Sind L, , L,‘, und L,’ stetig auf L”(T), dann bildet jeder 
Operator A, der gleichzeitig vom schwachen Typ (1 /( 1 - E), I/( 1 .- E)) 
und (1 /q, l/7) ist (0 < 7 < E), den r.i. Raum L”(T) stetig in sich ab. 
Beweis. Fur Operatoren obigen Typs und beliebiges f~ A( 1 - c) 
gilt (siehe Calderon [7]) 
t 
(/If)*(t) < c F-1 [ i s-f*(s) ds + t-” ‘0 s 
2n 
s”-lf *(s) ds . 
t 1 
Wenn 0 < t < n/2, 1aBt sich dies abschatzen durch (vgl. Boyd [4] 
und Bennett [I]) 
(q)*(t) < C&f*(t) +&f*(t) + t-“lifilAl, 
wenn rr12 < t < 27, durch 
(W*(t) G c2 [jo2’ s-Y*(s) ds + lllii$ 
Nun ist L, , L,’ auf L”(T) stetig. Somit ergibt sich der Beweis, falls 
gezeigt werden kann, daI3 die Funktion g, definiert durch g(t) = t-7 
fur 0 < t < 77/2 und g(t) = 0 fur n/2 < t < 2n, zu LA(T) gehort. 
Nach Korollar 2.6 gilt jedoch 
Der restliche Beweis von Satz 2.3 ergibt sich nun wie folgt: 1st H 
stetig auf L”(T), dann gibt es nach Lemma 2.4 0 < 7 < E, so daB die 
Operatoren L, , L,‘, und L,’ dort stetig sind. Nach Lemma 2.7 
bilden alle Operatoren, die gleichzeitig vom schwachen Typ 
(l/U - 49 l/(1 - cl) und U/% l/d sind, also a fortiori alle Opera- 
toren simultan vom starken Typ (I/( 1 - q), l/( 1 - q)) und (1 /q, 1 /q), 
den Raum LA(T) stetig in sich ab. 
Fur die Normkonvergenz von Fourierreihen erhalten wir nun 
Satz 2.8. 
SATZ 2.8. Es sei L”(T) ein r.i. Banachraum und S,f die nte Fourier- 
teilsumme von f E LA(T) gemtiJ (1.1). Folgende Aussagen sind Equivalent: 
(a) Fiir ale f E LA(T) gilt limn+m 11 S,f -f \I,, = 0. 
(b) Es existiert eine Zahlp (1 < p < 2), so dapfiir l/p + 1 /p’ = 1 
LA(T) Interpolationsraum von (L*‘(T), LP( T)) und LP’( T) dicht in L”(T) 
ist. 
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(c) Der Konjugiertenoperator H (vergl. ( 1.2)) ist auf L”(T) stetig, 
und die Funktionennorm jj * II,, ist absolut stetig. 
Zur Erlauterung sei erinnert an die Definition. 
DEFINITION. Die Funktionennorm I/ * )ld he&t absolut stetig, wenn 
fiir jede Funktion f E LA(T) und jede Folge E, von Teilmengen von T 
mit MaB(E,) -+ 0 (a ---f GO) gilt, daB I/ fxE, /IA --f 0. 
Luxemburg [13, Theorem 71 entnehmen wir folgenden Satz 2.9. 
SATZ 2.9. Wenn der r.i. Raum L*(T) separabel ist, dann ist die 
Funktionennorm // * IIA absolut stetig. Wenn // . Ilh absolut stetig ist, dann 
sind die einfachen Funktionen dicht in LA(T). 
Der Beweis ergibt sich durch den RingschluB (a) * (c) * (b) 2 (a): 
Aus (a) folgt mit Satz 2.2 die Stetigkeit von H auf LA(T) und mit 
Satz 2.9 die absolute Stetigkeit von 11 * lIn , Aus (c) erhalt man mit 
Satz 2.3 die Interpolationsaussage (b) wegen der Stetigkeit von H. 
Die absolute Stetigkeit von // * II,, sichert, wiederum nach Satz 2.9, dal3 
Lp’(T) dicht in LA(T) ist. Endlich schliel3t man aus (b) mit der 
Definition des Interpolationsraumes, daR H stetig auf LA(T) ist. Da 
ferner Lp’(T) dicht in L”(T) liegt, gilt das gleiche fur C(T), und (a) 
folgt mit Sat2 2.2. 
3. KONVERGENZ VON FOURIERREIHEN IN SPEZIELLEN RAUMEN 
Wir wollen nun die Resultate aus Abschnitt 2 und [g] benutzen, 
urn Charakterisierungen von speziellen Funktionenraumen, in denen 
die Fourierreihen konvergieren, zu erhalten. 
ORLICZ R&ME. Eine Satz 3.5 entsprechende Aussage wurde von 
Ryan [14] bewiesen, der allerdings zwei Abschatzungen von Lozinski 
iiber die Norm des Dirichletskerns in diesen Raumen benutzt. 
Im folgenden werden die die Orlicz Rtiume definierenden Funktionen 
@ und Y in Zusammenhang mit einer einschrankenden Bedingung d, 
betrachtet. 
DEFINITION 3.1. Die Youngsche Funktion @ erfiillt die Bedingung 
A wenn es ein t, und eine Konstante K > 0 gibt, so dal3 fur alle 
t ‘2 t, gilt 
@(2t) < K@(t). 
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Equivalent hierzu ist (vergl. Krasnosel’skii-Ruticki [IO]), da0 es zu 
s > 1 eine Konstante K(s) > 0 und ein t, gibt mit 
@W < fw D(t) (t 3 ts). (3-l) 
SATZ 3.2. Die Youngsche Funktion @ erfiillt genau dann die Bedingung 
A, , wenn es ein E > Ogibt, so daJ 
.c l Ph LMQ) &. < * o (1 - Y)l+ . (3.2) 
p(r; LMQ) bexeichnet dabei die Norm des in (2.4) dejinierten Operators 
u/, auf LMQ. 
Dem Beweis dieses Satzes seien zwei Lemmata vorausgeschickt 
(vergl. Boyd [4, p. 3191). 
LEMMA 3.3. Fiir die Funktion 
g(s) = sup{@-yt)/@-yst); t > I} b > 1) 
gilt die Abschiitzung 
P(YiL”Q) <2&g (;;y; <r<l. ) 
Beweis. 1st f E Lr(T) und - 1 < r < I, so gilt fur das Peetresche 
K-Funktional (vergl. [S]) 
K(t, YJ; Ll(T), L@yT)) < 2 g K (+g t,f; Ll(T), LyT,), Y I (3.3) 
woraus sich unmittelbar (vergl. Butzer-Berens [S, p. 1841) 
lot (ylrf)*(s) ds < lot 2j* (K s) ds 
ergibt, und daraus (siehe Lorentz-Shimogaki [12, p. 341) 
Es geniigt demnach zu zeigen, daB 
ist fiir alle r mit (5 ~7 - 2)/(5n + 2) < Y < 1 und f mit M,(f) < 1. 
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Aus der Definition der Funktion g ergibt sich fiir t >, @-l(l), dal3 
@ l i 1 - t < s@(t). g(s) 
1st nun cy = sup{t;f*(t) >, @-l(l)}, so folgt (vergi. Boyd [4]) 
und das Lemma ist bewiesen. 
LEMMA 3.4. Fiir alle t E (0, T) und r E (- 1, 1) ist 
#a L9 3 (1 + 
Beweis. Wird die Funktion ft , 0 < t < n, definiert durch 
ft(x) = iA 
(I x I < t/2), 
(t/2 < / x j < Tr), 
so gilt 
lift l/M@ = l/Q- (g, 
/I ‘u,f, llm t t 1 + ax +)p( 2@ ;t,2) )Y r 
wobei 4, die durch (2.3) gegebene Transformationsgruppe ist. Da 
weiterhin 
erhalten wir 
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Beweik volt Satx 3.2. Besitzt @ nicht die Eigenschaft A, , dann gibt 
es wegen (3.1) zujedemK>O,s>l,~>Oeint~(O,y), so dal3 
Setzt man nun l/t = P’( l/u),r so ergibr sich hieraus 
s@-‘(l/u) > @-1(K/U). 
Die Wahl K = (1 + Y)/( 1 - Y), s = 1 + cos( l/20( l/q)) fiihrt, wenn 
r) klein genug ist, zu 
(1 + cos 242) G-1 r 
LP (2% 9 
3 l + cos 2@(1/?7) ( 
l ) a-1 (;)/@-l (G) 3 1, 
d.h. nach Lemma 3.4 zu p(r; L”@) >, 1. 
Besitzt andererseits @ die Eigenschaft d, , dann gibt es ein K > 1 
und ein z+, so daB fur alle 21 > u, gilt @(3u) < K@(u). Wiihlt man 
nun t > @(us) und rl so, dal3 K < (2/5v)(l + r)/( 1 - r) fur alle 
r, < r < 1, so ergibt sich 
Andererseits gilt fur 1 < t < @(z+,) 
ki @-l(t) Q-1 
I i 
f * t) = lim u. Q-l 
7T r Til I ( 
2 *) = 0. 
5nl---r 
Daher gibt es ein r2 , so daI3 die obige Ungleichung such fiir alle 
1 < t < @(uO) und r2 < r < 1 erftillt ist. Mit r0 = max(r, , r2) erhalt 
man fur alle r0 < r < 1 also 
p(‘; LMQ) < 2g ($Z) < ;. 
1 Dies ist miiglich, da lim(,, a-‘(t) = CO. 
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Wegen Lemma 2.8’ in [S] gibt es deshalb ein E > 0, so daf3 das 
Integral in (3.2) endlich ist. 
Die @ zugeordnete Youngsche Funktion Y erffillt die Bedingung 
A wenn Y((t) < co fur 0 < t < 03 (d.h. Y keinen Sprung besitzt) 
uid es eine Konstante K und ein 1, E (0, a) gibt, so dal3 9729 < KY(t) 
fur alle t 2 t, . Analog zu Satz 3.2 zeigt man Satz 3.2’. 
SATZ 3.2’. Die @ xugeordnete Youngsche Funktion Y erfiillt genau 
dann die Bedingung A, , wenn es ein E > 0 gibt, so daJ 
s l fh LMYY) &, ( ~. () (1 - ry+t (3.4) 
Der Beweis verlauft genau wie derjenige von Satz 3.2; nur ist darauf 
zu achten, dal3 lim,,, Y-l(t) = a < x, gelten kann, falls Y die 
Bedingung A, nicht erfiillt. In diesem Falle folgt aus Lemma 3.4 
jedoch 
p(r; LMY) 3 Erg (1 + cos &) VI--l(t)iyl--l (g t) = 2, 
so daB das Integral in (3.4) ohnehin divergiert. 
Zusammenfassend konnen wir nun das folgende Konvergenz- 
kriterium fiir Fourierreihen in Orlicz Rlumen aufstellen. 
SATZ 3.5. Fiir die Orlicx R&me L”@(T), LO(T), LjMV(T), Ly(T) sind 
folgende Aussagen tiquivalent. 
(a) Die Fourierteilsummenoperatoren S, konvergieren stark gegen 
die Identitiit. 
(b) Esgibt einp(1 < p < 2), so daJ der Raum ein Interpolations- 
raum zu ( LP’( T), LP( T)) ist, 1 /p + l/p’ = 1. 
(c) Der Konjugiertenoperator II ist stetig. 
(d) Der Raum ist rejexiv. 
Beweis. Der Schritt (a) => (c) ist eine Folgerung aus Satz 2.2. Zum 
Nachweis von (c) 3 (d) beachten wir, dal3 die Stetigkeit von H 
beispielsweise auf L*@(T) die Endlichkeit der Integrale (3.2) und 
fur gewisse E > 0 impliziert (siehe [S]). Da jedoch p(-r; L”@) = 
[(1 + r)/(l - r)] p(r; Ly) undp(r; Ly) < 2p(r; LMy) < 4p(r; Ly), folgt 
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aus (3.5) die Endlichkeit von (3.4). Wegen Satz 3.2 und Satz 3.2’ 
erfiillen deshalb @ und Y die Bedingung Lf , . Dies ist jedoch (vergl. 
Luxemburg [ 13, p. 581) g enau dann der Fall, wenn die R&me LO, 
L”@ bzw Ly LlwY absolut stetige Norm besitzen. Damit folgt (d) auf 
Grund der +atsache, daf3 ein Banachscher Funktionenraum LA(T) 
genau dann reflexiv ist, wenn LA(T) und LA’( 7’) absolut stetige Normen 
haben. Der Schritt (d) * (b) ergibt sich aus diesen uberlegungen 
zusammen mit Satz 3.2, Satz 3.2’, und Satz 2.3. Aus (b) erhalt man 
(c) durch Interpolation, wahrend (a) aus der Kombination von (c) und 
(d) folgt. 
LORENTZ RAUME. Aus der Definition der Lorentz Rfume 
folgt unmittelbar, dal3 sie eine absolut stetige Norm besitzen. Deshalb 
sind nach Satz 2.8 und Satz 2.3 aquivalent: 
(a) Fiir alle fe A(F, p) gilt limn+a 11 S,f - f/l = 0. 
(b) Es gibt eine Zahl Q ( 1 < Q < 2), so da13 mit 1 /q + l/q’ = 1 
A(F, p) Interpolationsraum zu (L@(T), Lq( T)) ist. 
(c) Der Konjugiertenoperator H ist stetig auf A(v, p). 
Dariiber hinaus erhalten wir in speziellen Lorentz Raumen eine der 
Bedingung (d) in Satz 3.5 entsprechende Aussage iiber die Struktur 
des Funktionenraumes. 
SATZ 3.6. Verschwindet die Funktion v nirgendwo im Interval1 
(0, 2~7), dann ist fiir 1 < p < 00 jede der vorstehenden Aussagen 
ciquivalent xu 
(d) A(q, p) ist gleichmtiflig konvex. 
Wir beweisen diesen Satz, indem wir ahnlich zu Boyd [2] die 
Aquivalenz der Aussagen (c) und (d) zeigen. ‘ZunHchst formulieren 
wir eine Variation eines Satzes von Halperin [9], deren Beweis analog 
zu diesem verliuft. 
LEMMA 2.7. Der Lorentz Raum A(?, p), mit 1 <p < 00 und 
y(t) # 0, fiir t E (0,2~), ist g enau dann nicht gleichm$ig konvex, wenn 
es zu jedem 0 < r < 1 eine Nullfolge {t,}& in (0, 2~) gibt, so day 
Mit Hilfe dieses Ergebnisses zeigen wir 
#o/13/4-9 
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LEMMA 3.8. Verschwindet 9 nirgends in (0, 2n), dann ist der Raum 
A(?, p), 1 < p < co, genau dann gleichmhpig konvex, wenn es ein E > 0 
gibt, so daJ 
s l Ply; *hJ, PN (jr < co () (1 - r)i+c . 
Beweis. Fur die im Beweis von Lemma 3.4 definierten Funktionen 
ft gilt offensichtlich 
lift ILB = (I” 944 ~~jl’py 
II YKft IL8 = (S 2Q-At’2) (1 +cos c#/2))~ rp(u) dujl’Y 0 
Mit der gleichen Argumentation wie dort erhalten wir demnach 
p(r; w-3 p)) b (1 + cos r,p v(u) du/Lt gJ(u) dujl’p. 
1st nun A(v,p) nicht gleichmHDig konvex, so folgt mit Lemma 3.7, 
dalj p(r; A(cp, p)) > 2, und das Integral in (3.6) divergiert fur jedes 
E > 0. 
Andererseits erhalten wir fur jedes f E A(q, p) wie im Beweis zu 
Lemma 3.3. 
II ~~.I-ll%P -.. < 2 IIf* E ‘jii,,, . 
Nun gilt jedoch fur 0 < r < 1 
wobei abkiirzend 
gesetzt sei. 1st A(y,p) gleichm813ig konvex, so folgt mit Lemma 3.7, 
dalJ N(r) < 1 fiir jedes 0 < r < 1. Wir wahlen jetzt ein 0 < r < 1 
und konstruieren induktiv die Folge r, = r, rk+l = 2r,/(l + rk2), 
k = 0, I,... . Wie man unmittelbar sieht, gilt N(rk+i) < (No < 
(N(r))2k. Es gibt deshalb eine ganze Zahl k, so da13 2(N(rlc+i))l/P < 1. 
Damit folgt nach (3.7) aber such, da13 ~(r~+r ; A(~J, p)) < 1 und da13 das 
Integral (3.6) fur ein gewisses E >0 endlich ist (vergl. Boyd [2] und [S]). 
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Beweis zu Sate 3.6. Da fiir 0 < r < 1 
folgt aus (3.7) 
p( --r; N9, P)> d 2 (+g” 
unddamitinFalle1 <p<cofiiralle~>Omit~+(l/p)<l 
s l d--r; NT4 PI) &. < co 0 (1 -r)” . 
Deshalb ist (3.6) notwendig und hinreichend fiir die Stetigkeit von H, 
und Satz 3.6 ist eine Folgerung aus Lemma 3.8. 
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