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Abstract
Mathematical theories reveal the fundamental physics involved in experimental
phenomena. Computer models of such theories are routinely used to corroborate or explain
experiments and predict properties of chemical systems. Therefore, an important effort in
computational chemistry is the development of more accurate and efficient chemical models.
Current-generation models are only beginning to approach experimental-quality predictions of
hydration free energies (HFEs).Using computations of quantum mechanical (QM) forces and
classical simulations based on these forces, I investigate models to predict several properties of
solutes and solutions. This dissertation is a collection of projects exemplifying methods used to
gain insight into chemical systems.
Simulations of bulk, supercooled, liquid water using a model based solely on QM data
predict an exponential rise in the surface tension with increased supercooling, supporting the
existence of a highly debated second phase of liquid water.
A new method for computing static charges of atomic nuclei is derived, which offers a
simple and physically sound method that can be used to investigate charge transfer in model
systems and generate atomic charges for use in simulations.
Formulae used to calculate HFEs and the assumptions under which they may be equated
are investigated, demonstrating that, under physical conditions that validate ideal gas
assumptions, theoretical and experimental HFE measurements should be directly comparable.
This project also shows how to resolve disagreement between experimental and computational
measurements made outside ideal conditions.
Methods for developing custom, QM-based force fields (FFs) by Adaptive Force
Matching are described, including specific details for FFs of aqueous methane, ethane, methanol,

and ethanol. These FFs are used to predict HFEs and other properties in good agreement with
experiments.
These projects demonstrate the capability of computational methods to enhance scientific
knowledge when carefully developed from sound theory. Using simple models constructed to
reproduce the underlying QM characteristics of a system, classical simulations are able to
accurately predict HFEs. Supplemental attachments to the dissertation include the first users’
manual for the CRYOFF software and a tutorial for using CRYOFF in Adaptive Force Matching.
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Chapter 1: Introduction

1.1 Basic Definitions in Computational Chemistry
This dissertation describes the use of computational methods to compute various
properties of chemical systems from realistic simulations of molecules. It is therefore useful to
define a distinction between the words “calculation” and “simulation,” as used throughout this
document. “Calculation” or “computation” are used interchangeably to refer to a mathematical
operation or process that results in a single quantity. This applies equally well to a procedure that
involves many steps or is otherwise complicated, but which nonetheless results in a single,
numerical value. On the other hand, the use of “simulation” implies the evolution of a system in
time, each timestep of which evolution may require one or more calculations. The set of states of
the system at each timestep is known as a “trajectory.” In the context of this dissertation,
simulations produce trajectories of systems of molecules under certain conditions such as density
and temperature. Oftentimes, a chemical or macroscopic property is computed from an average
of trajectory data.
Given the context of computer simulations of model systems rather than experiments
with actual molecules, it will also be helpful to expound on the meaning of “model.” A model of
a chemical system entails the full set of details that can affect the result of any calculation or
simulation performed for the system. Such details include choices about the physical conditions
of the system, the mathematical equations describing molecular interactions⸻ known as the
force field (FF), equations used to evolve the positions of the atoms and molecules in time, and
any approximations or computational techniques used to solve the equations, etc. Shirts et al.
describes the components of a model by the following: 1
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It must also be kept in mind when performing a simulation that simply specifying
a set of force field parameters is not sufficient to define a computational model.
Anything that affects the Hamiltonian changes the model, and thus will affect the
end results. For example, there are a large number of choices of simulation
methodology, such as choice of boundary conditions, truncation or tapering of
nonbonded interactions, and constraint of bonds or other degrees of freedom, all
of which can change the Hamiltonian. Each of the force fields… was
parameterized using certain assumptions about simulation procedures and
parameters. Using different simulation conditions than those used to parameterize
the force field has consequences for the observed results.
For the projects described in this dissertation, molecular mechanics (MM) implies the use of
Newton’s equations of motion to evolve the chemical systems in time.
The FF equations and parameters a major topic in Chapter 5. An important component of
this dissertation involves the use of quantum mechanical (QM), also known as electronic
structure, computations to develop high quality equations describing molecular interactions.
There are two broad classes into which models may be grouped, which are useful for
understanding the value of the computational works described here. One is the set of models
which mimic reality. For such models, the researcher usually seeks to devise a model which
recovers some known property(ies) of a system. Computational chemistry models of this class
are beneficial for elucidating finer details, for example by providing atomic scale resolution not
experimentally obtainable. These models may also help replicate experimental trials or
interpolate between sparse data points. The second class are those models which predict reality.
These models may be based on accepted or tentative theories, and usually seek to predict data
from states inaccessible or not yet accessed by experiments. In this way, these models are used to
extrapolate a data set.
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1.2 Synopsis of Chapters
Following this introduction, Chapter 2 gives an example of using a predictive model to
extend knowledge beyond current experimental data. This work simulated water’s liquid
behavior at temperatures below its normal freezing point, known as supercooled water, using a
custom, QM-based FF. This work addresses a long-standing debate over the possibility of water
possessing two distinct, liquid phases, suggesting that evidence of a second liquid phase could be
manifested in experimental surface tension measurements. The work predicted the shape of the
curve of surface tension as a function of temperature, spurring new experimental studies, 2 which
was subsequently confirmed.3
Having given an example of the predictive power of custom FFs via MM simulations,
Chapter 3 focuses on some considerations for developing FFs. Part of nearly every FF is the
Coulombic force, describing the interaction of two charged particles, with the charges as
parameters. This work details a simple method by which Coulombic charges may be assigned to
atoms of planar molecules based on QM forces. These Coulombic charges can be viewed as the
first type of model. The merit of this work lies in the physically meaningful nature of the charges
determined, since other charge assignment schemes are based on an empirical division of
electron density throughout the molecule.
A major focus of the dissertation is the use of MM simulations to predict the hydration
free energy (HFE), which is the change in free energy for the process of transferring a solute
from a gaseous to an aqueous state. In general, the solvation free energy (SFE) is the free energy
change associated with the solute transferring into an arbitrary solvent. Chapter 4 therefore
serves as a control experiment for preparing simulations that yield reliable SFEs. Shirts et al.
have once again written decisively on the topic: 4

3

There are two main problems in the quantitative prediction of interaction free
energies. First, there are the discrepancies between the models used for simulation
and the experimentally measured reality. This lack of accuracy means the model
may not adequately represent the experimental system under study. Second, the
phase space of the model must be sufficiently sampled in order to capture all
thermally relevant contributions to the ensemble average of the observables of
interest. Otherwise, the results will lack the necessary precision, and independent
calculations will most likely lead to different answers. Only if sufficient precision
is obtained in a statistically well-defined manner is it possible to design models
that are accurate enough for the application at hand.
The experiments described in this chapter focuses on the second problem mentioned above,
testing the ability of three supposedly equivalent methods of computing the SFEs. The three
different methods are verified by elucidating the conditions under which certain assumptions
break down and demonstrating rectification by improving the theoretical assumptions.
After ensuring the reliability of SFE calculations based on MM simulations, Chapter 5
describes the development of custom, electronic structure-based FFs to predict the HFEs of small
molecules. This project answers the first problem mentioned in the previous quote by developing
FFs with high fidelity to the experimental systems. However, because the methods used to
develop these FFs do not rely on any experimental data, the resultant models are in fact
predictive. Using these models, several different experimental properties are accurately
reproduced, affirming the quality of QM-based, custom FFs.
A brief conclusion of the works is given in Chapter 6. Chapters 2-5 are reproductions of
articles previously published in peer-reviewed journals.
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Chapter 2: Possible Evidence for a New Form of Liquid Buried in the Surface Tension of
Supercooled Water

2.1 Abstract
Contrary to the historical data, several recent experiments indicate that the surface
tension of supercooled water follows a smooth extrapolation of the IAPWS equation in the
supercooled regime. It can be seen, however, that a small deviation from the IAPWS equation is
present in the recent experimental measurements. It is shown with simulations using the WAIL
water potential that the small deviation in the experimental data is consistent with the tail of an
exponential growth in surface tension as temperature decreases. The emergence temperature, Te ,
of a substantial deviation from the IAPWS equation is shown to be 227 K for the WAIL water
and 234 K for real water. Since the 227 K Te is close to the Widom line in WAIL water, we
argue that real water at 234 K approaches a similar crossover line at one atmospheric pressure.
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2.2 Introduction
Recently, the surface tension of supercooled water has been measured down to
approximately -25 °C by two independent groups using three different experimental setups. 1-2
The new measurements are consistent with each other and show a gradual increase of the surface
tension at lower temperature that closely follows the IAPWS * correlation of ordinary water. The
new data are argued to be more reliable than the previous experimental data, 3 such as those
obtained by Mohler4 in 1895 and by Hacker5 in 1951. The historical data show a kink at -9 °C, 5
which could be interpreted as evidence for a second inflection point. The existence of such an
anomaly was viewed as suggesting the existence of a new form of metastable water in the
supercooled regime.6-7 However, the new surface tension data resemble a smooth extrapolation
of the IAPWS correlation equation and give no clear evidence of any anomaly.
Figure 1 shows the deviation of the recent experimental surface tension of supercooled
water from the IAPWS correlation. It is interesting to note that the deviation is always positive at
lower temperatures and increases as temperature decreases. The error bar used by Hruby et al. 1-2
is shown as σHru and the standard error of the mean calculated assuming the five sets of
measurements are independent is shown as σind. The observed deviation of surface tension from
the IAPWS equation at the lowest temperature is slightly larger than σHru and significantly larger
than σind. Although the five sets of data were obtained in two different years and with two
different methods, it is indeed still possible that the five sets of data are correlated, which will
result in the real error bar to be larger than σind. At the same time, it is difficult to rule out the

*

IAPWS stands for International Associate for the Properties of Water and Steam. Taken from the website,
www.iapws.org, “IAPWS is an international non-profit association of national organizations concerned with the
properties of water and steam, particularly thermophysical properties, cycle chemistry guidelines, and other aspects
of high-temperature steam, water and aqueous mixtures relevant to thermal power cycles and other industrial and
scientific applications.”
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possibility that the deviation is not simply due to experimental errors and a systematic trend in
water surface tension is emerging as temperature drops.

2.3 Methods
In order to further understand the deviation, molecular dynamics simulations were
performed with the Water potential from Adaptive force matching for Ice and Liquid (WAIL) 8 to
determine if similar deviations can be observed. The WAIL potential was developed by an
iterative force matching procedure9-10 to map a coupled-cluster quality potential energy surface11
for ice and water. Without fitting to any experimental properties, the WAIL potential predicts an
ice-Ih melting temperature of 270 K and showed evidence of a liquid-liquid phase transition
(LLPT) in supercooled water12 with a critical point at approximately 50 MPa and 207 K.12 A
strong-to-fragile transition13-14 has also been shown in the WAIL water with the high density
liquid showing a fragile behavior and the low density liquid being strong. 15
In this study, the surface tension () of WAIL water was calculated from 213 to 298 K.
The measurement was performed with the mechanical method 16 through the equation
𝛾=

𝐿
𝑃 +𝑃
𝑃 −
,
2
2

(1)

where LZ is the Z dimension of the box and the factor of 2 on the left is due to the presence of
two liquid-vapor interfaces in a slab. The water slab contains 2139 molecules and is continuous
in the X-Y plane. The X and Y dimensions were held at 4.0 nm with the Z dimension being
10.0 nm. This allows a vacuum region of approximately 6.0 nm. In order to use a 1 fs time-step,
the hydrogen isotope mass was chosen to be 3.016 g·mol -1, which is that of Tritium. This choice
of heavier isotope should not influence the surface tension in a Newtonian MD simulation. The
van der Waals interactions were truncated beyond 0.9 nm and the long range electrostatics was
8

treated with the particle-mesh Ewald method.17-18 Proper convergence of surface tension is
challenging especially at lower temperatures. A total of 109.4 μs of simulations was performed
in supercooled water to reduce the error bar to an acceptable value. The total length of
simulations at each temperature varies from more than 20 μs at 213 K to around 1 μs above
268 K.

2.4 Results and Discussion
The surface tension of supercooled water modeled with the WAIL potential is reported in
Supporting Table S1 and plotted in Fig. 2(a). From 243 to 298 K, γ of WAIL water shows a good
fit to the IAPWS equation,
𝛾 =𝐵 1−

𝑇
𝑇

1+𝑏 1−

𝑇
𝑇

.

(2)

Since the critical temperature Tc of WAIL water has been estimated to be 711 K,19 the
IAPWS equation was fit with the previously determined Tc and a critical exponent () of 11/9.20
The fitted parameters are summarized in Table 1. The good agreement of WAIL surface tension
to the IAPWS fit above -30 °C is consistent with the recent experiments, 1-2 where a good
agreement was observed down to -25 °C.
Below 243 K, it is clear that surface tension of WAIL water no longer follows the
IAPWS equation. The deviation is always positive and grows aggressively at lower temperatures.
As shown in Fig. 2(b), the deviation of the WAIL surface tension from the IAPWS equation
closely follows a straight line in the semi-log plot. This indicates the deviation is approximately
exponential for the WAIL model down to 213 K. In order to capture such an exponential
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divergence, the surface tension of WAIL water from 243 to 298 K was fitted using the following
equation,
𝛾 =𝐵 1−

𝑇
𝑇

1+𝑏 1−

𝑇
𝑇

+𝛾 ∙𝑒

(

)

.

(3)

Although the exponential term has three parameters, γs, c, and Te, only two of the
parameters are independent. We choose γs to be 1 mN·m-1. When the deviation between γ and the
IAPWS correlation is larger than γs, we will then consider the deviation substantial. The
temperature at which the deviation becomes substantial will be referred to as the emergence
temperature, Te, of new physics in supercooled water. Since WAIL water has two liquid phases,
we believe Te represents the temperature at which the contribution from the low density liquid
(LDL) to the surface tension becomes substantial. We emphasize that, although WAIL has two
liquid phases, at the simulation pressure of 0.1 MPa, water is in the one phase regime and will
never phase separate. The molar fraction of the LDL form will increase and starts to dominate as
temperature decreases.
The fitting to equation (3), which will be referred to as the IAPWS-E equation, was
performed also with a Tc of 711 K and a μ of 11/9. The resulting parameters are summarized in
Table 1. The fit is plotted in Fig. 2(c). Clearly the IAPWS-E equation gives an excellent fit to the
surface tension of water down to 213 K. The fit gives a Te of 227K, which is close to the Widom
line21 temperature of 224 K at 0.1 MPa for the model. 12
Since the WAIL water model shows an exponential increase in surface tension as
temperature decreases, it is intriguing to verify if the small deviation observed experimentally at
lower temperature is also consistent with an exponential component. We thus fit the IAPWS-E
equation to the experimental data. We used the five sets of experimental data published by Hruby
in two different publications in 2014 and 2015. The 2014 dataset was measured using the
10

capillary rise method. Two of the 2015 datasets were measured with the counter-pressure
method, and the other two 2015 datasets were measured using the capillary rise method. We
combined the two datasets measured with each method into a group and fit them together. This
was done since each dataset has gaps in the temperatures covered but otherwise closely follows
the same trend.
In Fig. 3, we report the fit using the two datasets obtained by the counter-pressure
method. The counter-pressure measurement2 has been argued to be more reliable than the
classical capillary rise method 1, 3, 22 used for the other datasets. Two additional fits performed
with the 2014 and 2015 capillary rise measurements are shown in Supporting Figures 1 and 2. In
addition, all five sets of data were fitted together and reported in Supporting Figure 3.
When fitting the experiments, we combined supercooled data from 247.23 K to
271.21 K2 with the official IAPWS data from 273.16 K to 643.15 K and fixed the Tc to
647.096 K and μ to 1.256 as adopted by IAPWS.23 All other parameters were optimized to
minimize the root mean square error of the surface tension. The resulting parameters are
summarized in Table 1.
For the counter-pressure datasets, with the IAPWS-E equation, the fitted B and b are
235.7 mN·m-1 and -0.624, respectively, which are in perfect agreement with the 235.8 mN·m -1
and -0.625 estimate recommended by IAPWS. The same agreement in B and b is also observed
for the three fits reported in Supporting Table S2. We note the small difference in the last digit is
not caused by the new supercooled data. If the IAPWS equation (2) was fit to the ordinary water
surface tension from 273.16 K to 643.15 K reported by IAPWS, we also obtained a B of 235.7
mN·m-1 and a b of -0.624. Thus the small difference is probably due to the slightly different
fitting algorithm. Thus, with the exponential term in the IAPWS-E equation, the supercooled
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data had no effect to the IAPWS parameters up to the last significant number reported. This
cannot be said if the IAPWS equation is fit to the full data set from 247.23 K to 647.096 K
without the exponential term. In that case, the optimal B and b are 235.4 mN·m-1 and -0.622,
respectively. Thus the inclusion of supercooled data changed the IAPWS parameters, leading to
larger errors for the well-established ordinary liquid γ correlation. We believe this indicates that
the supercooled surface tension no longer follows the IAPWS correlation and the deviation can
be captured accurately by an exponential term.
It is clear from Fig. 3(a) that the experimental surface tension is well reproduced by the
IAPWS-E equation without any signs of systematic deviations at lower temperatures. The
distributions of the deviations from the two surface tension fits are shown in Fig. 3(b). Whereas
the deviation from the IAPWS equation is biased to the positive, the deviation from the IAPWSE fit is symmetrical Gaussian shaped that is consistent with a random noise.
It is important to note that the Te is 234.7 K (Table 1) based on the experimental counterpressure surface tension. The WAIL potential underestimates the H 2O ice Ih melting
temperature, Tm, by 3 K and the D2O Tm by 7 K.24 Since the 270 K Tm of WAIL ice was obtained
without considering quantum nuclear effects, we anticipate the WAIL model to under-estimate
the ice-Ih Tm by approximately 7 K when quantum nuclear effects are accounted for. The 7 K
difference between the WAIL Te and the counter-pressure Te is consistent with the extent that
WAIL underestimates Tm. In other words, the extent of supercooling needed to reach Te is
approximately the same for real water and for the WAIL model. Of course, this is probably
partially accidental.
For the fits with the two capillary rise datasets reported in the supporting material, the Te
are 226 K and 228 K, respectively, which is actually in closer agreement with the WAIL
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prediction in terms of absolute temperature. As reported in the SI, the fit with all five
experimental datasets combined gives a Te of 236 K. We believe a 10 K spread in experimental
Te is expected, considering the relatively large experimental error bars. Such a relatively small
variance in Te from different experimental measurements and from simulations is intriguing.
Nonetheless, it is worth noting the deviation of the experimental data from the IAPWS
extrapolation is no larger than 0.3 mN/m even at the lowest temperature. The deviation is so
small that it wouldn’t have been possible to establish an exponential signature growing at lower
temperatures without the simulations with the WAIL model. There remains the possibility that
the positive deviation seen experimentally is a result of some systematic bias present in all datasets and is unrelated to the exponential feature observed in WAIL water. Further experimental
measurements at even lower temperatures will greatly enhance the confidence of the validity of
the IAPWS-E fit.
We note that the WAIL potential was developed only based on first principles
information and was never fit to any experimental properties. The good agreement between the
WAIL and the experimental Te is not a consequence of some bias that could potentially be
introduced when a model was fit to experiments. Assuming the faint exponential signal in the
experimental data is the same as the exponential feature that emerges clearly in the WAIL
surface tension, it might indicate that the simulated liquid-liquid phase transition in supercooled
WAIL water also occurs in real water and is responsible for the exponential growth in the surface
tension. The emergence of new physics around 226 K to 235 K revealed by the emerging
exponential component in the experimental surface tension is also consistent with the onset of
accelerating increase of more structure-ordered metastable water as revealed by X-ray laser
measurements at 229 K25 in supercooled micro-droplets.
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Although that the IAPWS-E equation provides a good description of the WAIL water
surface tension down to at least 213 K, we note that the surface tension at even lower
temperature will likely deviate from an exponential growth. The exponential growth might be
related to an exponential increase of LDL molar faction as temperature decreases. Once the
liquid is predominately LDL, the dependence of γ on temperature will likely change.
In WAIL water, the exponential growth in surface tension is a direct consequence of
approaching the Widom line and the emergence of a new form of water in substantial quantity.
Since the surface tension of real water follows a similar behavior as WAIL water with Te
occurring at approximately the same extent of supercooling, we believe that real water is also
approaching a Widom line of two different forms of metastable liquids. Although evidence
supporting liquid-liquid phase transition has been reported in aqueous solutions 26 and in confined
water,27-28 the small exponential tail in the recent experimental surface tension of supercooled
water supports the coexistence of two liquid forms in pure water of macroscopic size.
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2.8 Tables
Table 1. The parameters obtained by fitting the correlation equations to the surface tensions. The
experimental parameters released by IAPWS are also reported as a reference and labeled as
IAPWS2014.23 Tc and  were fixed in all fittings. The experimental data for the IAPWS-E fit
were taken from counter-pressure measurements by Hruby et al. 2 for temperatures below 273.16
K, and from the IAPWS release23 from 273.16 K to 643.15 K.
Model(data set)
Tc (K)
B (mN·m-1)
b
c (K-1)
Te (K)

IAPWS2014

647.096

1.256

235.8

-0.625

IAPWS(WAIL)

711

11/9

206.769

-0.623

IAPWS-E(WAIL)

711

11/9

209.588

-0.638

0.0857

227.110

IAPWS-E(expt.)

647.096

1.256

235.697

-0.624

0.116

234.669
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2.9 Figures

Figure 1. Relative deviation of experimental surface tension of water from the IAPWS-equation
in the supercooled regime. All data sets labeled “2015” were taken from reference 2, where they
were listed with the same labels: h-1, h-2, p-1, and p-2. The “h 2014” data set was taken from
reference 1, where it was referred to as the “Prague set.” All “h” sets were obtained using the
capillary rise method, which is also referred to as the height method. 1-2 All “p” sets were
obtained using the counter-pressure method. 2 The horizontal bars is the error bar (σHru)
published by Hruby1-2 and the vertical lines is the error bar (σind) calculated assuming the five
datasets are independent. The agreement between the five sets of data is significantly better than
the deviations from the IAPWS correlation, suggesting a systematic deviation arising as
temperature decreases.
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Figure 2. The surface tension of liquid water predicted by the WAIL force field. (a) the deviation
from the IAPWS equation grows at lower temperatures. (b) in a semi-log plot, the deviation is a
straight line indicating an exponential growth below 243 K. We note that in (b) the deviation
above 243 K is so small that the error bar is larger than the signal. Thus, only lower temperature
deviations clearly show the exponential behavior. (c) The IAPWS-E equation provides a
significantly better fit to the WAIL surface tension.
20

Figure 3. (a) The deviation of real water surface tension from the IAPWS equation is captured by
the IAPWS-E equation. The experimental error bar shown was reported by Hruby et al. 2 (b) The
histograms show the distribution of the deviations of the experimental surface tension from the
IAPWS or IAPWS-E equations. Although distribution of the deviations from the IAPWS-E
equation is symmetric and resembles that of a random noise, the deviations from the IAPWS
equation are heavily biased to the positive. Data from all five sets of experimental measurements
were included in these histograms.
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2.10 Supporting Information
The surface tension of the WAIL water model from 213 to 298 K is reported in Table S1.
The fits to the IAPWS-E equation for the three measurements by the Hruby group using the
capillary rise (“height”) method is reported in Table S2 and shown in Figures S1 and S2. In
addition, a fit including all five sets of experimental data is shown in Figure S3 and also reported
in Table S2. As discussed in the main article, two measurements from the 2015 publication 1 are
fit together and labeled as “h 2015”. The measurements from the 2014 publication 2 are labeled as
“h 2014”.

2.10.1 Supporting References
(1)

Vins, V.; Fransen, M.; Hykl, J.; Hruby, J. Surface Tension of Supercooled Water
Determined by Using a Counterpressure Capillary Rise Method. Journal of Physical
Chemistry B 2015, 119, 5567-5575.

(2)

Hruby, J.; Vins, V.; Mares, R.; Hykl, J.; Kalova, J. Surface Tension of Supercooled
Water: No Inflection Point Down to-25 Degrees C. Journal of Physical Chemistry Letters
2014, 5, 425-428.

(3)

IAPWS, Revised Release on Surface Tension of Ordinary Water Substance,
http://www.iapws.org/relguide/Surf-H2O.html (June 2014).

22

2.10.2 Supporting Tables
Table S1. Surface tensions () of WAIL water for the temperature range from 213 K to 298 K.
T (K)
 (mN/m)
213
84.4 ± 0.3
218
83.7 ± 0.2
223
82.3 ± 0.1
228
81.33 ± 0.08
233
81.04 ± 0.07
238
80.67 ± 0.09
243
80.31 ± 0.05
248
80.03 ± 0.08
253
79.73 ± 0.04
258
79.42 ± 0.07
263
79.07 ± 0.06
268
78.75 ± 0.08
273
78.41 ± 0.09
278
78.10 ± 0.05
283
77.79 ± 0.09
288
77.28 ± 0.04
293
77.01 ± 0.06
298
76.66 ± 0.06

Table S2. The parameters obtained by fitting the IAPWS-E correlation to experimental surface
tension. Tc and  were fixed in all fittings. In all cases, Hruby’s data were only used for
temperatures below 273.16 K; the official IAPWS data 3 were used from 273.16 K to 643.15 K.
The dataset labeled as “2014+2015” includes data from the 2015 counter-pressure measurements
(p 2015) and the 2014 (h 2014) and 2015 (h 2015) capillary rise measurements.
dataset
Tc (K)
B (mN m-1)
b
c (K-1)
Te (K)

h 2015

647.096

1.256

235.711

-0.624

0.107

227.557

h 2014

647.096

1.256

235.685

-0.624

0.102

226.399

2014+2015

647.096

1.256

235.682

-0.624

0.140

235.548
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2.10.3 Supporting Figures

Figure S1. (a) IAPWS-E equation fit to the “h 2015” dataset. (b) Deviation of “h 2015” surface
tension from the IAPWS surface tension (black line) is captured by an IAPWS-E equation (blue
line). The black bars the experimental error bars estimated by Hruby, et al. 1
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Figure S2. (a) IAPWS-E equation fit to the “h 2014” dataset. (b) Deviation of “h 2014” surface
tension from the IAPWS surface tension (black line) is captured by an IAPWS-E equation (blue
line). The black bars the experimental error bars estimated by Hruby, et al. 2
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Figure S3. (a) IAPWS-E equation fit to data from all five datasets (h-1 2015, h-2 2015, p-1 2015,
p-2 2015, and h 2014) discussed in the main text. (b) Deviation of the experimental surface
tension from the IAPWS surface tension (black line) is captured by an IAPWS-E equation (blue
line). The black bars the average of experimental error bars estimated by Hruby, et al. 1-2
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Chapter 3: Performing the Millikan Experiment at the Molecular Scale: Determination of
Atomic Millikan-Thomson Charges by Computationally Measuring Atomic Forces

3.1 Abstract
An atomic version of the Millikan oil drop experiment is performed computationally. It is
shown that for planar molecules, the atomic version of the Millikan experiment can be used to
define an atomic partial charge that is free from charge flow contributions. We refer to this
charge as the Millikan-Thomson (MT) charge. Since the MT charge is directly proportional to
the atomic forces under a uniform electric field, it is the most relevant charge for force field
developments. The MT charge shows good stability with respect to different choices of the basis
set. In addition, the MT charge can be easily calculated even at post-Hartree-Fock levels of
theory. With the MT charge, it is shown that for a planar water dimer, the charge transfer from
the proton acceptor to the proton donor is about -0.052 e. While both planar hydrated cations and
anions show signs of charge transfer, anions show a much more significant charge transfer to the
hydration water than the corresponding cations. It might be important to explicitly model the ion
charge transfer to water in a force field at least for the anions.
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3.2 Introduction
Electrons show marked quantum behavior and thus are always delocalized in space. Their
delocalized distribution along with the fact that electrons are indistinguishable particles with
Fermion symmetry makes unique assignments of electrons to atoms in a molecule challenging if
not impossible. On the other hand, partial charge assignments, or population analysis, provide
valuable insights into the nature of intermolecular interactions. In the area of force field
development, atomic partial charges directly influence the forces experienced by each atom and
play a crucial role in determining the Coulombic interaction, which is one of the most important
components in the energy of molecular systems.
Given the challenges in partial charge determination, it is not surprising that a large
variety of methods have been reported, such as Mulliken analysis, 1 Lowdin partitioning,2,3
distributed multipole analysis,4 Hirshfeld charge analysis,5 Bader’s atoms in molecules (AIM),6
and methods based on absolutely localized orbitals, 7 or Ruedenberg8 and Knizia9 orbitals,10 etc.
All of these methods have their strengths and weaknesses. Although some of these methods are
widely implemented, especially the simpler ones, some more advanced methods only acquired
limited support in popular computational packages.
Assuming the charge distribution in a molecule can indeed be represented with atomic
charges, dipoles, and higher order moments up to infinite order, it can be shown that the potential
energy, U, in an external electric field is
𝑈=

𝑀𝑉 +

𝑀 , 𝑉, +

1
2

𝑀 𝑉,

+⋯

(1)

,

where the sum is over the atom index i and the Cartesian directional indices α and . M is
the zeroth moment, which is the partial charge; Mα is the first moment or the dipole moment; Mαβ
is the second moment, which can be replaced by the traceless quadrupole moment without
28

affecting the validity of Eq. 1. The V i would be the external potential at atom i, with
Vi ,  Vi  being the first derivative of the potential, which is the negative of the electric

field. Vi,αβ are thus the negative of the field gradients. It should also be noted that the dipole and
quadrupole moments being used in Eq. 1 should include both the permanent and induced
moments in the external field.
In a uniform electric field, eq. 1 simplifies since the field gradient and higher order terms
will be zero. For simplicity, if we assume the uniform field is along the direction γ, Eq. 1 reduces
to
𝑈=

𝑀𝑉 +

𝑀 , 𝑉, ,

(2)

where i is the atomic index.
Now, consider the force on atom i along the direction γ, Fi ,  

U
in the presence of
 i

the uniform field. When taking this derivative following the chain rule, all terms involving field
gradients will be zero since the field is uniform. If one ignores the charge flow terms,
 M i ,
 i

M i
and
 i

, the atomic forces will become
𝐹 , = −𝑀 𝑉 , = −𝑀 𝑉 .

(3)

The subscript of the field on atom index is dropped since the field is uniform everywhere.
Thus, if the charge flow terms can be ignored, the atomic forces will be only along the direction
of the field.
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Unfortunately, in general, the charge flow terms cannot be ignored; however, it can be
shown that the charge flows term are exactly zero for planar molecules when the force is
measured in a direction perpendicular to the molecular plane, making Eq. 3 exact.
It is important to note that the charge flow terms describe the response of a charge
distribution to the motion of atomic coordinates rather than the response of the charge
distribution to an external field. The latter is generally referred to as induction. An induced
dipole moment does not contribute to atomic or molecular forces when the field gradient is zero.
We also note we use the term “charge flow” to include electron redistribution within an atomic
volume and the term “charge transfer” usually implies the transfer of electron density from one
atomic volume to another.
For any molecule, due to the translational and rotational invariance, the charge
distribution, ρ, can be uniquely determined by 3N-m independent interatomic distances, where m
accounts for the overall translational and rotational degrees of freedom. This is true since the full
Schrödinger’s equation of the system can be written in terms of internal coordinates of the nuclei
and there are only 3N-m independent variables to uniquely define the system.
The charge flow due to perturbation of the coordinate of atom i along α can be calculated
as
𝜕𝜌(𝑟̃ )
=
𝜕𝛼

𝜕𝜌 𝜕𝑟
∙
𝜕𝛼 𝜕𝛼

(4)

where r stands for the set of independent interatomic distances, each member of the set is
labeled with j in the sum. ρ is the overall charge distribution from solving the quantum
mechanical, many-electron Hamiltonian. All orders of the multipole moment, M, can be
determined from the knowledge of ρ.
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We consider a planar molecule in the x-y plane with an infinitesimal motion of atom i
along the z direction. For any distance rj between two arbitrary atoms A and B,
0
⎧
⎪
⎪𝑧 − 𝑧
𝜕𝑟
𝑟
=
𝜕𝑧
⎨
⎪
⎪𝑧 − 𝑧
⎩ 𝑟

𝑖 ≠ 𝐴, 𝐵
𝑖=𝐴

.

(5)

𝑖=𝐵

The derivatives in Eq. 5 are always zero since all atoms in a planar molecule have the
same z coordinate. For planar molecules, Eq. 4 thus indicates that the electron distribution
remains constant when an infinitesimal displacement along z is made, regardless whether there is
an external field or not. In other words, there would be no charge flow with respect to any
infinitesimal displacement of any atom normal to the plane. This no-charge-flow condition leads
to Eq. 3 being exact for planar molecules in a uniform field.
We note that an equation similar to Eq. 3 is the basis for the determination of the charge
of an electron in 1909 by Robert A. Millikan’s experiment, 11,12 where the gravitational force is
balanced by the Coulombic force of a charged drop of oil in an external field. Eq. 3 is an atomic
version of the Millikan experiment; although it is worth emphasizing that Eq. 3 only holds under
the no-charge-flow condition, which can only be rigorously satisfied for a planar molecule. If
we use the symbol qi as the atomic charge, eq. 3 can be rewritten as
𝑞 =

𝐹,
,
𝐸

(6)

where the potential derivative Vz is replaced with the more familiar symbol for the electric
field, E z .
The charge measured following such a procedure will be referred to as the MillikanThomson (MT) atomic charge in honor of Robert A. Millikan and Joseph J. Thomson. Both
31

relied on force experienced by a charged particle in a uniform electric field to determine
fundamental properties of the electron.12-13 Although it would have been sufficient to refer to this
charge as the Millikan partial charge, there is a good chance of confusion with the Mulliken
charge proposed by Robert S. Mulliken.1 Technically, an experiment can be designed to measure
the atomic MT charges. In this work, we will restrict ourselves to theoretical determination of the
MT charges.
We note that for planar molecules, an intuitive way to understand the no-charge-flow
condition is to consider the symmetry of the molecule. If the direction of the field is reversed, the
MT charge cannot change due to symmetry. If the charge flow has a contribution to the MT
charge to the first order of the field, the contribution must change sign when the field reverses
direction. This will lead to the conclusion that the charge follow term cannot exist for a planar
molecule to the first order. However, care must be taken when applying this argument, since the
existence of a symmetry plane is not sufficient to guarantee no charge follow. Consider a water
molecule, where two symmetry planes exist. One would get the correct MT charge only if the
field is applied perpendicular to the water plane. If the field is applied perpendicular to the other
symmetry plane, containing only the oxygen atom, the electrons will redistribute along the
molecule. Such a redistribution is strongly coupled to all the atomic coordinates and will affect
not just the hydrogens. The equilibrium geometry of water in such a field will change leading to
the two OH bonds being non-equivalent. Thus if one attempts to measure the MT charge by
applying a field perpendicular to the symmetry plane that mirrors one hydrogen to the other, a
different charge will be obtained. Even for the oxygen atom that is in the symmetry plane, the
charge will be affected by the charge flow contribution. This contribution will reduce the
apparent MT charge by more than 20% according our numerical validations.
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It is important to mention that, for strictly planar molecules, the MT charge is actually the
same as the IR charge derived previously by Milani and Castiglioni. 14 The IR charge was
calculated by evaluating the dipole derivative with respect to atomic coordinates relative to a
local plane.15 A local plane was chosen for the purpose of minimizing charge flow. The Milani
and Castiglioni work also showed that the charge flow term is exactly zero for planar molecules.
The MT charge is a double derivative of the total quantum mechanical potential energy
with respect to the external field and the atomic coordinate along the direction of the field,
𝑞 =−

𝜕 𝑈
.
𝜕𝐸 𝜕𝑧

(7)

If the field derivative is taken before the coordinate derivative, the MT charge can be
understood as the dipole moment derivative with respect to atomic coordinates. Thus the MT
charge is the same as the IR charge. Since the IR charge can be defined for non-planar molecules
using a local plane, the MT charge can also be measured similarly relative to a local plane.
However, in such cases, the charge flow contribution is minimized but not completely
eliminated. In this paper, we will restrict ourselves mostly to planar molecules, which are
completely free of charge flow contributions.
Another similar definition is the Generalized Atomic Polar Tensor (GAPT) charge, which
was defined by using the full trace of the dipole derivate tensor. 16-17 For GAPT charges, the
contribution from charge flow will not be zero even for planar molecules.
Although it could be argued that the MT charge is simply a new perspective for the IR
charge, the MT charge determines the atomic force experienced by an atom under an external
field. Thus it is arguably the most relevant charge to use when a model potential is developed.
We note this argument is not restricted to the development of a point charge potential. Eq. 1, on
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which the derivations are based, is completely general. A polarizable potential with distributed
atomic multipoles should also reproduce the forces felt by the MT charges in a uniform field.
It is worth mentioning that the MT charge will necessarily reproduce the molecular
dipole moment since the MT charges can be calculated by taking the molecular dipole derivative
with respect to the out-of-plane atomic displacements as done with the calculations of IR
charges. Since no atomic distance of a planar molecule will change by an infinitesimal
displacement in the out-of-plane direction, the out-of-plane derivative of the molecular dipole is
thus similar to a rotation of the dipole. In this case, the derivative will be the dipole itself. This is
clearly shown in Table 2 (vide infra).
It has been argued that the determination of the IR charge is costly due to the need to
obtain the dipole derivative tensor and the IR spectra. 15,18 The equivalence shown in this work
allows this charge to be determined by a single force calculation performed under an external
field. Since only forces along the field direction are required, a numerical differentiation of the
energy will not be very costly. Each charge only requires two energy evaluations, opening up the
possibility of obtaining partial charges with highly correlated levels of theory, such as CCSD(T).
We also want to emphasize that the MT charges can be determined with any existing electronic
structure code as long as the code supports evaluating energies under an external field. This is a
huge convenience in terms of implementation compared with many other population analysis
methods.
In section II, the MT partial charges of selected systems will be reported. Comparison
with some existing population analysis methods will be performed for some of these molecules.
Since the MT charge could arguably be measured experimentally, we think it provides a good
reference for other population analysis methods. The MT charges for the water dimer and several
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hydrated ions are also studied to provide some insight into the importance of charge transfer in
liquid water and ionic solutions. A summary and conclusion will be provided in section III.

3.3 Determination of MT Atomic Charges
Table 1 reports the MT charge for BF3, C2H4, C6H6, CH2O, CO2, FNO, H2O, HCN, HNC
and MgF2, calculated at B3LYP, MP2, and CCSD(T) levels of theory. Only symmetry unique
atoms are listed in Table 1 and the corresponding structures are shown in figure 1. All the
calculations were performed with a tight HF density convergence of 1x10 -8. The MT charge
determinations were performed with three different basis sets, 19-21 aug-cc-pVDZ, aug-cc-pVTZ,
and aug-cc-pVQZ for B3LYP and MP2. Only the aug-cc-pVTZ basis set was used for the
CCSD(T) determinations. All the calculations were preformed with the GAMESS suite of
programs.22 Whereas analytical gradients can be used for MP2 calculations, both B3LYP and
CCSD(T) charges were determined using finite difference of energies to obtain with the out-ofplane force. The external field used for the calculations is 0.001 atomic units, the finite
difference in energy is performed with a displacement of 0.001Å in both the positive and
negative z direction. The formula is thus accurate up to the third order of the displacement.
One would assume that analytical gradient calculations can be performed at least for the
B3LYP MT charge calculations. It surprised us that some electronic structure programs fail to
give consistent analytical gradients for planar molecules in presence of an external field. For
example, the total force for an H3O+ cation should be the charge e times the field Ez. If the
atomic forces do not sum to the correct total force, we will consider the result inconsistent. These
likely reflect bugs in the implementation of the analytical gradient routine in presence of the
field. Due to the good agreement between the numerical gradients evaluated using our finite
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difference procedure and the analytical gradients in cases where the analytical gradients are
known to be correct, we will resort to using numerical gradients when we are not confident that
the analytical gradients are consistent.23
Before any numbers are reported in this work, we ensure that all symmetry unique atoms
must have identical atomic forces. In addition, the sum of out-of-plane forces must give a total
force of qtotal·Ez, where qtotal is the total charge of the molecule. We will refer to this total force
constraint the Millikan constraint, since it has to hold for the historical Millikan experiment to be
valid.
For all the molecules in Table 1, the geometries were optimized at the MP2 level of
theory with the aug-cc-pVDZ basis set for all the MP2 and CCSD(T) computations, while
geometries for the B3LYP computations were optimized by B3LYP with the aug-cc-pVDZ basis
set. It is clear that the MT charges have very weak dependence on the basis set. The MP2 charges
in general are giving better agreement with the CCSD(T) charges than B3LYP with the
exception of CO2. It is interesting that CO2 seems to pose the most challenge to MP2 with MP2
underestimating the CCSD(T) MT charges by around 10%. The agreement between B3LYP and
CCSD(T) is actually slightly better than that for MP2.
For most molecules, the B3LYP MT charges are in good agreement with the CCSD(T)
references. The largest error is in the case of FNO, where B3LYP underestimates the MT
charges on F and O by around 30% when compared to the CCSD(T) reference. The error for
MgF2 is also fairly large, with B3LYP underestimating the MT charges by around 5%. The DFT
description thus underestimates the ionic character of the bond. The same under-estimation is
also present for BF3 except to a smaller extent. These disagreements indicate a problem with the
DFT description of the charge distribution for these molecules.
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Table 2 summarizes the dipole moments of all the polar molecules calculated by
GAMESS and from the MT charges. For BF3, C2H4, C6H6, CO2, and MgF2, the total molecular
dipole moments are zero due to symmetry, and are thus not included in Table 2. For B3LYP and
MP2, the dipole moments were determined with the aug-cc-pVQZ basis set. For CCSD(T), the
corresponding basis set is aug-cc-pVTZ. While GAMESS supports analytical dipole moment for
B3LYP and MP2, the CCSD(T) dipole moment can only be obtained numerically by finite
difference with respect to an external field. Thus for CCSD(T), the dipole moments were only
calculated from the MT charges. As discussed previously, the MT charge will necessarily
reproduce the molecular dipole moments. This is clearly true by our numerical verification with
B3LYP and MP2. Except for FNO, for all the molecules in Table 2, the B3LYP dipole is in close
agreement with MP2 and CCSD(T) dipole moments.
Table 3 reports the partial charges for C2H4, H2O, HCN, HNC and MgF2 calculated with
B3LYP using the Mulliken, Lowdin, Natural population analysis (NPA) 24-25 and Bader’s AIM
approaches. We note that with these methods, population analysis based on post-Hartree-Fock
densities is either undefined or challenging to perform. Three different basis sets were used for
each population analysis method. The MT B3LYP charges with the aug-cc-pVQZ basis set are
also listed as a reference. It is well known that both the Mulliken and Lowdin analyses depend
sensitively on the basis set. The AIM and NPA charges show good stability. The MT charges are
most similar to the NPA charges. We note that neither the NPA nor AIM charges give correct
dipole moments for the molecules except in trivial cases where the dipoles are zero due to
symmetry. For the AIM approach, the difference in dipole is due to the first moment contribution
from each atomic basin.
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Table 4 reports MT charges for a planar water dimer and a few hydrated ions. The global
minimum for the water dimer (figure 2b) is also included, although in this case, only the MT
charges on the proton donor water are reported. We note for the non-planar water dimer, the
charge flow term is not exactly zero as discussed previously. For the global minimum of the
water dimer, however, the effect on the proton donor water is small. If the charges on the proton
acceptor water atoms are measured using the local plane of the acceptor water, the contribution
from the charge flow term will be slightly more significant. Since the main goal of this study it to
gain a semi-quantitative understanding of the extent of the charge transfer in liquid water, we
believe measuring the MT charge on the donor water using the symmetry plane of the dimer is
sufficient. We note what one way to estimate the extent of charge flow contributions is to
calculate the force in the reference plane as a result of the field perpendicular to the plane. While
for a truly planar molecule this force is very close to zero indicating that the field is not changing
the electron distribution to the first order, for non-planar molecules, this indicator of electron
redistribution could become large.
Similarly for the hydrated ion clusters, we will restrict our analysis to the planar
hydration structures to completely remove charge flow contributions. Although such structures
are hypothetical, we believe they are sufficient to provide a semi-quantitative estimate of the
extent of charge transfer between hydrated ions and liquid hydration water. This information
could be important for force field developments.
For the planar hydration structures, the cluster size was selected so that the vertical
hydration energy
𝐸

=𝐸

−𝐸

−𝐸

(8)
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is minimum for the number of water in the cluster. In this equation, Eion-solvation is the total energy
of the optimized ion-water cluster; Eion is the energy of the ion, and Esolvation-shell is the energy of
the empty solvation shell assuming the same geometry as in the ion-water cluster.
It has been argued that the proper treatment of core correlation is important for modeling
the hydration of alkali ions.26 Thus the aug-cc-pCVQZ basis set27 was used for Li+, Na+, and K+
for the B3LYP and MP2 MT charge calculations. The water in the hydration shell was modeled
with the aug-cc-pVQZ basis set for the determination of MT charges. For the MP2 and CCSD(T)
calculations, the excitations from the n-1 shell electrons were included. Geometry optimization
were performed using the corresponding levels of theory with the aug-cc-pCVDZ /aug-cc-pVDZ
basis sets.
For the water dimer and the cationic clusters, the MT charges were also calculated with
CCSD(T) aug-cc-pVTZ and aug-cc-pCVTZ basis sets using the MP2 geometries. For anionic
clusters, the CCSD(T) calculations fail our consistency test in that it does not satisfy the Millikan
constraint, possibly indicating some problems with the electronic structure code we used. Thus,
the anionic CCSD(T) MT charges were not reported. All calculations involving the iodide were
performed with the aug-cc-pVQZ-PP basis set for I- with the associated effective core pseudopotential.28 Similar to the hydrated cations, all anionic MT charges were calculated with the augcc-pVQZ basis set with the geometries optimized with aug-cc-pVDZ.
For the planar water dimer configuration, with CCSD(T), our calculations indicate a
small charge transfer of -0.052 e from the proton acceptor water to the proton donor water, with
the proton acceptor being slightly positive. The MT charge measured on the 3D water dimer
minimum also revealed a similar charge transfer of -0.072 e. The amount of charge transfer
predicted by MP2 and B3LYP is also similar. This is about an order of magnitude larger than the
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estimate of 0.0025 e based on the absolutely localized molecular orbital approach for the 3D
water dimer minimum.29
The MT charges determined for the hydrated ions are much smaller than their valence
charge of one in magnitude, indicating the possibility of an appreciable charge transfer between
the ion and their hydration water molecules.
For cations, CCSD(T) shows an MT charge of 0.78 e, indicating possibly a 0.22 electron
transfer from the hydration shell to the K+, whereas the Li+ obtained almost 0.38 electron from
the hydration waters. We note this number may reflect a partial screening effect by the hydration
water. The hydration water will have an induced dipole moment due to the external field.
Although the induced dipole moment won’t experience a force in the external field, it will
weaken the electric field in the center of the ring. Thus the ion will not feel the total external
field, similar to a ring current screening the magnetic field in NMR experiments. The induced
dipoles on water will in turn feel a push due to the field gradients from the ionic charge, resulting
in a redistribution of the forces. However, MT charges on the water are consistent with charge
transfer being the leading reason for the smaller ionic charge. For the cationic ring, the oxygen
has a less negative MT charge when compared to the -0.647 e charge for an isolated water. On
the other hand, the hydrogens have almost identical charges compared to the hydrogens in an
isolated water molecule. If the magnitude of in-plane induction is significant when compared to
charge transfer, one would anticipate the oxygen to be more negative due to induction. Since the
in-plane induction is not significant, it is hard to imagine the induction due to the small external
field to be significant considering the proximity of the ion to the water molecules. We note that
for the hydrated anions, the water MT charges are also consistent with charge transfer to the
lowest occupied atomic orbitals (LUMOs) of water. (vide infra)

40

For anions, the amount of charge transfer is not monotonic from F- to I- according to both
B3LYP and MP2. This trend is likely due to the interplay of several factors, such as the electronegativity, the size of the anion, and the number of water molecules in the hydration shells. With
MP2, the hydrated F-, Cl-, and Br- have a comparable charge transfer of 0.51 to 0.52 e from the
ion to the hydration water. For I-, the amount of charge transfer increases to about 0.55 e. Thus
overall the anions have a stronger charge transfer than cations. Also, the MT charges on both
hydrogen atoms are significantly less positive compare to the 0.324 e value in isolated water
monomer, consistent with charge transfer from the anion to the LUMO of water. The LUMO of
water has more weight on the hydrogens than on the oxygens.
Although analysis of the charge transfer reviewed in Table 4 shows appreciable charge
transfer especially for the anions, we caution when a 2D system is studied as a proxy for insight
of charge transfer in a 3D system. However, we have no reason to believe the extent of the
charge transfer will be fundamentally different for hydrated ions in 3D. Other population
analysis methods that give the best agreement with the MT charges for the same 2D systems
might be the best technique to investigate charge transfer in ionic solutions in 3D.

3.4 Summary and Conclusions
By measuring the atomic forces of a planar molecule in a uniform, out-of-the-plane,
electric field, the MT atomic charges can be obtained. It has been shown that for a planar
molecule, the electron density is not perturbed by any infinitesimal displacement of any atoms in
the out-of-plane direction. Thus, the corresponding charge flow terms will be exactly zero. The
procedure can be considered as an atomic version of the Millikan oil drop experiment.
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The MT charge is directly proportional to the true atomic force experienced in a uniform
external field, thus it is an important quantity in the development of force fields. Unlike most
population analysis methods, the determination of MT charges does not require direct knowledge
of the electronic density, thus making it ideal for determining partial charges for correlated levels
of theory. Determination of post-HF energies is significantly easier than solution of the
corresponding wave-functions. In addition, the MT charges can be easily calculated with existing
electronic structure programs as long as the program can evaluate the potential energy in the
presence of an external field. The limitation of the atomistic version of the Millikan experiment
is that the MT charges are free of charge-flow contributions only for a planar molecule. The
reliability of similar approaches for 3-dimensional complexes is worth additional investigation. 15
The MT charges for several planar molecules and molecular complexes were investigated
at up to the CCSD(T) level of theory. The MT charges show good stability with respect to the
use of different basis sets. The MT charges are most similar to the NPA charge for the few
molecules studied in our work. However, the ease with which MT charges are obtained at postHF levels is important, especially for challenging molecules such as FNO.
For a planar water dimer, the MT scheme establishes an intermolecular charge transfer of
around -0.052 e from the proton acceptor water to the donor. This number is around -0.072 e for
the water dimer global minimum. Whereas planar hydrated cations, K +, Na+, and Li+, show a
moderate charge transfer of -0.22 e to -0.38 e from the waters to the ion, planar hydrated anions,
F-, Cl-, Br- and I-, show a more significant transfer of around -0.5 e from the ion to the waters.
We do acknowledge there might be a minor reduction of the apparent MT charge at the center of
the water hydration ring due to induced ring dipole screening the field on the ion.
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3.7 Tables
Table 1. Millikan-Thomson charges calculated for selected molecules (Figure 1). Only the MT
charges on the symmetry-unique atoms are shown. AVXZ stands for the aug-cc-pVXZ basis set.
All charges are reported in the elementary charge unit, e. B3LYP computations were performed
on geometries optimized under B3LYP and aug-cc-pVDZ; both MP2 and CCSD(T)
computations were performed on geometries optimized under MP2 and aug-cc-pVDZ.
B3LYP
MP2
CCSD(T)
Molecule Atom
AVDZ AVTZ AVQZ
AVDZ AVTZ AVQZ
AVTZ
B
.923
.953
.956
.956
.979
.985
.985
BF3
F
-.308
-.318 -.319
-.319
-.326
-.328
-.328
C
-.297
-.293 -.292
-.290
-.284
-.283
-.279
C2H4
H
.148
.147
.146
.145
.142
.142
.140
C
-.134
-.133 -.132
-.136
-.133
-.133
-.131
C6H6
H
.134
.132
.132
.136
.133
.133
.131
C
.137
.138
.138
.126
.121
.123
.123
CH2O
H
.094
.093
.093
.096
.099
.099
.098
O
-.324
-.324 -.324
-.318
-.318
-.320
-.320
C
.507
.516
.514
.438
.441
.443
.483
CO2
O
-.253
-.258 -.257
-.219
-.220
-.221
-.242
F
-.215
-.213 -.213
-.291
-.284
-.284
-.263
FNO
N
.142
.142
.141
.163
.158
.159
.162
O
.072
.072
.072
.128
.126
.125
.102
O
-.655
-.655 -.655
-.657
-.652
-.654
-.647
H2O
H
.327
.327
.327
.329
.326
.327
.324
H
.260
.259
.259
.259
.257
.256
.257
HCN
C
.047
.050
.050
.037
.042
.044
.039
N
-.307
-.309 -.308
-.297
-.299
-.300
-.296
H
.414
.408
.408
.413
.406
.405
.407
HNC
N
-.230
-.220 -.220
-.193
-.183
-.184
-.218
C
-.185
-.188 -.188
-.220
-.222
-.222
-.189
Mg
1.417
1.408 1.408
1.466 1.458
1.456
1.462
MgF2
F
-.709
-.704 -.704
-.733
-.729
-.728
-.731
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Table 2. Dipole moments calculated in GAMESS and compared to those derived from MT
charges. The dipole moments are reported in units of Debye. AVXZ stands for the aug-cc-pVXZ
basis set. B3LYP computations were performed on geometries optimized under B3LYP and augcc-pVDZ; both MP2 and CCSD(T) computations were performed on geometries optimized with
MP2 and aug-cc-pVDZ.
B3LYP
MP2
CCSD(T)
AVQZ
AVQZ
AVTZ
Molecule GAMESS MT
GAMESS
MT
MT
CH2O
2.406 2.408
2.433 2.433
2.428
FNO
1.741 1.740
2.505 2.505
2.281
H2O
1.853 1.853
1.872 1.872
1.853
HCN
3.049 3.048
3.034 3.034
3.011
HNC
3.026 3.026
3.230 3.229
3.047
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Molecule
C2H4
Atom
C
H
AVDZ
.946 -.473
AVTZ -.621 .311

-.582 .291

.550 -.093 -.457

.268 -.283

.015

1.338 -.669

.038 -.005 -.033

.050 -.083

.033

.982 -.491

.087 .010
.380 -.080

.571 -.286
.295 -.147

-.059

.029

.017 -.008

AVTZ
AVQZ

.125 -.063
-.150 .075

.399 -.200
.875 -.437

-.064
-.184

AVDZ
AVTZ
AVQZ

-.413
-.372
-.386

.207
.186
.193

-.958 .479
-.923 .461
-.926 .463

.226
.223
.228

AVDZ
AVTZ
AVQZ

.002 -.007
.023 -.049
-.002 .003

-1.166 .583
-1.138 .569
-1.135 .567

AVQZ

-.292

Lowdin

AVDZ

NPA

.369 -.185

HCN
H
C
N
-.093 .380 -.286
.600 -.325 -.275

AIM

AVQZ

H 2O
O
H
-.167 .084
-.359 .179

MT

Mulliken

Table 3. Comparison of partial charges determined by several population analysis methods for
selected molecules. All charges were computed with 3 different basis sets using the B3LYP
density except for the MT charges, where only the aug-cc-pVQZ results are reported. Much
smaller dependence of MT charges on basis set (Table 1) has been observed than any other
population analysis methods. Only charges on symmetry-unique atoms are shown. AVXZ stands
for the aug-cc-pVXZ basis set. All charges are reported in elementary charge units, e.

.146

-.655 .327

.003
.025

.061
.159

.107 -.333
.080 -.303
.071 -.299

H
-.004
.244

-.097
-.300

HNC
N
C
.207 -.203
.070 -.314

.299
.285
.294

1.751 -.875
1.762 -.881
1.749 -.875

.214 1.024 -1.240
.209 .893 -1.104
.188 .963 -1.153

.557 -1.574 1.015
.527 -1.479 .951
.532 -1.504 .971

1.788 -.895
1.778 -.890
1.772 -.886

.259

.408 -.220 -.188

1.408 -.704

.050 -.308

.455 -.754
.436 -.721
.444 -.737

MgF2
Mg
F
1.444 -.722
1.309 -.654
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Table 4. MT charges calculated for the planar (H 2O)2, the global minimum of (H2O)2, planar
hydrated cation, and planar hydrated anion systems. The CCSD(T) charges for the anionic
systems are not available due to our electronic structure code failing some consistency tests. The
name of the atoms can be found in Figure 2. AVXZ stands for the aug-cc-pVXZ basis set; the
use of corresponding core-valance basis set for the cations and the use of effective core pseudopotentials for I- are described in the text. All charges are reported in elementary charge units, e.
system

(H2O)2 planar

(H2O)2 global minimum

Li+(H2O)4

Na+(H2O)4

K+(H2O)4

F-(H2O)6

Cl-(H2O)7

Br-(H2O)8

I-(H2O)8

atom
O1
H2
H3
O4
H5
H6
O4
H5
H6
Li+
H
O
Na+
H
O
K+
H
O
FHi
O
Ho
ClHi
O
Ho
BrHi
O
Ho
IHi
O
Ho

B3LYP
AVQZ
-.610
.338
.330
-.650
.319
.274
-.656
.316
.263
.609
.333
-.566
.711
.330
-.587
.764
.328
-.597
-.477
.203
-.571
.281
-.475
.189
-.544
.279
-.494
.189
-.529
.278
-.448
.175
-.519
.275

MP2
AVQZ
-.613
.338
.329
-.648
.320
.274
-.653
.317
.263
.617
.332
-.568
.722
.330
-.590
.771
.328
-.598
-.483
.244
-.567
.281
-.479
.186
-.540
.279
-.497
.185
-.524
.278
-.447
.170
-.513
.274

CCSD(T)
AVTZ
-.606
.334
.325
-.642
.316
.274
-.648
.314
.262
.620
.329
-.563
.726
.327
-.584
.776
.325
-.593
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3.8 Figures

Figure 1. Ball-and-stick models of all molecules listed in Table 1. Molecular formulae are given
at the top left of each structure.
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Figure 2. Geometry of the planar water dimer (A), geometry of the minimum energy water dimer
(B), schematic diagram for the hydrated cation with the Dnh symmetry (C), and schematic
diagram for the hydrated anion with the Dnh symmetry (D). Only symmetry unique atoms are
labeled. The label used matches those listed in Table 4. The number of water molecules in the
hydration shell is different for each ion, although only that corresponding to number of water for
Li+ and F- are shown
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Chapter 4: Comparing Alchemical Free Energy Estimates to Experimental Values Based
on the Ben-Naim Formula: How Much Agreement can we Expect?

4.1 Abstract
The solvation free energy (SFE) plays a key role in thermodynamics. One wellestablished method for computing the SFE is through an alchemical transformation. However
experimental SFEs are generally determined according to the Ben-Naim equations relying on
vapor pressure or density ratios. It is important to establish whether, or to what extent, typical
alchemical-based free energy computations provide results comparable to experimental SFEs. In
this work, we mimic experimental measurements by simulating the liquid-vapor coexistence of
water without alchemical operations. The SFEs measured through vapor pressure and density
ratios are used to validate the SFEs obtained through alchemical transformations. It is shown that
proper consideration of the non-ideal behavior of the vapor is important to ensure the alchemical
SFEs are consistent with the Ben-Naim SFEs. Alchemical transformations in the vapor phase
should be performed in addition to solution phase transformations for strongly interacting
solutes, such as those with low boiling temperatures and large second virial coefficients. A
formula based on the virial expansion of pressure is proposed to provide a better estimate of the
true SFE from the simulated vapor pressures. The proposed formula is also applicable to
experimental determinations of SFE when the pressure-based route is used.
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4.2 Introduction
The solvation free energy (SFE) is one of the most important thermodynamic properties
of a molecule. It is affected by the identities and concentrations of the solute and solvent. It
directly determines the solubility, vapor pressure, and partition coefficients, which are important
in many fields of chemistry.1-4 SFE is also important for drug design.5-6 Protein-ligand binding is
governed by interactions similar to solvation. In addition, the binding of a ligand is associated
with desolvation of the ligand as it enters the binding pocket. 7
It is thus not surprising that the SFE has received tremendous attention in both
experimental and theoretical chemistry. Many techniques have been developed for theoretical
determination of SFEs,8-13 such as Gibbs ensemble Monte Carlo14-16 and alchemical growth or
annihilation of solutes in the condensed phase.17-18 Of the various methods, the alchemical
transformation might be the most popular since it is straightforward and most widely
implemented in computational packages.
With such an approach, the SFE is measured through either annihilation or creation of a
solute molecule in a solvent. The transformation involves the solute fully interacting with the
solvent in one state and completely decoupled in the other. Several different methods exist that
measure such an alchemical free energy difference, Δ𝐺
22

, such as thermodynamic integration19-

and free energy perturbation.23-25
The accuracy of SFE determinations is of paramount importance, since SFE appears in

the exponents of formulae for many properties, 4 such as vapor pressure, solubility, and partition
coefficients. An error of RT in an SFE would lead to a difference in such properties by a factor of
2.718.
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Since alchemical transformations do not take place in real, benchtop experiments, it is
interesting to ask how to properly account for the differences in end states so that an alchemical
SFE would agree with an experimental SFE within a small fraction of RT, assuming the force
field were perfect.
For salts and ions in water, the importance of correction factors to the alchemical SFE is
well established.26-27 Such correction factors ensure that the end points in free energy
computations and experimental measurements are fully consistent. For other small molecules, it
has also been proposed that certain correction factors should be applied before the theoretical
Δ𝐺

is to be reported.28-29 A missing correction factor on the order of RT could lead to large

percentage errors in SFE for many weakly interacting small molecules. 29
Experimental SFEs are generally computed based on the relationship proposed by BenNaim,30
Δ𝐺

= 𝑅𝑇 ln

𝜌
𝜌

(1)

where 𝜌 is the density of the solute in the solution and 𝜌 is the gas phase density of the solute.
Equation. 1 can be understood using the familiar relationship, Δ𝐺 = −𝑅𝑇 ln(𝐾), where K is the
equilibrium constant for the solvation process. The SFE is referred to as the interaction work in
Ben-Naim’s publications.31
Since it is generally more convenient to maintain a constant vapor pressure in an
experimental setup,32-33 the more frequently used formula is30
Δ𝐺
where the vapor pressure, 𝑃

= 𝑅𝑇 ln

𝑃
𝑅𝑇𝜌

(2)

, is expected to follow the ideal gas law.
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The objective of the present study is to show whether the SFE as measured using eq. 1 or
eq. 2 indeed fully agrees with that from an alchemical measurement. In other words, are the
endpoints of computational investigations consistent with those assumed experimentally? If the
SFEs do not agree, is there a correction factor that could bring them into agreement? Although it
is impossible to have a perfect force field so that computed SFEs can be compared to
experimental values directly, it is possible to mimic the experimental measurement of SFE using
a force field. Such measurements can be performed with brute-force molecular dynamics (MD)
simulations of a liquid-vapor interface. The interface simulations directly measure Δ𝐺
Δ𝐺

and

without the need for particle creation or annihilation.
To the best of our knowledge, there has been no explicit test of the equivalence of the

alchemical SFE (𝛥𝐺
(Δ𝐺

and Δ𝐺

) frequently used in theoretical computations, and the Ben-Naim SFEs

) used by experimentalists. There is also no assessment of whether current SFE

calculation procedures, such as those based on the Bennett acceptance ratio (BAR), 34-35 can
converge to the true value without sampling challenges or systematic errors. 2, 4, 36-37
In this work, we will thus perform a numerical validation of the equivalence of the
Δ𝐺

typically used in theoretical work and the Δ𝐺

measured by brute-force MD

simulations. The latter is a proxy for the SFE measured experimentally. For most solutes,
converging the Δ𝐺

with brute-force MD would be computationally challenging due to the

small number of solute molecules, leading to difficulty in determining the precise partitioning
between solution and vapor. One system where such a validation can be performed is neat water.
The numerical challenge would be further reduced at slightly elevated temperatures where the
vapor pressure is higher. Therefore, we will investigate the SFE of water in its own solution in
temperatures from 400 K to near the critical point.
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We will use a recently developed water model, BLYSP-4F, 38 and determine its
alchemical SFE, Δ𝐺

, using GROMACS39 version 2018.4 with the BAR method. To mimic

experimental measurement of SFE, a BLYSP-4F water slab is simulated in the temperature range
from 400 K to 625 K. The “experimental” SFEs of the model water will be determined using the
pressure-based route, Δ𝐺

, and density-based route, Δ𝐺

. It is found that proper consideration

of nonideality of the gas phase is important for the temperature range studied. Nonideality affects
both computational determinations of SFE and experimental SFEs when the more popular
pressure-based route is taken.
The remainder of the paper is organized as follows: Sec. II describes the computational
details of the various types of simulations used, and the results of these simulations are discussed
in Sec. III. Sec. IV concludes with a summary of the key findings from the study.

4.3 Computational Details
4.3.1 Alchemical Free Energy Measurements
The alchemical free energies are measured from 400 K to 625 K by switching off
Coulombic and van der Waals interactions in said order. The solute-solvent interactions are
turned off in 41 equal steps by removing Coulombic interactions in 21 steps followed by van der
Waals interactions in 20 steps. For determination of the liquid phase free energy, the system
contains one solute and 749 solvent molecules in a cubic simulation box.
The equations of motion for the alchemical simulations were integrated with a stochastic
Langevin integrator40 in the NPT ensemble with a 0.5 fs timestep using GROMACS. The
pressure at each temperature was set to approximately the equilibrium vapor pressure obtained
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from slab simulations or 1 bar, whichever is higher. The pressure was maintained with the
Parrinello-Rahman barostat41-42 using a 4 ps relaxation time.
The van der Waals interactions were truncated at 12 Å with long range corrections for
both energy and pressure. Each step in the alchemical simulation was sampled for 5 ns following
a 200 ps equilibration. The BAR method as implemented in GROMACS was used to determine
𝛥𝐺

.

4.3.2 Liquid/Vapor Coexistence Simulations
In order to mimic experiments, slab configurations of 1300 BLYPSP-4F water molecules
were placed in an orthorhombic box of 35 × 35 × 100 Å 3 with liquid-vapor interfaces in the X-Y
plane. While the thickness of the slab varies with temperature, a 100 Å box leaves about 60 Å of
vacuum region at 400 K.
Simulations were performed with GROMACS in the NVT ensemble at 10 temperatures
ranging from 400 K to 625 K with 25 K increments. The equations of motion were integrated
with a 0.5 fs timestep. The system temperature was controlled with the Nosé-Hoover
thermostat43-44 using a 2 ps relaxation time. Each temperature was simulated for at least 100 ns or
until the standard error in the gas density became less than 2% of the average. This amounts to
around 440 ns of simulations at the more challenging temperatures. Configurations were saved
every 50 fs for analysis.
Coulombic interactions were treated using the 3D particle-mesh Ewald method 45 with a
6th-order spline and a real space precision of 10-6; the Ewald reciprocal space contribution was
integrated with a Fourier mesh density of 0.12 nm -1. The version of Gromacs does not support
Ewald treatment for van der Waals interactions when tabulated intermolecular potentials are used
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as with our model. The standard long-range van der Waals correction is not applicable to
inhomogeneous systems and thus is not used for our slab simulations. A long cutoff of 17.5 Å
was used instead, following the recommendation of Hu and Wang, 46 which lead to surface
tension to be converged within 2 mN/m for the water model.

4.3.3 Measurement of Densities and Vapor Pressures
Liquid and gas densities were obtained from the slab simulations, following the protocol
developed by Hu and Wang.46 Briefly, the liquid phase is identified with a 30 Å thick window
with the greatest average density. To avoid interface contributions, the liquid density is measured
as the average density of a 10 Å wide region in the center of the 30 Å window. The gas density is
the average density of a 10 Å region half a box length away from the center of the liquid. Care
was taken to remove center of mass drift of the slabs. A representative density profile for the slab
at 425 K is shown in the supporting information.
The difference of liquid and gas densities were fitted to a sixth order truncation of the
Wegner scaling law,47-48
𝜌 −𝜌 =

𝐴 |𝜏|

(3)

where τ is defined as
𝜏 = 1−

𝑇
𝑇

(4)

and TC is the critical temperature, which is treated as a fitting parameter along with the Ak. While
fitting eq. Error! Reference source not found., β and Δ were chosen to be 0.325 and 0.5
respectively, according to the 3D Ising universality class. 49-50
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Similarly, the sum of densities was fitted to a sixth-order expansion of the form, 47-48
𝜌 + 𝜌 = 2𝜌 + 𝐷

|𝜏|

+ 𝐷 |𝜏| +

𝐷 |𝜏|

(5)

in which α was chosen to be 0.11 following Ley-Koo and Green. 48 In addition to the critical
density, ρC, D1-α, D0, and the Dk are also fitting parameters. TC was obtained by fitting eq. 3. The
measured densities for the gas and liquid are reported in Table 1 with the fitted densities
compared to the measured values in Figure 1.
Saturation vapor pressures were obtained from the slab simulations by measuring the
component of the stress tensor normal to the slab surface. The simulated pressures are also
reported in Table 1. While vapor pressures are frequently fitted to Antoine’s equation 51 in a
limited temperature range, Wagner’s equation52 is able to fit the entire temperature range studied
in this work. Wagner’s empirical correlation has the form,
ln 𝑃

= ln(𝑃 ) +

𝑇
(𝜉 |𝜏| + 𝜉 . |𝜏|
𝑇

.

+ 𝜉 |𝜏| + 𝜉 |𝜏| )

(6)

The fitting parameters of eq. 6 are PC (the critical pressure) and the ξi. The quality of the fit is
shown in Figure 2.
With this fitting procedure, the critical point was determined to be 674.6 K at 146.9 bar,
and compares favorably to that reported previously of 685.1 ± 3.9 K and 189.8 ± 48.7 bar for the
BLYPSP-4F model.46 The fitted parameters for eqs. Error! Reference source not found.-6 are
reported in supporting information.

4.3.4 Calculation of Virial Coefficients
As will be discussed later, the virial equation of state will be used to account for the
deviations from ideal gas behavior of BLYPSP-4F water’s pressure and density correlations. For
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this purpose, the second and third virial coefficients, B2 and B3, of BLYPSP-4F water were
calculated using Mayer Sampling Monte Carlo (MSMC) 53 as implemented in a customized
version of the Etomica54 software package. A minimum of 108 MSMC steps was used to estimate
the virial coefficients at each temperature over the same range as the slab simulations. To reduce
noise in the estimates, the temperature dependence of the second virial coefficient was fitted to
Eubank’s correlation function,55
𝐵 (𝑇) = 𝜓 −

𝜓
𝜓
exp
𝑇
𝑇 +𝜓

(7)

where the fitting parameters are the 𝜓 . The MSMC virial coefficients are given in Table 2 and
the fitted parameters of eq. 7 are reported in supporting information. The agreement between
measured and fitted B2 is shown in Figure 3. While Harvey56 has used a different correlation
function for fitting the second virial coefficient, Eubank’s equation fit our data better than
Harvey’s equation with up to four parameters.

4.4 Results and Discussion
In order to determine if the alchemical free energy is comparable to the experimental SFE
based on the Ben-Naim definitions, the Δ𝐺

and Δ𝐺

were calculated with the simulated data

from the above mentioned fittings. The use of fitted data helps to reduce statistical noise due to
fluctuations. The comparison of Δ𝐺
The Δ𝐺

, Δ𝐺

is best compared to Δ𝐺

state is made for the determination of Δ𝐺

, and Δ𝐺

, is presented in Figure 4.

, since no assumption regarding the gas equation of
. As it is clear from Figure 4, the two free energy

estimates disagree except at 400 K, with the difference increasing as temperature increases. It
would be difficult to judge at this stage if the agreement at 400 K is merely coincidental.
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To understand the observed difference in SFEs, we consider implications of the
alchemical simulations. The SFE is defined as the free energy change for the process
(8)

solute(g) ⟶ solute(solution)
A typical alchemical SFE measurement only performs the alchemical simulation in

solution phase. The reference state is a non-interacting solute, which is equivalent to an ideal gas
state. In reality, gas phase molecules do interact weakly. The larger deviation of Δ𝐺
Δ𝐺

from

at higher temperature could be a result of interactions between gas molecules as the vapor

density increases.57-58 To test this hypothesis, the free energy for an alchemical transformation in
the vapor phase was also measured with the BAR method.
It is worth noting that gas phase alchemical free energy estimates have their own
numerical challenges. For example, the variance in volume in an NPT simulation is proportional
to the isothermal compressibility, which is significantly larger for a gas than a liquid. Many
barostats would have trouble with such large volume fluctuations, therefore gas phase alchemical
measurements were performed in the NVT ensemble. The free energy change of such a process
is the Helmholtz free energy. However, assuming a sufficiently large number of molecules and
an equation of state not deviating significantly from the corresponding ideal gas behavior, it can
be shown that the Gibbs free energy change in a hypothetical constant pressure simulation should
be the same as the change in Helmholtz free energy measured in the constant volume ensemble.
In the supporting information, it is shown that for all practical purposes, the difference between
the NVT free energy computed and the desired NPT free energy can be ignored. We therefore
refer to alchemical free energies computed for interacting gas systems as Δ𝐺
these from the aqueous phase free energies, Δ𝐺

, and distinguish

.
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The gas phase Δ𝐺
Δ𝐺

is measured by a protocol similar to that used for the liquid phase

. At temperatures above 550 K, the number of water molecules in the box is chosen so that

the gas phase simulation uses a box of similar volume to the liquid phase. At 550 K and below,
at total of 10 water molecules are used to solvate the water molecule being transformed, with the
box size chosen to reproduce the vapor density according to eqs. 3-5. The number of molecules
in the box and the box volume used are summarized in Table S2 of the supporting information.
The boxes with fewer gas phase molecules require longer simulation times to converge Δ𝐺

.

Each alchemical step was simulated from 15 ns to 30 ns depending on the temperature, after a 1
ns equilibration period. With the gas phase contribution, the alchemical estimate of the hydration
free energy becomes
Δ𝐺

= Δ𝐺

(9)

− Δ𝐺

where the prime sign is to note that the gas phase contributions were computed explicitly. Δ𝐺
is compared to Δ𝐺

in Figure 5. Clearly, Δ𝐺

agrees with the Ben-Naim Δ𝐺

within a

negligible fraction of the thermal energy at 400 K.
While excellent agreement is achieved between Δ𝐺
reconcile the difference between Δ𝐺
based on Δ𝐺

and Δ𝐺

. Although the computation of Δ𝐺

and Δ𝐺

, it is also important to

, since most experimental estimates of SFE are
did not assume non-interacting gas phase

molecules, it is still assumes the ideal gas equation of state, 𝑃

= 𝜌 𝑅𝑇. A better

approximation will be to use the virial equation of state
𝑃

= 𝜌 𝑅𝑇(1 + 𝐵 𝜌 + 𝐵 𝜌 + ⋯ )

(10)

where the 𝐵 and 𝐵 are the second and third virial coefficients, respectively, and higher order
terms are omitted.
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Along with 𝐵 and 𝐵 , Table 2 also reports the 2nd and 3rd terms in eq. 10 calculated
based on the saturation vapor density for each temperature. Clearly the third order contribution is
much smaller than the second order contribution. Although an algebraic form for the gas density
can be derived based on the third order virial truncation, for all practical purposes, truncation at
the second order should be sufficient. Truncating eq. 10 to the 2 nd order term, it can be shown
that

𝜌 =−

𝑃
1
+
𝑅𝑇𝐵
2𝐵

−

1
2𝐵

where Pvap is the saturation vapor pressure used to calculate Δ𝐺

(11)
. The revised equation for the

SFE is thus

Δ𝐺′

= 𝑅𝑇ln

Figure 6 compares Δ𝐺′

−

and Δ𝐺

𝑃
1
+
𝑅𝑇𝐵
2𝐵

−

1
2𝐵

(12)

𝜌

. Much better agreement is achieved especially at

higher temperatures once the virial equation of state is used to approximate the gas density. At
400 K, the measured vapor pressure is 0.035 bar with a vapor density of 0.0161 mol/L. In the
vacuum region of our simulation, there are on average 0.7 waters present. Thus, the statistical
noise on both the vapor density and pressure measurements is very large. Uncertainty is expected
also on our estimate of the error bar. Since the Δ𝐺

is in good agreement with Δ𝐺

, we

anticipate that the density measurement is properly converged. The measurement of Pvap is likely
not, which explains the small deviation at lower temperatures in Figure 6. The standard deviation
of the normal pressure in our simulations is more than 400 bar at 400 K. Measuring normal
pressure in the presence of the co-existing liquid with an accuracy much smaller than 0.035 bar
is thus expected to be challenging. Given the challenge of converging vapor pressures in the
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presence of a liquid phase, we anticipate an equilibrium pressure estimate based on alchemical
SFE using Eq. 2 would be numerically more reliable at lower temperatures.
We note that experimental SFEs are generally calculated based on eq. 2 assuming the
ideal gas equation of state. For liquid water, the SFE in its own solution is the same as the
chemical potential, µ. In the Ben-Naim work (Ref. 30, 31), the calculation of µ of water assumed
the ideal gas equation of state. Table 3 compares the experimental µ of water calculated based on
eqs. 1, 2, and 12. Δ𝐺

is the µ of water typically reported in standard reference books. Δ𝐺

is

computed using the experimental density of real water, which is directly comparable to the
alchemical computations when the correction to the gas phase interactions is properly
considered. Δ𝐺′

is computed via eq. 12 using experimental vapor pressures and second virial

coefficients. Fortunately, deviation from the ideal gas equation of state is not very large for real
water, leading to an error of only 0.014% between Δ𝐺

and Δ𝐺

at 25 °C. This error increases

to 0.2% at 100 °C, and 2% at 200 °C. The use of eq. 12 gives very good agreement to eq. 1 based
on experimental density of neat water. We note that for molecules with strong gas phase
interactions, the error introduced by using Δ𝐺

, as in many experimental studies, could be

large. For example, for 1,3-butadiene, our calculations based on experimental virial coefficients
indicate an error up 14% at 25 °C if eq. 2 is used to estimate the experimental SFE instead of
eq. 12.

4.5 Summary and Conclusions
In this study, the SFE of water in its own solution was computed both by alchemical
transformations and by applying to simulated data the same formulae used to derive
experimental SFEs. Typical alchemical free energy measurements only perform the alchemical
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transformation in the liquid phase. For BLYPSP-4F water, this was found to be inadequate at
elevated temperatures above 425 K. Alchemical transformation in the vapor phase must be
performed to achieve good agreement with experimental SFEs if solute-solute interactions are
strong, which occurs when the solute density is high. We anticipate that solutes with lower
boiling points likely warrant vapor phase alchemical transformations for accurate free energy
determinations.
We note there are two types of non-ideality corrections. The alchemical free energy
measurements correct for gas phase interactions, while the second viral-based formula corrects
for deviation from the ideal gas equation of state. Although gas phase interactions lead to
deviation from the ideal gas equation of state, the two types of corrections are related but not the
same. Typical experimental SFEs based on vapor phase pressure measurements, Δ𝐺

, assume

ideal gas equation of state. A better estimate of the experimental SFE can be obtained through
eq. 12 instead of eq. 2, using the more accurate virial equation of state.
The study also serves as a confidence check confirming that, with care, the alchemical
SFE calculated with standard alchemical procedures should be able to provide excellent
agreement with experimental values, when non-ideal gas behavior is either small or properly
accounted for. For small molecules, if a model fails to give good agreement with experimental
references, the cause is more likely to be the quality of the force field than uncertainty in the
alchemical free energy determination.59
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4.9 Tables
Table 1. Liquid and gas densities and vapor pressures obtained from slab simulations.
Uncertainties are the standard error of the mean.
T (K)
ρl (mol/L)
ρg (mol/L)
Pvap (bar)
400
52.679 ± 0.001
0.0161 ± 0.0002
00.38 ± 0.06
425
51.635 ± 0.001
0.0362 ± 0.0003
01.01 ± 0.05
450
50.470 ± 0.002
0.0715 ± 0.0005
02.25 ± 0.07
475
49.180 ± 0.003
0.1328 ± 0.0008
04.49 ± 0.09
500
47.748 ± 0.005
0.2340 ± 0.002
08.30 ± 0.2
525
46.176 ± 0.006
0.3910 ± 0.003
14.00 ± 0.2
550
44.396 ± 0.006
0.6330 ± 0.004
22.60 ± 0.2
575
42.386 ± 0.008
1.0030 ± 0.005
34.60 ± 0.3
600
40.051 ± 0.008
1.5680 ± 0.006
52.10 ± 0.1
625
37.200 ± 0.010
2.4680 ± 0.008
75.40 ± 0.2

Table 2. Comparison of virial coefficients of BLYPSP-4F water and the contributions of the 2 nd
and 3rd terms in the virial equation of state (Equation 10).
T (K)
B2 (L/mol)
B3 (L2/mol2)
B2ρg
B3ρg2
400
-1.1862
-2.8679
-0.0191
-0.0007
425
-0.8634
-0.9642
-0.0313
-0.0013
450
-0.6541
-0.3431
-0.0468
-0.0018
475
-0.5115
-0.1209
-0.0679
-0.0021
500
-0.4105
-0.0366
-0.0960
-0.0020
525
-0.3365
-0.0039
-0.1317
-0.0006
550
-0.2806
0.0083
-0.1776
0.0033
575
-0.2375
0.0123
-0.2382
0.0124
600
-0.2034
0.0129
-0.3190
0.0318
625
-0.1761
0.0121
-0.4344
0.0740
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Table 3. Chemical potential, in kJ/mol, of real water calculated based on eq. Error! Reference
source not found., Δ𝐺 ; eq. 12, Δ𝐺′ ; and eq. 1, Δ𝐺 . The experimental vapor pressure,
liquid density, and B2 are also listed for convenience.
T
ρl
Pvap
B2
Δ𝐺
Δ𝐺′
Δ𝐺
(K)
(mol/L)a
(bar)a
(L/mol)b
(kJ/mol)
(kJ/mol)
(kJ/mol)
273.16
55.497
000.006
-1.917
-27.788
-27.787
-27.787
298.16
55.342
000.032
-1.200
-26.462
-26.458
-26.458
323.16
54.842
000.124
-0.817
-25.218
-25.208
-25.208
348.16
54.110
000.386
-0.593
-24.049
-24.025
-24.025
373.16
53.196
001.015
-0.452
-22.941
-22.894
-22.892
398.16
52.123
002.323
-0.357
-21.882
-21.796
-21.792
423.16
50.901
004.763
-0.290
-20.861
-20.714
-20.706
448.16
49.529
008.928
-0.241
-19.864
-19.628
-19.613
473.16
47.995
015.553
-0.203
-18.879
-18.516
-18.490
a
b

Values obtained from Ref. 60
Calculated from correlation function found in Ref. 56
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4.10 Figures

Graphical Abstract.

Figure 1. Phase diagram of BLYPSP-4F water, comparing densities measured from liquid-vapor
coexistence simulations (red circles), and the values predicted from the fitted Wegner scaling law
(black curve). The fitted critical point, at 17.57 mol/L and 674.6 K, is labeled “CP.” All error
bars are smaller than the size of the data symbols.
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Figure 2. Simulated vapor pressures fitted to Wagner’s empirical correlation function. The
critical point at 674.6 K and 146.9 bar, determined by the fitting procedures outlined in the text,
is marked with “CP.”

Figure 3. Temperature-dependent second virial coefficients of BLYPSP-4F water (red points)
fitted to Eubank’s correlation function (black curve). All error bars are smaller than the
simulated data symbols.
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Figure 4. Solvation free energies of water determined through alchemical simulations, Δ𝐺
(blue), compared with the Ben-Naim estimates, Δ𝐺 (green) and Δ𝐺 (red).

Figure 5. Comparison of alchemical hydration free energy, Δ𝐺
, to the Ben-Naim densitybased SFE, Δ𝐺 . Scale bar indicates the size of the thermal energy, RT, at 400 K.
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Figure 6. Comparison of the density-based solvation free energy, Δ𝐺 , and the virial expansion
form of the pressure-based route, Δ𝐺′ . Scale bar indicates the size of the thermal energy, RT,
at 400 K.
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4.11 Supporting Information
4.11.1 Approximate Equivalence of (∂G/∂N)T,P and (∂A/∂N)T,V for Gas Phase Alchemical
Simulations
The equivalence of

,

and

can be shown by constructing the

,

thermodynamic path shown in Figure S1. In Figure S1, when a system with N particles at
equilibrium pressure Pa is alchemically transformed to N-1 particles at the same pressure, Pa, the
associated free energy change is ∆𝐺

→

=

. In state 2, the N-1 particles occupy the volume

,

of the N particles, Va. In a constant volume alchemical transformation, the free energy change
∆𝐴

→

=

,

is measured. We demonstrate the equivalence of

,

and

,

through

two different derivation routes.

4.11.2 Thermodynamic Route
Since 𝐺 = 𝐴 + 𝑃𝑉,
∆𝐺

→

= ∆𝐴

→

+ ∆𝐴

→

+ ∆(𝑃𝑉)

→

.

We first calculate the Helmholtz free energy difference between states 2 and 3, ∆𝐴

(1)
→

. Starting

from 𝑑𝐴 = −𝑆 ∙ 𝑑𝑇 − 𝑉 ∙ 𝑑𝑃, under constant temperature,
∆𝐴

→

=−

𝑃𝑑𝑉

(2)
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Assuming the gas approximately satisfies the ideal gas equation of state,
∆𝐴

→

(𝑁 − 1)𝑅𝑇
𝑑𝑉
𝑉

=−

1
𝑑𝑉
𝑉

= −(𝑁 − 1)𝑅𝑇

= (𝑁 − 1)𝑅𝑇𝑙𝑛

𝑉
𝑉

(3)

Since states 1 and 3 have the same pressure, we have that
𝑉
𝑁−1
=
𝑉
𝑁

(4)

Thus,
∆𝐴
To simplify ∆𝐴

→

→

= (𝑁 − 1)𝑅𝑇𝑙𝑛

𝑁
𝑁−1

(5)

, we note that
𝑁
1
=1+
,
𝑁−1
𝑁−1

so that, expanding 𝑙𝑛 1 +

in equation 5 as a Taylor series about

(6)
→ 0, it can be shown

that
∆𝐴

→

= 𝑅𝑇 1 −

1
1
+
−⋯ .
2(𝑁 − 1) 3(𝑁 − 1)

(7)

Meanwhile, since we have assumed approximate ideal gas behavior,
∆(𝑃𝑉)

→

= −𝑅𝑇.

(8)

Inserting equations 7 and 8 into equation 1, we can conclude that
∆𝐺

→

= ∆𝐴

→

+ ∆𝐴

= ∆𝐴

→

+ 𝑅𝑇 −

→

+ ∆(𝑃𝑉)

→

1
1
+
−⋯
2(𝑁 − 1) 3(𝑁 − 1)

(9)
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Thus, the difference between

∆𝐺

→

− ∆𝐴

,

and

= −𝑅𝑇

→

,

,

1
1
−
+⋯ ,
2(𝑁 − 1) 3(𝑁 − 1)

(10)

approaches zero for large system and is only 5% of RT for an 11-particle box.

4.11.3 Partition Function Route
Although the simulated gas deviates from the ideal gas behavior, the deviation is not
large. If one assumes ideal gas-like behavior, the difference between

,

and

,

can

also be calculated from the translational partition function of non-interacting, identical particles.
The Helmholtz free energy for N such moles of indistinguishable gas phase particles has the
form
𝑞 ∙
𝐴 = −𝑘 𝑇𝑙𝑛
,
(𝑁 ∙ 𝑁 )!

(11)

where kB is the Boltzmann constant and NA is Avogadro’s number. With Stirling’s
approximation, ln(𝑥!) ≈ 𝑥 ∙ 𝑙𝑛(𝑥) − 𝑥, and the translational partition function, 𝑞 =

, in which

Λ is the thermal de Broglie wavelength, it can be shown that
𝐴 = −𝑁𝑅𝑇 − 𝑁𝑅𝑇𝑙𝑛

𝑉
.
𝑁∙𝑁 ∙Λ

(12)
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Using 𝐺 = 𝐴 + 𝑃𝑉, let us first construct each of the free energies needed to demonstrate that
∆𝐺

→

≈ ∆𝐴

→

:

𝐴 = −𝑁𝑅𝑇 − 𝑁𝑅𝑇𝑙𝑛

𝑉
𝑁∙𝑁 ∙Λ

𝐴 = −(𝑁 − 1)𝑅𝑇 − (𝑁 − 1)𝑅𝑇𝑙𝑛

𝐺 = −𝑁𝑅𝑇 − 𝑁𝑅𝑇𝑙𝑛

𝑉
𝑁∙𝑁 ∙Λ

𝐺 = −(𝑁 − 1)𝑅𝑇 − (𝑁 − 1)𝑅𝑇𝑙𝑛
Now we can calculate ∆𝐴
∆𝐴

→

Next, we calculate ∆𝐺

→

+𝑃 𝑉
𝑉
(𝑁 − 1) ∙ 𝑁 ∙ Λ

+𝑃 𝑉

(13)

= 𝐴 − 𝐴 as,

= 𝑅𝑇 + 𝑁𝑅𝑇𝑙𝑛
→

𝑉
(𝑁 − 1) ∙ 𝑁 ∙ Λ

𝑁−1
𝑉
+ 𝑅𝑇𝑙𝑛
.
(𝑁 − 1) ∙ 𝑁 ∙ Λ
𝑁

(14)

= 𝐺 − 𝐺 . With some manipulation, and making use of equation 8, it

can be shown that
∆𝐺

→

= 𝑁𝑅𝑇𝑙𝑛

𝑉 (𝑁 − 1)
𝑉
∙
+ 𝑅𝑇𝑙𝑛
(𝑁 − 1) ∙ 𝑁 ∙ Λ
𝑁
𝑉

(15)

Since states 1 and 3 have the same pressure and thus the same density, the first term on the righthand side of equation 15 is zero. We are left with,
∆𝐺

→

= 𝑅𝑇𝑙𝑛

𝑉
(𝑁 − 1) ∙ 𝑁 ∙ Λ

(16)
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Finally, we compare ∆𝐺
∆𝐺

→

→

and ∆𝐴

− ∆𝐴

→

→

by the difference of equations 16 and 14:

= 𝑅𝑇𝑙𝑛

𝑉
(𝑁 − 1) ∙ 𝑁 ∙ Λ

= −𝑁𝑅𝑇𝑙𝑛

= 𝑅𝑇𝑙𝑛

𝑉
𝑉

− 𝑅𝑇

𝑁−1
𝑉
− 𝑅𝑇𝑙𝑛
(𝑁 − 1) ∙ 𝑁 ∙ Λ
𝑁
− 𝑅𝑇 − 𝑁𝑅𝑇𝑙𝑛

𝑁−1
𝑁

Using equation Error! Reference source not found. to transform the volume ratio,
∆𝐺

→

− ∆𝐴

→

= 𝑅𝑇𝑙𝑛

(17)
, we have

𝑁−1
𝑁−1
− 𝑅𝑇 − 𝑁𝑅𝑇𝑙𝑛
𝑁
𝑁

= −𝑅𝑇 − (𝑁 − 1)𝑅𝑇𝑙𝑛

𝑁−1
𝑁

= −𝑅𝑇 + (𝑁 − 1)𝑅𝑇𝑙𝑛

𝑁
𝑁−1

(18)

We note that the second term on the right-hand side of Eq. 18 is identical to the right size of Eq.
5. The same Taylor series expansion relying on equation 6 can be performed leading to exactly
the same conclusion as Eq. 10.
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4.11.4 Supporting Tables
Table S1. Parameters obtained from fitting various correlation functions based on the BLYPSP4F slab simulations. For the Wegner correlations, the α, β, and Δ were chosen to be 0.11, 0.325,
and 0.5 respectively, without fitting. The reduced temperature is defined as τ=1-T/TC.
Correlation
Parameters

𝜌 −𝜌 =

𝐴 |𝜏|

A0 (mol/L)

112.58400

A1 (mol/L)

-245.57100

A2 (mol/L)

771.58600

A3 (mol/L)

-1,405.97000

A4 (mol/L)

1,333.40000

A5 (mol/L)

-522.67100

TC (K)

𝜌 + 𝜌 = 2𝜌 + 𝐷

|𝜏|

+ 𝐷 |𝜏| +

𝑇
𝑙𝑛(𝑃) = 𝑙𝑛(𝑃 ) + (𝜉 |𝜏| + 𝜉 . |𝜏|
𝑇

.

𝐷 |𝜏|

+ 𝜉 |𝜏| + 𝜉 |𝜏| )

D1-α (mol/L)

-178.75900

D0 (mol/L)

415.19800

D1 (mol/L)

-401.36000

D2 (mol/L)

349.20900

D3 (mol/L)

-170.79800

ρC (mol/L)

17.56980

ξ1

-8.69748

ξ1.5

1.03485

ξ3

-0.41140

ξ6

-53.34560

PC (bar)

146.93600

𝜓 (cm3/mol)
𝐵 (𝑇) = 𝜓 −

𝜓
𝜓
𝑒𝑥𝑝
𝑇
𝑇 +𝜓

674.56100

45.63880

𝜓 (K)

56,542.00000

𝜓 (K2)

352,754.00000

𝜓 (K2)

2,932.55000
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Table S2. Number of water molecules and simulation box sizes for gas phase alchemical
transformations at each temperature investigated. N is the number of total molecules, including
one solute and the N-1 solvent waters.
T (K)
N
Volume (nm3)
400

11

1186.728

425

11

516.096

450

11

255.892

475

11

137.820

500

11

78.583

525

11

46.787

550

11

28.871

575

18

29.819

600

29

30.670

625

50

33.663
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4.11.5 Supporting Figures

Figure S1. Two pathways are shown between states (boxes) 1 and 3. N is the number of particles,
P is the pressure, V is the volume, and ρ is the number density (ρ=N/V).

Figure S2. Representative density profile of a slab simulation at 425 K.
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Chapter 5: Accurate MP2-Based Force Fields Predict Hydration Free Energies for Simple
Alkanes and Alcohols in Good Agreement with Experiments.

5.1 Abstract
Force fields for four small molecules, methane, ethane, methanol, and ethanol, were
created by force matching MP2 gradients computed with triple-zeta-quality basis sets using the
Adaptive Force Matching method. Without fitting to any experimental properties, the force fields
created were able to predict hydration free energies, enthalpies of hydration, and diffusion
constants in excellent agreements with experiments. The root mean square error for the predicted
hydration free energies are within 1 kJ/mol of experimental measurements of Ben Naim, et al.
The good prediction of hydration free energies is particularly noteworthy, as it is an important
fundamental property. The similar hydration free energies of ethane relative to methane and of
ethanol relative to methanol are attributed to a near cancellation of cavitation penalty and
favorable contributions from dispersion and Coulombic interactions as a result of the additional
methyl group.
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5.2 Introduction
Computer simulations of molecular systems are now routinely utilized in many scientific
disciplines. Since quantum mechanical (QM) simulations are computationally intensive for
systems with thousands of atoms or more, molecular mechanics (MM) force fields (FF) are an
indispensable tool in molecular simulations. Force field development is therefore of essential
importance, especially for studying complex systems over extended time scales.
The development of some of the most popular FFs have relied on a mix of experimental
and ab initio data. For example, AMBER1 and OPLS-AA2 rely on experimental data for bonds
and angles, and use mostly QM data for dihedral parameters. 3 While AMBER and CHARMM
obtain partial charges based on QM, OPLS-AA and GROMOS 4 determine charges mostly by
fitting to liquid properties of pure solvents.3 In each of these FFs, Lennard-Jones (LJ) functions
are used to model the nonbonded, short-range interactions, and the LJ parameters are fit to
reproduce experimental densities and vaporization enthalpies of pure liquids. 3 When
intermolecular parameters are obtained from pure components, solute-solvent interactions are
usually obtained from combination rules, thus the accuracy of the solution phase properties relies
heavily on the quality of the combination rules employed.
For a solution, the free energy of solvation is one of the most important properties of the
solute. The solvation free energy (SFE) is directly related to many fundamental properties, such
as partition coefficients, solubilities, vapor pressures, etc. 5-8 Given the importance of SFE, this
quantity is often a focus when developing FFs. Some FFs have been directly fitted to recover
SFEs.4, 9-11 When SFEs are not fitted, the ability to recover SFEs is frequently used as a
benchmark to assess the quality of the FF.2
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Not surprisingly, emphasis on solution phase properties during FF development has led to
advancements in the quality of predicted SFEs. The new OPLS FF has shown improvements by
including so-called bond charge correction terms, 12-13 parameterized in part to reproduce SFEs.14
From an assessment of empirical and RESP-based15 charge assignment schemes, Mobley et al.
concluded that a simple increase in the level of QM theory during charge assignment is not
guaranteed to reduce the overall error in SFEs.16 Recently, RESP2 has been developed to
incorporate condensed phase effects on charges, 17 and Fennell et al. have shown improved SFE
predictions by parameterizing charges and LJ parameters to better model the solution phase
dielectric response.18 However, in order for FFs to reproduce experimental SFEs within 1
kcal/mol, it has been suggested that proper modeling of short-range nonbonded interactions must
be a focus during FF development.16 Indeed, improved accuracy has been observed by tailoring
the solute-solvent interactions instead of relying on combination rules. 19-21
In this work, we use the Adaptive Force Matching (AFM) methods 22-23 to develop FFs for
predicting SFEs in an aqueous solution, also known as hydration free energies (HFEs). No
experimental data are fit during the development of our potentials; HFEs are only used to
validate the quality of our models. AFM offers a unique strategy for fitting all FF parameters
simultaneously to condensed phase forces computed with QM/MM. Furthermore, AFM
generates unique interaction terms for each pair of atoms to describe non-bonded interactions
instead of relying on combination rules. Our aim is to benchmark the use of AFM for small
molecule HFE predictions based on MP2 gradient calculations. Other structural and
thermodynamic quantities of our models will be investigated as further validation. This paper
reports the development of force fields for dilute aqueous solutions of methane, ethane,
methanol, and ethanol.

89

AFM has seen early success with modeling pure systems, such as water, 24-25 graphene,26
and CO2.27 In terms of HFEs, AFM models for hydrated salts of simple ions have shown great
success.28-29 However, relatively large HFEs are associated with the salts, such that some degree
of model imperfection only results in small percentage errors. The performance of AFM FFs on
neutral solute HFE predictions has not been demonstrated. Prediction of HFEs of neutral
molecules is more challenging since such molecules tend to have much smaller HFEs when
compared to charged ones. The two hydrophobic alkanes in this study, methane and ethane, have
experimental HFEs of only a few RT.30 For these solutes, the predicted HFEs would have to
agree with experimental values within a faction of RT to be deemed adequate.
The remainder of this paper is organized as follows: Section II gives an overview of the
AFM algorithm, focusing on details of the steps specific to these solutes; Section III describes
simulation details for property calculations; Section IV discusses the performance of our solute
models; and Section V concludes with a summary of our findings and an outlook for future FF
development with AFM.

5.3 Development of Solute Models by AFM
AFM is an iterative procedure that relies on “force matching” (FM) to parameterize
potential energy functions to best reproduce forces from QM reference calculations. Detailed
descriptions of the AFM procedure and its merits have been presented previously, 22, 31 and only a
synopsis is given here. AFM iterates through three main steps: MD sampling of the phase space
of interest, followed by calculation of condensed phase reference forces with QM/MM, and
finally, FM to re-parameterize the functional form of the FF. Together, these three steps
comprise a single AFM “generation.” The parameterized FF from each generation is used for
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MD sampling in the next iteration, leading to improved sampling quality. After the fit converges,
a few more generations of AFM are typically performed in order to generate a large training set
of QM/MM reference forces. This large training set is referred to as the “global set” and the
fitting to such a global set allows better converged parameters for the final AFM FF.
While polarizable potentials are gaining well-deserved attention in recent years, 21, 32-34 we
will focus on pairwise additive potentials in this work for their speed and support by most
popular simulation packages. Only the solute-water intermolecular potentials and solute
intramolecular terms will be created with AFM. The BLYPSP-4F model 23 created previously by
AFM will be used for water. The specific procedure for developing and parameterizing the FF
models for the solutes studied is detailed below.

5.3.1 MD Sampling Step.
For the MD sampling step, the initial guess FF was chosen to be OPLS-AA. 2 OPLS-AA
was used only for the first generation and was replaced by the AFM FF in subsequent
generations. The periodic simulation box contains one solute molecule along with 266 waters for
the case of methane or methanol, and 342 waters for ethane or ethanol. Sampling was performed
at 298.15 K and 1 bar for 6 ns with a 0.5 fs timestep. The temperature and pressure were
maintained by a Nosé-Hoover thermostat35-36 and Parrinello-Rahman barostat,37-38 with
relaxation times of 2 ps and 5 ps, respectively. A cutoff of 9 Å was used for short-range
nonbonded interactions with long-range correction for both energy and pressure. The particle
mesh Ewald method was used for long range Coulombic interactions. 39 The simulation was
performed using GROMACS 2018.4.40 100 configurations were extracted from the last 2 ns at
equal intervals to be used in the QM/MM step.
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5.3.2 QM/MM Reference Forces Step.
The quality of the reference forces plays a major role in the predictive capabilities of an
AFM model. Given the small HFEs of the solutes investigated in this work, any substantial error
in reference forces could translate to excessive percentage error in HFE. To establish a QM/MM
method and basis set that offers sufficient accuracy at a moderate computational cost, potential
energy surface (PES) scans were performed on selected dimer conformations for the methanewater system. The QM method and basis set identified was used for the other solutes in this
study.
Since the goal of the final FF is to model hydrated methane, care was taken to include the
most relevant dimer conformations for such PES scans. The methane and one of its nearest water
molecules were exacted from uncorrelated conformations of the solution for a total of 1,200
methane-water dimers. Only relative orientations are of interest since the intermolecular
distances between the dimer were scanned. The dimers were rotated and the water was translated
so that the methane carbon was always at the origin and water oxygen was at (4,0,0). The
resultant distribution of the density of the hydrogen atoms around the methane and water is
shown in Figure 1. From this figure, it can be seen that the methane has a uniform angular
distribution of hydrogen density, whereas there are preferential positions for the water hydrogen
atoms, most likely a result of the hydrogen-bond networks between hydration water molecules.
Water orientations ω1 and ω2 were proposed so that the hydrogen positions reside in the
hydrogen density maxima shown in Figure 1, while orientations ω3 and ω4 were proposed
without resorting to the hydrogen density distribution. To check the representativeness of the
orientations proposed, the 1,200 dimers extracted from the solution were classified into one of
the four water orientations by minimizing the root mean square displacements (RMSD) of the
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dimers relative to the proposed orientations. For the RMSD optimizations, the methane
hydrogens were ignored and only spin of the dimers along the C-O axis were allowed. From this
analysis, it was found that configurations ω1 and ω2 represent approximately 47% and 34% of
the solution phase contact pairs, while configurations ω3 and ω4 represent only 17% and 2%,
respectively. Therefore, evaluation of the QM methods in this work focused on PES scans for
orientations ω1, ω2, and ω3 only.
PES scans along the intermolecular C-O distance computed with CCSD(T), MP2, 41 and
local MP2 (LMP2)42-43 are shown in Figure 2, using two orientations of methane for each water
orientation ω1, ω2, and ω3. The reference CCSD(T)/aug-cc-pVQZ scans were performed with
the counter-poise (CP) correction.44 Density fitting45-46 were used for dimer energy computations
for the scan. While performing CP corrections on dimers is straight-forward, such corrections
should be avoided for FM as many-body CP corrections are cumbersome and costly. Thus, the
MP2 and LMP2 PESs examined for use with FM were computed without CP correction.
While it has been shown previously that LMP2 may help reduce the basis set
superposition error (BSSE) in the reference forces, 27 Figure 2 shows that LMP2 overestimates
repulsion between methane and water for all orientations, resulting in too shallow energy
minima. When tested with MP2, the aug-cc-pVTZ basis set overbinds compared to the reference,
most probably from BSSE. Overall, MP2 with the aug-cc-pVTZʹ basis set provides the best
agreement to the CCSD(T) reference. The aug-cc-pVTZʹ basis set was constructed by using the
aug-cc-pVTZ basis set for the solute but removing the f functions from solvent water oxygen and
d functions from water hydrogens. Thus, the MP2/aug-cc-pVTZʹ combination will be used for all
QM/MM computations for all four molecules investigated. We acknowledge that the better
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agreement of MP2/aug-cc-pVTZʹ with CP corrected CCSD(T) is probably partially due to a
fortuitous cancelation of errors since MP2 with a full aug-cc-pVTZ basis set overbinds.
To create the QM/MM conformations for the MP2 reference force calculations, the
following procedure was used. For each of the 100 conformations saved in the MD step, the MM
region was modeled with electrostatic embedding,47 using the charges of the BLYPSP-4F water
model.23 The QM region was further divided into “fitting” and “buffer” regions, and only the
forces on atoms in the fitting region were used for parameterization in the FM step. The buffer
region shields the fitting region from the MM region to ensure that no atom being fit resides too
close to a point charge. In each configuration, molecules were assigned to the fitting, buffer, or
MM region via the following algorithm:
1. The solute and any water within 4.5 Å of a carbon atom or 3.6 Å of a solute oxygen
atom will be referred to as the first hydration shell of the solute and included in the
QM region.
2. The solute and three randomly selected water molecules in the first hydration shell
comprise the fitting region.
3. Any water within 2.6 Å of any fitting region atom will be added to the QM region.
All QM waters not in the fitting region will be the buffer region.
4. All water molecules not selected to be in the QM region compose the MM region.
Molecules in the fitting region are modeled with the aug-cc-pVTZʹ basis set. A smaller basis set
is used for buffer region atoms to reduce electron spillover and basis set linear dependency:
oxygen atoms in the buffer region will be modeled with the aug-cc-pVDZ basis set, whereas
hydrogen will use the cc-pVDZ basis set. All QM/MM computations were performed with
density fitting using the Molpro program.48-49
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5.3.3 FM Step
As shown previously with AFM, it is challenging to fit dispersion interactions
simultaneously with short-range repulsions,22-23 which are much stronger. We thus chose to fit
the dispersion functions to energies from symmetry adapted perturbation theory (SAPT) 50-51
prior to fitting other functions in the FF. With the dispersion parameters determined by SAPT,
each generation of AFM then follows a two-step FM procedure in which the partial charges and
repulsion parameters were fitted in the first step, and intramolecular parameters in the second
step. The intermolecular functions were fitted to reproduce the net molecular forces and torques,
while the intramolecular functions were fitted to the atomic forces.
The dispersion between solute and hydration water molecules was fitted to the following
expression, placed between all solute heavy atoms and water oxygen (OW):
𝑈

=

−

𝐶,
𝑟

(1)

where the sum is over the M heavy atoms of the solute, and the C6 are the fitting parameters. The
atom type naming convention used in this work is depicted in Figure 3. We note that the same
atom types carry different parameters in different molecules since we created a customized FF
for each molecule instead of one generalized FF. SAPT E(2) dispersion energies51-52 were
computed with the aug-cc-pVTZ dimer-centered basis set for a minimum of 50 reference dimers
for each solute-water system. These dimers were extracted from solution simulations with all
molecules constrained to their gas phase MP2/aug-cc-pVDZ geometries. The distance between
solute heavy atoms and water ranges from 7.5 to 12 Å for the extracted dimers and care was
taken to ensure a near-uniform distribution of the distances.
For each solute-water system, the contribution from higher order dispersion terms was
also explored. Figure 4 shows the fitted dispersion with and without inclusion of additional
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−𝐶

,

⁄𝑟

terms between heavy atoms. The inclusion of these terms resulted in only

marginal improvement of the root mean squared error (RMSE) of the fit and it is difficult to
justify which fit is better. Therefore, only the 1/r6 terms shown in Equation 1 were kept for
modeling dispersion for all solute-water interactions.
After the dispersion terms were determined, the two-step FM was carried out by the
CRYOFF program, version 2.7.2.3b,53 developed in the Wang lab. Point charges are placed on
every atom and the solute is constrained to be neutral. The repulsion is modeled by a set of
exponential expressions,
𝑈

=𝐴 𝑒

(2)

where rij are distances between atoms i and j. All repulsion and Coulombic parameters are fitted
simultaneously.
Several possibilities exist for the choice of exponential repulsion terms between each
solute and water. In the supplementary material, we summarize the RMSEs for some of these
possible choices for methane and methanol. For methane and ethane, for example, the placement
of repulsion between the aliphatic hydrogen (H1) and water hydrogen (HW) leads to a
significantly lower RMSE than a repulsion between carbon (C1) and HW. Using both the H1HW and C1-HW repulsions only led to marginal reduction in RMSE when compared to keeping
only the H1-HW term, therefore only the H1-HW term was kept for the alkanes. For methanol
and ethanol, it was concluded that keeping the H1-OW repulsion is unnecessary and a repulsion
between hydroxyl hydrogen (HA) and OW should be included. The final sites for the placement
of repulsions are summarized along with the other intermolecular parameters in Table 1.
Since our largest solute molecule is ethanol, no intramolecular non-bonded interactions
are included. All covalently bonded atoms will have a harmonic bond term, and every three
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atoms connected by two covalent bonds have a harmonic angle term. Inclusion of higher order
polynomials for neither bond nor angle terms was found to significantly reduce the RMSE of the
fit.
Dihedral angles in these FFs are modeled by the cosine function:
𝑈

(𝜙) = 𝑘

(1 + 𝑐𝑜𝑠(3𝜙 − 𝜙 )),

(3)

where ϕ is the torsional angle, kdih is the fitting parameter, and ϕe is fixed to zero. It can be shown
that for every two covalently bonded sp3 atoms, only one degree of freedom exists for torsional
motion, once bond and angle degrees of freedoms are accounted for. Thus we only fit the H1-C1C1-H1 torsional term for ethane, H1-C1-OA-HA for methanol, and H1-C1-C2-OA and C1-C2OA-HA terms for ethanol.
To reduce fluctuation in parameters, reference forces from the current and preceding
generation’s QM/MM steps were fitted together starting from the second generation, for a total
of 200 QM/MM configurations contributing to each FM step. At least seven AFM generations
were carried out for each solute, with the last five generations fitted together as the global fit.

5.4 Computational Details for Property Calculations
To validate the force fields developed and gain insight into the hydration of the small
solute molecules studied, HFEs, enthalpies of hydration, diffusion constants, radial distribution
functions (RDFs), and power spectra were computed and compared with experimental data
where available.
For HFE determination, alchemical simulations were performed using the Bennett
acceptance ratio (BAR) method54-55 as implemented in GROMACS. Alchemical annihilation of
each solute was conducted by first removing Coulombic and subsequently, short-range non-
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bonded interactions between the solute and water. For the alcohols, Coulombic interactions were
removed in 11 steps, followed by removing short-range interactions in 10 steps. For the alkanes,
Coulombic interactions were removed in only 6 steps, followed by 10 steps to remove the shortrange interactions. Only one solute was present in each simulation box, along with 266 water
molecules.
A soft core potential was applied to the solute-solvent short-range nonbonded interaction
in order to avoid numerical instability caused by particle overlaps when such interactions are
being removed.40, 56 All alchemical simulations used a soft-core power of one, a soft-core radius
of 2.65 Å, and a value of 1.0 for the α parameter in Refs. 56. It is noteworthy that the use of
exponential repulsion leads to less numerical instability when compared to the 1/r 12 repulsion
used in many other FFs.
Each step of the alchemical simulation was sampled from a 10 ns trajectory following a
400 ps equilibration period. All alchemical simulations were performed at 298 K and 1 bar with
a stochastic Langevin integrator57 for temperature control and a Parrinello-Rahman barostat with
a 5 ps relaxation time for pressure. Short-range non-bonded interactions were truncated at 9 Å,
with long-range corrections for energy and pressure applied. Electrostatics were handled with the
PME method.39
While nonideality of solute in the gas phase has been shown to be important for some
systems,58 such contributions are not expected to be significant at ambient temperature for the
solute molecules studied in this work.
The enthalpies of hydration were computed from ensemble averages obtained by MD
simulations, according to the formula:6, 59
∆𝐻

= 〈𝐸〉

− (〈𝐸〉

+ 〈𝐸〉

) + 𝑃〈𝑉〉

− 𝑃〈𝑉〉

− 𝑅𝑇

(4)
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where 〈𝐸〉 is the average internal energy of the solution (sol), water, and solute, determined from
separate simulations. Twenty independent, 10 ns trajectories were simulated at 298 K and 1 bar
to obtain the average internal energies for the solutions and water. Only 266 water molecules
were used to solvate each solute to reduce the variance of the internal energy measurements. The
solute simulations were performed with only one molecule in the gas phase.
Diffusion coefficients were calculated by the Einstein equation. 60 Cubic boxes containing
one solute and 749 waters were used. Ten evenly spaced configurations were obtained from the
final 500 ps of a 3 ns simulation at 298 K and 1 bar. From each of these ten configurations, 3 ns
trajectories were simulated at 298 K in the canonical ensemble with random initial velocities 61 at
the average volume for 1 bar. A Nosé-Hoover thermostat with a relaxation time of 5 ps was used
to control temperature. The mean square displacement was fit in the range of 10 to 40 ps, and
error bars were determined as the standard error of the mean.
Solute-water RDFs were computed using 200,000 snapshots from 10 ns NPT trajectories.
The power spectra provide a good estimate of the vibrational spectra of the system. The
power spectrum of each solute was computed from the velocity autocorrelation function of a 500
ps trajectory in a cubic box of 266 waters. These trajectories were simulated with a 0.1 fs
timestep, saving every 0.2 fs.

5.5 Results and Discussion
The parameters for the intermolecular and intramolecular terms of the solute FFs from
AFM are reported in Tables 1 and 2, respectively. A key validation of the quality of these AFM
models is their ability to predict HFEs. Theoretical prediction of small molecule HFE has been a
long sought-after goal, with many methods devoted to this subject. 62-63
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The experimental HFEs for gases with low solubilities, such as methane and ethane, are
generally obtained by measuring the concentration of dissolved gas in equilibrium with excess
solute in the gaseous state. The concentration of dissolved gas can be deduced by the volume of
gas absorbed64-65 or by head-space chromatography.66-68 For methanol and ethanol, the HFE can
be calculated by Henry’s law constants, which is the ratio of equilibrium vapor pressure and
solute mole fraction at low concentration. The vapor pressure can be measured with an
isoteniscope.69-70 It appears that Ben-Naim’s estimates of the methanol and ethanol HFEs were
obtained by the difference of free energies of formation of aqueous and gas phase solutes in their
respective standard states from the NBS tables.30, 71
Variance is observed in the experimental HFEs measured by different groups. Such
variance has been attributed to various experimental challenges, 72 such as the need to ensure
equilibrium between gas and solution phases, 65 avoiding either oversaturation or undersaturation.
Other factors, such as losses in mass balance and difficulties in measuring concentrations in
dilute solutions,73 also lead to uncertainties.74
Table 3 reports the HFE of each of the four solutes computed with BAR, using the FFs
created by AFM with MP2/aug-cc-pVTZ’ reference. Excellent agreement can be observed for all
four solutes with the RMSE being 1.0 kJ/mol when Ben-Naim’s references are used as the
standard. Compared to Ben-Naim’s HFEs, the largest error is observed for ethane, which is 1.6
kJ/mol. For methanol and ethanol, the Henry’s law estimates compiled by Sander show a span of
3 kJ/mol and 2 kJ/mol, respectively. The differences between AFM and experimental HFEs are
thus comparable to the differences between experimental estimates. The AFM-based estimate of
-20.45 kJ/mol for ethanol is actually right in the middle of the largest and smallest experimental
Henry’s law estimates. Chemical accuracy is generally considered to be 1 kcal/mol, and the 1.0
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kJ/mol RMSE of our predictions is approximately 0.25 kcal/mol, showing that these AFM-based
predictions of HFEs achieve chemical accuracy when MP2 is used to provide reference
gradients.
For these molecules, HFEs based on CGenFF75 and GAFF1, 76 are also reported. CGenFF
and GAFF are the small molecule general FFs for CHARMM and AMBER, respectively. Both
the CGenFF and GAFF HFEs were measured in TIP3P water. The CGenFF HFEs 77 are in better
agreement with experimental numbers than the GAFF HFEs 6 for these molecules, this may be
partly due to the explicit fitting of small molecular-water interactions in the development of
CGenFF. The AFM-based models, along with CGenFF and GAFF, provide good predictions of
the HFEs of methane and ethane. However, for methanol and ethanol, GAFF seems to be
significantly worse. The AFM predictions are probably better than CGenFF for these alcohols,
although the difference between the AFM and CGenFF predictions is comparable to the variance
in the experimental references based on Henry’s law constants. Even though the AFM models
are not performing much better than CGenFF or GAFF for methane and ethane, we still consider
these predictions a success, since no experimental data were ever fitted in the development of our
models.
It is interesting to note that the HFE of methane is close to that of ethane, and the HFE of
methanol is close to that of ethanol. Thus, the addition of a methyl group did not change the HFE
by more than 1 kJ/mol. The additional methyl group is expected to increase the cavitation
energy; consequently, one would anticipate a more positive HFE for the larger solutes.
To better understand the contribution to HFE from the additional methyl group,
alchemical simulations were performed in which only the repulsive part of the short-range nonbonded interactions is switched on to compute the cavitation energy. The dispersion contribution
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to the HFE is then estimated by subtracting the cavitation energy from the contribution to HFE
measured by switching on all the short-range non-bonded interactions. The Coulombic
contribution was computed by switching on Coulombic interactions in presence of the shortrange non-bonded terms between the solute and water as discussed previously in Sec. III. A.
The contribution to the total HFE from different components is shown in Table 4. It is not
surprising that the Coulombic part has almost no contribution to the overall HFE for methane
and ethane. The Coulombic contribution for ethanol is 4 kJ/mol larger than that of the methanol,
which can be explained by its larger dipole moment. The cavitation energy is indeed larger for
ethane and ethanol, with the additional methyl group contributing about 11 kJ/mol in both cases.
However, for ethane, the increased dispersion contribution compensates for the increased
cavitation energy. In the case of ethanol, the increased dispersion and Coulombic contributions
compensate for the larger cavitation energy, leading to very small change in HFE upon addition
of an extra methyl group.
Hydration enthalpies computed for each solute are reported in Table 5, along with
experimental references from three different sources. Excellent agreement can be seen for all
molecules with the largest deviation being 2.5 kJ/mol, which is for methane when compared to
the Ben-Naim reference value. At the same time, the difference between Ben-Naim and Cabani’s
experimental values is around 2.0 to 2.5 kJ/mol for each solute.
Diffusion coefficients for each solute in BLYPSP-4F water are shown in Table 6. The
BLYPSP-4F water model has a diffusion constant of 2.46×10 -5 cm2/s,78 which is slightly larger
than the experimental value of 2.3×10-5 cm2/s. A solute can not diffuse without displacing water
molecules, thus the diffusion constant of the solute is affected by the diffusion of water. When
compared to the available experimental data, it is clear the FFs developed with AFM give good
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estimates for diffusion constants. The computed diffusion constants in this work have not been
corrected for finite size effects79 or quantum nuclear effects.80 The finite size correction should
be small since a fairly large 750-water box was used. However, some ambiguity still remains for
a direct comparison between simulated and experimental diffusion constants. It is worth noting
though that the difference between the experimental and model diffusion coefficients is
comparable or even smaller than the variation among different experimental measurements
except for ethanol.
Different solute-water RDFs are shown in Figures 5-8. Figure 5 shows the structure of
water around the aliphatic carbon of each solute. For the first hydration shell, the water hydrogen
is slightly closer than the aliphatic carbon by 0.1 to 0.2 Å than the water oxygen, consistent with
the dominance of orientations ω1 and ω2 shown in Figure 1. In these orientations, water
maximizes hydrogen bonds with other waters in the presence of an aliphatic carbon, which is
hydrophobic. A second hydration shell peak around 6.4 Å can be clearly seen. It is interesting to
note that, on average, the water hydrogen is further away from the water oxygen in the second
hydration shell. Figure 6 characterizes the hydration structure around the hydroxyl oxygen in
methanol and ethanol. Not surprisingly, a distinct structuring of water can be seen with the first
hydrogen peak 1 Å closer than the first water oxygen peak at 2.8 Å. The second hydrogen peak
at 3.3 Å is most likely formed by the other hydrogen of the first hydration shell waters. It is
interesting to note that, while third hydration shell peaks cannot be seen around the ethanol
hydroxyl oxygen, a peak consistent with a third hydration shell can be seen around the methanol
hydroxyl oxygen.
Experimental partial RDFs of the solutes in dilute solutions are not readily available,
largely due to their difficulty to be separated from those of neat water at low concentrations. One
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of the few experimental RDFs we identified in literature is for 2.6 mole percent methane at 145
bar and 291 K.81 The AFM RDF is measured with only one methane in the box and thus
corresponds to infinite dilution. At the higher concentration, the experimental RDF has a tighter
and more structured first hydration shell (Figure 7). This is not surprising considering that the
study of Koh et al. was in the context of water structuring during the formation of methane
clathrate. The conditions of the experimental data shown in Figure 7 are less than 2 K from the
methane-clathrate stability line, which, along with the higher concentration of methane, might
have prompted the increased structuring of water molecules.
When our AFM methanol is compared to a 10 mole percent methanol solution at 293
K,82 the positions of the RDF peaks appear in good agreement (Figure 8). The increased height
of the RDF peaks of our methanol model can be intuitively understood from the fact that our
dilute simulation has a significantly higher water concentration.
The power spectrum of each solute in aqueous solution is shown in Figure 9. Although
power spectra do not obey selection rules, they will provide a reasonable estimate of
experimental vibrational frequencies. Vibrational frequencies computed with an electronic
structure method are commonly scaled to achieve better agreement with experiments. 83 The
scaling factor depends on the electronic structure method and partly accounts for quantum
nuclear effects and neglect of bond anharmonicity. For MP2/aug-cc-pVTZ, it has been suggested
by Merrick et al. to scale the high and low frequencies by 0.9598 and 1.012, respectively. 83
These scaling factors have been applied to all four simulated spectra shown in Figure 9.
The experimental spectra for the four solutes are shown for the region above
2500 cm-1.84-86 It is clear from this figure that for ethane and ethanol, the C-H stretch modes
between 2800 and 3100 cm-1 are in good agreement with experiments. The alcohols’ O-H stretch
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near 3500 is not clearly visible from experiments, since it couples strongly with the O-H stretch
in water. Only the power spectrum of the solute is reported in Figure 9, thus the O-H stretch
stands out clearly without any background due to water. For methane and methanol, the power
spectra from classical MD simulations predict a blueshift of the C-H stretch modes by 100 to 150
cm-1 even with the scaling factor. We anticipate that for such molecules, explicit treatment of
quantum nuclear effects could be important and might be responsible for the disagreement in the
vibrational frequencies.

5.6 Conclusions
Models of four non-electrolyte solutes, methane, ethane, methanol, and ethanol, in dilute
aqueous solutions were developed by force matching MP2 gradients with AFM. The ability of
these FFs to predict HFEs is of particular interest due to the HFE being an important
fundamental property of the solute. These solutes were chosen partly because experimental HFEs
are readily available by which to gauge the quality of the AFM potentials. Without fitting to any
experimental data, all four solute HFEs are in excellent agreement with experiments, showing
better performance than CGenFF and GAFF for methanol and ethanol. For methane, ethane,
methanol, and ethanol, the AFM-based predictions achieved an RMSE of less than 0.25 kcal/mol
relative to experimental data from Ben-Naim, thus reaching chemical accuracy.
Enthalpies of hydration, diffusion coefficients, radial distribution functions, and power
spectra of the AFM-based models are also computed with classical MD. Excellent agreement is
achieved for enthalpies of hydration and diffusion constants, further validating the quality of our
models. It is worth noting that the AFM models were not biased to predict any properties more
accurately than others, and some disagreement between experimental and simulated results is
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likely due to limitations in the classical MD simulations. The ability of the AFM FFs to make
high quality predictions for many properties suggests that MP2 with an aug-cc-pVTZ quality
basis set well approximates the true Born-Oppenheimer PES for the hydration of these solutes.
Although these solutes are fairly simple, they represent both molecules with small
solubilities and those indefinitely miscible with water. Cases such as methane and ethane provide
a strong test for the quality of the models, since minor disagreement in predicted HFEs can lead
to large relative errors when the absolute HFE is small. This work shows the promise of AFM in
blind predictions of HFEs. Further work on the application of AFM to more complex solute
molecules is worthy of pursuit.

5.7 Supporting Information (Notice)
See supplementary material for RMSEs of different choices of repulsion potentials for
methane and methanol.
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5.10 Tables
Table 1. Intermolecular potential parameters of methane, ethane, methanol, and ethanol models.
Solute
Atom type(s)

Parameter (units)

C1
H1
OA
HA
C2
H2

qi (e)
qi (e)
qi (e)
qi (e)
qi (e)
qi (e)

C1-OW
OA-OW
C2-OW

C6,i-OW (kcal·Å6/mol)
C6,i-OW (kcal·Å6/mol)
C6,i-OW (kcal·Å6/mol)

H1-OW

Aij (kcal/mol)

methane
Coulombic: 𝑈
𝑟
-0.4414
0.1103

Dispersion: 𝑈

=𝐴 𝑒

847.661

2470.127

3434.019

4417.596

3.7760

4.2923

4.0562

4.3219

421840.024

2431164.300

2478705.652

2823170.400

4.1043

4.7671

4.6971

4.6294

1120.694

760.790

3.7279

3.3417

1244.524

1002.112

3.6871

3.3996

386285.956

265074.350

4.3299

4.1731

Aij (kcal/mol)

Aij (kcal/mol)

Aij (kcal/mol)
αij (Å-1)
Aij (kcal/mol)
-1

αij (Å )
Aij (kcal/mol)
-1

αij (Å )
Aij (kcal/mol)
-1

αij (Å )
H2-HW

1042.49
536.91
743.17

Aij (kcal/mol)

αij (Å-1)

H2-OW

1133.02
532.66

3.7471

αij (Å )

C2-OW

-0.1170
0.01916
-0.8139
0.4545
0.5176
-0.0493

4.2262

-1

OA-OW

0.5845
-0.0857
-0.7606
0.4332

αij (Å )

αij (Å )

OA-HW

ethanol

5858.829

-1

HA-OW

𝑟

⁄𝑟
1051.53

,

methanol

12897.527

-1

C1-OW

= 𝑞 𝑞 ⁄ 4𝜋𝜖 𝑟
-0.1581
0.05271

(𝑟
) = −𝐶
1246.03

Repulsion: 𝑈

H1-HW

ethane

Aij (kcal/mol)
αij (Å-1)

19425485.000
5.5968
9426.774
4.1145
2939.827
4.3131
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Table 2. Intramolecular potential parameters of methane, ethane, methanol, and ethanol models.
Solute
Atom type

Parameter (units)

methane

ethane

C1-H1

re (Å)
kbon (kcal/mol)

C1-C1

re (Å)
kbon (kcal/mol)

C1-OA

re (Å)
kbon (kcal/mol)

1.4290
604.7620

OA-HA

re (Å)
kbon (kcal/mol)

0.9597
1080.0477

C1-C2

re (Å)
kbon (kcal/mol)

1.5204
551.9110

C2-H2

re (Å)
kbon (kcal/mol)

1.0937
742.5561

C2-OA

re (Å)
kbon (kcal/mol)

1.4396
577.2346

H1-C1-H1

θe (°)
kang (kcal/mol)

H1-C1-C1

θe (°)
kang (kcal/mol)

H1-C1-OA

θe (°)
kang (kcal/mol)

108.928
112.625

C1-OA-HA

θe (°)
kang (kcal/mol)

109.098
96.108

H1-C1-C2

θe (°)
kang (kcal/mol)

104.971
96.623

C1-C2-H2

θe (°)
kang (kcal/mol)

107.711
97.955

C1-C2-OA

θe (°)
kang (kcal/mol)

109.110
167.060

H2-C2-H2

θe (°)
kang (kcal/mol)

103.715
71.873

C2-OA-HA

θe (°)
kang (kcal/mol)

109.167
99.632

H2-C2-OA

θe (°)
kang (kcal/mol)

105.522
110.565

Bonds: 𝑈

H1-C1-C1-H1

(𝑟) = 𝑘
1.0902
765.7422

(𝑟 − 𝑟 )
1.0931
734.1599

methanol

1.0914
742.2292

ethanol

1.0924
744.9736

1.5301
541.1053

Angles: 𝑈 (𝜃) = 𝑘
102.396
76.560

Dihedrals: 𝑈
ϕe (°)
kdih (kcal/mol)

(𝜃 − 𝜃 )
100.053
71.451

107.854
72.459

0.9609
1056.6764

101.371
73.271

105.272
96.802

(𝜙) = 𝑘

(1 + cos(3𝜙 − 𝜙 ))
0
0.4404

H1-C1-OA-HA

ϕe (°)
kdih (kcal/mol)

0
0.2637

H1-C1-C2-OA

ϕe (°)
kdih (kcal/mol)

0
0.4470

C1-C2-OA-HA

ϕe (°)
kdih (kcal/mol)

0
0.4837
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Table 3. Predicted and experimental HFEs of the four solutes studied in this work. Experimental
values reported as “Sander” are derived from Sander’s compilation of Henry’s law constants,
Hcp.87 The Sander compilation contains multiple Hcp for each solute, thus only the smallest and
the largest HFEs calculated from experimental measurements within his data set are shown. All
values in kJ/mol.
Simulated
Solute
methane
ethane
methanol
ethanol
d

AFM

CGenFF77

GAFF6

9.31 ± .02
9.27 ± .03
-21.91 ± .08
-20.45 ± .07

9.20 ± 0.12
8.38 ± 0.12
-18.57 ± 0.12
-18.87 ± 0.12

10.25 ± 0.04
10.29 ± 0.04
-14.60 ± 0.08
-14.18 ± 0.08

Experimental
Sander d
Ben-Naim30
smallest, largest
8.39
8.3, 8.7
7.67
7.4, 7.6
-21.34
-21.7, -18.7
-21.13
-21.4, -19.6

Computed from the compiled set of experimental Hcp data, Ref. 87, via -RT·ln(RT·Hcp).

Table 4. Computed HFEs and contributions from different FF components of the AFM models.
All values in kJ/mol.
Solute

HFE

Coulombic

Repulsion

Dispersion

Total Short Range

methane

9.31 ± 0.02

-0.25 ± 0.01

36.75 ± 0.16

-27.19 ± 0.16

9.56 ± 0.02

ethane

9.27 ± 0.03

-0.03 ± 0.01

48.06 ± 0.12

-38.76 ± 0.12

9.30 ± 0.03

methanol

-21.91 ± 0.08

-27.30 ± 0.01

41.23 ± 0.21

-35.84 ± 0.22

5.39 ± 0.08

ethanol

-20.45 ± 0.07

-31.27 ± 0.01

52.76 ± 0.16

-41.94 ± 0.17

10.82 ± 0.07
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Table 5. Enthalpies of hydration at infinite dilution, 1 bar, and 298 K. All values in kJ/mol.
Experimental
AFM a

Ben-Naim30

Cabani88

-8.8 ± 0.7

-11.49

-13.79

-12.0

ethane

-15.4 ± 0.6

-17.46

-19.76

-17.9

methanol

-43.6 ± 0.8

-42.89

-44.52

-45.1 b

ethanol

-48.9 ± 0.8

-50.42

-52.40

-50.6

Solute
methane

CRC89

a

Error estimates are the standard of the mean from 20 simulations of 10 ns each.
The CRC handbook lists -52.0 kJ/mol. This value could be a transcription error, as CRC cites
Plyasunov et al. for the hydration enthalpy of methanol. The value of Plyasunov and Shock from
Ref. 90 is reported here.
b

Table 6. Diffusion coefficients of aqueous solutes at infinite dilution, at 298 K, multiplied by
105. All values reported in cm2/s. Errors on predicted values reported as the standard error of the
mean of 10 independent simulations.
Solute

AFM

Experimental

methane

1.79 ± 0.05

1.81 91

1.88 92

1.49 93 1.49 94

ethane

1.28 ± 0.03

1.52 91

1.52 92

1.20 94

methanol

1.50 ± 0.05

1.56 95

1.56 96

1.51 97

ethanol

1.32 ± 0.03

1.24 96

1.24 93

1.23 97
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5.11 Figures

Figure 1. Distribution of hydrogens of methane (left) and water molecules (right) in a liquid
simulation. The water has been translated to the same C-O distance without changing its relative
orientation. Hydrogen atoms depicted as grey, carbon as teal, and oxygen as red. A. Methane
appears isotropic, while water exhibits preferential hydrogen locations. B. Rotated view showing
region of lowest hydrogen density around water oxygen, which is nearest to methane. C.
Methane hydrogen distribution depicted as purely isotropic, while distribution of water hydrogen
represented by transparent isosurface. Four water orientations, ω1-ω4, are proposed to represent
different proportions of the isosurface distribution.
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Figure 2. Potential energy scans along the C-O axis of representative methane-water dimer
configurations. Scans are performed for two methane orientations for each water orientation, ω1,
ω2, and ω3, as described in the text. Percentages of liquid population represented by each
orientation of water given by the bar below the plots.
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Figure 3. Atom types used for methane, ethane, methanol, and ethanol models. The same atom
types in different molecules carry different parameters in our force fields.
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Figure 4. Scatter plot comparing fitted and SAPE E2 dispersion energies with and without the
C8/r8 term. Inclusion of the C8/r8 term was not found to reduce the RMSE of the fit sufficiently
to justify inclusion in the FF’s dispersion model.
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Figure 5. Radial distribution functions of water hydrogen (dashed lines and right ordinate axis)
and water oxygen (solid lines and left ordinate axis) around the aliphatic carbons of AFM
methane, ethane, methanol, and ethanol.

Figure 6. Radial distribution functions of water hydrogen (dashed lines and right ordinate axis)
and water oxygen (solid lines and left ordinate axis) around the hydroxyl oxygen of AFM
methanol (purple curves) and ethanol (green curves).
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Figure 7. Comparison of experimental (black) and computed (blue) methane-water RDFs. Both
RDFs are measured at 145 bar and 291 K.

Figure 8. Comparison of experimental (black) and computed (blue) methanol-water RDFs. Both
RDFs are measured near 1 bar at 293 K.
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Figure 9. Vibrational spectra of all aqueous solutes. Scaling corrections for MP2/aug-cc-pVTZ
were applied to all AFM solute spectra frequencies.83 Experimental Raman spectra are shown in
black for methane,84 methanol,85 ethane,86 and ethanol.85 Peak intensities have been scaled
arbitrarily to aid viewing.
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5.12 Supporting Information
In this work, the intermolecular repulsions are modeled by exponential functions,
𝑈

=𝐴 𝑒

(S1)

between atom i of the solute and j of water (OW or HW). For a solute of n atom types, there are
2n possible unique solute-water repulsions. Using methane and methanol as examples, we
explored several possible choices for placements of exponential repulsions using the generation 1
training set of the AFM fit.
Tables S1 and S2 show a summary of the models tested. The models in bold were chosen
to model repulsion in the final force fields after balancing the RMSD and number of parameters.
No separate tests were done for ethane and ethanol. The schemes established for methane and
methanol were used for ethane and ethanol, respectively.
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5.12.1 Supporting Tables
Table S1. Fitness of different placements of repulsion terms between methane and water. X
indicates the presence of an exponential term shown in Eq. 1 Total number of repulsion
parameters and the RMSD of the fit is also shown. Model B (bold) is the final AFM model
chosen for methane.
Model
Model
Model
Model
Atom pair
A
B
C
D
H1-OW

X

H1-HW
C1-OW

X

X

X
X

X

C1-HW

X
X

X

X

X

X

Repulsion
parameters

4

6

6

8

RMSD in forces
(kcal/mol·Å)

1.4437

1.4385

1.4394

1.4384
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Table S2. Fitness of different placements of repulsion terms between methanol and water. X
indicates the presence of an exponential term shown in Eq. 1 Total number of repulsion
parameters and the RMSD of the fit is also shown. Model D (bold) was the final AFM model
chosen for methanol.
Model
Model
Model
Model
Model
Atom pair
A
B
C
D
E
H1-OW

X

H1-HW

X

X

C1-OW

X

X

X

X
X

X

X

X

X

X

X

X

C1-HW
HA-OW
HA-HW
OA-OW

X

X

X

X

X

OA-HW

X

X

X

X

X

Repulsion
parameters

8

10

10

10

12

RMSD in forces
(kcal/mol·Å)

3.5166

3.4823

3.5138

3.4084

3.3755
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Chapter 6: Conclusion
The projects described in this dissertation show a broad range of applications of
computational methods in chemistry, from elucidation of the reasons and mechanisms behind
observed physical states or processes, to method development for improving the quality of
computational studies, and the prediction of properties not yet experimentally measured.
The first project (Chapter 2) serves as an example of predicting experimental phenomena
from theoretical insights. Molecular mechanics (MM) simulations using a force field (FF)
developed earlier within the Wang lab predicted the trend of the surface tension of supercooled
water as a function of temperature. As the temperature of supercooling decreases, an exponential
growth in the surface tension was observed, which is believed to be caused by the state of the
system approaching a Widom line. This, in turn, implies the existence of two distinct phases of
liquid water⸻ an idea which has been widely debated.
The second project (Chapter 3) used the simple relationship between the forces on a
charged particle in an electric field and the particle’s charge to develop a new method for
computing net charges assignable to “atomic” centers within planar molecules, the sum of which
is the net molecular charge. By applying a small electric field perpendicular to the molecular
plane, the true forces experienced at each nucleus in the molecule are determined with quantum
mechanics (QM). The method, named Millikan-Thomson (MT) charge assignment, was found to
be equivalent to the method of so-called IR charges; though the MT method is significantly more
efficient since it obviates the need to compute the electronic density. The efficiency of the MT
method permitted the calculation of atomic charges at high levels of QM theory, e.g. coupledcluster. Unlike most other charge assignment or molecular electron density partitioning methods
used routinely in quantum chemistry today, the MT charges are, at least in principle,
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experimentally verifiable. A limitation of MT charges is that they can only be exactly determined
for planar systems. Nonetheless, the MT charges can be used to investigate quantifiable charge
transfer in model systems, and may serve as base estimates of atomic charges for more complex
systems.
In Chapter 4, the standard computational route for calculating solvation free energies
(SFEs), known as an alchemical pathway, was compared to the traditional formula used by
experimentalists to calculate the SFE from laboratory measurements. Prior to this work, no
explicit verification of the equivalence of the computational and experimental formulae had been
presented in the literature, though the formulae are known to be theoretically equivalent. Each of
these routes to the SFE, as typically utilized in the literature, were shown to be dependent upon
subtly different ideal gas-type assumptions. This work found that, under conditions of relatively
low temperatures and pressures, the assumption that the alchemical, computational route and the
experiment-based calculation measure the same property is largely justified. However, for
systems of strongly interacting molecules, or systems with a high-density gas phase over the
liquid, the validity of the ideal gas assumptions begins to break down, causing experimental and
theoretical estimates of SFE to diverge. For such cases, we also showed methods capable of
nearly completely reconciling both the experimental and computational routes.
Chapter 5 utilizes the Adaptive Force Matching (AFM) method for FF development to
create models of simple solutes in aqueous solution. AFM is the same methodological
framework that produced the successful FF used in the simulations of Chapter 2. In this work, we
therefore sought to extend the methods of AFM to dissolved, neutral molecules, viz. methane,
ethane, methanol, and ethanol. These molecules represent both polar and nonpolar solutes with
hydration free energies (HFEs) quite sensitive to parameters of the models. Application of AFM
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to these solutions required the investigation of appropriate quantum methods to provide reference
forces which our FFs should reproduce, as well as the suitability of the functional expressions of
molecular interactions to be used in the FF. By developing efficient FFs that faithfully reproduce
their relevant underlying QM energy landscapes, these FFs were shown to produce excellent
estimates of experimental HFEs, diffusion coefficients, radial distribution functions, enthalpies
of hydration, and vibrational spectra.
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Appendix
Memorandum of majority work, CRYOFF user’s manual, and CRYOFF tutorial.
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