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I. Sample Preparation 
Recent spectroscopic studies have indicated that the multinuclear Mn complexes reported in ref. (34) 
of the main text are better assigned as one electron reduced oxo-hydroxo species instead of the 
previous assignment as dioxo species  (ex: Mn(III)3CaO(OH) instead of Mn(III)2Mn(IV)CaO2), 
corresponding to the incorporation of one H-atom (Lionetti D, Suseno S, Tsui EY, Lu L, Carsch KM, Nielsen 
RJ,  Goddard WA, Britt DR, Agapie T; Manuscript in preparation). 
II. Reflection Zone Plate Spectrometer and Photon Count Rates 
In the main text, we report a fluorescence-yield ratio of Mn L: O K ≈ 1 : 5400 for the PS II S1 (dark 
state) solution sample, averaged over the Mn L3 resonance. With the following estimations we show 
that this is on the expected order of magnitude. Based on a Mn L-edge spectrum of a Mn2+aq solution 
with absolute absorption cross sections, as communicated by Schreck et al.1 (see the peak absorption 
of 𝜎𝑟𝑒𝑠(Mn L3) ∝ 12 Mbarn, as used in the main paper) we estimate an average absorption cross 
section ?̂?(Mn L3) of Mn, averaged over the L3 absorption edge, between 3 Mbarn (full foot-width) and 
9 Mbarn (FWHM). Together with ref. (1) we thus estimate a ratio of x-ray absorption cross sections of 
?̂?(Mn L3)/𝜎𝑂 between 8 and 24 at ~640 eV photon energy. Including the relative fluorescence yield 
ratio 𝐹𝑀𝑛𝐿/𝐹𝑂𝐾 ~ 1/1.7 (2), the relative diffraction efficiency of the zone plate optics for the Mn L and 
O K fluorescence yields, 𝑅𝑅𝑍𝑃(637 𝑒𝑉)/𝑅𝑅𝑍𝑃(525 𝑒𝑉) ≈ 2 (3), and the stoichiometric ratio of 
Mn:O ~ 1:64000 in the sample we expect a ratio of Mn L : O K fluorescence photons between 1:2300 
and 1:6800 for the PS II solution sample, which within the accuracy of these estimations agrees with the 
experimental ratio of 1:5400. 
 
III. X-ray Pulse Energies at the Soft X-ray Instrument of the LCLS 
The infrastructure of the soft x-ray instrument (SXR) of the Linac Coherent Light Source (LCLS) x-ray free-
electron laser (XFEL) incorporates devices for measuring the pulse energy in at least two positons in the 
SXR beamline. In the beginning of the SXR beamline a device (here denoted as GMD1) monitors the x-
ray induced luminescence in gases (4) and at the end of the SXR beamline a detection scheme for x-ray 
induced ion generation in gases (here named GMD2), measures the pulse energies (5-7) prior to 
refocusing of the pulsed beam towards the experiment. From the experimental values of these pulse 
energy monitors, GMD1 and GMD2, the energy of the x-ray pulses in the experimental interaction 
region can be estimated as done in ref. (22) of the main text. 
 
If only GMD1 was available, measuring 𝐸𝑝(GMD1) prior to entering the SXR beamline, the 
experimentally available pulse energy is estimated via 
 
𝐸𝑝 = 𝐸𝑝(GMD1) ⋅ 𝑅
6 ⋅ 𝑅𝐺 ⋅ 𝜂𝐵𝑊 ⋅ 𝑐 (1) 
 
where 𝑅=0.79 is the assumed reflectivity of the mirrors and the KB optics, 𝑅𝐺 is the reflectivity or 
diffraction efficiency of the monochromator grating with 𝑅𝐺 = 0.79 in 0
th order (reflection) or 𝑅𝐺 =
0.22 in 1st diffraction order for the spectral range relevant to Mn L edge XAS. 𝑐=0.6 is a factor accounting 
for optical beam clipping in the beamline (ref. (22) of the main text). For the spectrum scans shown in 
the main text the full XFEL beam without further attenuation is used.  
                                                          
1 Personal communication by S. Schreck and Ph. Wernet, Helmholtz-Zentrum Berlin, Germany 2017. 
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The fraction 𝜂𝐵𝑊 of photons transmitted on average by the monochromator is estimated as 
 
𝜂𝐵𝑊 =
1
2
⋅ erf(
Δ𝐸𝑚𝑜𝑛𝑜/2
Δ𝐸𝐹𝐸𝐿/(2√2 ln(2))/√2
) −
1
2
⋅ erf(
−Δ𝐸𝑚𝑜𝑛𝑜/2
Δ𝐸𝐹𝐸𝐿/(2√2 ln(2))/√2
) (2) 
 
with Δ𝐸𝑚𝑜𝑛𝑜 being the bandwidth selected by the monochromator slit (typically 0.4 to 0.6 eV) and 
Δ𝐸𝐹𝐸𝐿 being the averaged bandwidth of the SASE spectrum, which was experimentally measured to be 
4.2 eV at a photon energy of 640 eV, as shown in  Fig. S1. erf(𝑥) denotes the Gauss error function. For 
small ratios Δ𝐸𝑚𝑜𝑛𝑜/Δ𝐸𝐹𝐸𝐿 ≪ 1 the approximation 𝜂𝐵𝑊 ≈ Δ𝐸𝑚𝑜𝑛𝑜/Δ𝐸𝐹𝐸𝐿 holds.  
 
If the gas monitor detector GMD2 was available, measuring the pulse energy 𝐸𝑝(GMD2) closer to the 
experiment, the pulse energy on the sample is estimated via 
 
𝐸𝑝 = 𝐸𝑝(GMD2) ⋅ 𝑅
2 (3) 
 
where 𝑅 = 0.79 is the nominal reflectivity of one KB optical element between GMD2 and the 
experimental chamber, as used for earlier estimations in ref. (22) of the main text. The ideal 
transmission of the combination of KB optics is thereby assumed to be 𝑅2 = 0.62, which is on the order 
of the factor of around 0.5, given by Moeller et al. (7).  
 
  
Fig. S1: An averaged LCLS SASE spectrum (integrated for ~10 s) with a bandwidth of 0.66% (FWHM) is shown 
in red. A typical bandwidth to be selected by the monochromator slit is sketched in blue. The spectrum was 
measured on a YAG screen placed in the beam diffracted by the monochromator grating in the 1st diffraction 
order. 
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Table S1: Determination of the pulse energy on the sample. We use the last two columns for further estimations. 
Beamtime Run # Sample Emono 
(eV) 
GMD1 
(mJ) 
GMD2 
(µJ) 
Ep (µJ) 
from 
GMD
1 
Ep (µJ) 
from 
GMD2 
Ep (µJ) 
Aver-
aged 
Np 
(ph/pulse) 
Averaged 
LB68 (2013) 39 Mn(II)Mn(III)2CaO(OH) 0.6 2.2 -  9.4 - (9.4) (9.1⋅ 1010) 
LK48 (2016) 83 Mn2+aq 0.4 1 10 2.8 6.3 4.6 4.5⋅ 𝟏𝟎𝟏𝟎 
LK48 (2016) 89 Mn(III)3CaO(OH) 0.4 1 10 2.8 6.3 4.6 4.5⋅ 𝟏𝟎𝟏𝟎 
LK48 (2016) 87 Mn(IV)3CaO4 0.4 1 10 2.8 6.3 4.6 4.5⋅ 𝟏𝟎𝟏𝟎 
LK48 (2016) 104, 106 PS II (dark) 0.4 0.85 7 2.4 4.4 3.4 3.3⋅ 𝟏𝟎𝟏𝟎 
LK48 (2016) 121 PS II (2F) 0.4 0.85 9 2.4 5.6 4.0 3.9⋅ 𝟏𝟎𝟏𝟎 
 
Typical experimental pulse energies provided by the soft x-ray instrument SXR during the beamtimes 
LB68 (2013) and LK48 (2016) were calculated from experimental GMD1 and GMD2 values using 
equations (1)-(3) in Table S1. Apparently Ep(GMD2) yields ~50% higher pulse energies than Ep(GMD1) 
and is likely to overestimate the true pulse energy. In the main text the effective pulse energy on the 
sample is averaged from both values GMD1 and GMD2 (if available, i.e. for LK48).  
In this case, the uncertainty of 25% assigned to all pulse energy measurements and therefrom deduced 
values reflects the discrepancy of the pulse energies estimated from the GMD2 and GMD1 values, 
respectively. For the beamtime LB68 (i.e. for the Mn(II)Mn(III)2CaO(OH) sample) the pulse energy is 
determined solely from GMD1 and is likely to be overestimated. From the averaged pulse energies 𝐸𝑝 
the number of photons per pulse on the sample 𝑁𝑝 is calculated for a photon energy of ℎ𝜈 ≈ 640 eV 
≈ 1.03 × 10−10µJ using the equation 
 
𝑁𝑝 = 𝐸𝑝/ℎ𝜈 (4) 
 
The last two columns in Table S1 are used for all further estimations. 
 
Furthermore, we assume the x-ray pulses to have a Gaussian distribution along the spatial axis of 
propagation, z, along the perpendicular axis pointing towards the spectrometer entrance, x, and along 
the perpendicular vertical axis, y. The pulse profile in the time domain t, thus, is also assumed to have a 
Gaussian distribution. The horizontal and vertical width (FWHM) of the pulse profile projected onto the 
x-y plane was measured for each experiment either from an in-situ luminescence profile on a YAG screen 
or with an offline fluence-scan imprint method on lead tungstenate (ref. (59) of the main text). The 
spatial photon (and energy) density profile and the intensity profile of the x-ray pulses on the sample as 
well as their peak and average values are estimated with the following set of equations. 
The area density 𝑛(𝑥, 𝑦) of photons approximated by a two-dimensional Gaussian profile with a peak 
photon density 𝑛0, horizontal width 𝜎𝑥 and vertical width 𝜎𝑦 is expressed as 
 
𝑛(𝑥, 𝑦) = 𝑛0 ⋅ 𝑒𝑥𝑝 (−(
𝑥2
2𝜎𝑥
2 +
𝑦2
2𝜎𝑦
2)) (5) 
 
where the Gaussian widths 𝜎𝑖 can be related to the FWHM values via 𝜎𝑖 = 𝐹𝑊𝐻𝑀𝑖/(2√2 ln(2)).  
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The area density of photons per pulse is linked to the photon number 𝑁𝑝 per pulse via  
 
𝑁𝑝 = ∫ ∫ 𝑛(𝑥, 𝑦) 𝑑𝑥𝑑𝑦
+∞
−∞
+∞
−∞
=
(√2𝜋)
2
𝑛0 ⋅ 𝐹𝑊𝐻𝑀𝑥 ⋅ 𝐹𝑊𝐻𝑀𝑦
(2√2 ln(2))
2  (6) 
 
The peak value 𝑛0 of the area density of photons for an average single pulse is calculated from the 
measured pulse energy 𝐸𝑝 or the photon number 𝑁𝑝 (see Table S1), respectively, and the widths 
𝐹𝑊𝐻𝑀𝑥, and 𝐹𝑊𝐻𝑀𝑦 of the measured beam profile 
 
𝑛0 =
(2√2 ln(2))
2
⋅ 𝑁𝑝
(√2𝜋)
2
⋅ 𝐹𝑊𝐻𝑀𝑥 ⋅ 𝐹𝑊𝐻𝑀𝑦
 (7) 
 
The photon density 𝑛(𝑥, 𝑦) is linked to the energy fluence via 𝜖(𝑥, 𝑦) = ℎ𝜈 ⋅ 𝑛(𝑥, 𝑦). Thus, the peak 
energy density of a pulse with ℎ𝜈 ≈ 640 eV ≈ 1.03 × 10−16J is 
𝜖0 =
(2√2 ln(2))
2
⋅ 𝐸𝑝
(√2𝜋)
2
⋅ 𝐹𝑊𝐻𝑀𝑥 ⋅ 𝐹𝑊𝐻𝑀𝑦
 (8) 
 
The intensity distribution (energy density per time and area) of a Gaussian pulse is expressed as  
 
𝐼(𝑥, 𝑦, 𝑡) = 𝐼0 ⋅ 𝑒𝑥𝑝 (− (
𝑥2
2𝜎𝑥
2 +
𝑦2
2𝜎𝑦
2 +
𝑡2
2𝜎𝑡
2)) (9) 
 
With the peak intensity 𝐼0 and the Gaussian width in time 𝜎𝑡. It is linked to the energy fluence 𝜖(𝑥, 𝑦) 
by the integration over time. The integral for the peak value at (x, y) = (0,0) is 
  
𝜖0 = ∫ I(0,0, t) 𝑑𝑡
+∞
−∞
=  𝐼0 ⋅
√2𝜋 ⋅ 𝐹𝑊𝐻𝑀𝑡
(2√2 ln(2))
 (10) 
 
Thus, the peak intensity can be expressed in terms of the pulse energy and the pulse dimensions. 
 
𝐼0 =
(2√2 ln(2))
3
⋅ 𝐸𝑝
(√2𝜋)
3
⋅ 𝐹𝑊𝐻𝑀𝑡 ⋅ 𝐹𝑊𝐻𝑀𝑥 ⋅ 𝐹𝑊𝐻𝑀𝑦
 (11) 
 
The peak values of the area density of photons and of energy and the peak intensity for the individual 
spectra shown in the main text are calculated from Table S1 and listed in Table S2. 
 
In the presented PFY-XAS experiment the spatial photon density profile is averaged in several 
dimensions. In order to estimate the effective influence of x-ray beam damage to the sample an 
appropriate averaging factor needs to be considered. In a liquid jet sample environment of dilute 
samples exponential damping due to x-ray absorption by the solvent according to Beer-Lambert’s law 
needs to be considered, which lead to a decreased Intensity along the x-ray beam axis 𝑧.  
𝐼(𝑥, 𝑦, 𝑧𝑏) = 𝐼(𝑥, 𝑦, 0) ⋅ exp (−𝑧𝑏/Λ) (12) 
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Table S2: Peak values of the area density of photons (photon fluence) 𝑛0, the energy fluence 𝜖0 and intensity 𝐼0. 
    Beam profile 
(exp.) 
Calculated peak values 
Beamtime Run # Sample τ𝑝(fs) 
(FWHM) 
FWHMx 
(h) (µm) 
FWHMy 
(v) (µm) 
𝑛0  
(ph/Å2) 
𝜖0  
(J/ cm2) 
𝐼0  
(mJ/cm2/fs) 
LB68 (2013) 39 Mn(II)Mn(III)2CaO(OH) 200 20 140 0.29 0.30 1.4 
LK48 (2016) 83 Mn2+aq 100 12 50 0.65 0.67 6.3 
LK48 (2016) 89 Mn(III)3CaO(OH) 100 12 60 0.55 0.56 5.2 
LK48 (2016) 87 Mn(IV)3CaO4 100 12 60 0.55 0.56 5.2 
LK48 (2016) 104, 106 PS II (dark) 100 10 50 0.58 0.60 5.6 
LK48 (2016) 121 PS II (2F) 100 10 50 0.69 0.71 6.7 
 
Λ is the attenuation length of the solution sample and 𝑧𝑏 is the pathlength of the beam in the bulk of 
the solution sample.  
An appropriate reference volume for estimating a generalized averaging factor for the probed sample 
volume is the “skin volume” 𝑉𝑠 = π ⋅ FWHMx ⋅ 𝐹𝑊𝐻𝑀𝑦/4 ⋅ Λ spanned by the attenuation length Λ of 
the sample and the elliptical area covered by the x-ray focus. This volume is defined in analogy to that 
used for calculating the “skin dose” (ref. (21) of the main text). This skin volume average is denoted by 
the subscript “s” in the averaged pulse parameters. One finds a generalized averaging factor 𝛾𝑠 such 
that 
𝐼?̅? =
1−1/𝑒
2⋅ln(2)
⋅ 𝐼0 = 𝛾𝑠 ⋅ 𝐼0. (13) 
 
In analogy, the averaging factor 𝛾𝑠 = 0.456 also applies for relating the average energy fluence 𝜖?̅? =
𝛾𝑠 ⋅ 𝜖0 and the area density of photons ?̅?𝑠 = 𝛾𝑠 ⋅ 𝑛0 to the respective peak values. These skin volume 
averaged magnitudes are listed in Table 1 of the main text and are used for estimating the averaged, 
thus, effective influence of x-ray damage mechanisms. 
This estimate for an averaging factor was compared to numerical simulations (not shown) which take 
into account the complete spatial geometry and exponential damping of the x-ray beam profile (for both 
incident and fluorescent photons) relative to the jet dimensions with geometry parameters close to 
those measured in the experiment. In fact, the averaging factors obtained from the simulation range 
between 60% and 100% of the skin-volume averaging factor 𝛾𝑠 = 0.456, thereby giving an upper limit 
character to the generalized averaging approach.  
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Table S3: Skin doses 𝐷𝑠 calculated with eq. (14) for the experimental parameters. 
Beamtime Run # Sample 𝑬𝒑 (µJ) FWHMx 
(h) (µm) 
FWHMy 
(v) (µm) 
𝑫𝒔 
(MGy) 
LB68 (2013) 39 Mn(II)Mn(III)2CaO(OH) 9.4 20 140 1.7# 
LK48 (2016) 83 Mn2+aq 4.6 12 50 4.0 
LK48 (2016) 89 Mn(III)3CaO(OH) 4.6 12 60 3.2 
LK48 (2016) 87 Mn(IV)3CaO4 4.6 12 60 3.2 
LK48 (2016) 104, 106 PS II (dark) 3.4 10 50 3.4 
LK48 (2016) 121 PS II (2F) 4.0 10 50 4.0 
 
IV. X-ray Damage 
IV.1  Dose Effects 
Dose-dependent x-ray damage plays a major role for synchrotron-based studies of biological samples. 
For bulk samples with extensions larger than the attenuation length of the x-rays a typical magnitude 
considered in literature for characterizing the progress of sample damage is the “skin dose” Ds (ref. (21) 
of the main text), i.e. the energy absorbed within the skin volume (see previous section) divided by the 
mass of this volume. We calculate the skin dose via  
 
𝐷𝑠 =
𝐸𝑝 ⋅ (1 − 1/e)/2
𝜌 ⋅ Λ ⋅ π ⋅ FWHMx ⋅ 𝐹𝑊𝐻𝑀𝑦/4
 (14) 
 
Where the factor (1 − 1/𝑒) accounts for the fraction of photons absorbed within the attenuation 
length, the factor 1/2 accounts for the photons contained in the elliptical area A = π ⋅ FWHMx ⋅
𝐹𝑊𝐻𝑀𝑦/4 spanned by the horizontal and vertical focus size (FWHM). 𝜌 is the mass density of the 
sample, here of the solvent with 𝜌~1 g/cm³. Λ is the attenuation length at 640 eV photon energy, which 
for aqueous solutions is approximated with the x-ray attenuation length Λ = 0.80 µm of liquid water at 
640 eV photon energy using the CXRO data base2 and ref. (1). The skin doses for the experiments shown 
in the main text are listed in Table S3. 
IV.2 Sequential Multiphoton Absorption 
In the presented experiment, sequential probing of the same sample volume by two independent x-ray 
pulses can be excluded due to continuous sample refreshment at a rate of >1 kHz, whereas the FEL 
repetition rate is 120 Hz. However, for XFEL sources sequential absorption of x-ray photons within a 
single x-ray pulse may occur with non-negligible probabilities and needs to be controlled. The probability 
for the (linear) absorption of an x-ray photon on the Mn L3 resonance 
 
𝑝𝑟𝑒𝑠 = 𝑛 ⋅ 𝜎𝑟𝑒𝑠 (15) 
 
is determined by the resonant (peak) absorption cross section of Mn which is on the order of3 
 
𝜎𝑟𝑒𝑠(Mn L3)  ∝ 12 Mbarn = 6 × 10
−22 m2. (16) 
 
 
                                                          
2 http://henke.lbl.gov/optical_constants/ 
3 Personal communication by S. Schreck and Ph. Wernet, Helmholtz-Zentrum Berlin, Germany 2017. 
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Table S4: Average (effective) probabilities for multiple Mn resonant L-edge absorption ?̅?𝑀𝑃𝐴
𝑚  for molecules with 𝑚 
Mn atoms. The probabilities are calculated using equations (15) to (18). 
Beamtime Run # Sample m ?̅?𝒔 
(ph/Å²) 
?̅?𝒓𝒆𝒔 
(ph/Mn) 
?̅?𝑴𝑷𝑨
𝒎  
(%) 
LB68 (2013) 39 Mn(II)Mn(III)2CaO(OH) 3 0.13 0.0079 2.4 
LK48 (2016) 83 Mn2+aq 1 0.30 0.018 1.8 
LK48 (2016) 89 Mn(III)3CaO(OH) 3 0.25 0.015 4.4 
LK48 (2016) 87 Mn(IV)3CaO4 3 0.25 0.015 4.4 
LK48 (2016) 104, 106 PS II (dark) 4 0.27 0.016 6.3 
LK48 (2016) 121 PS II (2F) 4 0.32 0.019 7.4 
 
Upon absorption of one x-ray photon the 2p core hole state decays within ~2 fs, which is negligibly 
small as compared to the pulse duration of ~100 fs. Within this approximation, Poisson statistics can 
be used to estimate the probability 𝑃(𝑘) = (𝑝𝑟𝑒𝑠)
𝑘/𝑘! ⋅ exp(−𝑝𝑟𝑒𝑠) for an atom to resonantly absorb 
𝑘 photons (𝑘 ≥ 0  being an integer number) within a single pulse. The probability that a photon, being 
resonantly absorbed by a single Mn atom, is not the first photon to be absorbed within the duration of 
the x-ray pulse can be expressed as a function of 𝑝𝑟𝑒𝑠: 
𝑃𝑀𝑃𝐴 = ∑ 𝑃(𝑘)
∞
𝑘=2
 ∑ 𝑃(𝑘)
∞
𝑘=1
⁄  =  
1 − 𝑃(1) − 𝑃(0)
1 − 𝑃(0)
 =  
1 − exp(−𝑝𝑟𝑒𝑠) ⋅ (1 + 𝑝𝑟𝑒𝑠)
1 − exp(−𝑝𝑟𝑒𝑠)
 (17) 
  
In the general case that a molecule contains 𝑚 Mn atoms, the above equation can be generalized to 
calculate 𝑃𝑀𝑃𝐴
𝑚  (in the main text briefly 𝑃 
𝑚), being the fraction of photons which are absorbed by a 
molecule that has already absorbed another photon within the same x-ray pulse. Considering the total 
absorption cross section of all 𝑚 Mn atoms in the molecule 𝑝𝑟𝑒𝑠
𝑚 = 𝑝𝑟𝑒𝑠 ⋅ 𝑚 the probability 𝑃 
𝑚 reads 
𝑃 
𝑚 =
1 − exp(−𝑚 ⋅ 𝑝𝑟𝑒𝑠) ⋅ (1 + 𝑚 ⋅ 𝑝𝑟𝑒𝑠)
1 − exp(−𝑚 ⋅ 𝑝𝑟𝑒𝑠)
 (18) 
  
Fig. S2 shows the fractions 𝑃 
𝑚 plotted for molecules with m=1, m=3 and m=4 atoms as a function of 
𝑝𝑟𝑒𝑠, the average number of photons absorbed on the Mn L3 resonance. These cases resemble the 
estimates for multiple photon absorption for the Mn2+aq solution sample (m=1), the Mn3CaOx model 
compound samples (m=3) and the Mn4CaO5 cluster in a PS II sample (m=4). The skin-volume averaged 
values ?̅? 
𝑚 estimated for the experimental conditions are listed in Table S4 and were calculated with the 
averaged area density of photons, ?̅?𝑠 = 𝛾𝑠𝑛0.  
 
 
 
Fig. S2: Calculated fraction 𝑃𝑀𝑃𝐴
𝑚  of multiple photon absorption per pulse by a molecule with m=1 (left), m=3 
(center) and m=4 (right) Mn atoms. 
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Table S5: The x-ray optical transparency of Mn atoms on the L3 resonance due to (nonlinear) x-ray stimulated 
emission, as calculated using the formalism from ref. (51) of the main text. The intensities and transparencies are 
given for the most intense spot in the x-ray focus (peak) and averaged over the probed skin volume, respectively. 
 peak intensity skin volume average 
Beam-
time 
Run 
# 
Sample c(Mn) 
(mM) 
𝐸𝑝 
(µJ) 
𝜏𝑝 
(fs) 
Focus 
(HxV)  
(µm²) 
𝐼0 
(TW/cm²) 
𝑇𝑁𝐿 
(%) 
𝐼?̅? 
(TW/cm²) 
?̅?𝑁𝐿  
(%) 
 
LB68 
(2013) 
39 Mn(II)Mn(III)2CaO(OH) 15 9.4# 200 20x140 1.4 0.10 0.63# 0.048# 
LK48 
(2016) 
83 Mn2+aq 500 4.6 100 12x50* 6.3 13 2.9 6.5 
LK48 
(2016) 
89 Mn(III)3CaO(OH) 10.5 4.6 100 12x60* 5.2 0.28 2.4 0.13 
LK48 
(2016) 
87 Mn(IV)3CaO4 6 4.6 100 12x60* 5.2 0.16 2.4 0.072 
LK48 
(2016) 
104,
106 
PS II (dark) 0.8 3.4 100 10x50* 5.6 0.023 2.6 0.010 
LK48 
(2016) 
121 PS II (2F) 0.8 4.0 100 10x50* 6.7 0.027 3.0 0.012 
 
IV.3  Nonlinear X-ray Optical Effects and Stimulated Emission 
Recent studies have demonstrated the potential for a decreased x-ray absorption signal due to 
stimulated forward scattering for high densities of soft x-ray photons (ref. (51) of the main text). These 
findings suggest a potential depletion of 2𝑝 → 3𝑑 core excited Mn states at high x-ray intensities due 
to stimulated 3𝑑 → 2𝑝 emission (see Fig. S3). In order to estimate the probability for these (and related) 
nonlinear x-ray optical effects, we follow the formalism proposed in ref. (51) of the main text. Combining 
equations (8) to (10) from that reference, we obtain the atomic x-ray optical transparency due to (x-ray 
optical nonlinear) stimulated emission 
 
𝑇𝑁𝐿
𝑎𝑡𝑜𝑚 = 1 − 𝜎𝑎𝑏𝑠
𝑁𝐿 /𝜎𝑎𝑏𝑠
  = 2?̃?22(∞) (19) 
 
where the atomic absorption cross section 𝜎𝑎𝑏𝑠
𝑁𝐿  is reduced with respect to 𝜎𝑎𝑏𝑠
 , the cross section 
unaffected by these effects. ?̃?22(∞) is the effective excited state population, adopted from equation 
(9) in ref. (51) of the main text. According to this reference, the term is expressed as 
 
?̃?22(∞) =
𝐼0Γ𝑥𝜉coh𝜆0
3/(8𝜋2𝑐)
(Γ/2 )2 + 𝐼0Γ𝑥𝜉coh𝜆0
3/(4𝜋2𝑐)
 (20) 
 
with 𝐼0 being the x-ray intensity (power per area), Γ = 0.32 eV is the life time width of the 2p core hole 
(ref. (13) of the main text), 𝑐 is the speed of light, and 𝜆0 = 1.94 nm is the x-ray wave length at 640 eV 
photon energy. Γ𝑥 = 0.46 meV is the dipole transition width on resonance, which for consistency is 
Fig. S3: Two competing processes 
subsequent to 2𝑝 → 3𝑑  x-ray absorption. 
Top: The isotropic spontaneous 3𝑑 → 2𝑝 
emission is observed by a detector 
perpendicular to the beam axis. Bottom: 
The stimulated 3𝑑 → 2𝑝 emission is 
directed along the x-ray beam axis and is 
not observed by the detector. 
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here deduced from the experimental cross section on the Mn L3 peak resonance4, 𝜎𝑟𝑒𝑠(Mn L3)  ∝
12 Mbarn = 12 × 10−22 m2 via the relation  𝜎𝑥 = 2𝜆𝑓𝑟𝑒𝑠
′′ = (λ0
2Γ𝑥)/(Γ𝜋), where the theoretical 
resonant cross section 𝜎𝑥=35 Mbarn is connected to the experimental cross section via an empirical 
factor 𝜎𝑥 = 2.9 × 𝜎𝑟𝑒𝑠. This factor of 2.9 accounts for the discrepancy of experimental and theoretical 
line shapes typically occurring for 3d metal L-edge XAS (ref. (51) of the main text). The term 𝜉coh =
𝜌𝑎𝜆0
2𝑑/4𝜋 is a coherent enhancement factor as a function of the x-ray wavelength 𝜆0,  the Mn atom 
density 𝜌𝑎 = 𝑐 ⋅ 𝑁𝐴 (Mn concentration 𝑐 times Avogadro’s number 𝑁𝐴) and the sample thickness 𝑑 
which for aqueous solutions is here approximated with the x-ray attenuation length d ≈ Λ = 0.80 µm 
of liquid water at 640 eV photon energy (1). The values obtained for 𝑇𝑁𝐿
 = 𝑇𝑁𝐿
𝑎𝑡𝑜𝑚(𝐼0) are calculated 
for the peak intensity and the values ?̅?𝑁𝐿
 = 𝑇𝑁𝐿
𝑎𝑡𝑜𝑚(𝐼?̅?) are calculated for the skin volume averaged 
intensities 𝐼?̅?
  as listed in Table S5. 
  
The averaged transparency values ?̅?𝑁𝐿
  have magnitudes not noticeable within the experimental 
uncertainties of the relative PFY-XAS intensities. Experimentally, a comparison of the XFEL spectrum of 
500 mM Mn2+aq solution in the main text to that measured at a stable synchrotron source (ref. (22) of 
the main text), shows no significant signal reduction of e.g. the most prominent Mn L3 resonant peak in 
the XFEL spectrum (see Fig. S4). Hence no significant loss of PFY-XAS intensity to stimulated forward 
scattering is observed for the sample with the largest expected x-ray induced transparency, which 
strongly suggests the absence of stimulated emission and related nonlinear x-ray optical effects. 
Comparing the relative PFY-XAS spectral intensities of the synchrotron and the FEL spectra of Mn2+aq in 
Fig.S4, it should be noted that the respective deviations are on the order of magnitude of the 
experimental uncertainty of these relative intensities.  
 
 
 
 
 
  
                                                          
4 Personal communication by S. Schreck and Ph. Wernet, Helmholtz-Zentrum Berlin, Germany 2017. 
Fig. S4: Comparison of PFY-XAS spectra measured 
with the same setup on 500 mM Mn2+aq solution. 
The spectrum measured at the BESSY II 
synchrotron (black) was published previously in 
ref. (22) in the main text, the green curve is the 
XFEL spectrum shown in the main paper. Both 
spectra are normalized to their maximum intensity 
values. 
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