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Increasing demand for high data rate wireless communication motivates the wire-
less engineers to develop advanced technologies to address such needs. LTE and
LTE-Advanced are examples of such wireless technologies, which support high data
rate and a large number of users. However, higher data rate communication requires
more frequency bandwidth.
Recent studies have shown that the inefficient utilization of frequency spectrum
is one of the main reasons for the scarcity of frequency bandwidth. Cognitive Ra-
dio Network is introduced as a promising solution for this problem. It increases the
utilization of bandwidth, by intelligently sensing the channel environment and dynam-
ically providing access to the available resources (frequency bands) for a secondary
user.
In this thesis, we developed an algorithm for dynamically detecting and anticipat-
ing the existence of underutilized resources in LTE system. The algorithm should be
a real-time operation, i.e. the decision on availability of a detected resource should
be made within a time much less than scheduling update period of LTE. This is the
only way that rest of the unused resources becomes usable. For each specific channel
assignment, the algorithm requires to start sensing as soon as possible.
Therefore, we develop the algorithm in three main steps. The first step is to
blindly detect and identify the LTE-Downlink signal using cyclostationarity property
of OFDM scheme. The second step is the acquisition of the LTE-Downlink sub-frame
timing, which is basically performed by detecting the Primary Synchronization Signal.
The third step is to detect unused resources, for the duration of their transmission.
This step is using a frequency domain energy detector. By performing the first and
second steps, the sub-frame timing and scheduling update instances are known. So
basically the algorithm does not require any previous knowledge of the LTE signal.
We evaluate the performance of the proposed algorithm with respect to the toler-
able amount of interference at the primary user side. Using the proposed algorithm,
in average up to 81 % of unused resources can be used by the secondary user.
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In this work we developed a multi-step algorithm to sense the occupancy of the time-
frequency resource grids of an LTE or an LTE-Advanced Downlink signal, in a real-
time manner. The secondary user of the system uses this algorithm to dynamically
find and occupy the unused spectrum for a specific duration. As the scheduling
process in LTE is performed every one millisecond, unused frequency spectrum will
not last more than this duration. Therefore, the whole sensing and reusing procedure
of detected spectrum should be done within this period. That is why the sensing
process requires accurate sub-frame timing information of the LTE signal. Acquisition
of the sub-frame timing is done as the first task, by detecting the Synchronization
Sequence within LTE-Downlink signal. The next task is to sense the beginning of
each sub-frame. This process has to be done very fast, in order to provide more
communication time for secondary users. Otherwise the sensed resources are either
passed, or the remaining time is not useful for any secondary purposes.
In this chapter, we first discuss Spectrum Scarcity and Low Bandwidth Utilization.
Many studies have been done in this respect, and some of them are presented here.
We also present an overview of the proposed algorithm, followed by contribution of
the thesis. Thesis Outline terminates this chapter.
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1.1 Problem Statement
With the advances in technology, powerful portable devices are designed. These de-
vices support many applications, which require high quality and high rate wireless
communication links. Wireless service providers are always looking for ways to satisfy
the users. Due to the increasing demand for higher data rates, they are interested in
systems, that supports high data rate and a large number of users. However, higher
data rate requires higher bandwidth, which is an expensive wireless resource. So, one
resolution is to increase the bandwidth efficiency of the system as much as possible.
LTE is the first global wireless standard, which is designed to support high data
rate, and a large number of users. Although such technologies are very well designed,
there is a drawback in bandwidth utilization. The users at the edge of a cell may
experience low quality of service, which leads to low bandwidth efficiency. This draw-
back is not only considerable for an LTE system, but also traceable in any other
system which suffer from imperfect handover, while support high mobility.
In addition to the stated issue, non-uniform distribution of service demand during
24 hours, and 7 days of a week decreases the utilization of frequency spectrum. This
is also another waste that could be prevented.
Cognitive Radio Networks provide a promising solution for reducing underutilized
frequency spectrum. It allows an unlicensed user to access a licensed bandwidth under
certain conditions. As an example, the amount of interference, that the unlicensed
user may produce for the licensed one, should not exceed a certain level.




The growing demand for mobile applications applied to today’s telecommunication
industry, leads to increasing request for more regulation and standardization of spec-
trum usage. The radio spectrum is rapidly becoming one of our planet’s most valuable
resources. A relatively small portions of this commodity, costs billions of U.S. dollars
[2]. In ”Ericsson Mobility Report”, June 2014, it is indicated that the number of
smart-phone subscriptions will increase to more than 5.6 billion, while this was 1.9
billion in 2013 [3]. Associated with this, the data traffic growth is almost 65% from
2013 to 2014, while the voice traffic has almost constant value during last 4 years.
The Internet traffic, particularly due to video is seen as the major component of this
growth. The ever growing need for higher data rate wireless communication requires
more frequency bandwidth.
1.1.2 Bandwidth Utilization
Recent studies have shown that the spectrum scarcity is derived more from inefficient
usage rather than unavailability [4], [5]. Achieving high data rate with high bandwidth
efficiency is an important challenge in this respect. Fortunately, there is a direct
correlation between allocated bandwidth and the achievable data rate that a channel
can support. For example, in its simplest form, this is described by the Nyquist
bandwidth formula:
R = 2B (for binary signals) (1.1)
where R is the transmission rate in bits per second, and B is the bandwidth in Hertz.
In general, for the M-ary transmission R is the baud (or symbol rate).
In 1948, Shannon provided the basic theoretical tools needed to determine the
maximum rate, also known as the channel capacity, by which information can be
transferred over a given communication channel [6]. Although relatively complicated
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in the general case, for the special case of communication over a channel, for example
a radio link, only impaired by additive white Gaussian noise, the channel capacity C
is given by the relatively simple expression [7]:




where again B is the bandwidth available for the communication, S denotes the
received signal power, and N denotes the power of the white noise impairing the
received signal.
The above equation clearly depicts the two fundamental factors which are limit-
ing the achievable data rate: The received signal power, and the available bandwidth.
Thus, the relationship between the available bandwidth and the transmission data
rate is so close. In other words, if we assume a fixed signal to noise ratio, we need
to use a certain amount of bandwidth to be able to achieve a certain amount of
transmission rate. This simply shows the restriction boundaries in a wireless commu-
nication system. Clearly, the information rate can never exceed the channel capacity.
Together with above expressions for the received signal power and noise power, this
leads to the inequality:
R 6 C = B. log2 (1 +
S
N




or, by defining the radio-link bandwidth utilization η = Rb/B,




where Eb is the average received energy per bit, No is the power spectral density of
the noise, and Rb is bit-rate. This inequality can be reformulated to provide a lower
bound on the required received energy per information bit, normalized to the noise
4









The rightmost expression is the minimum required Eb/No at the receiver as a function
of the bandwidth utilization.
As was mentioned, one way to have better bandwidth utilization (having higher
data rate on a fixed bandwidth), is to have higher Eb/No. This has been the ma-
jor effort of many researchers and developers during last 20 years. There were vast
improvements in design and implementation of wireless transmitters and receivers
to have a better signal to noise ratio at the receiver side. From different channel
coding schemes to data compression methods, advanced modulation scheme to sin-
gle or multi-carrier transmission modes, they are all invented and exploited to make
high data rate transmission possible with the acceptable bandwidth utilization. The





is shown in figure 1.1. For
Further reading in this vast topic please refer to [7], [8], [9], and [10].
In the next section we will introduce another approach for increasing the band-
width utilization. In the last decade, there have been many studies regarding the
spectrum occupancy measurements in different areas. The spectrum occupancy was
defined to be the fraction measured in time and frequency where the signal strength
exceeds a specific threshold [5]. The results of those studies show that significant
spectrum is available in most bands, meaning that currently the frequency spectrum
is underutilized. The maximum average spectrum occupancy was found to be 13.1%
in New York City [11]. Then, by sensing the availability of the user who owns the
spectrum (licensed user), a secondary user (unlicensed user) is able to occupy the
spectrum only if it causes no interference for the main user. This is basically the
concept of Cognitive Radio Networks, which will be provided in detail.
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Figure 1.1: Minimum required Eb/No at the receiver side as a function of bandwidth
utilization b/s/Hz
1.2 Possible Solution
Many attempts have been done during last decades to address the stated issues. Tech-
nologies such as WiMAX and LTE/ LTE-Advanced, have been designed to support
high data rate and a large number of users. However, high mobility devices located
at the edge of a cell may experience degraded service levels. Limited possibilities to
reconfigure networks and terminals depending on spectrum availability is the main
reason for that [11]. Accordingly, these limitations of 4G systems, often referred to
4G bottlenecks, are expected to become the major issue for Quality of Service in the
future.
Considering the above discussion, following two statements describe the funda-
mental of this thesis:
1. With recent developments in Cognitive Radio technology, it is now possible for
these systems to simultaneously respect the rights of incumbent license holders
6
while providing additional flexible access to spectrum.
2. The ability to sense, and identify the spectrum holes within the operating fre-
quency band of primary user (say LTE system) is a possible solution for in-
creasing the bandwidth utilization.
Thus our solution is to identify and sense the LTE-DL signal, and dynamically find
underutilized portion of operating frequency band within LTE Downlink. We refer
the term cognitive sensing to the proposed algorithm.
The secondary user for such a Cognitive Sensing algorithm could be any wireless
system which is able to configure its transmission signal according to the detected
available time-frequency resources. For example Non-contiguous OFDM transmission
Scheme is a good candidate for that, as it is described in Chapter 5.
1.3 Contribution of the Thesis
In this thesis, we propose a combined algorithm for Cognitive Sensing under certain
assumptions. We assume that the primary user of the cognitive network is an LTE
or LTE Advanced system that operates in Frequency-Division-Duplex (FDD) mode.
Thus the licensed frequency band, which is going to be shared based on its availability,
is LTE Downlink frequency band. Therefore, the contributions of the thesis are:
1. LTE Dynamic Spectrum Sensing
• Combined method for blind detection and identification of primary signal,
and finding its frame timing.
• Sensing and anticipating the spectrum holes within LTE-DL frame.
2. Overal System Evaluation
• Average data rate achieved by secondary user, and the average primary
data rate lost due to interference caused by secondary user.
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• Bandwidth Utilization of the overall system.
1.4 Thesis Outline
The thesis is organized as follow: In Chapter 2 we cover the required background
material. For example, definition and organization of the Cognitive Radio Networks
are provided, as well as required parts of LTE/ LTE-A systems specifications. The
literature review of the work also presented in Chapter 2. Chapter 3, consists of
the proposed algorithm for acquisition of primary user signal timing. This is a pre-
requisite step for the cognitive sensing and also secondary user transmission. We
propose a Dynamic Spectrum Hole Detector based on frequency domain energy de-
tection in Chapter 4. The algorithm should be fast and accurate as it is going to
sense the ongoing LTE-DL sub-frame. Chapter 5 suggests a transmission algorithm
which fits to the proposed cognitive sensing. The average lost data rate due to the in-
terference is calculated. The expected achievable data rate for secondary user is also
calculated. The overall improvement in bandwidth utilization is depicted as well.
Chapter 6 concludes the whole system, and represents the future work.
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Chapter 2
Background and literature Review
In this chapter we will cover the background material required in the rest of the
thesis. We will present an overview of Cognitive Radio Networks, as well as the
Physical Layer of LTE/ LTE-A. The last section is the Literature Review of the
related works.
2.1 Cognitive Radio
Cognitive Radio Network concept generally talks about sharing a spectrum between
two different users. The primary users and the secondary users. definition of
each is presented below:
• Primary User: The primary user is the main user of the specific frequency band.
The frequency band is officially licensed to this user.
• Secondary User: The secondary user uses the spectrum when it is not in use by
the primary user. It also known as unlicensed user, and has lower priority in
utilization of the bandwidth.
When the concept of sharing is brought to discussion, some agreements need to
be made, such as:
9
• The licensed users have the right to take the decision whether to allow cognitive
access into their own bands or not.
• The secondary user operates independently from the primary user, but it needs
to follow some restrictions, such as the maximum amount of interference that
could be imposed on the primary user.
At the time of writing this thesis, there are three main techniques for identifying
the so called frequency holes [12]:
• Geographical database: Refers to the list of available spectrum bands for SUs
at each geographical points.
• Beacon based sharing approaches: Refers to the transmission of a known signal
by PUs as the beacon to inform the SUs that the frequency band will be used
by PU.
• Spectrum Sensing: Refers to the action of searching for spectrum holes within
the primary signal, which is done by the cognitive device, i.e. the secondary
user.
In this work, we use the third technique i.e., Spectrum Sensing. The term cognitive
radio (CR) was first defined by Joseph Mitola III [13]. According to Mitola, CR
technology is the ”intersection of personal wireless technology and computational
intelligence”, where CR is defined as ”a really smart radio that would be self-aware,
RF-aware, user-aware, and ...” [13].
The rapid evolution in microelectronics has enabled the development of Software-
Defined-Radio (SDR) technology, where radio transceivers perform the entire base-
band in software. Consequently, any waveform designed in the memory of the SDR
platform can be employed on any frequency [5]. Since the cellular standards are based
on software, they can be changed ”on the fly” to adapt to different user needs of
10
each cell, rather than replacing the radio frequency (RF) hardware, which can be a
prohibitively expensive upgrade. Furthermore, new standards can be uploaded to the
SDR platform for instantaneous deployment in a cellular region [14]. Cognitive radio
hand in hand with SDR can provide functionality considered impossible in the past.
Definitions of Cognitive Radio Networks
The term Software-Defined-Radio (SDR) refers to the implementation of base-band
processing in a software based platform. In fact, SDR enables the base-band pro-
cessing of a digital communication system to be programmable. That is, the oper-
ation characteristics of the system can be changed at will, simply by loading a new
design. Although, the radios on SDR would be able to change functions and op-
erations, they can do this reconfiguration only on demand. They are not capable
of self-reconfiguration to the most effective form without external command or de-
mand. In Mitola’s dissertation [13] and a number of publications, he visualized such
a self-reconfigurable radio and dubbed the term cognitive radio for it. According
to Mitola’s early definition, a CR would be realized through the integration of model-
based reasoning with software radio and would be trainable in a broad sense, instead
of just being programmable.
Haykin defines CR as a radio capable of being aware of its surroundings, learning,
and adaptively changing its operating parameters in real time with the objective of
providing reliable anytime, anywhere, and spectrally efficient communication [15].
The U.S. Federal Communications Commission (FCC) uses a narrower definition
for this concept: ”A Cognitive Radio (CR) is a radio that can change its transmitter
parameters based on interaction with the environment in which it operates. The ma-
jority of cognitive radios will probably be SDR (Software Defined Radio) but neither
having software nor being field programmable is requirements of a cognitive radio”.
Despite the differences in the given descriptions of the Cognitive Radio concept,
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two main characteristics can be mentioned. First, CRs are re-configurable, and sec-
ond, they behave intelligently and adaptively. The second term points to the ability
of adaptation, without being a priory programmed. As discussed above, Cognitive
Radio functionality requires at least the following capabilities:
• Flexibility and agility: In Cognitive Radio Network, the secondary users
should be able to change the waveform and other radio operational parameters
in order to not to impose any disturbance on the licensed users.
• Sensing and Adaptability: The ability to observe and measure the state
of the environment, including spectral occupancy. Sensing is necessary if the
device is to change its operation parameters based on its current knowledge of
the RF environment ([12], page 7). In Chapters 3 and 4 of the thesis we propose
a combined algorithm for sensing the cognitive radio environment.
The work by Mitola and Maguire in 1999, and also the early spectrum measurement
studies to quantify the spectrum use both in the licensed and unlicensed bands, con-
ducted as early as in 1995, were the main precursors of CR studies. In the United
States, CR research focused quickly on Dynamic Spectrum Access (DSA) and sec-
ondary use of spectrum as the main objectives of the initial research. The foundation
of our work is to design Cognitive Sensing Algorithm for sensing the LTE/ LTE-A
technology as the primary (Licensed) user of a cognitive radio scenario. The design
is based on Dynamic Spectrum Sensing, and the algorithm is a real-time sensor.
2.1.1 Cognitive Sensing
Different measurement campaigns reveal that much of the licensed spectrum remains
unused, both in time and in frequency [5]. Efficient utilization of the spectrum requires
the ability of exploiting instantaneous opportunities at a preferred time scale [16]. To
have efficient operating cognitive radio, secondary users should be able to dynamically
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exploit the frequency bands, which may be underutilized even for a short period of
time. A vital component of cognitive networking is thus spectrum sensing, i.e. to be
capable of sensing those available resources. The secondary user (SU) should sense the
spectrum precisely, quickly seize opportunities to transmit, and vacate the spectrum
once a primary user (PU) reoccupies it. As noted in [17], a critical component of
opportunistic spectrum allocation is the design of the spectrum sensor for opportunity
detection.
2.1.2 Spectrum Access and Sharing
Spectrum sharing is the simultaneous use of a specific radio frequency band in a
specific geographical area by a number of independent entities. The mechanism is
different from traditional multiple-access and random-access techniques. The sum-
marized classification of the spectrum access and sharing is depicted in Figure (2.1).
Sharing of the licensed spectrum is done either by coordination between the primary
and secondary users, or giving lower priority in access to the secondary user, called
Secondary Access.
In Coordination mode, usually both users have access to the scheduling infor-
mation. Based on this, they use a scheme to share the spectrum.
On the other hand, Secondary Spectrum Access mode, also called SSA, allows
the spectrum analysis in real-time and non-real-time paradigms.
The non-real-time SSA refers to a situation, where the license owner of a specific
band is willing to let a secondary user to access a frequency band for a specific time
period and specific location.
On the contrary, the real-time SSA refers to the situation where there is no possi-
bility of interaction between primary and secondary users. Under this condition, the
secondary system should opportunistically identify and utilize the unused portions
of frequency band. The real-time spectrum access sharing could arise two different
13
Figure 2.1: Classification of Spectrum Sharing Techniques.
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forms of spectrum access: The Underlay Access, and the Overlay Access.
The underlay access, also known as gray channel access, is the transmission of the
secondary system in the portion of frequency band that is actively in use by primary
user. This, of course, must be done in a way that there would be no imposing of in-
terference to the primary user. The deterministic solution is ultra-wideband (UWB)
transmission schemes ([12], Section 5.6.5).
In overlay spectrum access, (which is the scheme of this work) the Cognitive Radio
Device should ideally sense the overall licensed band, in order to identify spectrum
holes. It is more probable for the CR to find several small idle bands which are lo-
cated randomly, rather than a large portion of idle bandwidth.
This work is designed under the Secondary-Spectrum-Access approach to solve
the issue of underutilized spectrum. The real-time spectrum hole detection algorithm
is proposed in Chapter 4. The access technique for reusing the detected frequency
bands is overlay, meaning that the secondary user transmits on unused portions of
frequency band for a priori known time duration. For more reading on the spectrum
sharing techniques we refer the interested reader to Chapter 5 of [12].
2.2 LTE-Downlink Schematic
Long Term Evolution or LTE standard was developed to support high data rate
and a large number of users. LTE is the next evolutionary step after the 3G, and
the standardization is developed by Third Generation Partnership Project (3GPP).
Many of technological features have not been implemented, but due to its unique
and well specified design it is known as the first global wireless standard. LTE bring
together many technologies and innovation. One can say LTE will change the way we
use mobile networks in near future. The detailed specification and standardization
of LTE technology is easily accessible, e.g. [1]. So, we only cover the aspects that
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Figure 2.2: Overview of DL Transport Channel
are needed for better understanding of the work. In our Cognitive Sensing scheme,
we achieve timing information of the primary user (LTE system). The algorithm also
checks the time-frequency grid for empty blocks. Therefore, we present both time
and frequency structure of the LTE-Downlink signal, as well as time synchronization
procedure in LTE-Downlink. In summary, we briefly cover the LTE-DL physical layer
block diagram, frame structure, random access, and synchronization procedure.
2.2.1 LTE Down-Link Physical Layer
A brief overview of LTE-Downlink physical layer, which is useful for following the
developed sensing algorithm, is presented.
Adaptive Modulation and Coding Scheme
LTE systems employ adaptive modulation and coding (AMC) in order to take advan-
tage of fluctuations in the channel over time and frequency. The basic idea is quite
simple. Transmit at high data rate as much as possible when and where the channel
is good, and transmit at a lower rate when and where the channel is poor in order to
prevent excessive dropped packets. By lowering data rate we mean lowering the order
of modulation scheme to let say QPSK and low rate error correction coding such as
rate 1
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turbo code. Different coding rate and different modulation scheme are cho-
sen for transmission according to the feedback provided from the channel known as
Channel Quality Indicator (CQI). Based on them the code rate and also modulation
16
Figure 2.3: LTE DL Resource Block Grid Illustration.
order are chosen for Downlink transmission.
Resource Element Mapping
In LTE resource Grid illustration, the smallest unit consists of the frequency band
equal to sub-carrier spacing, and the duration of one OFDM symbol, is called resource
element. Each of these resource elements (RE) could carry one modulation symbol,
which in Down-Link could be a Q-PSK, 16-QAM or 64-QAM symbol. The grid of
12 frequency sub-carriers index and 7 time OFDM symbols 1 make a Resource Block
(RB) as it is shown in Figure (2.3). Each two adjacent RBs in time, make the smallest
scheduling assignment, which is called Resource Block Pair (RBP).
1Normal Cyclic-Prefix Mode, frame structure type 1. For more information see [1]
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Figure 2.4: QPSK, 16-QAM and 64 QAM constellation diagram based on [1], and
also 256-QAM
Downlink OFDM Transmission
OFDM stands for Orthogonal-Frequency-Division-Multiplexing, and uses the orthog-
onality between sub-carriers in frequency domain to overcome the Inter-Symbol-
Interference (ISI). It is a multi-carrier transmission scheme which breaks a high rate
stream of data symbols into low rate parallel streams. Each of these streams trans-
mitted on a carrier, which is called sub-carrier. The sub-carriers are designed to be
orthogonal to each other in frequency. OFDM transmitter/receiver could be imple-
mented in two ways.
1. Using orthogonal modulators and filter bank.
2. IFFT/FFT based implementation of OFDM.
Due to low complexity of FFT(IFFT), particularly, when the size is a power of two,
LTE and other standards like IEEE 802.11 (WiFi) use IFFT/FFT based implemen-
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Figure 2.5: LTE-DL OFDM Transmission Block Diagram
tation. Let’s define ak as M-QAM modulation symbol ({k = 0, . . . , Nc− 1}), that
is chosen from one of the constellation diagrams presented in Figure (2.4), accord-
ing to Adaptive Modulation and Coding scheme decision. Nc is the total number of
sub-carriers. These symbols are the inputs of OFDM block. As it is shown in Figure
(2.5), the OFDM block basically consists of serial to parallel, IFFT, parallel to serial,
and Cyclic-Prefix Insertion processes. The presented block is formulated as:









where N is the IFFT size, and ∆f is the sub-carrier spacing. k is the sub-carrier index,
and n is the sample number. This is the IDFT process which can be implemented
using IFFT.
Note 1: Unlike ak, sn does not have a specific constellation diagram. They could
be located anywhere in the I-Q diagram.
Note 2: Cyclic-Prefix insertion is performed by adding a copy of a certain number
of samples from the end of OFDM symbol to its beginning (Figure 2.6).
One reason for CP insertion, is to surpass the effect of Doppler Spread, caused
by mobility of the users. CP insertion will guarantee the sub-carriers to remain
orthogonal for up to a specified speed of mobility.
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Figure 2.6: Cyclic-Prefix Insertion
2.2.2 LTE Down-Link Signal Structure
LTE-DL signal is illustrated as a time-frequency grid in [1]. For clarification on raw
signal time and frequency characteristics, we first present the timing structure.
Time Domain Frame Structure
LTE is designed to operate in both FDD and TDD mode of operation. Also two
types of frame structure are considered for Downlink in the standard. In this work,
we study the FDD mode of operation and frame type one. So the following is LTE
Downlink frame structure type 1, operating in FDD mode. For other operational
mode and frame structures, see LTE standardization.
LTE design specification defines a frame as 10 ms length signal, consisting of 10
sub-frames of 1 ms each. The scheduling updates are applied for each sub-frame.
Now consider each sub-frame as two time slots. In normal CP mode each slot
consists of 7 OFDM Symbols, in which the first has the duration of 71.76 µs, and
the others have 71.36 µs. This difference in duration of OFDM symbols is due to
different Cyclic-Prefix length, and is shown in Figure (2.7).
TOFDM−Symb = Tu + TCP (2.2)
To provide consistent and exact timing definition, different time intervals within
the LTE specification are defined as a multiple of a basic time unit, Ts = 1/(15000.2048)
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Figure 2.7: LTE DL Frame Structure
seconds. This basic time can be seen as sampling time of an FFT-based Transmit-
ter/Receiver implementation with the FFT size of 2048. Figure (2.7) shows the LTE
frame structure. The frame duration time is TFrame, and equal to 307200.Ts. The
Cyclic-Prefix length for first OFDM symbol of a slot, TCP , is equal to 160.Ts ≈ 5.1µs,
and for other OFDM symbols of a slot is equal to 144.Ts ≈ 4.7µs. Then the useful
OFDM symbol duration is Tu = 2048.Ts ≈ 66.7µs.
Frequency Domain Signal Structure
LTE can operate in minimum bandwidth of 1.4 MHz (bandwidth of 6 RBs) to 20
MHz (100 RBs). Also up to 5 of these bandwidths (each called Component Carrier
(CC)) could be aggregated to shape up to 100 MHz of transmission bandwidth (LTE
Advanced). Component Carriers are configured independently, and each contain dif-
ferent number of RBs. The bandwidth of a resource block consists of 12 sub-carrier
each with 15 KHz bandwidth (FDD mode). The minimum bandwidth that could be
assigned to a user is the bandwidth of a Resource Block (RB), which is 180 KHz. So
we can define an RB as a time-frequency block of 12 sub-carriers for the duration of
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one time slot (0.5 ms). That means a sub-frame duration consists of 2 RBs duration.
A pair of adjacent RBs is the minimum resource that can be assigned to a user.
Figure (2.3) shows a pair of RBs, which are assigned to a user.
2.2.3 LTE-DL Synchronization Process
The following procedures need to be done by an LTE terminal before being able to
communicate with the network.
• Cell Search: Find and acquire synchronization to a cell (base station: eNode-B)
within the network.
• Cell System Information Reception: Receive and Decode the information, also
known as the cell system information, required for proper communication within
the cell, such as frequency-time location of reference symbols and pilots.
Once these two processes have been completed, the terminal can access the cell by
means of random-access procedure (see [10]).
Overview of Cell Search
To remain synchronized, and support mobility, an LTE terminal in not only required
to carry out the cell search at the power up (initially accessing the system), but
also it requires to continuously perform similar procedure. This will also provide the
chance of evaluating the reception quality of the neighboring cells, to conclude if the
handover or cell re-selection should be carried out. The main parts of the cell search
procedure are:
• Acquisition of frequency and symbol (time) synchronization to a cell.
• Acquisition of frame timing of the cell, that is, to determine the start of the
Downlink frame.
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• Determination of the physical-layer cell identity of the cell [10].
From the above, we only present the first two parts, as they will be required for
understanding of the thesis. For a complete discussion on this subject, we refer the
reader to Chapter 4 of [10].
On each Downlink component, two special signals are transmitted for assisting
the cell search and synchronization procedure. The Primary Synchronization
Signal known as PSS, is transmitted within the last OFDM symbol of the first slot
of sub-frames 0 and 5. While the Secondary Synchronization Signal , known
as SSS, is transmitted within the second last OFDM symbol of the same slot (one
OFDM Symbol prior to PSS). The PSS signal is transmitted twice within LTE-DL
frame, and it could take three different values to show the Cell Number in physical-
layer cell identity procedure. Once the terminal has detected and identifies the PSS
of the cell, it has found the following:
• Five-millisecond timing of the cell and thus also position of the SSS, which has
a fixed offset relative to the PSS.
• The Cell Number within the cell-identity group, which can be one of 3 values
of 0, 1, and 2.
Up until here, the terminal has not found the exact frame timing of the system,
however, it has acquired the start of the OFDM Symbols within a sub-frame, which
is enough for the proposed sensing algorithm in Chapter 4. So basically, what we
propose in Chapter 3, is the blind detection of the PSS in order to find the beginning
of each sub-frame, not the Frame.
The LTE terminal requires to detect the frame timing as well. So by detecting




• Cell Group Number (which can be one value from 0 to 167).
In short, by detecting the PSS and SSS, an LTE terminal not only achieves the
Downlink frame timing of the system, but also determines the Cell ID of the cell by
the formula below:
Cell ID = 3× Cell Group Number + Cell Number (2.3)
As the sub-frame timing is only required for this work, we only present the primary
synchronization signal structure.
PSS Structure
The three PSS alternatives are three length-63 Zadoff-Chu (ZC) sequences extended
with five zeros at each edge and mapped to the center 73 sub-carriers (six center RBs)
as illustrated in Figure (2.8). It should be noted that due to coinciding with DC sub-
carrier, the central sub-carrier will actually not be transmitted. (element XPSS32 is
not transmitted). The PSS thus occupies 72 resource elements (not including the DC
carrier) in sub-frame 0 and 5 while operating in FDD mode. In [1] (section 6.11.1),





63 n = 0, 1, . . . , 30
e−j
piu(n+1)(n+2)
63 n = 31, 32, . . . , 61
(2.4)
where u is the root for ZC sequence and can take values 25, 29, and 34, corresponding
to Cell Numbers 0, 1, 2 respectively. As it is mentioned, detecting this signal is equal
to finding sub-frame timing of LTE signal.
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Figure 2.8: PSS Structure
2.3 Literature Review
In this section, we review some literature on 1) cyclostationarity properties of the
wireless signals, 2) Algorithm for fast and accurate detection of PSS, 3) concepts
related to cognitive sensing and the interference produced to the primary user of
cognitive radio network.
2.3.1 Cyclostationarity property of OFDM Signals
In [18], Ning Han and others used the cyclostationarity properties of OFDM signal to
first recognize it from the Gaussian noise, and also identify its transmission charac-
teristics such as the sub-carrier spacing, guard interval, and OFDM symbol Duration.
They proposed a simple but reliable peak detection method for detecting the OFDM
signal, and a peak searching method for identification step. All the process have been
done without any prior knowledge of the signal, that is why they call the algorithm
blind detection.
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In [19] Al-Habashna and others propose an algorithm which uses not only the
cyclic-prefix cyclostationarity but also the preamble, and reference symbols of both
mobile WiMAX and LTE signals. In this paper, authors show that the algorithm is
immune to phase, frequency, and timing offsets.
2.3.2 Algorithms for PSS Detection
In [20] Wen Xu, K. Manolakis, proposed a multi-step method for accurate time and
frequency synchronization in LTE system. They first grossly achieve the symbols
within LTE signal using cyclic-prefix detection, and then based on cross correlation
they could locate the beginning of frame or beginning of the half frame.
In [21] and [22], Zhongshan Zhang, Ming Lei and others study the improved
PSS detection algorithm by exploiting the central-symmetric structure of the ZC se-
quences. They first propose a low-complexity detector with almost half the complexity
of non-coherent conventional detector, and the same accuracy. They also proposed
an improvement based on the central-self-correlation property of PSS, to reduce the
complexity to even half of the latter. They have evaluated the performance of all
their proposed algorithms in terms of the PSS acquisition time.
2.3.3 Cognitive Radio Networks and Similar Works
In [23] Mai Vu, Saeed S. Ghassemzadeh, and Vahid Tarokh consider a cognitive
network, where the cognitive users are uniformly distributed around single primary
user. They consider a scheme in which the primary user transmitter sends beacon
signaling on its own transmission. As soon as the cognitive user detects that beacon,
it should vacate the frequency channel, otherwise interference is produced. The mean
and variance of the interference is calculated as well as their relation to the outage
probability on the primary user.
In [24], F. Shayegh and M. Reza Soleymani considered an OFDM-based cognitive
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network where a secondary user chooses parallel sub-channels from different primary
users’ bands to form its transmission link. Like [23] the primary users transmits
beacon in prior to their transmission, and by detecting that beacon, secondary users
should leave the band. The total mean and variance of the interference is calculated.
An analytical lower bound on the mean of the capacity is provided, and the trade-off
between the capacity and the interference is evaluated.
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Chapter 3
Obtaining the Subframe Timing of
LTE Signal
In this chapter, we present an algorithm for obtaining LTE sub-frame timing, with-
out having any previous knowledge of LTE signal. This algorithm acts like a startup
procedure at the beginning of Cognitive Sensing algorithm. The timing informa-
tion will be used in both Spectrum Hole Detection (SHD) process and secondary
user transmission scheme, so the accuracy of timing information is very important.
The algorithm is designed based on sequence detection within the received signal.
Although it has always been a trade off between the observation time and the per-
formance of a detection algorithm and some studies consider that to evaluate the
performance, we did not do so. Instead, we analyze the performance with respect to
the received signal to noise ratio (SNR). At first stage, we use Cyclic Auto-correlation
Function (CAF) to detect the cyclostationarity property of LTE Downlink signal to
obtain the OFDM symbol boundaries. This will considerably reduce the processing
load in the second stage which is Primary Synchronization Signal (PSS) detection.
The PSS is transmitted by the primary user every five-milliseconds. Thus, once the
PSS is detected, the sub-frame timing is obtained. To reduce the possibility of wrong
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timing information, we apply the Constant False Alarm Rate (CFAR) algorithm to
the PSS detection stage. This algorithm removes the dependence of false alarm prob-
ability (the probability of catching wrong timing information) to SNR. The proposed
scheme for detecting the PSS has a previous step, which makes it different from one
used in original process in LTE. That is the using of the cyclostationarity properties
for finding the boundaries of the received signal that may contain the PSS, or not.
This basically reduce the processing load of the process.
3.1 OFDM Subframe Boundary Detection
The Cyclic Auto-correlation Function (CAF) gives the symbol boundaries of LTE-
Downlink signal by detecting the cyclostationarity properties of OFDM signal. This
will be used in the PSS detection step for reducing the processing load. When the
boundaries of the symbol that may carry the PSS are known, one may separately
check each OFDM symbol of the received signal. Otherwise, without having OFDM
symbol boundaries, for detecting the PSS using conventional cross-correlation and
simple peak detection, the detector should continuously check the received signal
sample by sample until the correlation shows the peak.
3.1.1 Cyclostationarity property of OFDM signal
In the OFDM transmission scheme, the cyclic prefix (CP) insertion is done for every
OFDM symbol. The CP insertion guarantees the orthogonality between the sub-
carriers. However, from stochastic point of view, the CP insertion causes the periodic
behavior of the statistical properties of the signal. In other words, the mean and auto-
correlation function of the OFDM signal exhibit the periodicity properties, which said
to be cyclostationarity in wide sense.
Considering uncertainty in the detector, we use a two-step detection approach for
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blind detection and identification of the OFDM signal from random noise. In this
section, by the term detection we mean recognizing the OFDM signal from noise. Also
by identification, we mean finding the OFDM parameters such as sub-carrier spacing
and duration of guard intervals. The main advantage of using cyclostationarity prop-
erties of OFDM signal is that the detector does not need to perform FFT process,
since the number of sub-carriers is unknown, the mismatch of FFT parameters will
reduce the performance of any FFT based detection method [18]. The first step is to
detect the OFDM signal from random noise. This could be done by recognition of
symmetric peaks in auto-correlation function of the received signal. This function is
a special case of the cyclic auto-correlation function (CAF). This step also provides
the sub-carrier spacing of OFDM signal if it exists. The second step is to identify
the OFDM signal using sub-carrier spacing, found in previous step. Considering the
CAF function for a specific time shift equal to the inverse of sub-carrier spacing, the
distance between peaks estimate the inverse of the OFDM symbol duration.
A. Definition of CAF
A process for instance x(t), is said to be cyclostationarity in the wide sense if its mean
and auto-correlation are both periodic with some period, say T [25]:
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), the auto-correlation function of two independent variable t
and τ , is periodic in t with period T for each value of τ . Then the associated Fourier























are the Fourrier coefficients. Sum over α includes all integer multiples of the reciprocal
of the fundamental period T . Letting the α range over all integer multiples of all
fundamental frequencies of interest, the model for Rx shows more than one periodicity.









Then the associated Rx(t, τ) is said to be an almost periodic function of t [26]. Then
the signal is showing cyclostationarity property if there exists a periodicity frequency
α for which the Rαx in equation 3.5 is not identically zero. The function R
α
x(τ), which
is the amplitude of the sinusoid in t at frequency α in the Rx function, is referred to
as the cyclic auto-correlation function (CAF). The set {α : Rαx(τ) 6= 0} is referred
to as the set of cyclic frequencies.
B. CAF of Base-band OFDM Signal














G(f)G(αn − f)df (3.6)
where G(f) is the Fourier transform of the rectangular pulse shape g(t). A is the
variance of the symbol sequence. Tsymb = Tu + TCP is the OFDM symbol duration,
where Tu = 1/∆f is the useful OFDM symbol duration, TCP = Tg is the duration
of guard interval and ∆f is the sub-carrier spacing. In this study the A
Tsymb
has
got constant value, and also we are interested in detecting the peak values. So we
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Figure 3.1: CAF of LTE-Downlink for an OFDM Symbol










G(f)G(αn − f)df (3.7)
The signal exhibits discrete cyclic auto-correlation surfaces for the cyclic frequencies
αn = n/Tsymb, which peak at τ = ± 1∆f = ±Tu where the factor sin(pin∆fτ)/sin(pi∆fτ)
takes its maximum value. As it is shown in Figure (3.1), by knowing the values of
Tsymb and Tu, the peaks are easily detectable. However, in blind detection and identi-
fication, the parameters of the received signal are unknown. It means that the values
of α at which CAF exhibit peaks are not clear a priori.
C. OFDM signal detection based on Auto-correlation Function
For blind detection of OFDM signal consider two hypotheses test:
32
 H0 : y(t) = w(t), signal absentH1 : y(t) = s(t) + w(t), signal present
where y(t) is the received signal, s(t) and w(t) represent the OFDM signal and
noise respectively. As described previously, the peaks in the CAF of OFDM signal
are mainly due to the cyclic prefix in OFDM symbol. This feature is employed as the
main criterion for separating OFDM signal from noise.
By setting α = 0, the CAF will be reduced to Auto-correlation function. So based
on the characteristics of OFDM signal with cyclic prefix, the symmetric peaks will
happen with time period equal to useful OFDM symbol duration at the output of
auto-correlation function. For the peak to be detected, the formulation below shows
the statistic test [18].













From this analysis, Zdet takes the largest peak when τ = 0, and two other peaks
when τ = ±Tu, which is our expectation. By simply finding the number samples be-
tween the two symmetric peaks, we found Tu. Since sub-carrier spacing (∆f = 1/Tu)
is determined, it could be used for identification step. The Figure 3.2, shows the
Auto-correlation function of LTE-Downlink with received SNR = 3 dB.
D. OFDM identification using Cyclic Auto-correlation Function (CAF)
As explained before, different OFDM signals can be classified by the parameters such
as the length of guard interval (cyclic prefix length), sub-carrier spacing. In the
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Figure 3.2: The auto-correlation of LTE-Dwonlink signal with respect to τ
first step of the presented scheme, sub-carrier spacing is detected while detecting the
OFDM signal. In this step, we find the cyclic prefix length TCP of the received signal.
Since the duration of useful symbol has been determined in the first step, we can
observe the CAF for τ = Tu. By setting the τ = Tu in (3.7), the test statistic could
be expressed as a function of αn, as described in the following [18]:











Only the integration of the pulse shaping term is determining Zid. To be able to
find Tsymb from the equation, the step size of αn is important. The step size between
samples of αn should be small enough, in order to have enough details of CAF pattern.
Then, we will be able to observe the peaks. In [18], the step size is chosen equal to
1/20 of sub-carrier spacing ∆f . Therefore, the distance between two adjacent peaks
is equal to the reciprocal of the OFDM symbol duration, Tsymb. Then the cyclic-prefix
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duration TCP could be easily achieved by the following:
Tsymb − Tu = TCP (3.10)
The sample rate of cyclic frequency values is achieved in the study at [18]. In conclu-
sion, the cyclostationarity property of OFDM signal is exploited to find the parame-
ters like sub-carrier spacing, symbol duration, symbol boundaries, and useful symbol
duration. For further studies on cyclostationarity properties of man-made signals we
refer the interested reader to [25], [19] and [28].
3.2 Detecting the LTE Primary Synchronization
Signal
In this section we present PSS detection based on cross-correlation for obtaining the
sub-frame timing of the primary user. However, performing this function over all
samples of the received signal is very energy consuming. So we rely on the previous
section of this chapter, to reduce the processing load by knowing region where PSS
may be present. But for introducing the algorithm, we first use complete cross-
correlation function to detect the PSS within an LTE Signal.
The PSS detection could be performed either in frequency domain, or time domain.
In the first scenario, we assume the detector is equipped with FFT function of the
primary receivers. Thus the cross-correlation will be performed in frequency domain,
between the FFT of the received signal, and the 63-length ZC sequence. This method
requires continuously taking the FFT from the received signal.
In the second scheme, instead of taking the FFT of the received signal, we take
the IFFT of the 63-symbol sequences and correlate it with the received signal (in time
domain). This method is much faster that the first scenario, as the IFFT of the ZC
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Figure 3.3: block diagram of the PSS detector
sequence could be recorded in a memory. There will be no need for continuously taking
the FFT/IFFT of a signal, and also less constraints are applied for implementation.
For these reasons, we only consider the second scheme, and we will evaluate it in
terms of probability of miss and false alarm.
3.2.1 PSS Detector without OFDM receiver
Consider a detector which is not equipped with FFT processor, and performs the
correlation in time domain. For this assumption, the result of the cyclostationarity
section is necessary for reducing the energy consumption and processing load. It
reduces the number of multiplications required for PSS detection process, from blind
detection to a situation that the sensor is aware of the regions where PSS may be
present. Consider the PSS detector using the cross-correlation function, one input
is the raw samples of the base-band OFDM signal. The other input is the IFFT
of length-63 ZC sequence. Figure 3.3 shows the block diagram of the system. One
may ask, without knowing the IFFT parameters of the signal, how is it possible
to produce proper IFFT version of PSS sequences. The answer is hidden in the
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Figure 3.4: Cross-correlation of raw channel signal and IDFT of PSS
LTE standardization. As long as the sub-carrier spacing and the length of cyclic
prefix is known (see previous section) the LTE configuration is known and that will
give the IFFT size. Then the replica for different sectors with different Downlink
configurations could be simply stored in a memory. For more information see Chapter





where Ru(c) denotes the IFFT of u
th root of synchronization signal, and y(n) are the
samples of the base-band received OFDM signal. The magnitude of the correlation
term |Qu(n)| corresponding to the geographical region with highest signal level shows
a significant peak at the time instant when received signal and replica coincide. As
the three different replicas are orthogonal the IFFT of them are still uncorrelated,
then the other two correlation terms show no peaks. This is shown in Figure 3.4.
The algorithm could be performed on every received sample. This means that the








Table 3.1: Root indexes for the PSS
check for PSS location. Our purpose is to detect the presence of PSS, in LTE frame,
then we can find the beginning of each sub-frame.
3.3 Probability of Miss Detection and False Alarm
In this section we calculate the probability of miss detection and false alarm for
detecting the PSS.
3.3.1 Miss Detection and False Alarm
Consider the 63-length Zadoff-Chu sequence(see Chapter 2) as a PSS sequence.





where, n = 0, 1, ..., 62, and u ∈ {25, 29, 34} stands for the ZC sequence root. For
a given u, ZC63u (31) is not used to avoid modulating the DC sub-carrier, and the
remaining elements of the sequence can be represented as:
zu = [ZC
63
u (0), ..., ZC
63
u (30), 0, ZC
63




ZC sequences with different roots have low cross-correlation among them and enable
high PSS identification capability in practice [29].
The zu is located in the middle of the parallel input of the IFFT block of the
OFDM transmitter. We denote by s0(n) the received OFDM symbol when it does
not have a PSS, and s1(n) when the OFDM symbol contains the PSS. The received
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signal s1(n) is generated at the LTE-Downlink as follows:









where ak′,l is the input of the IFFT for the l
th OFDM symbol which carries the PSS.1
Now, consider k (not k′) as the sub-carrier index from zero to Nsc − 1, while Nsc is
the total number of sub-carriers, the length of ak,l is not necessarily a power of two.
ak,l = [x0, ..., xNsc/2−NZC/2, zu, xNsc/2+NZC/2, ..., xNsc−1](3.15)
where xn are the data symbols. By adding zeros at both side of the ak,l, we define
ak′,l as follows:
ak′,l = [0, ..., 0, ak,l, 0, ..., 0] (3.16)
where k′ is from zero to Nifft − 1, in which it guarantees a power of 2 length for the
input for IFFT block. The value of Nifft depends on the LTE-Downlink bandwidth
configuration. For example, in 20 MHz bandwidth configuration, Nifft = 2048, Nsc =
1200 (for more information, see [1], and [10]).
We see the transmitted signal where PSS is supposed to be detected s1(n). On
the other hand, when the ak,l does not contain the zu, the received OFDM symbol
does not have the synchronization signal which is the case when we name the signal
by s0(n).
Now for defining the replica, we first define the ru(k
′) = [0, ...0, zu, 0, ...0] with the
length of Nifft. Thus, applying the same IFFT formula, we have Ru as:











1Note that the ak′,l could be written as al(k
′), but for following the notations in LTE standard-
ization we use this notation.
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Considering the above definitions, the cross-correlation follows equation (3.11). Now










where γ is a threshold. Usually Pmiss and PFA depend on the SNR of the received
OFDM Symbol. The major factor in achieving the accurate sub-frame timing is PFA.
In next section, we use an algorithm that has a PFA which does not depend on SNR.
This is called Constant False Alarm Rate (CFAR).
3.3.2 CFAR and the proposed algorithm
As mentioned before, any miss in detecting the PSS sequence or the OFDM symbol
which contains the PSS will cause waste of possible opportunity. On the other hand,
probability of false alarm, will cause wrong timing information. This will result in
both time and frequency overlap between SU and PU signals, as the scheduling at PU
is taken place for every sub-frame. This is equal to waste of transmission resources
for both PU and SU.
In the Neyman-Pearson framework, the probability of detection is maximized subject
to the constraint that the false-alarm probability does not exceed a specified level.
The false-alarm probability depends on the noise variance. Therefore, to calculate the
false-alarm probability, we must first estimate the noise variance. If the noise variance
changes, we must adjust the threshold to maintain a constant false-alarm rate. To
avoid this situation, we need to have a limit for probability of false alarm. Constant
False Alarm Rate (CFAR), is an algorithm in signal detection, which provides the
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opportunity of having constant false alarm with respect to received signal SNR or
SINR. Constant false-alarm rate detectors implement adaptive procedures that enable
detector to update the threshold level when the power of the interference and/or noise
changes. This means by using this algorithm, we expect constant false alarm rate for
all values of received SNR.
We use the energy of the received signal as the adaptation parameter. So basically,
we divide the square of the output of the correlator by the energy of the received
signal. Then we can guarantee that the probability of the false alarm does not exceed
a certain level. In [30], it is proven that in case of no frequency offset in sequence






where L is the sequence length, and γ is the normalized threshold in percentage.
According to above formula, the probability of false alarm will not exceed this level.
It could be controlled by fixing the value of the threshold. The simulation shows
similar result in the next section. For more information on how frequency offset will
effect CFAR algorithm please see [30].
3.3.3 Simulation result for Probability of Miss and FA
The simulation below, evaluates the probability of miss and false alarm for detecting
the PSS signal either with applying CFAR algorithm or without. The simulation
parameters are presented in Table (3.2).
We choose 20 MHz bandwidth configuration of LTE-Downlink, and we modeled
the channel as AWGN. We assume the N
(2)
ID is known by detector, as it makes no
difference in the analysis. The simulation shows the probability of miss and false




ID = 1 u = 29
N.O. M-QAM sym. per OFDM sym Nsc 1200
IFFT size Nifft 2048
Transmission Mod. Scheme M-QAM M = 16
Channel Model (Complex) AWGN —–
Table 3.2: PSS Detection Simulation Parameters
Figure 3.5: a) Probability of miss and b) false alarm, with respect to SNR, with and
without applying CFAR algorithm for half frame observation
threshold should be chosen as a percentage of the energy of the PSS sequence.
In case of performing CFAR algorithm, as the received signal will be divided
by its own energy, the level of the threshold should be chosen as a percentage of
the energy of PSS sequence divided by the received signal energy. For simplicity in
analyzing the figures, we present both methods (with and without CFAR) in Figure
(3.5).
The probability of miss detection without performing the CFAR algorithm shows
better performance in AWGN channel, only for Eb/No below −7 dB. Please note that
in this stage of the work, probability of miss is only a delay in achieving sub-frame
timing. On the other hand, the probability of false alarm causes wrong timing infor-
mation, and consequently interference. Using the CFAR algorithm, the probability
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Figure 3.6: Overall sub-frame timing detection algorithm block diagram
of false alarm has taken constant value, which only depends on threshold γ. The
typical values of Eb/No in sequence detection scenarios are usually varies from −7 to
0. This means, by using the CFAR algorithm we improve the probability of miss,
while provide a guaranteed limit on the probability of false.
3.4 Summary
In this chapter we present a combined algorithm for achieving the sub-frame timing of
an LTE Downlink signal, without having any prior knowledge of it. We evaluate the
performance of the algorithm by finding the probability of miss detection of the PSS
sequence by simulation. We applied CFAR algorithm for providing a guaranteed limit
on the probability of false alarm. All the assumptions were based on the minimum
tools available in sensor, for example no FFT processor at sensor. In short, the main
purpose of this chapter was to evaluate the possibility of detecting the sub-frame
timing of LTE signal by detecting the PSS.
The block diagram of the overall fame timing detection algorithm is provided in
Figure 3.6. We consider blind detection of the LTE OFDM symbol boundaries. We
consider a PSS detection algorithm based on cross-correlation function. having the
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provided information from symbol boundary detection, the required processing load
is reduced significantly. We improve the PSS detection by applying constant false
alarm rate. The CFAR guarantees a limit on the probability of false alarm, which
is the main cause of wrong timing detection, and consequently Interference between
primary and secondary users.
As mentioned before, any miss detection in PSS detection process will cause waste
of possible opportunity. On the other hand, probability of false alarm will cause wrong
timing information, and will result in interference between SU and PU, which is the
overlap in time and frequency. To avoid this situation, we need to have a threshold
for probability of false alarm. Constant False Alarm Rate (CFAR), is an algorithm
in signal detection, which provides the opportunity of having constant false alarm,
i.e. independent of the SNR. According to the simulation result, applying CFAR
algorithm not only provides a controllable false alarm rate, but also reduces the start





In the previous chapter we proposed a combined algorithm for obtaining the sub-
frame timing of LTE-Downlink signal. In this chapter, we proposed a spectrum hole
detection algorithm (SHD) which works based on frequency domain energy detection
(in short we call it sensing). We use the timing information provided from previous
chapter in order to start sensing at the beginning of each scheduling update. The
sensing should be performed on the first data OFDM symbol. Then the decision
made on the vacancy of the sensed symbols will be used for the rest of the symbols
until next scheduling update. The detected time-frequency empty blocks are used for
secondary transmission.
4.1 Overview of Sensing System
According to the user request, the eNodeB may assign from zero to several Resource-
Block-Pairs (RBP) to each user. The scheduling is based on many parameters like
the requested traffics and Channel Quality Indicator (CQI) feed-backs. The assigned
RBPs to specific user could be attached together or interleaved in frequency domain.
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Figure 4.1: A Sample of Scheduling Decision in PU
In fact, they could have any distribution. Figure (4.1) shows how the resources are
assigned to the users. However, it is possible that some of RBPs are not scheduled
to any primary user, hence this is the main cause of underutilized resources. Figure
(4.2) shows an example of resource grid illustration of LTE Downlink signal for the
duration of 1ms and bandwidth of 4 RBPs. Each RBP consists of 12 frequency sub-
carriers for the duration of a sub-frame (1ms). The first one, first two, or first three
OFDM symbols (each OFDM symbol has around 71µs) of a sub-frame are always
filled by L1/L2 control information. In other words, the length of L1/L2 control
information in time could be 1, 2, or 3 OFDM symbols. So basically there are two
ways to investigate whether an RBP with a frequency band of 180 KHz and duration
of 1ms is assigned to a user.
• The first way is to read the scheduling and channel assignment information
which are transmitted at the beginning of each sub-frame within L1/L2 control
symbols. The problem is that the control information is scrambled. They are
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Figure 4.2: Resource Grid illustration of 4 RBPs (1ms)
not accessible for any user except the primary users equipment (UE) of the cell.
• The second way is to sense the energy of data OFDM symbols to find out
whether or not the RBP is assigned to a user. In this case (which is the focus
of this chapter) there is no need for decoding the scheduling information. On
the other hand the sensor has to overcome other constraints. It should be well
equipped to be able to perform all the required processes in appropriate time
duration. Otherwise there would be not enough transmission time for the SU
to communicate.
In general, the goal is to detect the energy of the first and/or second data OFDM
symbols (following the L1/L2 control symbols). If the detected energy was below a
certain value, the rest of symbols within the RBP is available for SU transmission.
4.1.1 Frequency Spectrum Energy Detector Requirements
The sensor requires knowing the beginning of each sub-frame. It also needs the OFDM
symbol numbers l, from 1 to 14. Then it will be able to perform the energy detection
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Processes CPU Speed Required Time
112640 778 GFLOPS 144.78 ns
112640 2000 GFLOPS 56.32 ns
112640 4903 GFLOPS 22.97 ns
Table 4.1: Required time for performing the FFT/IFT size 2048
on the first data OFDM symbol, which is following the L1/L2 control information.
Based on the number of control OFDM symbols, the sensor may start sensing at
l = 3, for the case of 2 control symbols, or l = 4 for the case of 3 control symbols.
The second requirement is that the sensor should be able to sense the energy of
the specific frequency band of an RBP. Meaning that, the sensor should transfer the
received OFDM symbol to frequency domain. In other words, the sensor requires
taking the DFT of the received sampled signal, before starting to sense the energy
of data symbols. For more accurate DFT/ FFT, knowing some parameters of the
PU signal is beneficial. For example, being able to remove the CP of the signal will
reduce the processing load, by reducing the FFT size. It also reduces the number of
required multiplications for energy detection.
The last requirement is that the sensor should be able to perform the sensing
process as fast as possible in less than 70 micro seconds. For example, if the SU
transmission requires 0.5ms transmission with the bandwidth of 180KHz, the sensing
should make decision (on transmission on the specific RBP) in less than 300 µs. The
faster the detection of available RBP is made, the higher the SU transmission rate is
become.
4.1.2 Solution to the requirements
The answer for the first and second restrictions is given in Chapter 3. In Chapter 3,
by detecting the boundaries of each OFDM symbol and also detecting the PSS, we
provide the required information with high reliability.
For answering the last requirement, some examples of today’s DSP processors are
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Figure 4.3: Time-line of the sensing and transmission
provided. It is shown that a typical DSP is able to perform all the required processes
in much less time than the algorithm requires.
A survey on the existing processors
According to products introduction in [31], the Zynq-7000 DSP devices are able to
perform up to 778 Giga-Floating-Points per Second. This number is increased to 2000
for 7 series of XILINX products, and to 4903 GFLOP/s in Ultra series. The amount
of floating points required to perform an FFT or IFFT with the size of N , could be
calculated as 5.N.log2N [32]. As it is shown in table (4.1), considering N = 2048, the
minimum required time for performing FFT varies from 145 to 23 ns. Note that the
sampling rate of LTE is 32.5ns. Thus, we provide a very generous time of 70µs for
the sensor to calculate the energy of the OFDM symbol. Then the decision on the
availability of the resource for secondary transmission is made. Figure (4.3) shows
the time table of sensing and transmitting of the SU. The complexity discussion is
provided only to evaluate the possibility of performing such a process.
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4.2 System Model
In this section we provide the system model for the received signal, the channel,
and the sensing algorithm. The decision making is based on comparing the received
energy per band with a threshold level. The Threshold could be set according to a
certain level of false alarm probability.
4.2.1 Signal Model
As the sensor doesn’t have much information about the signal, Energy Detection
(ED) is optimal in the Neyman-Pearson sense [33]. However, before characterizing
the detection problem, we need to transfer the signal into frequency domain. Then we
would be able to measure the energy of the symbols for a specific bandwidth. That
is, to take the DFT of the sampled received signal. The transmitted signal model is:









where ak′,l is M-QAM symbol transmitted within l
th OFDM symbol. M could be 4, 16
or 64 depending on Channel Quality Indicator (CQI) and Adaptive Modulation and
Coding scheme (AMC). Equation (4.1) is the inverse discrete Fourier transfer and the
∆f is sub-carrier spacing. k′ is the number of sub-carriers from 0 to NRB.NRBsc − 1.
Ts is sampling rate as described in Chapter 2. Note that here N is Nifft.
On the sensor side, y(n) = s(n) + w(n) is the input of the FFT block, and w(n)
is Additive White Gaussian Noise. Note that s(n) is the LTE-Downlink transmitted







Figure 4.4: Resource Grid illustration of LTE-DL Frame in presence of noise
where y(n) is the sampled received OFDM symbol. Equivalent to what we had for
y(n), we could say ˆak′,l = ak′,l + z(k). Figure (4.4) shows a simulated example of
resource grid illustration of received signal for the duration of one frame (10ms).
The bandwidth configuration is 20 MHz consists of 1000 RBPs. In this bandwidth
configuration, the signal consists of 1200 sub-carriers, and the IFFT size is 2048.
The bandwidth of 12 sub-carriers is the bandwidth of a resource block, which is
180KHz. So the Figure (4.4) shows 18 MHz bandwidth for 10 ms (1 MHz guard-
band at each side). The equation (4.1) and (4.2) are considering total sub-carriers of
the LTE Downlink frequency bandwidth. LTE has flexible bandwidth configuration
from 1.4 MHz (6 RBP or 71 sub-carriers) to 20 MHz (100 RBP, 1200 sub-carriers).
For simplicity in notation marks, from now we only consider the bandwidth of an
RBP (180 KHz) consists 12 sub-carriers. Then we define k from 0 to 11, instead of k′.




Now consider âk,l, as received data symbols within the l
th OFDM symbol. The binary
hypothesis is showing the availability of the RBP for transmission of the secondary
user:  H0 : âk,l = z(k), Related RBP is not assigned to any PUH1 : âk,l = ak,l + z(k), Related RBP is assigned to a PU
where k = {0, . . . , 11} is sub-carrier index per resource block pair (RBP). Here
z(k) is zero mean Gaussian random variable and ak,l is the M-QAM symbol with
normalized average energy equal to one. The âk,l values are 12 observed samples
for each RBP, consists of normalized energy M-QAM symbols ak,l, and zero mean
complex Gaussian random variables with variance σ2z per dimension. The Neyman-










is the suitably chosen threshold. Given the independent and identical as-








|âk,l|2 > γ (4.4)
The statistic E is a scaled version of a standard χ2 random variable with 2NRBsc
degrees of freedom. where NRBsc is the number sub-carriers to be observed at each
RBP. For example if the sensor senses two adjacent data OFDM symbols, the degree
of freedom become 48. The simulation is performed on sensing only 1 data OFDM
symbol. We next evaluate the ROC for the Energy Detector.
52
ROC of Energy Detector





is χ2 distributed probability density function (pdf) of ([12] section 4.2):
p(x) =
1






The tail probability Pr(x > γ) is computed via integration by parts as:





























Now the test statistics E × 2NRBsc has the same pdf as a χ2 variable with 2NRBsc
degrees of freedom. hence, the probability of false alarm PFA and the probability of













Figure 4.5: Block diagram of LTE-DL spectrum hole detector
As seen, one disadvantage of the energy detector is that at low SNR the number of
samples required to achieve specified performance is proportion to 1/snr2.
4.3 Energy Detection Algorithms
For being able to detect the energy of the samples within the bandwidth of each
resource block pair, we should transfer the received OFDM symbol to frequency
domain. Then for each bandwidth, we have 12 samples for the duration of an OFDM
symbol. The Figure (4.5) shows the block diagram of the frequency domain energy
detector. The FFT is performed on each received OFDM symbol. The energy detector
calculates the energy of each bandwidth for the first (or the first and second) data
OFDM symbol of each sub-frame. Then by comparing the calculated energy with a
threshold, the decision on the availability of the rest of sub-frame on each bandwidth is
made. For simplicity, we analyze the performance of the algorithm for the bandwidth
of only one RBP.
Now consider the case where the energy detector treated the component ak,l as
the mean of the received signal under H1. Then, each âk,l is Gaussian with mean ak,l
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and variance σ2z . The PFA for ED is given by equation (4.9) as before. Under the
H1, E is non-central χ










The probability of detecting the energy PD = Prob(E > γ|H1), is given by tail
probability ([34], [7], and [33]) of this distribution, which has been expressed as:
PD = Qn(µ,
√
2NRBsc γ ) (4.12)










where In is the modified Bessel function of the first kind, of order n. Note that the
mean and variance of E are given by 1 + µ2 and (1 + 2µ2)/n. For large number of
samples, the central limit theorem can be invoked and the ROC can be achieved via
Gaussian approximation. Further, evaluation of the performance of the ED requires
knowledge only of the SNR and the parameter µ. This corresponds to a special case
of the Bayesian linear model discussed in [33].
4.4 Simulation Results
The performance of the ED is evaluated in terms of Probability of Miss Detection and
Probability of False Alarm. A 20MHz bandwidth configuration for LTE-Downlink
signal is considered. This is equal to the transmission of near 1200 data symbols
for the duration of 1 OFDM symbol within this bandwidth. Each 12 of these data
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Number of sc per RB NRBsc 12
Number of RB per sub-frame NRB 100
IFFT size N 2048
Transmission Mod. Scheme M-QAM M = 4, 16
Channel Model (Complex) AWGN —–
Table 4.2: SHD Simulation Parameters
symbols has the bandwidth of 180KHz (12×15KHz), and consider as the bandwidth
of an RB1. Table (4.2) shows the configuration of the signal.
According to ROC discussion, the degree of freedom, for sensing 1 OFDM symbol
per RBP, is 2NRBsc = 24,. Considering the variance of E given by 1+µ
2, the probability





Note that missing the energy of an RBP at the beginning of its transmission causes
interference between SU and PU in that specific bandwidth. For simulating the









Then it takes the constant value equal to equation (4.9). The simulation result is
shown in Figure (4.7). The constant value of the false alarm with respect to SNR,
is because of the normalized received signal energy with the variance of the noise.
Note that, the probability of successfully detecting the spectrum hole (bandwidth of





∣∣∣H0) = 1− Pr(E > γ∣∣∣H0) = 1− PFA (4.16)
1Note that the bandwidth of a resource block is equal to the bandwidth of resource block pair,
as they are paired in time.
2HD stands for spectrum Hole Detection.
56
Figure 4.6: Probability of Miss Detection with respect to SNR for different γ
Figure 4.7: Probability of False Alarm with respect to SNR for different γ
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There is a trade off between producing interference for the PU (Pmiss), and wasting an
opportunity (PFA). Fortunately, by setting a limit for the probability of false alarm,
one may choose the proper value of threshold, while considering the operating SNR.
4.5 Conclusion
In this chapter, we evaluate a sensing algorithm which is based on frequency domain
energy detection. The algorithm senses the availability of every Resource Block Pair
by detecting the energy of the beginning of it. This method is a dynamic real-time
sensing algorithm which enables the SU to fill upto 82% of the underutilized resource
block pairs. With the aid of this algorithm, we eventually are able to sense and search
the spectrum holes within the LTE-Downlink signal. The advancements in designing
processors is a key parameter, and it enables the sensor to perform the required
functionality within appropriate time. The performance of the energy detector in
AWGN environment is evaluated in both theory and simulation. The probability of
false alarm is causing the waste of an opportunity for the SU transmission. On the
other hand, the probability of missing the available energy on a specific bandwidth
will cause the wrong detection of spectrum hole. This is equal to the probability of
imposing interference to the PU signal. Therefore, the trade off between the possible
limit of interference and waste of opportunities should be configured by choosing a
proper threshold. As the probability of false alarm is only the function of threshold,
one may choose a threshold level in a way for neither experiencing too much of waste




In this chapter, we first present a wireless transmission scheme, which is capable
of operating in the real-time secondary spectrum access scenario1. The Cognitive
Sensing algorithm provides the available frequency bands for the transmission of the
secondary user at each scheduling update, while the transmission scheme is cable of
configuring the frequency band of its transmission signal very fast. This means the
the Cognitive Sensing algorithm is independent of the primary user traffic model,
distribution of the PU’s active end users both in time and frequency, and also the
activity factor of primary user.
In the second part of this chapter, we assume that any collision between SU and
PU blocks cause the complete lost of the packet. We statistically evaluate the rate
loss at the primary user side, and also the average value of the achieved data rate at
the secondary user side. The bandwidth utilization of the system is also compared
to the case when the Cognitive Radio Network solution is not employed. Considering
the developed cognitive Sensing algorithm, the whole system is capable of utilizing
upto 82% of the underutilized bandwidth.
1As described in Chapter 2
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Figure 5.1: The utilization of non-contiguous regions of frequency spectrum by sec-
ondary user signal
5.1 Cognitive Radio Transmission Scheme
In Figure 5.1, we illustrate the expected Power Spectral Density (PSD) of primary
and secondary signals, operating in the Secondary Spectrum Access (SSA) scenario.
The SSA is the promising solution to the artificial spectral scarcity problem described
in Chapter 1. At any time instance, several non-contiguous frequency bands are left
unused. By ensuring that the primary user’s rights are not violated, these unused
portions can be used by secondary users. In Chapter 3, and 4 we developed an algo-
rithm for detecting these frequency portions at the beginning of their life span, and
named it Cognitive Sensing. Now we present some characteristics of a transmission
scheme which fits to both cognitive sensing algorithm and primary user transmission
standardization.
5.1.1 Underlay or Overlay Transmission
As discussed in Chapter 2, spectrum sharing techniques can be classified into underlay
and overlay spectrum sharing based on the spectrum access techniques. Underlay
systems use ultra-wide-band (UWB) [35], [36] or spread-spectrum techniques, such as
code division multiple access (CDMA) [37], to transmit the signal below the noise floor
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Figure 5.2: Illustration of our Overlay Cognitive Scenario.
of the system [38]. However, this technique can increase the overall noise temperature
and thereby, worsen error robustness of the primary users as compare to the case
without underlay systems. In [39] the notching, and in [40] waveform adaptation
interference avoidance techniques for underlay scheme are presented.
Now consider the case when the spectrum holes (an unused portion of the licensed
spectrum [15]) are filled with the transmission of secondary user, i.e. the overlay
technique. It has been shown that frequency division multiplexing is an optimal
technique, when interference among the users is high [41]. As shown in the Figure
(5.2), the overlay system uses the unoccupied portion of the frequency spectrum for
the secondary user transmission. Since the licensed system has privileged access to
the spectrum, it must not be disturbed by any secondary transmissions.
In [42] two main design goals for an overlay system are defined as:
• Minimum interference to licensed transmission.
• Maximum exploitation of the gaps in both time and frequency domain.
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Therefore, the overlay system requires information about the spectrum allocation of
the licensed system. This information could be available either by using a sensing
algorithm (real-time secondary spectrum access), or by having access to a data base
(Spectrum pooling2). However, the scenario in this work requires a real-time access.
The proposed cognitive sensing algorithm provides this information in a real-time
manner, while the overlay system is capable of exploiting the unused portion of the
spectrum neither by interfering with the incumbent users nor by increasing the noise
temperature of the system. So, the chosen secondary transmission scheme should
follow the overlay system.
For having a successful coexistence in the overall bandwidth between primary and
secondary users, the overlay system should not degrade the performance of the system
already working in the neighboring frequency bands (i.e. LTE-Downlink Signal). For
instance, out-of-band radiation has to be reduced to enable coexistence. Several
approaches have been proposed in literature for suppressing the side lobe levels, such
as the deactivation of sub-carriers lying at the borders of an OFDM spectrum [44],
windowing [45], sub-carrier weighting [46], and insertion of cancellation carriers [47].
5.1.2 Non-Contiguous OFDM Transmission
Despite being a solution to the problem of the apparent spectrum scarcity, Dynamic
Spectrum Access (DSA) puts additional design constraints on the wireless transceiver.
As multiple bands of wireless spectrum are being utilized, the noise characteristics
differ substantially across the non-contiguous bands of spectrum. Hence, the wireless
transceivers employed in DSA technique, requires to use the spectrally agile but
extremely robust modulation technique. As mentioned earlier, the non-contiguous
OFDM proposed in [48] satisfies these requirements. While conventional multi-carrier
(MC) CDMA has proven to be effective compared to conventional OFDM systems
2For information on Spectrum Pooling read [43]
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Figure 5.3: An NC-OFDM transceiver.
because of its superior multi-user interference limiting capabilities, NC-OFDM has
been shown to be better than non-contiguous MC-CDMA (NC-MC-CDMA) [49]. This
is because the deactivation of subcarriers corresponding to primary-user transmissions
causes a loss of orthogonality in NC-MC-CDMA, leading to a worse bit error rate
(BER) performance than NC-OFDM systems. Therefore, our focus for spectrally
agile modulation techniques is NC-OFDM.
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Structure
Figure (5.3) shows a general schematic of a NC-OFDM transceiver. Without loss of
generality, a high speed digitally modulated (M-PSK, M-QAM) data stream, x(n)
is split into N slower data streams using serial-to-parallel (S/P) converter. Note
that unlike the conventional OFDM scheme, sub-carriers correspond to underutilized
RBPs are activated for SU transmission, while the other sub-carriers are deactivated
for interference prevention. The cyclic prefix insertion and other blocks follow the
conventional OFDM scheme. The baseband NC-OFDM s(n), is passed through the
transmission radio frequency chain, which amplifies the signal and up-converts it to
the desire center frequency. Note that, in this chapter we refer s(n) as secondary user
transmission signal.
At the other side, the receiver performs the reverse operation of the transmitter.
First, by mixing the RF signal to the baseband for processing, and yielding the signal
r(n). Then, the signal is converted into parallel streams using the S/P converter, the
CP is removed, and the FFT is applied. After compensating distortion introduced
by the channel using equalization, the data in the active subcarriers are multiplexed
using a P/S converter, and demodulated into a reconstructed version of the original
high-speed input, x̂(n).
Some of the design constraints associated with such a secondary user transceiver
scheme are spectrum shaping , peak to average power ratio, and the FFT pruning.
The closed discussions on these issues are provided in Chapter 6 of [12], and is out of
the scope of this work.
We have presented the non-Contiguous OFDM scheme as the secondary user trans-
mission technique. This scheme could be seen as a very close one to the primary user
downlink technique. Considering same sub-carrier spacing, and similar resource grid
structure, we are able to evaluate the performance of the proposed Cognitive Sens-
ing algorithm in terms of Data Rate, and Bandwidth Utilization. We assume the
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transmission of SU signal on any in-use RBP will cause complete drop (we call it
collision). Based on this assumption, we evaluate the overall performance using the
simulation results of previous chapter. The activation factor of the primary user, β
plays a critical role in the gained data rate at SU side and also in the percentage of
improvement in total system bandwidth utilization.
5.1.3 Consideration in Secondary User Transmission Scheme
In LTE Downlink signal there are many pilots transmitted among data symbols. The
location of those pilots is known in resource grid illustration of LTE Downlink signal
while the timing information is obtained. However, it is worthy to mention that if
the secondary user transmits within a detected available block, it should consider not
to impose any interference to those pilot signals. The location of the pilots in time
and frequency is very well defined in LTE standardization.
As an example of the pilot signals, we could mention the PSS or SSS sequences
which are transmitted periodically within LTE Downlink signal. The location of this
signal is known for the sensor. Thus the secondary user transmitter should avoid to
transmit within those location.
5.2 Interference Caused by SU
In this section, we consider the scenario in which the LTE-Downlink is impaired by SU
signal due to wrong detection of an RBP as an underutilized resource. Of course there
are other possible interference scenarios like spectral leakage and side-lob emissions.




Consider an LTE system operates in FDD mode with bandwidth configuration of 20
MHz. There are 100 resource block pairs available for channel assignment of each
sub-frame. If we grant the activation factor of β to primary user, in average there
would be (1− β) underutilized resource available for the SU.
Now consider the case when the Cognitive Sensing algorithm fails to detect the PU
signal energy. This is equal to have collision between SU and PU, and may happen
with the probability of miss detection in Chapter 4. For simplicity in notations we
donate the q to the probability of miss detection of primary user signal in a specific
resource block pair.
On the other hand, the correct detection of an RBP, with the probability3 of p leads
to successful transmission of data at SU side. Summarizing the above definitions, we
have:
1. β : Activation factor of primary user.
2. q : Probability of having collision due to wrong detection of a spectrum hole.
3. p : Probability of correct detection of spectrum hole, and successful secondary
user transmission.
before starting the evaluation, we need to review the secondary user sensing and
transmission procedure.
Secondary User Operation Procedure
Consider the bandwidth of and RBP for the duration of two-millisecond, i.e two
RBPs. As shown in Figure (5.4), the first RBP is not assign to any primary user, but
the second one is assigned. As mentioned in Chapter 4, it takes up to two OFDM
symbol duration for the energy detector, to check the availability of primary data
3This is equal to probability successful detection of un-used RBP in Chapter 4, PHD.
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Figure 5.4: Time-Frequency illustration of Cognitive transmission for 1 RBP.
symbols in that specific bands. Considering maximum of three OFDM symbol for
L1/L2 control information of LTE, the available time-frequency grid for secondary
transmission consists of NSU data symbols per detected resource block pair.
NSU = N
RB
sc × (Nsymb −NL1/L2symb −N sensingsymb ) data symbols per RBP (5.1)
where NRBsc is the number sub-carriers per bandwidth of resource block
4, Nsymb is the





are number of OFDM symbols dedicated to L1/L2 and required for sensing algorithm,
respectively. So the NSU = 12× (14− 3− 2) = 108 data symbols per RBP.
This is, while the primary user transmits NPU = 12×(14−3) = 132 data symbols per
RBP in this configuration. So by simply comparing the NSU and NPU , the maximum
achievable bandwidth utilization improvement is 81.81%.
4Bandwidth of RB is equal to that of RBP
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We assume, any collision between secondary and primary user will cause complete
drop of NPU . So by having the probability of collision we could calculate the Primary
user data rate loss.
5.2.2 Primary Rate Loss due to Interference caused by SU
Assuming the Cognitive Sensing algorithm spends enough time on start-up, i.e. ob-
taining error free primary user sub-frame timing. The secondary user transmits on a
specific RBP under two conditions:
• The RBP is inactive, and the SU correctly detect it. Then the probability of
being in this condition is (1− β).p.
• The RBP is active, and the SU has missed to detect its energy. So the proba-
bility of this case is PI = β.q.
where PI , is probability of interference caused by SU for a specific RBP. Then the
probability of SU produce interference for at least one of the RBPs among all 100
RBPs of PU signal is:
Pr = 1− (1− PI)L ≈ PI .L, L = 100 (5.2)
This is the probability of SU having at least one collision with one of the RBPs within
20 Mhz of bandwidth and one-millisecond of PU transmission. Now the Data Rate
Loss due to the interference caused by SU wrong detection is calculated as:
RLossPU = R
RBP
PU × Pr symbols per second (5.3)
where RRBPPU is the amount of data rate that primary user can transmit in a bandwidth
of an RBP:
RRBPPU = NPU × 1/1ms symbols per second (5.4)
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Threshold γ q = Pmiss R
Loss
b
2.2 2× 10−6 36.96 bps
2.4 1× 10−5 151.2 bps
2.6 5.8× 10−5 1.07 kbps
3 3× 10−4 5.5 kbps
3.4 1.3× 10−3 24 kbps
3.8 4.3× 10−3 79.4 kbps
Table 5.1: Numerical Result of the Rate Lost at PU for SNR = 4 [dB]
Then the equation (5.3) is reduced to:
RLossPU = NPU × 1/1ms × PI .L = 132× 103 × 100× β.q (5.5)
As an example, consider the β = 70%, and QPSK modulation, each data symbol will
translate to two bits. Then the lost bit rate could be calculated according to the
simulation results for q, in Chapter 4.
This means, if the probability of missing the PU signal and producing interference
for that is e.g. q = 10−5, and assuming the collision will cause complete lose, also
considering activity factor of β = 70%, the average total bit rate that PU is losing
within all its 20 MHz bandwidth is RLossb = 151.2 bps, according to equation (5.3) or
(5.5).
5.2.3 Secondary Data Rate Gained
Correct detection of an RBP as the available transmission resource for secondary user
means the improvement of bandwidth utilization of the system. Considering equation
(5.1), the transmission data rate at the SU per RBP is:
RRBPSU = NSU × 1/1ms (5.6)
69
Threshold γ PFA R
SU
b
2.2 3× 10−1 4.5 Mbps
2.6 1.5× 10−1 5.5 Mbps
3 5× 10−2 6.15 Mbps
3.4 1.8× 10−2 6.36 Mbps
3.8 5× 10−3 6.447 Mbps
Table 5.2: Numerical Result for Rate Gained by SU
Following the same attitude of previous section, the average data rate gained at
secondary user side within the whole 20 MHz bandwidth could be calculated as:
RSU = R
RBP
SU × L.(1− β).p (5.7)
Assuming the same modulation order, and β value, using the simulation results from
Chapter 4, the Table (5.2) shows numerical results for average bit rate at SU trans-
mission. Note that the primary user activation factor plays the main role in upper
bound of achievable data rate. Maximum achievable data rate is always less than
1− β.
5.2.4 The Bandwidth Utilization of the Overall system
We evaluate the Bandwidth Utilization η, with respect to activation factor of primary
user β. We normalize the η to the case when the primary user utilized all resources, i.e.
the activation factor is 100%. In this case the secondary user transmission fall to zero.
Figure (5.5) shows the bandwidth utilization improvements at the sensor operating
point of γ = 2.2, and the received SNR at the sensor SNR = 4dB. Considering
AWGN channel between secondary user transmitter and receiver, and 4 dB signal to
noise ratio, upto 81.81% of the underutilized resources could be occupied, at each one-
millisecond. Obviously at lower SNR and threshold values which cause more collisions,
this performance degrades. The Figure (5.6), shows the Bandwidth Utilization of the
system with respect to Eb/No for two different β values. As mentioned, the simulation
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also considers the bit error rate for the same value of received SNR, in AWGN channel,
in calculating the normalized bandwidth utilization.
5.3 Conclusion
In this chapter, we suggest the NC-OFDM transmission scheme for the proposed Cog-
nitive Sensing algorithm. This scheme is very close to LTE Downlink transmission,
and the difference is that the sub-carriers correspond to an RBP could be activated
for transmission or not. If the parameters of NC-OFDM, such as sub-carrier spacing
and OFDM symbol duration, are chosen to be equal to PU’s, the data transmission
rate in an RBP for PU and SU is the same. This helps to evaluate and compare
the data rate at primary user and secondary user5. We calculate the achievable data
5Note that the sensing algorithm requires two OFDM symbol duration to sense the RBP, hence
the overall data rate of SU is lower than PU.
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Figure 5.6: Normalized Bandwidth Utilization of the system vs Eb/No[dB]
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rate at secondary user side as a function of primary user activation factor, and the
probability of correct detection of an RBP as unused resource. On the other hand,
although the algorithm could be configured to achieve a certain amount of accuracy
to prevent the interference, the error in spectrum hole detection is inevitable. This
causes interference, and hence some data loss for the primary user transmission. We
also calculate the data rate lost at the primary user of cognitive radio network. The
Normalized bandwidth utilization of the system with respect to primary user activa-
tion factor, and the Eb/No is considered. It is shown how the activation factor effect
the achievable data rate at the secondary user.
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Chapter 6
Conclusion and Future Works
6.1 Conclusion
In this thesis, we propose a cognitive scenario where and LTE or LTE-A is the pri-
mary user of the system. We develop a combined Cognitive Sensing algorithm, using
two main blocks. The first block is obtaining the primary user sub-frame timing, by
basically detecting the primary synchronization signal within primary user downlink
signal. The second block is the Spectrum Hole Detector which is developed by a fast
and accurate frequency domain energy detector. The spectrum hole detector is able
to decide on the occupancy of resource block pair in less 350µs of the beginning of
its transmission. The rest of the detected RBP could be used for the transmission of
secondary user.
In Chapter 3, we use the detection of PSS within LTE-Downlink signal for obtain-
ing the sub-frame timing of primary user. However, observing and processing all the
samples of the received signal is not energy efficient. Therefore, we first recognize the
time boundaries of the regions that the PSS may be present. Those boundaries are in
fact the OFDM symbol boundaries of the received signal that are obtained by first,
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blindly checking whether or not the LTE signal is exist, and secondly identifying it
characteristics and finding the OFDM signal parameters. This two-step pre-process
is using cyclostationarity properties of OFDM signals. The overall result of the whole
process will be the exact time instance that an LTE-Downlink sub-frame starts. This
is also the time that channel allocation assignments updates. The probability of miss
and false alarm of the PSS detection algorithm is simulated.
In Chapter 4, we propose a multi-step spectrum sensing process, consist of an FFT
block, a simple energy detector, and decision making. Unlike a usual LTE receiver,
the FFT process is performed on every received OFDM symbol. If the FFT block
waits for the whole time slot to be received and then operates, there would be no
chance for the SU to transmit as the whole resource is already passed. The timing
information from Chapter 3 is used for detecting the energy of the first and/or sec-
ond DATA OFDM symbols of each RBP. The calculated energy is compared to a
threshold for making the decision on the rest of RBP. Data OFDM symbol follows the
control symbols, and if the RBP is not assigned to any primary user these symbols
should have no energy. As the scheduling is taken place on every one-millisecond,
we simply have a binary hypothesis of zero or one for occupancy of an RBP. The
probability of wrong detection of a spectrum hole, which causes interference to the
primary user is simulated.
In Chapter 5, we first suggest a transmission scheme which is the best fit for our
sensing algorithm. Then we calculate the probability that the SU may produce in-
terference to the primary user. We also calculate the average Lost data rate of PU
transmission due to interference caused by SU. The average amount of data rate that
the SU can gain is calculated. Considering QPSK for both PU and SU transmission
modulation, and 70 percent activity factor of PU, the PU may lose less that a kbps
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while the SU could gain more than 6 Mbps. Note that the amount of data rate loss
in PU could be very well controlled by reducing the faults in spectrum hole detection
algorithm, and this is one advantage of the system.
6.2 Future Work
As mentioned, the main goal of the presented work, was to show the possibility of
such a cognitive scenario where the secondary user is able to exploit the underutilized
resources, even if they are only available for less than one-millisecond. The perfectly
define specification of LTE was appreciated, as it provides the logic for anticipation
of the occupancy of an RBP by only sensing the beginning of it. However, the
algorithms and methods that chosen for different section of the proposed Cognitive
Sensing process, were the simplest ones. Thus, like any other study, improvements in
both performance and the complexity could be seen as the future work.
In addition, the design and implementation of NC-OFDM scheme as secondary
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