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The major focus ofmy dissertation will be the use of benchmarking and best
practices as a guide for program and curriculum development in social work. The case
study method of research, with an emphasis on the development of the Addiction Studies
Program at the University of Arkansas at Pine Bluff, provided the focal point for this
research.
A critical part of this problem; Program development is an ongoing necessity in
social work. In order to meet the ever changing needs of our society, effective programs
need to be developed. Yet, social workers often do not have the expertise or time to
research even the nuts and bolts of each program they wish to develop. Hence, a method
is needed to help them develop reliable and effective programs without requiring them to
undergo extensive research and experimentation to determine the most effective
programs to implement.
One method to guide development of new programs is benchmarking which can
be briefly defined as a continuous learning process that can lead to a discovery of best
practices, which can be used to improve quality within an organization (Hafner, 2004;
Kristensen, 2003). It was hypothesized that benchmarking best practices can result in
effective social work program development and implementation.
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Most historically black colleges and universities [HBCUs], including their schools
of social work, rely heavily on funds received from federal agencies and tuition to
support their research, teaching, and service efforts (National Center for Education
Statistics [NCES], 2004). When funds from these sources become flat or are reduced,
there can be dire consequences for HBCUs and their academic programs (National
Association of Student Financial Aid Administrators [NASFAA], 2004; NCES, 2004;
Kelly, Kobor, Silver, and Wurtz, 2005). For example, funds for behavioral and social
science research [BSSR] support research on minority health disparities, aging, drug
abuse, alcoholism, diabetes, obesity and others (Kelly et ah, 2005,p. 223). These health
conditions are areas of research interest that often bring research funding to some
HBCUs. Therefore, when BSSR funds are reduced at the federal level, one can assume
that there will eventually be a reduction of funding at some HBCUs.
Recent events in our nation’s capitol provide an example of the challenges that
face supporters of BSSR. In federal budget hearings at the National Institutes of Health
[NIH] funding for BSSR on sexuality and health had to be defended by the NIH Director,
Elias Zerhouni, MD, who, according to Kelly et al. (2005), stated:
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the constant battle against illness and disease cannot be limited to biological
factors, but must include behavioral and social factors as well. Unliealthy
behaviors have been estimated to be the proximal cause of over half of the disease
burden in our country. Smoking, overeating, abuse of alcohol and illicit drugs, the
spread of sexually transmitted diseases and sex-related or other violent behaviors
are at the core ofmany of the illnesses we are trying to prevent and control in our
diverse society today (p. 223).
Although Dr. Zerhouni was successful in his defense of the budget for BSSR,
there is evidence that funding for BSSR is slowing, especially from NIH (Kelly and et ah,
2005). For instance, funding for BSSR from FY2003 to FY2004 was approximately
$77.5 million, whereas, the funding from FY 2004 to FY2005 was only $70 million
(Kelly and et al., 2005).
Even though funds were appropriated, the amount became smaller and, therefore,
there was less money to be dispersed among recipients. As well, in the future, less money
for HBCUs and schools of social work is likely to be available. Paula Allen-Meares
(2005) in an issue of the Social Work Education Reporter addressed the issue of what she
called “The Changing Character of Student Populations'’ (p. 1). Allen-Meares went on to
say that;
The university is no longer the sole domain of the traditional-age co-ed, but
additionally inhabited by the 50-year- old seeking a new career and students who
can afford one course at a time. In their quest to find balance, universities have
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found that they must create programming specifically tailored to these students’
needs (p. 1).
Another important source of federal funding for HBCUs comes in the form of
grants and loans that students received toward their tuition. These sources of revenue also
face reductions. Within the Department of Education, the budget for Higher Education
reflects more freezes and cuts with some isolated increases (Jesse, 2005).
The largest federal program serving low and middle income graduate students
with grants in aid, the Pell Grant program, has suffered repeated deficits in recent years.
While the current administration under President George W. Bush has proposed to
increase the Pell Grant budget in FY 2005 by $856 million for a total of $12.9 billion, the
actual number of Pell Grant awards, however, would decrease from $5,344 to $5,336.
Much of the increase in Pell Grants fund would go toward paying off the recurrent
deficits in the program (Jesse, 2005).
For the third consecutive year, most other student financial aid programs,
including Work-Study, did not receive any new resources under the current budget
proposal. Critics of the President’s student aid plan point out that, with state funding for
higher education experiencing cutbacks accompanied by tuition rate hikes, university
and college students at all levels are finding it increasingly difficult to pay for their
education without incurring unmanageable debt (Jesse, 2005). Part of the problem is that
the Administration’s estimates of potential applicants are continually unrealistic
considering the unprecedented growth rate of Pell Grant applications, mostly due to the
addition of a large number of older, independent students entering higher education
institutions (Jesse, 2005). This is further supported by Allen-Meares (2005) who reports
that:
Older students may not be as free as their younger counterparts to pursue a full¬
time program, and many students, regardless of age, cannot afford a full- time
college program without working to support themselves or their families. As a
result, weekend and evening programs have provided an opening for the
university to reach out to these specific demographics, offering programs that fit
into a particular lifestyle, and /or helping to make higher education affordable for
a larger population (p. 17).
In addition, funding for two other programs remains flat—for the second year in a
row: the Federal TRIO Programs and the Gaining Early Awareness and Readiness for
Undergraduate Programs [GEAR UP]. Both programs aimed to assist low-income
students, regardless of race or ethnicity, to transition successfully into post-secondary
education (Jesse, 2005). Finally, for the third consecutive year, the President’s budget
proposed to drastically cut resources for the Fund for the Improvement of Post-secondary
Education [FIPSE] by nearly 80 percent (Jesse, 2005).
Another significant contribution to this discussion is made by Allen-Meares
(2005) when discussing the “Changing Job Market and Life- Long Learning” where she
concluded that:
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Similar to the corporate-requested, customized training for private-sector
employees/managers (e.g., the proliferation of corporate MBAs), other targeted
educational offerings have become increasingly popular and more focused on
specific population needs. These offerings will no doubt continue to be more in
demand, more lucrative, and make more sense for the university as the larger
employment market shifts from an industrial base to one built on knowledge,
service, and information skills .
Additionally, as the employment market changes, Americans become less likely
to complete their years of service in a single corporation or even profession. American
workers will continue to require additional, relevant, life-long learning opportunities to
keep their skills and knowledge in line with prevailing hiring trends and employer needs
(p. 17).
Yet another significant discussion by James J. Duderstadt (2003) takes the need
for a changing educational focus to another level by suggesting that:
Our society is undergoing a profound transition, this time from an industrial to a
knowledge-based society. Hence, it may be time for a new contract aimed at
providing the knowledge and the educated citizens necessary for prosperity,
security, and social well-being in this new age. Perhaps it is time for a new federal
act, similar to the land grant acts of the nineteenth century that will help the
higher education enterprise address the needs of the 2H* Century (p. 7).
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When adding a larger scope to the issue, that of a worldview, the discussion by
Duderstadt (2003) offers a clearer view of the challenges faced in higher education when
we understand that:
There are 30 million people in the world today who are fully qualified to enter a
university but for whom no university place is available. Within a decade there
will be 100 million university-ready people. Yet, as Sir John Daniels, former head
of the British Open University notes, in most of the world, higher education is
mired in a crisis of access, cost, and flexibility. Unless we can address and solve
the crisis, billions of people in coming generations will be denied the education so
necessary to compete in, and survive in, an age of knowledge (p. 8).
In view of the massive assaults on the federal budget from environmental,
domestic and foreign sources, as well as, the change in student demographics, the
changing job market and life long learning opportunities; colleges and universities must
seriously take a look at their programs to identify those factors that make programs
sustainable. The financial and health issues as discussed offer strong support for
examination of programs that prepare citizenry for the global world, through
development and implementation of sustainable higher education programs that result
from evidence based planning.
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Statement of the Problem
Management teams in sehools of social work at HBCUs face constant challenges
to meet the needs of their students and other constituents (Minor, 2005). In some cases,
costly new programs must be developed. For example, a new program could include
costs such as hiring new faculty, establishing new offices, and recruiting students, which
can be difficult to accomplish when there are limited funds. Lack of funds place an
additional responsibility on management teams to not only develop programs but find
ways to fund them.
Another cost is associated with time and effort. Program development can be time
consuming, especially when a management team attempts to build a new program from
“scratch”. Involvement in meetings, brain storming sessions, proposal writing, and other
related tasks serve to drain the energy reserves of team members who are often part of the
faculty. Such time demands often exist while faculty team members continue to carry on
with normal teaching, research, and service responsibilities.
Taken together, the aforementioned budget changes and program development
costs pose serious challenges to management teams at HBCUs, including schools of
social work. Frequently, revenue to develop new programs is the first to be cut when
senior level administrators (e.g., university presidents, provosts, and deans) attempt to
maintain fiscal solvency at their respective institutions (Minor, 2005).
Given these challenges, the researcher concluded that research should be
undertaken to identify best practices that will support replication of programs that already
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work. This analysis could have practice usefulness because such a study could provide
social work and social and behavioral management teams with information that might
lead to cost reduction and improvements in the development and implementation of
programs at other HBCUs. As well, it might help the university being studied to improve
upon its planning strategies.
Purpose of the Study
The purpose of this study is to describe and explain the findings gathered through
research concerning benclimarking best practices in program development and
management. Benchmarking, unlike many management tools, is an ongoing process; one
that has been defined as a multi-phased methodology that requires planning, collecting,
analyzing and adapting to remain competitive in one’s business or industry (American
Productivity and Quality Center, 1977). The researcher’s goal is to gain a better
understanding of how benchmarking best practices were used by the planning team for a
Master of Science degree in Addiction Studies Program , a rare program among HBCUs
(Coggins, 2004), though other graduate programs exist (Alvemia, 2004; Boise State,
2004; Hazelden, 2004; University ofCincinnati, 2004). Specifically, the researcher
wanted to determine if the planning team used best practices that can be replicated by
HBCUs, facing reduced budgets, to develop similar programs.
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Research Questions
There were five research questions:
Question 1. Does sufficient evidence exist to demonstrate that this HBCU
engaged in pre-benchmarking planning prior to developing the Masters of Science
Degree in Addiction Studies program?
Question 2. Does sufficient evidence exist to demonstrate that this HBCU
engaged in benchmarking data collection activities prior to developing the
Masters of Science Degree in Addictions Studies?
Question 3. Does sufficient evidence exist to demonstrate that this HBCU
engaged in benchmarking data analysis activities prior to developing the Masters
of Science Degree in Addictions Studies?
Question 4. Does sufficient evidence exist to demonstrate that this HBCU
developed a benchmarking action plan prior to implementing the Masters of
Science Degree in Addictions Studies?
Question 5. Does sufficient evidence exist to demonstrate that this HBCU uses
benchmarking best practices in the ongoing operation of the Masters of Science
Degree in Addictions Studies?
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Hypotheses
The null hypotheses for this study are as follows:
Hypothesis 1 There is no evidence that this HBCU engaged in pre-benchmarking
planning prior to developing the Masters of Science Degree in Addiction Studies
program.
Hypothesis 2. There is no evidence that this HBCU engaged in benchmarking
data collection activities prior to developing the Masters of Science Degree in
Addiction Studies program.
Hypothesis 3. There is no evidence that this HBCU engaged in benchmarking
data analysis activities prior to developing the Masters of Science Degree in
Addiction Studies program.
Hypothesis 4. There is no evidence that this HBCU developed a benchmarking
action plan prior to developing the Masters of Science Degree in Addictions
Studies program.
Hypothesis 5. There is no evidence that this HBCU uses benchmarking best
practices in the ongoing operations of the Masters of Science Degree in
Addictions Studies program.
Significance of the Study
The study will provide social work management teams with information and
strategies that will help them to contain and possibly reduce the cost of developing,
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implementing and operating new programs, such as addiction studies or substance abuse
programs, for which they are held accountable. While knowledge of best practices in
program development, especially benchmarking, can provide ways for management
teams to reduce costs, teams cannot totally eliminate costs. Instead of re-inventing the
wheel each time a new program is needed, existing best practices can be followed to
develop, implement, and operate new programs. Best practices from research on
benchmarking, for example, can be used by social work management teams to establish
guidelines that can be followed to develop programs. Following these guidelines can
make the development of new programs less costly and less time consuming. Or,
conversely, comparing these guidelines against already established programs can provide
a foundation for determining the need for changes in program development policies and
procedures.
Such information is timely as program development and implementation can be
costly in higher education; and in recent years, a number of colleges and universities,
including HBCUs have faced drastic budget cuts (Cottman, 2005). Yet, despite budget
cuts these institutions must continue to develop new programs to meet the ever changing
needs of their students and the global world in which we live. Today, despite its business
origins, benchmarking has usefulness for the improvement of administrative processes
and the instructional models at colleges and universities, through the examination of
techniques and approaches.
Finally, investigations into ways of using benchmarking to inform practice in
Higher Education are currently underway (Alstete, 1995; Bender & Schuh, 2002).
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Reference to benchmarking’s growing use within the social work profession is also upon
the horizon (Quality Assurance Agency, 2005).While benchmarking may have been a
new concept for many social work and social and behavioral science researchers, the
pursuit for “quality” was not (Berkman, 1988; Berkman & Rehr, 1978; Bliersbach, 1988;
Boettcher, 1998; Coulton, 1988b; Hopkins, 2005; McMillen, 2005; Pearlmutter, 1998;
Procter, 2002; Rehr, 1982; Rehr, 1986).
CHAPTER II
REVIEW OF THE LITERATURE
This chapter presents the researcher’s review of the literature on qualitative case
study research, benchmarking, knowledge acquisition, learning organizations, systems
thinking, systems theory and social cognitive theory. The purpose of the review was to
develop a frame of reference with which to conduct the proposed study.
Qualitative Case Study Research Literature
Given that the focus of the study is on the process that a particular university
followed to develop and implement a new and unique HBCU graduate program in
addiction studies, the researcher reviewed literature on qualitative research, which is an
umbrella term that covers a variety of styles of social research (Ericsson & Hakansson,
2005; Stake, 1995; Yin, 1994). Qualitative research methods provide a deeper
understanding of the phenomenon being investigated (Stake, 1995; Yin, 1994).
Within the broader context of the qualitative approach, case study research 1)
aims for in-depth understanding of a phenomenon in its natural context, 2) studies the
phenomenon at one of a few sites, and 3) makes use of qualitative tools and techniques
for data collection and analysis (Singleton and Straits, 1999). A case study strategy is
preferred when “how” and “why” questions are being used, when the investigator
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has little control over events, and when the focus is on a contemporary phenomenon
within some real life context (Ericsson & Hakansson, 2005; Winegardner, 2000; Yin,
1994). Case study research can be either single-case or multiple-case (Yin, 1994). Since
the addictions studies program is unique among HBCUs, a single-case strategy was used.
This strategy enabled the researcher to gain a deeper understanding of the development,
implementation, and on-going operation of the program.
Establishing Reliability and Validity in Case Study Research
Yin (1994) argued that in case study research, multiple sources of evidence
should be used in order to improve reliability and validity. Both Stake (1995) and Yin
(1984), as cited in Bonet (2001), identified at least six sources of evidence. Bonet’s
(2001) summaries of the six sources of evidence follow:
1. Documents: Documents can be letters, memoranda, agenda, administrative
documents, newspaper articles, or any document that is germane to the
investigation.
2. Archival Records: Archival documents can be service records, organizational
records, lists of names, survey data, and other such records. The investigator has
to be careful in evaluating the accuracy of the records before using them. Even if
the records are quantitative, they might not be accurate.
3. Interviews: There are several possible forms of interviews: open-ended,
focused, and structured. In an open-ended interview, key respondents are asked to
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comment about certain events. In a focused interview, the respondent is
interviewed for a short period of time, usually answering set questions. Finally,
the structured interview is similar to a survey. The questions are detailed and
developed in advance.
4. Direct Observation: Direct observation occurs when a field visit is conducted
during the case study. It could be as simple as casual data collection activities, or
formal protocols to measure and record behaviors.
5. Participant-Observation: Participant-observation makes the researcher into an
active participant in the events being studied.
6. Physical Artifacts: Physical artifacts can be tools, instruments, or some other
physical evidence that may be collected during the study as part of a field visit (p.
8).
In summary, multiple sources of evidence greatly enhance the reliability and
validity of case research studies. Although it is not necessary to have each source of
evidence in a particular case study, having multiple sources (i.e., triangulation) supports
and/or corroborates evidence from different sources (Bonet, 2001).
Benchmarking Literature
What is Benchmarking?
Kristine Hafner (2004), when reporting on the University of California’s use of
benchmarking, referred to a definition given by former Xerox CEO, David T. Keam:
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“Benchmarking is the continuous process ofmeasuring products, services and practices
against the toughest competitors or those companies recognized as industry leaders (p. 3).
R.S. Schuler (1998) defines benchmarking as “a structural approach for looking outside
an organization to study and adapt the best outside practices to complement internal
operations with new, creative ideas” (p. 40 ).
Schuler’s (1998) definition and others cited in this section can be traced back to
some of the historical works of Frederick Winslow Taylor. Richardson (1995) cited
Taylor as a major contributor to the concept of benchmarking. Many of Taylor’s works
were written in the late 1800s and early 1990s (Richardson, 1995).
According to Richardson (1995), Taylor was driven by a relentless need to master
every aspect of his life—both at home and at work, where he rigidly followed programs
and schedules that had been planned in detail. Taylor’s five simple principles of program
management were summarized by Richardson (1995) and are presented next;
1. Shift all responsibility for the organization ofwork from the worker to the
managers, managers should do all the thinking relating to the planning and design
ofwork, leaving the workers with the task of implementation.
2. Use scientific methods to determine the most efficient way of doing work;
design the worker’s task accordingly, specifying the precise way in which the
work is to be done.
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3. Select the best person to perform the job thus designed.
4. Train the worker to do the work efficiently.
5. Monitor worker performance to ensure that appropriate work procedures are
followed and appropriate results are achieved (p. 12).
Some of Taylor’s five principles seem to be embodied in modem descriptions of
benchmarking. Camp (1989) defined benchmarking simply “as finding and implementing
the best practices”. He presents three definitions of benchmarking: a “formal definition”,
a “Webster’s definition”, and a “working definition”. The formal definition defines
benchmarking as “... the continuous process ofmeasuring products, services, and
practices against the tough competitors or those companies recognized as industry
leaders” (p.l2). The Webster’s definition defines benchmarking as “... a surveyor’s
mark.. .of previously determined position.. .and used as a reference point or standard by
which something can be measured or judged” (p.l2). Finally, the working definition
defines benchmarking as “...the search for industry best practices that lead to superior
performance” (p. 12).
Michael J. Spendolini’s (1992) definition of benchmarking is similar to Camp’s
(1989) formal definition. Spendolini (1992) defined benchmarking as: a continuous
process for evaluating the products, services, and work processes of organizations that are
recognized as representing best practices for the purpose of organizational improvement
(p. 33). It is the process ofmeasuring your operation against similar operations for the
purpose of improving your business processes, (p. 33)
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Jackson and Lund’s (2000) definition of benchmarking is also consistent with
Camp (1989) and Spendolini (1992). Jackson and Lund (2000) stated that benchmarking
involves comparing organizational or industrial practices, performance, and process in
order to improve the focal organization or business. They also identify three meanings
they associate with the term benchmark: (1) “a reference point against which similar
“things” can be referenced; (2) a criterion against which something can be measured; and
(3) a mark of distinction, that is, the best example of its kind such as a product, service,
process, or performance” (Jackson and Lund, 2000, p. 4).
Scholars such as Bender and Schuh (2002) describe benchmarking as a process of
comparing. This process enables one to learn from comparisons between the activities,
strategies, methods, or outcomes within one’s own organization and those within other
organizations (Bender and Schuh, 2002). The focus of the comparison could be on
organizational inputs, internal processes, or outputs. For example, within higher
education, comparisons could be at the level of a specific process, program, department,
workgroup, or institution (Bender and Schuh, 2002).
Types ofBenchmarking
There are primarily four types of benchmarking literature: internal, competitive,
functional/industry, and generic or best-in-class ( Alstete, 1995). Internal benchmarking
can be conducted at large, decentralized institutions where there are several departments
or units that conduct similar processes. The more competitive benchmarking analyzes
processes with peer institutions that are competing in similar markets (Alstete, 1995).
19
Functional or industry benchmarking is similar to competitive benchmarking, except that
the group of eompetitors is larger and more broadly defined (Rush, 1994; Alstete, 1995).
Generic or best-in-class uses the broadest applieation of data collection from different
industries to find the best operations practices available. The seleetion of the
benchmarking type depends on the processes being analyzed, the availability of data, and
the available expertise at the institution (Alstete, 1995).
Yarrow and Prabhu (1999) identify three forms of benchmarking as metric,
process , and diagnostie. Their differentiation is that the metrie appears to be the simplest
and straight forward, eomparing the performanee data of business. It requires that the
businesses be eomparable and it focuses on superfieial manifestations of business
practiees. Process benchmarking references a more expensive , time eonsuming approach
in which two or more organizations complete an in-depth comparison of specific business
practices in order to achieve better results(Bender and Schuh, 2002;Camp, 1995;
Zairi,1992).On the other hand, Diagnostie benehmarking, is like a “ health check” for the
eompany helping to identify whieh practiees need to be ehanged and the nature and
extent of performanee improvements which should be followed! Bender and Schuh,
2002; Yarrow and Prabhu, 1999).
Other seholars ( Bender and Sehuh,2002;Uperaff and Sehuh,1996) identify three
types of benehmarking practices applieable to use in higher education : internal,
eompetitive, and generic. Internal benchmarking refers to making eomparison between
units within the institution. Competitive and generic benchmarking refers to identifying
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best practices of other organizations. Competitive benchmarking involves comparison
with direct competitors, whereas generic benchmarking involves organizations that are
not direct competitors but share similar organizational practices and procedures.
Bender and Schuh (2002) report on yet other scholars like Yarrow and Prabhu
(1999) who differentiate three forms of benchmarking: metric, process, and diagnostic.
Metric benchmarking being the simplest and most straight forward in that it compares the
performance data of businesses. Though efficient and simple, the metric process requires
that the businesses are comparable, and it focuses only on superficial manifestations of
business practices.
Authors Matters and Evans (2003) have identified four basic types of
benchmarking. The first is identified as “internal benchmarking”, where the focus is on
internal operations. The objective of internal benchmarking is to identify the internal
performance standards of an organization. The advantages of internal benchmarking are
first, there is often a significant amount of information sharing accompanying internal
benchmarking. Second, many organizations are able to obtain immediate gains by
identifying their best internal practices and transferring those to other parts of the
organization. This internal knowledge can become the baseline for later investigation and
measurement involving external benchmarking partners. Internal benchmarking has been
identified as having a disadvantage in that it fosters an introverted view, as it is all too
easy to ignore that other firms have the edge on you if you are concentrating on
outperforming internal rivals (Matters and Evans, 2003).
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The second type of benchmarking is competitive, where the focus is against
external direct product competitors. It is the direct competitors that are most obvious to
benchmark against, where the objective is to compare companies in the same markets that
have competing products or services or work processes (e.g. Coke v Pepsi). A clear
advantage of competitive benchmarking is that you can see how your company performs.
Information is very hard to obtain, beyond that in the public domain, which is a main
disadvantage (Matters and Evans, 2003).
The third form ofbenchmarking identified by these authors is industry or
functional where action is against external functional best operations or industry leaders.
Industry benchmarking usually involves comparison between firms that share some
common technological and market characteristics and to concentrate on specific functions
(ex. Telecom Australia might benchmark its billing process against the billing process of
British Telecom). The big advantage of industry benchmarking is that it is easier to
identify willing partners, since the information is not going to a direct competitor. The
disadvantages are cost and the fact that the most renowned companies are beginning to
feel overwhelmed with benchmarking visits; resulting in some charging a fee for access
(Matters and Evans, 2003).
The fourth and final type of benchmarking identified by these authors is a process
in one or several unlike organizations, called generic or process benchmarking. This type
of benchmarking focuses on excellent work processes rather than on the business
practices of a particular organization or industry. Some business functions or processes
22
are the same regardless of dissimilarities of the industries. Generic benchmarking has
been found to be very effective, though it is thought to be the most difficult. It has the
potential of revealing the best of best practices while requiring broad conceptualizations,
yet careful understanding of the generic process (Matters and Evans, 2003).
Benchmarking as a Search for Best Practices
As the previous section demonstrates, benchmarking involves making
comparisons; however, it is also a search for best practices. For example, Epper (2005)
states that the kind of benchmarking, or knowledge sharing, that typically has taken place
in higher education is mostly the result of friendly rivalry among respected peers. True
benchmarking, in contrast, encourages colleges and universities to look beyond
themselves and their peers for processes that are similar, and perhaps implemented better,
in quite different types of organizations (Epper, 2005). Within this context, benchmarking
involves three steps: (1) examining and understanding internal work procedures, (2)
searching for best practices in other organizations, and (3) adapting those best practices
within an organization to improve performance (Epper, 2005, p. 1).
When searching for best practices, program managers use benchmarking to
provide their organization a demonstrable cost or quality advantage by replacing their
intuition with facts and analysis that foster the best operational practices (Rush, 1994).
When applying facts and analysis. Rush (1994) suggests that program managers ask
themselves six questions. The first is: “how well are we doing compared to others?”. The
second is “how good do we want to be?”. The third is “who’s doing the best?”. The
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fourth is “how do they do it?”. The fifth is “how can we adapt what they do to our
institution?”. The sixth is “how can we be better than the best?” (p. 84-85). Alstete (1995)
argued that questions like these may not have seemed important in the past to institutions
of higher education, however, with increasing competition and the rapidly changing
markets( older students, escalating costs ,state funding for higher education experiencing
cutbacks, unprecedented growth rate of Pell Grant applications), organizations are
learning never to be satisfied with the status-quo, and to continually question their
internal operations and relative position in the eyes of prospective customers (Alstete,
1995).
To answer questions like those cited above, the following multi-step
benchmarking methods have been developed by leading benchmarking practitioners
(Alstete, 1995); Camp, 1995; Spendolin, 1992; Watson, 1992). Benchmarking procedures
were condensed into four steps: planning the study, conducting the research, analyzing
the data, and adapting the findings to the home institution that is conducting the study
(Alstete, 1995).
The first step involves selecting and defining the administrative or teaching
processes to be studied, identifying how the process will be measured, and deciding
which other institution to measure against. Secondly, benchmarking process data is
collected using primary and /or secondary research about the colleges, universities, or
other organizations being studied. Thirdly, this step consists of analyzing the data
gathered to calculate the research findings and to develop recommendations. It is at this
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point, the differences or gaps in performance between the institutions being benchmarked
help to identify the process enablers that equip the leaders in their high performance. The
final and fourth step in this iteration of a benchmarking cycle and the primary goal of the
project is the adaptation of these enablers for improvement (Alstete, 1995).
In the following quotes from Dill (1999), as cited in Kristensen (2002), it is clear
that not only is benchmarking viewed as an analytical tool, it is also viewed as a learning
process that can lead to a discovery of best practices:
Learning from one’s own experience involves the systematic review of
programmatic successes and failures in search of lessons to be learned, the use of
outside evaluations and consultants as a means of generating useful knowledge,
and internal benchmarking, seeking out best practices within the organization.
Learning from others’ experience involves seeking information on best practices
from other organizations through carefully planned study tours and
benchmarking, as well as through ongoing conversations with external “clients”
as a means of developing knowledge for the improvement of core processes, (p.
28)
Dill’s (1999) comments about learning imply that benchmarking leads to new
ways of doing things. When engaged in benchmarking, program managers “... break an
organization’s aetivities down to process operations and look for a best-in-class process
that incorporates improved and innovative ways of assembling difficult to obtain
information ...” (Pyzdek, 2003, p. 1).
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Assessment and innovation, therefore, are common threads and primary reasons
for undertaking benchmarking. Innovation is one of the outcomes of benchmarking
because new insights can be achieved, not only into new ways of thinking and working,
but also into new ways of inspiring and motivating useful and profound change (Bender
and Schuh, 2002). As a result of the benchmarking process, an organization is provided
an opportunity to conduct a self-assessment by comparing its outcomes and achievements
with those of another organization, thereby, making the search for best practices a
process of discovery and learning (Bender and Schuh, 2002).
The Applicability of Benchmarking to Higher Education
The previous discussion of the works by Bender and Schuh (2002); Dill (1999);
Epper (2005); and Kristensen (2002) have already suggested that benchmarking is
suitable for use in higher education. Because of its reliance on hard data and research
methodology, benchmarking is especially suited for institutions of higher education in
which these types of studies are very familiar to faculty and administrators (Alstete,
1995).
College and University practitioners have found that benchmarking helps to
overcome resistance to change, provides a structure for external evaluation, and creates
new networks of communication between schools where valuable information and
experiences can be shared (AACSB, 1994; Alstete, 1995). As a positive process,
benchmarking provides objective measurements for base-lining (setting the initial
values), goal-setting, and improvement tracking, which can lead to dramatic innovations
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(Alstete, 1995; Shafer& Coate, 1992). Bender and Schuh (2002) provided several
examples of how benchmarking can be used at different levels within the higher
education setting;
1. Between institutions to compare a) recruitment procedures, b) approaches to
planning, c) student placement procedures, or d) faculty publications,
2. Between units at a single campus to compare a) computer lab management, or
b) approaches to assess student or faculty satisfaction with services,3.Between academic departments at a single campus to compare a) approaches to
recruiting top graduate students, b) methods for assisting faculty with research
and publications, or c) methods for providing professional development for staff.
Some of the above comparisons also could be made with private, governmental,
or health care organizations (Bender and Sehuh, 2002).
Criticisms ofBenchmarking
Despite positive views of benchmarking discussed in previous sections, there are
critics of its use in higher education. Some believe that benchmarking is (1) merely a
strategy for marginally improving existing processes, (2) applicable only to
administrative proeesses (or only to teaching practices), (3) only an euphemism for
copying, (4) lacks innovation, or (5) a process that exposes institutional weaknesses
(Alstete, 1995).
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Proponents counter with arguments that benchmarking (1) can radically change
processes (ifwarranted), (2) can apply to both administration and teaching, (3)
encourages an adapt-not an “adopt” best practices attitude, and (4) calls for
benchmarking practitioners to abide by a “Benchmarking Code of Conduct” which
espouses principles of legality, exchange, and confidentiality (APQC,1993). Finally,
proponents claim that benchmarking makes it possible for an organization to improve
processes in a “leapfrog” fashion by identifying and bringing home best practices, and
therefore offering a way for responding to demands for cost containment and for
enhanced service quality in a cost-effective and quality-oriented manner (APQC, 1993;
Shafer & Coate, 1992; Alstete, 1995).
Another significant contribution to this discussion is titled “The 10 Pitfalls of
Benchmarking” (DeToro, 1995). The first pitfall is “Lack of sponsorship”. He feels that a
successful team needs a leader. The second pitfall is “Selecting the wrong people for the
team”. Often those who work in the process will be those most capable of identifying and
correcting problems. The third pitfall was, “Teams not fully understanding their own
work”. If the teams did not document its work process, there can not be effective transfer
of techniques. The fourth pitfall identified, “Teams taking on too much”. The leader must
be able to organize the flow ofwork and understand the organization’s objectives. The
fifth pitfall is, “Managers failing to understand the necessary commitment”. Managers
need a rule of thumb idea of the time needed to complete the project. The sixth pitfall is
“Focusing on metrics rather than processes”. The author suggested that focusing on
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performance gaps may be a useful way to identify improvement opportunities. The
seventh pitfall is “Not positioning benchmarking within a larger strategy”.
DeToro (1995) also suggests that benchmarking is compatible with processes like
problem solving and process improvement and should be used with them. The Eighth
pitfall is “Misunderstanding the organization’s mission, goals and objectives”.
Management should launch the benchmarking activity. The ninth pitfall is “Assuming
every project requires a site visit”. The author suggests that sufficient information may be
available in the public domain. The tenth and final pitfall identified by DeToro (1995) is
“Failure to inspect benchmarking”. Managers should not fail to review the progress in
implementation and results (p. 61-63). Bender and Schuh (2002) offer another
perspective, one that takes the position that benchmarking is limited by the same
challenges as comparisons in other sectors , that being the selection of appropriate
partners. They maintain that, “universities must pay particular attention that their
benchmarking partners share similar procedures, structures, and missions” (p. 23).
BriefHistory of Benchmarking
Benchmarking is reported to have been developed in the late 1970s at the Xerox
Corporation in response to increased competition and a rapidly declining market share
(Alstete, 1995; Camp, 1989). Prior to the 1970s, precursors to formal benchmarking
practices can be traced back to the scientific method of the 1800s. Watson (1993), for
instance, also reported that as early as the late 1800s, Frederick Taylor’s work on the
application of the scientific method of business had encouraged comparison of business
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practices. This application of the scientific method was especially apparent during World
War 11, when it became “...a common business practice for companies to “check” with
other companies to determine standards of pay, work loads, safety, and other business
hygiene factors...” (Watson, 1993,p. 5).
The latter part of the nineteenth century represents a period when the “study of
work as a seienee, or scientific management” turned out a host of seminal works by W.
Edward Deming, Peter Drucker, Henri Fayol, Henri L. Gantt, Frank B. Gilbreth, Adam
Smith and others. Camp refutes any claims that W. Edward Deming’s work or that any
material that preceded it has any claim to “benchmarking”, except for what was invented
in his view at Xerox in late 1979 and early 1980 (Flower, 1993).
Additionally, during World War 11 and on into the 1950s, Japanese people
developed an admiration for American products and American business practices
(Watson, 1993). According to Watson (1993), this fondness for American products and
business practices lead to supermarkets becoming a rage in Japan. Watson (1993)
suggested that the Japanese practiced some elements of benehmarking as ways to shortcut
the time it took to implement improvements and to reduce the time it would take to get
products to the market.
Watson (1993) referred to this period between World War II and the late 1970s
“as first generation” benchmarking, where eomparison of product characteristics,
functionality, and performance were made with similar products or services from
eompetitors. He also has identified four other benchmarking generations: the second
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generation of benchmarking occurred between 1976 and 1986, when competitive
benchmarking was refined into a science at Xerox, moving beyond product-oriented
comparison to include comparisons of processes with those of competitors; the third
generation of benchmarking occurred between 1982 and 1988, when quality control
leaders among businesses recognized they could learn more easily from companies
outside their industry than from competitive studies; the fourth generation of
benchmarking also fits into this time period, because benchmarking had become “a
systematic process for evaluating alternatives, implementing strategies, and improving
performance by understanding and adapting successful strategies from external partners
who participated in an ongoing business alliances” (p. 8 ); and finally, the fifth
generation (i.e.. Global Benchmarking), which began in the 1990s and is the final
generation of his model in which "future generations of benchmarking lies in a global
application, one where international trade, cultural, and business process distinctions
among companies are bridged through collaboration and their implications for business
process improvements are understood” (Watson, 1993, p. 9).
Robert C. Camp, a scholar and practitioner on the topic of benchmarking pinned
“The Search for Industry Best Practices That Lead to Superior Performance” (1989) and
“Business Process Benchmarking; Finding and Implementing Best Practices” (1995). His
works are among the earliest that present a model for conducting the assessment process.
Yet, when one reads Camps’s works, it is difficult to dismiss the seminal works of the
earliest contributors on topics that include, quality control, scientific management.
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division of labor, principles ofmanagement, knowledge workers, total quality
management, and project schedule estimating (gantt chart).
Today, despite the origins of its early beginnings, it has usefulness for the
improvement of administrative processes and the instructional models at colleges and
universities, through examination of techniques and approaches. The goal of
benchmarking is to provide key personnel, in charge of processes, with an external
standard for measuring the quality and cost of internal activities, thereby, helping to
identify where opportunities for improvement may reside (Alstete, 1995).
Benchmarking Best Practices
As stated in the previous section, the goal of the benchmarking process is to
provide program planner/managers with standards for measuring and improving the
activities of their organizations. In an effort to make the benchmarking process efficient,
a number of researchers (e.g., Alstete, 1995; Bender& Shuh, 2002; Camp, 1989; Epper,
2000; Hafner, 1999; Jackson & Lund. 2000; Kristensen, 2003; and Spendolini, 1992)
have identified what are to be considered best practiees in benchmarking. Hafner’s
(1999) “Benehmarking Process Model” is exemplary and has been used at the University
ofCalifornia. The remainder of this section will present a brief summary of Hafner’s
(1999) model, since it contains most, if not all, of the best practices that the other
researchers argue should be performed during the benchmarking process. Her model is
being introduced here because it served as a central part of the comparative analysis that
was conducted in the current study.
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In Hafner’s (1999) model, the benchmarking process must include four phases: 1)
an organization and planning phase, which involves five steps (conceptualizing the
benchmarking effort, assembling a benchmarking team, determining what to benchmark,
identifying candidate to serve as benchmarking partners, and selecting the benchmarking
partners); 2) a data collection phase, which includes two steps (preparing for data
collection and collecting the benchmarking data); 3) an analysis phase which includes
three steps (analyze the benchmarking results, determine the current performance gap(s),
and project future performance levels); and 4) an action phase, which involves four steps
(communicate benchmarking findings, develop action plans, implement and monitor
progress, and recalibrate and reset benchmark). As stated earlier, Hafner’s (1999) model
is representative of the types of practices that are considered to be best practices in the
benchmarking process. Her model was used in the study to assess how effectively the
University’s planning team used the benchmarking process to develop, implement, and
operate the Addictions Studies program. The program was compared against Hafner’s
(1999) model.
Knowledge Acquisition
Benchmarking as a process that looks outside an organization (Schuler, 1998) in
an attempt to identify best practices is another way of saying it is attempting to acquire
new knowledge. Thomas H. Davenport and Laurence Prusak (1998), in their book, titled
“Working Knowledge: How Organizations Manage What They Know’’, concluded that
the management community had come to realize that what an organization and its
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employees know is at the heart of how the organization functions (p. x).They also stated
that, “knowledge itself is worthy of attention because it tells firms how to do things and
how they might do them better” (p. x)These authors take the position that the trend
toward leaner organizations has also contributed to heightened interest in knowledge,
discounting that technology could replace the skill and judgment of an experienced
human worker(p. xi). While these authors focus on knowledge and technology in their
book, their discussion of knowledge has relevance for this research that explores how
best practices were used to develop an academic program.
Davenport and Prusak (1998) define characteristics that make knowledge
valuable, such as :
Knowledge is a fluid mix of framed experience, value, contextual
information , and expert insight that provides a framework for evaluating
and incorporating new experiences and information. It originates and is
applied in the minds of knowers. In organizations, it often becomes
embedded not only in documents or repositories but also in organizational
routines, processes, practices, and norms (p. 5).
Davenport and Prusak (1998) further state that while knowledge creating
activities occur between humans, the data itself exists in records or transcripts, and
information in messages, that is obtained from individuals or groups of knowers, and
from organizational routines (p. 6) Knowledge is also delivered through structured media
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such as books and documents, as well as person-to-person contacts ranging from
conversations to apprenticeships (p. 6). Its value is attributed to the fact that it is closer
than data or information, to action. Furthermore, better knowledge can lead to measurable
efficiencies in product development and production (p. 6). Its use can lead planners to
make wiser decisions about strategy, competitors, customers, distribution channels, and
product service life cycles (p. 6).
Unlike material assets, which decrease as they are used, knowledge assets
increase with use (Davenport & Prusak, 1998, p. 17). Ideas reportedly breed new ideas,
while shared knowledge is viewed as staying with the giver while also enriching the
receiver (p. 17).
Chris Laszlo (2003) in his book titled, “The Sustainable Company” maintains
that, “customers have become the most recognized stakeholders in business since Peter
Drucker and Edward Deming began forcing management to see them not just as entities
to be sold to but as human beings with values, ideas, loyalties, and needs (p. 48). Laszlo
(2003) developed eight disciplines that form the core competencies required to create
sustainable value with a company. All are viewed as essential to achieving the goal and
are viewed as parts of a whole process (p. 121). These eight disciplines and associated
attributes are replicated in Figure 1:
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Disciplines Kc\ Attrihulcs
1. Understand current position. Understand where and how the company is
creating or destroying Shareholder and
stakeholder value.
2. Anticipate future expectations. Track key trends, identify emerging issues,
and anticipate new stakeholder expectations.
3. Set sustainable value goals. Establish a strategic intent and specific goals
regarding how to create additional value for
share holders while reducing negative
impacts and/or creating value for
stakeholders.
4. Design value-creation initiatives. Identify sources of value and design
initiatives to capture shareholder and
stakeholder value.
5. Develop the business case. Build a compelling business case and obtain
the resources needed to capture shareholder
and stakeholder value.
6. Capture the value. Undertake activities and implement
initiatives to capture shareholder and
stakeholder value.
7.Validate results and capture learning. Measure progress; track and validate
results in capturing shareholder and
stakeholder value.
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8. Build sustainable value capacity. Develop the mind-set, capabilities and skills
needed to capture shareholder and
stakeholder value.
Figure 1. The Eight Disciplines and Key Attributes from Lasklo ( 2003), p. 120
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The first six disciplines are organized into two subgroups, identified as Discover
Value Opportunities and Create Value, with the seventh discipline serving as a means to
obtain feedback from one sub-process to another. The eighth discipline is identified as a
meta-discipline that uses the other seven to increase the organization’s capacity to deliver
sustainable value (p. 121).
Margaret J. Wheatley (2004) discusses in a chapter she wrote in “Leading
Organizational Learning”, how the availability of information has dissolved the walls of
secretive executives and with the help of the Information Age..., has created the greatest
mass empowerment of all time (p. 53). She takes the position that the World Wide Web
has created an environment unlike the one we’ve known. She maintains that the
organization that knows how to convert information into knowledge, that knows what it
knows, that can act with greater intelligence and discernment...this is the organization
that will make it into the future (p. 54). Wheatley (2004) further identifies knowledge
creation as natural to life, and the need to share it as humanly satisfying (p. 59). She
shares the following principles:
1. Knowledge is created by human beings.
2. It is natural for people to create and share knowledge.
3. Everyone is a knowledge worker.
4. People choose to share their knowledge.
5. Knowledge management is not about technology (p. 59).
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Wheatley (2004) maintains that organizations should refocus their attention on the
organizational conditions that support people that foster relationships, and that give
people time to think and reflect. She feels that people willingly share if they feel
committed to the organization and believe their leaders are worth supporting, feel
encouraged to participate and learn, and value their colleagues. Wheatley (2004) also
maintains that every organization is filled with self-organized communities of practice,
networks that people spontaneously create among colleagues to help them work more
effectively or to help them survive current turbulence (p. 60). Of extreme importance to
Wheatley’s discussion (2004) are several, what she refers to as nonnegotiable conditions
that are identified as:
1. People must understand and value the objective or strategy.
2. People must understand how their work adds value to the common
objective.
3. People must feel respected and trusted.
4. People must know and care about their colleagues.
5. People must value and trust their leaders (p.61).
Jackson and Erhardt (2004) also discuss problems to avoid in knowledge
management. They identified myths that they feel may prevent some organizations from
maximizing their knowledge management capabilities. They propose realities to counter
each myth to manage knowledge more effectively (p. 255);
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Myth 1 Versus Reality 1
Myth 1: The main objective of knowledge management are archiving and distributing
knowledge.
Reality 1: The most valuable knowledge management initiatives motivate people to
create, consider, debate, and effectively use new knowledge.
Myth 2 Versus Reality 2
Myth 2: For knowledge work, electronic communication is just as effective as meeting
face to face.
Reality 2: In a knowledge based economy, personal relationships and face-to-face
interactions are more essential than ever to understanding new knowledge and using it
effectively.
Myth 3 Versus Reality 3
Myth 3: Employees will freely seek out and share knowledge if they understand it is
expected and if they are rewarded for it.
Reality 3: Financial rewards and recognition may motivate some employees to seek out
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and share knowledge, but incentives do not eliminate the subtle (and not so subtle) social
barriers that often frustrate innovation and the introduction of new ideas.
Myth 4 Versus Reality 4
Myth 4: If a team needs to engage in creative problem solving, the best way to staff the
team is with as much technical and professional diversity as possible.
Reality 4; Having the wrong mix of participants or managing diversity poorly can
interfere with productive debate and effective problem solving.
Figure 2. Myth Versus Reality from Jackson and Erhardt (2004), p. 256-263.
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In another discussion of knowledge, Drummond-Hay and Saidel (2004) support
the notion that collaboration is a key component to sharing information, especially when
supported by our culture and technology; it has enabled us to complete searches, share
best practices, function as a team and mentor (p. 292). Drummond-Hay and Saidel (2004)
maintain that when organizations are small and their business cultures are healthy, they
do not encounter knowledge-sharing issues. When people know one another, and there is
trust, and understanding of one another’s work and skill, people will know what to share
and why. Furthermore, when people do not know each other well, they are less likely to
trust each other and collaboration will become less of a norm (p. 293).
These scholars (Drummond-Hay and Saidel, 2004) have identified five reasons
why people do not share knowledge with their colleagues:
1. There is no recognition or reward for sharing knowledge.
2. People are competitive and believe that their knowledge increases their
power.
3. There is no vehicle for storing and categorizing knowledge, or the existing
vehicle is difficult to use.
4. They didn’t know anyone would be interested in what they know.
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5. They don’t share knowledge because they are not aware ofwhat they
know (p. 293-295).
Drummond-Hay and Saidel, (2004) also argue that, as a means of fostering
knowledge sharing, “ people who are open with each other and share knowledge should
be differentially rewarded over those who do not share” (p. 296-297).They suggest that
the conscious organizing of different groups could serve to promote connections (p. 297).
Learning Organizations
The “learning organization” concept originated from the best selling book,
authored by Peter Senge, titled “The Fifth Discipline”, published in 1990. While Senge is
considered the “father” of organizational learning others who are credited with
disseminating the concept are Chris Agyris, Donald Schon, and Margaret Wheatley
(Cors, 2003). According to Peter Senge (1990, p. 3) learning organizations are:
Organizations where people continually expand their capacity to create the results
they truly desire, where new and expansive patterns of thinking are nurtured,
where collective aspiration is set free, and where people are continually learning
how to learn together (p. 3).
Senge (1990, 1999) discussed what are called disciplines that operate to develop
an organization’s capabilities by:
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1. Building shared vision. Senge maintains that, “There is no substitute for
organizational resolve, conviction, commitment, and clarity of intent.
They create the need for learning and the collective will to learn”.
2. Personal mastery. “An organization that is continually learning how to
create its future must be made up of individuals who are continually
learning how to create more of what truly matters to them”.
3. Working with mental models. “Organizations become frozen in inaccurate
and disempowering views of reality because they lack the capacity to see
their assumptions and to continually challenge and improve them”.
4. Team Learning. “Ultimately, the learning that matters is the learning of
groups of people who need one another to act (the real meaning of team).
The only problem is that we’ve lost the ability to talk with one another”.
5. Systems thinking. “It’s not just how we learn, but what we learn. The most
important learning in contemporary organizations concerns gaining shared
insight into complexity and how we can shape change. Systems thinking is
about understanding wholes, not parts, and learning how our actions shape
our reality” (p. 6-11, p. 38).
A similar view by Watkins & Marsick (1993), as reported in the “Kansas State
Cooperative Extension Service Newsletter” (1998) is that:
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Learning is continuous, strategically used process integrated with and running
parallel to work. Learning results in changes in knowledge, beliefs, and behaviors.
Learning enhances organizational capacity for innovation and growth. The
organization has embedded systems to capture and share learning (p. 1).
In their most recent book (Marsick and Watkins, 1999) and stated in an even more
recent article (Yang, Watkins& Marsick, 2004) that states:
We originally defined the learning organization as one that is
characterized by continuous learning for continuous improvement, and by
the capacity to transform itself (Watkins & Marsick, 1993, 1996). This
definition captures a principle, but it and of itself, is not operational. What
does it look like when learning becomes an intentional part of the business
strategy? People are aligned around a common vision. They sense and
interpret their changing environment. They generate new knowledge
which they use, in turn, to create innovative products and services to meet
customer needs. We have identified seven action imperatives that
characterize companies traveling toward this goal...Our model
emphasizes three key components 1) system-level, continuous teaming (2)
that is created in order to create and manage knowledge outcomes (3)
which lead to improvement in the organization’s performance, and
ultimately its value, as measured through both financial assets and non-
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financial intellectual capital. Learning helps people to ereate and manage
knowledge that builds a system’s intellectual capital (p. 33-34).
As proposed, their learning organization model integrates the two main
constituents, that of people and structure, whieh are viewed as interactive eomponents of
organizational ehange and development (Watkins & Marsiek, 1993, 1996;Yang,
Watkins& Marsiek, 2004, p. 34).In their book titled, “Facilitating Learning
Organizations: Making Learning Count” (Marsiek & Watkins, 1999) identified seven
dimensions of a learning organization at the individual, team and organizational levels.
They are:
1) Continuous learning, that represents an organization’s effort to ereate
eontinuous learning opportunities for all its members, 2) inquiry and dialogue,
refers to an organization’s effort in creating a culture of questioning, feedbaek,
and experimentation, 3) team learning, reflects the spirit of collaboration and the
collaborative skills that undergird the effective use of teams, 4) empowerment,
signifies an organization’s process to create and share a eolleetive vision and get
feedbaek from its members about the gap between the current status and the new
vision, 5) embedded system, indieates efforts to establish systems to eapture and
share learning, 6) systems eonneetion, reflects global thinking and actions to
connect the organization to its internal and external environment, 7) strategie
leadership, shows the extent to which leaders think strategieally about how to use
learning to create change and to move the organization in new directions or new
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markets (Watkins & Marsick, 1993,1996; Yang, Watkins & Marsick, 2004, p. 33-
34).
Senge (1990) in his book titled “The Fifth Discipline” identified seven learning
disabilities that he describes as “tragic” to organizations (p. 18):
1.1 am my position.
2. The enemy is out there.
3. The illusion of taking charge
4. The fixation on events
5. The parable of the boiled frog
6. The illusion of learning from experience
7. The myth of the management team (p. 18-25).
Senge’s position is that these fore-mentioned disabilities can be overcome through
mastery of the five disciplines. Yet, others claim that the learning organization has its
origins in companies like Shell Oil, where Arie de Geus described learning as the only
sustainable competitive advantage, where it is seen as a response to an increasingly
unpredictable and dynamic business environment (Skyrme, p.l). Skyrme (2003) also
offers Nancy Dixon’s (1994) definition of the learning organization which is:
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The essence of organizational learning is the organization’s ability to use the
amazing mental capacity of all its members to create the kind of processes that
will improve its own (p. 1).
Yet another definition of learning organizations by Pedler, Burgoyne& Boydell as
reported by Skyrme( 2003,) is:
A learning company is an organization that facilitates the learning of all its
members and continually transforms itself (p. 1).
The David Skyrme Associates (2003) have drawn on the afore-mentioned
definitions to develop their own which is:
Learning organizations are those that have in place systems, mechanisms and
processes, that are used to continually enhance their capabilities and those who
work with it or for it, to achieve sustainable objectives for themselves and the
communities in which they participate (p. 1).
Though there may be more definitions, these provide a framework to understand
what their contribution could be to the development of a program like the Masters in
Addiction Studies. Further discussion of characteristics of a learning organization
(Skyrme, 2003) identify four factors that they uncovered from observation and research:
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1) Learning Culture-an organizational climate that nurtures learning.
2) Processes-processes that encourage interaction across boundaries. These are
infrastructure, development and management processes, as opposed to business
operational processes.
3) Tools and Techniques-methods that aid individual and group learning, such as
creativity and problem solving techniques.
4) Skills and Motivation-to learn and adapt (p. 3).
Further discussion of “a learning culture” (Skyrme, 2003, p. 3) reveals that senior
teams take time out to think about the future and; there is widespread use of external
sources and advisors. Individuals network extensively, crossing organizational
boundaries to develop their expertise and knowledge. There is commitment to learning
and personal development that gains support from top management; encouraging people
at all levels, to learn regularly, where learning is rewarded. Consequently, there is time to
think and learn tlirough understanding, exploring, reflecting and developing. People are
valued, as their ideas, creativity and imaginative capabilities are stimulated, made use of
and developed. Sustaining a climate of openness and trust is endorsed, where individuals
are encouraged to develop ideas, to speak out, and to challenge actions. Learning from
experience is espoused, considering learning from mistakes is thought to be more
powerful than learning from success. Furthennore failure is tolerated, provided that
lessons are learned (p. 4).
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Systems Thinking
The foundation for systems thinking has been traced to the field of system
dynamics, founded in 1956 by MIT professor Jay Forrester (Aronson, 1998, p.
1).Systems thinking was viewed as;
Fundamentally different from that of traditional forms of analysis, where the
focus is on the separating of individual pieces ofwhat is being studied; in fact, the
word “analysis” comes from the root meaning “to break into constituent parts”.
Systems thinking, in contrast, focuses on how the thing being studied interacts
with the other constituents of the system, a set of elements that interact to produce
behavior-of which it is a part (Aronson, 1998, p. 1). Betty Cooper (2005), when
discussing systems thinking, states:
No longer can employees feel safe and comfortable ofmerely doing a day’s work
for a day’s pay. Nor can an employee quietly pursue his or her job, unconcerned
about what the other person is doing. The increased job complexity, with the
added insurmountable global competition, advancing technology, and the never
ending need to improve performance, suggests not only change in the way things
have been done, but also in the way things are thought about and viewed (p. 1):
Systems thinking, according to Cooper (2005) is viewed as;
An organization and its respective environment as a complex whole of
interrelating, interdependent parts. It stressed the relationships and the processes
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that makeup the organizational context, rather than the separate entities or the sum
of the parts (p. 1).
Yang, B., Watkins, K.E. and Marsick, V.J. (2004), when quoting Senge (1990),
defined systems thinking as “the ability to see interrelationships rather than linear cause-
effect chains” (p. 32). Systems thinking is also defined as “a way of helping a person to
view systems from a broad perspective that includes seeing overall structures, patterns
and cycles in systems, rather than seeing only specific events in the system (Authenticity
Consulting, 2006, p. 405). This latter definition provides a broader view of systems
thinking that helps people to quickly identify the real causes of issues in organizations
and how to address them (p. 405).
Foremost, in the discussion of systems thinking, is the content developed by Peter
Senge (1990), that appears in the fifth chapter of his book, “A Shift ofMind”, (p. 68-92):
Systems thinking is a discipline for seeing wholes. It is a framework for seeing
interrelationships rather than things, for seeing patterns of change rather than
static “snapshots”. It is also a set of specific tools and techniques, originating in
two threads: in “feedback” concepts of cybernetics and in “servo-mechanism”
engineering theory dating back to the nineteenth century.. .Systems thinking is a
sensibility- for the subtle interconnectedness that gives living systems their unique
character. System thinking is the antidote to this sense of helplessness that many
feels as we enter the age of “interdependence”. It is a discipline for seeing the
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“structures” that underlie complex situations, and for discerning high from low
leverage change (p. 69).
As the fifth discipline, systems thinking is identified as the cornerstone of how
learning organizations think about their world. Senge (1990) further identifies systems
thinking as the fifth discipline because it is the conceptual cornerstone that underlies all
of the five learning disciplines (p. 68-69), which include shared vision, personal mastery,
mental models and team learning (p. 139-269). Senge (1990) argues that these disciplines
provide guidance in planning and implementing change within a complex organization
structure (p. 69). The disciplines, according to Senge (1990), are concerned with a shift of
mind from seeing parts to seeing wholes, from seeing people as helpless reactors to
seeing them as active participants in shaping their reality, from reacting to the present to
creating the future (p. 69).
Aronson (1998), when discussing the character of systems thinking, states that it
is seen as:
extremely effective on the most difficult types of problems to solve problems
involving complex issues, those that depend a great deal on the past or on the
actions of others, and those stemming from ineffective coordination among those
involved (p. 1).
Aronson (1998) also identified the following areas in which systems thinking was
thought to have proven its value:
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Complex problems that involve helping many actors see the big picture and not
just their part of it; recurring problems or those that have been made worse by
past attempts to fix them; issues where an action affects the environment
surrounding the issue, either the natural environment or the competitive
environment; and problems whose solutions are not obvious (p. 2).
Suggestions to develop systems thinking for education have been develop (Betts,
1992) as reported in Bixler and et al. (1994) that suggests that the emphasis should shift
from instruction to an emphasis on learning. The following are suggestions to develop
systems thinking for education:
1. Develop increased capacity for self-reference, self-correction, self-direction,
self-organization, and self renewal in our educational environment.
2. View system change as a process of problem solving.
3. Put emphasis on participation of the organization to the whole system.
4. Develop awareness of the whole and recognize that the individual is not
isolated in the system.
5. Focus on cooperation of the whole organization rather than on competition.
6. See everyone as responsible for the system stem and a contributor to the
system.
7. Allow time for individuals to make progresses which meets the needs of the
system.
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8. Understand that the system can change by working with the whole system
rather than against it.
9. Focus on long-term consequences and root causes, avoid taking the easy way
out.
10. Incorporating many or some conflict goals of the system into a single, clear
goal which the system can attain.
11. View the whole system as a resource-based, using advanced technologies as
tools, rather than teacher based (p. 6).
In summary, the previous discussions of knowledge acquisition, learning
organizations and systems thinking clearly delineate how they all relate to benchmarking




Social Cognitive Theory (Bandura, 1986 ; 2001) and Systems Theory (Von
Bertalanffy, 1968) provide the theoretical underpinnings for the proposed study. The first
to be discussed is Social Cognitive Theory (SCT), the origins of which can be traced
back to Social Learning Theory (Miller & Dollard 1941, as cited in Stone, 1998), which
itself had evolved from the psychological works of William James in the 1800s
(James, 1890). Some of the basic principles about human behavior that are included in
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Social Learning Theory (SLT) are 1) response consequences (reward/punishment)
influence behavior, 2) humans can learn by observation (vicarious learning), and 3)
individuals are most likely to model behavior observed by people with whom they
identify (Bandura, 1963).
These three basic principles of SLT help lay the foundation for Bandura’s (1963)
work on SCT. His works focused on how people interact in social settings and also
emphasize that vicarious learning (modeling) is a form of social learning (Bandura, 1986;
1989). According to Bandura (1986; 1989), “...virtually all learning phenomena
resulting from direct experiences can occur vicariously by observing people’s behavior
and the consequences of if’ (p. 19). Bandura (1977; 1989), however, introduced another
concept into SCT, “self-efficacy” which also provides a psychological explanation for the
effectiveness of the benchmarking process:
Efficacy beliefs are the product of a complex process of self-persuasion that relies
on cognitive processing of diverse sources of efficacy information. These include
1) performance mastery experiences, 2)vicarious experiences forjudging
capabilities in comparison with the performances of others , 3) verbal persuasion
and allied types of social influences, indicating that one possesses certain
capabilities; and 4) physiological states from which one may partly judge one’s
capabilities, strength, and vulnerability” (1977, p. 195).
The above quote helps explain the psychological power of the benchmarking
process. Benchmarking involves complex cognitive processes, whereby, a program
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manager/planner seeks ways to enrich, improve, redo, or replace aspects of their
educational program or organization in order to improve or “enhance organizational
attainments” (Wood and Bandura, 1989, p. 361,371). Belief about one’s own ability to
produce an effect can positively affect one’s emotional and physical behavior (Bandura,
1989). Bandura (1989) further concluded that:
a strong sense of efficacy is required to remain task oriented... Those who have a
high sense of efficacy visualize success scenarios that provide positive guides for
performance... These beliefs affect cognitive functioning through the joint
influence of motivational and information processing operations” (p. 1176).
Further support for the current researcher’s contention that the benchmarking
process is effective, in part, because of its impact on human behavior is provided by
Wood and Bandura’s (1989) discussion of “observational learning” and organizational
management theory. They identified four components of “observational learning”
processes:
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1) attentional processes which determine what people selectively observe and
what information they extract from ongoing modeled activities, 2)
representational processes which transform and restructure information about
events in the form of rules and conceptions, 3) behavioral production processes in
which symbolic conceptions are translated into appropriate courses of action, and
4) motivational processes which can account for why some people might not
perform everything that they have learned (Bandura, 1989).
Yet another category of learning, ‘informal learning’ ,as defined by Marsick and
Watkins (2001) further maintain that it is usually intentional but not highly structured,
with examples that include self-directed learning, networking, coaching, mentoring, and
performance planning that includes opportunities to review learning needs (p. 26). Mary
Callahan(1991) as cited in Marsick and Watkins (2001), identified over 100 plus studies
that examined informal and incidental learning and their relevance to various cultures and
contexts, including private and public sectors such as hospitals and health care centers;
colleges and universities; public schools; professional associations; museums; religions;
families; and communities (p. 26).
Marsick and Watkins (2001) concluded that the organizational context produces
different work assignments, which, in turn, lead to different opportunities and priorities
for learning. In addition, the organization can provide different incentives for learning,
thereby encouraging peers to work and learn collaboratively (p. 28). Additionally,
Marsick and Watkins (2001), who suggested that informal and incidental learning take
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place wherever people have the need, motivation, and opportunity for learning, developed
an “Informal and Incidental Learning Model” which shows that:
people diagnose or frame a new experience that they encounter , and assess what
is problematic or challenging about it. They then compare new
situations with prior experiences, identifying similarities or differences, and use
their interpretation to make sense of the new challenge(p. 29-30).
The outer circle of the “Informal and Incidental Learning Model” represents the
context within which the experience occurs: the personal and social (Bandura, 1986); and
the business and cultural context for learning that Marsick and Watkins (2001)identify as
influencing the way in which people interpret situations, their choices, the actions they
take, and the learning that results (p. 30). Marsick and Watkins’s (2001) description of
the “Informal and Incidental Learning Model” references Bandura’s concept of “social
modeling” (p. 26).
In an article that examined organizational environments. Wood and Bandura
(1989) conclude that when managers are required to make complex decisions; mastery of
serviceable managerial rules, that allow them to predict and exercise influence over the
collective effort, are necessary (p. 370). Through the use of cognitive processes, self-
efficacy beliefs affect thought patterns that may be self-aiding or self-hindering (Bandura,
1989, p. 1175).Wood and Bandura (1989) argue that managerial self-efficacy influences
organizational attainment-both directly and through its effects on the managers’ goal
setting and analytic strategies (p. 361):
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a strong sense of effieaey is needed to deploy one’s cognitive resources optimally
and to remain task oriented”... therefore the stronger the perceived self-efficacy,
the more challenging are the organizational goals subjects set for themselves and
the more systematically they use analytic strategies to discover the managerial
rules (p. 371).
Social Cognitive Theory, as discussed by Wood & Bandura (1989), provides
explicit guidelines related to how to equip people with the competencies, the self-
regulatory capabilities, and the resilient sense of self-efficacy that will enable them to
enhance both their well-being and accomplishments (p. 380).
Systems Theory
Systems Theory, or as it is referred to as the Systems movement was formulated
by Ludwig Von Bertalanffy in the early 1920s, however, his ideas weren’t published until
after WWII ((Flint, 1996). Bertalanffy and many other systems thinkers, like Talcott
Parsons, C. West Churchman, Alfred Emerson, and Anatol Rapoport, helped to develop
the general systems movement during the early fifties (Boulding, 2004). It was
Bertalanffy (1968) who took the position that real systems are open to, and interact with
their environments, and that they can acquire qualitatively new properties through
emergence, resulting in continual evolution (Heylighen & Joslyn, 1992, p. 1).
Systems Theory focuses on the arrangement of and relations between the parts
which connect them into a whole, thereby, making them interdependent. Systems
59
concepts include: systems environment boundary, input, output, process, state, hierarchy,
goal-directedness, and information (Heylighen & Joslyn, 1992, p. 1). Systems Theory
was quickly applied to the study of organizations, and with an acknowledgement that the
organizational environment had effects on its behavior and structure. The open system
perspective views organizations as both hierarchical and loosely coupled systems
(Heylighen & Joslyn, 1992, p. 1).
Kenneth E. Boulding (1956, 2004) describes systems theory as:
the skeleton of science in the sense that it aims to provide a framework or
structure of systems on which to hang the flesh and blood of particular disciplines
and particular subject matter in an orderly and coherent corpus of knowledge. A
level of theoretical model-building which lies somewhere between the highly
generalized constructions ofpure mathematics and the specific theories of the
specialized disciplines (p. 139,127).
Boulding (1956, 2004) suggests that a possible approach to general systems
theory is through the arrangement of theoretical systems and constructs in a hierarchy of
complexity that roughly corresponds to the individuals of the various “empirical
fields’Xp. 133).In his discussion, he argues that there are several levels of theoretical
discourse which include:
1) Static Structure (level of frameworks-geography and anatomy of the universe);
2) Clockworks level (solar system);
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3) Thermostat level (control mechanism or cybernetic system, the world of the
biologist and the social scientist);
4) Cell level (open system, where life differentiates itself from not-life);
5) Genetic-societal level (roots, leaves, seeds, etc.);
6) Animal level (characterized by increased mobility, teleological behavior, and
self awareness, development of specialized information receptors(eyes, ears, etc.)
7) Human level (ability to produce, absorb, and interpret symbols, self reflexive
ability);
8) Social organization level(roles tied together through communication,
concerned with the content and meaning ofmessages, the nature and
meaning of value systems, the transcription of images into a historical
record, the subtle symbolizations of art, music, and poetry, and the gamut
of human emotion);
9) Transcendental systems level (a level where the unknowns, both
theoretical and empirical can be explored) (p. 133-137).
Levels seven, eight, and nine appear to be especially relevant to the benchmarking
process. Level seven suggests that human beings learn from the benchmarking process,
because they have the ability to produce, absorb, and interpret information. Level eight
suggests that benchmarking is effective because communication is the primary way in
which social organizations are tied together. Finally, level nine suggests that
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benchmarking is transcendental because in the search for best practices, benchmarking
allows us to explore the unknown.
In summary. Social Cognitive Theory and Systems Theory, along with the
aforementioned observational learning processes, help explain why the benchmarking
process is effective. People will adopt comparison or modeling strategies, if the strategies
produce valued outcomes rather than negative ones. People are motivated by the
successes of others. Program planners/managers are most likely to model activities,
behavior, and strategies, that are based on proven skills and established customs, but
which may be modified to suit changing circumstances that are dictated by costs and
benefits (Wood and Bandura, 1989). Planners must be able to retain, encode (through




This chapter presents the methods and procedures that were used in conducting
the study. The following will be described: 1) research design, 2) the site and
participants, 3) instrumentation, 4) data collection, and 5) treatment of data analysis.
Research Design
Within the broader context of qualitative research, case study research 1) aims for
in-depth understanding of a phenomenon in its natural context, 2) studies the
phenomenon at one of a few sites, and 3) makes use of qualitative tools and techniques
for data collection and analysis (Singleton and Straits, 1999). Given that the focus of the
study was on the process that a particular university followed to develop and implement a
new and unique master’s degree program in addiction studies, the researcher used a case
study research design.
Case study research can be either single-case or multiple-case (Yin, 1994).
Multiple-case studies give researchers the opportunity to compare cases (Yin, 1994),
however, since the master’s degree program is unique, a single-case strategy was used.
This strategy allowed the researcher to gain a deeper understanding of the
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development, implementation, and on-going operation of the addictions studies program,
which was the program of particular interest to the researcher. The unit of analysis,
therefore, was the addiction studies program, with an emphasis on identification of the
benchmarking best practices used by the program planning team to develop, implement,
and operate the program.
Additionally, since the program had already been developed, there was no control
over past behaviors or events (Ericsson & Hakansson, 2005). A case study strategy is
preferred when 1) “how” and “why” questions are being asked, 2) the investigator has
little control over events, and 3) the focus is on a contemporary phenomenon within some
real life context (Ericsson & Hakansson, 2005; Winegardner, 2002; Yin, 1994).
Consequently, the researcher concluded that a case study design was appropriate, since an
attempt would be made to explain and/or explore actions and events that had already
occurred within the natural setting of this particular program.
Site and Participant Selection
Site
The site of this study was the University of Arkansas at Pine Bluff (UAPB),
formerly Arkansas Agricultural, Mechanical and Normal College (A.M&N. College). It
is one of two land-grant institutions in the state of Arkansas. As the only 1890 institution
in Arkansas, the University was created in 1873 by an act of the legislature as a branch of
the Arkansas Industrial University. The University of Arkansas at Pine Bluff is one of
eleven campuses in the University ofArkansas System. Pine Bluff has a total population
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of approximately 55,000 and is located in southeast Arkansas. Pine Bluff is 42 miles
southeast of Little Rock and 142 miles southwest ofMemphis, Tennessee. Pine Bluff is
accessible via U.S. Highways 65, 79 and interstate 530. UAPB’s geographical location
places it in the Mid-South Delta, a region characterized by economic distress, under¬
developed resources, and educational and economic disadvantages.
UAPB offers baccalaureate degrees in forty-three (43) areas and associate degrees
in two (2) areas. In fall 1991, a Masters ofEducation degree was initiated with
concentrations in five disciplines: English Education, Health and Physical Education,
General Science Education, Mathematics Education and Social Studies Education. Since
that time, two additional Masters of Science degrees were added, one in Aquaculture and
Fisheries and one in Addiction Studies.
The University ofArkansas at Pine Bluff is fully accredited by the North Central
Association ofColleges and Schools. It has programs that are accredited by the National
League for Nursing, National Association for Schools of Music, American Home
Economics Association, the Council on Social Work Education and the National
Association for the Accreditation of Teacher Education. The institution is a member of
the American Council on Education, American Association ofColleges for Teacher
Education, National Association of State Universities and Land Grant Colleges, and the
Association of American Colleges and the National Collegiate Honors Council.
UAPB has an enrollment of approximately 3,000 students and is the only state
supported public historically black university [HBCU] in the state. Its Master of Science
Degree Program in Addiction Studies is housed in the School ofArts and Sciences
(SOAS). (www.uapb.edu).
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The Addiction Studies program was selected because it is a national HBCU model
for graduate programs in substance abuse (See Appendix A). UAPB is a member of the
National HBCU Substance Abuse Consortium, which now consists of eighty (80)
HBCUs (NHBCUSAC, 2006). Since the mid 1990s, member institutions have convened
at various HBCU sites throughout the country to discuss ideas for establishing different
substance abuse curricular and programs. The master’s degree program in addiction
studies was the first graduate program in twenty (20) years to actually be developed with
input tfom members of the consortium (See Appendix A for a brief description of the
program).
Primary Participants
The primary participants included three senior administrators, two former faculty
members, two current faculty members, one former program evaluator, the program’s
administrative assistant and members of the Addiction Studies Advisory Council which
total twenty-four primary participants. The Advisory Council is comprised of university
faculty, staff, and members from state and local substance abuse agencies.
With the exception of the Advisory Council members, each of the participants has
a PhD; the two council members have master’s degrees. This group of participants was
comprised of seven black females, twelve black males, four white males, and one white
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female. All information obtained from them was kept confidential. No names were used
in data reporting. One of the aforementioned senior administrators was provided with a
narrative of the results of the study.
They were asked to complete a twenty-two item questionnaire, which included a
statement, explaining the purpose of the study was to gather information which could be
helpful in improving the program. The questionnaire, along with a self-addressed return
envelope, was mailed to their office addresses, which were obtained from a university
telephone directory or the directory posted on the university’s website. After the initial
deadline had passed for returning the completed questionnaires, postcards were mailed to
the sixty-five participants reminding non-respondents to submit their completed
questionnaires by the end of a second deadline.
Strength of this selection process was that all of the primary participants were
involved, at some point, in different stages of the development, implementation, or on¬
going operation of the program. They provided additional information and insight that
added to the richness of the study. For example, one of the senior administrators was
involved in the development, implementation, and on-going operation of the program.
Some of the faculty members included people, who had participated in the development
of the program and its implementation; or, who were hired after it was implemented, but
were familiar with its daily operation.
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Other Participants
Other participants in this study were the forty-one alumni, who had graduated
from the program since May, 2004. Of the forty-one, there were thirty-five black females,
one white female, and five black males. They were asked to complete a twenty-one item
questionnaire, which included a statement that explained the purpose of the study. The
questionnaire, along with a self-addressed return envelope, was mailed to the students’
current home addresses, which were obtained from the Addiction Studies administrative
staff. All information obtained was kept confidential. No names were used in data
reporting.
In addition to the aforementioned alumni, several current students in the program
participated in informal conversational interviews (Rubin and Babbie, 2001) with the
researcher. All of the conversations occurred between the researcher and the students in
the program’s resource center, while the researcher worked on the current study. There
were no pre-established questions and no answers were recoded during the conversations,
however, the researcher later reviewed and interpreted notes that were made after the
conversations. The students either worked as graduate assistants in the program’s
resource center or they came to the center to study or to work on assignments. The
majority were black females, who appeared to be in their mid-twenties to mid-forties. No
names were used in data reporting.
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Data Collection
Primary and Secondary Data
The eyidence described by Stake (1995) and Yin (1994) were grouped into two
categories: primary data and secondary data (Ericsson & Hakansson, 2005). Secondary
data are data that haye already been collected for another purpose, whereas, primary data
are data that haye been collected for a specific reason by the researcher (Ericsson &
Hakansson, 2005). In this study, both primary and secondary data were used. The
researcher used primary data through physical artifacts, interviews, direct observations,
and participant observations. Secondary data were comprised of documents (e.g., agenda,
letters, and minutes) and archival records.
Content Analysis
Individual items within the primary and secondary data categories were subjected
to content analysis (Rubin and Babbie, 2001) to determine which, if any, provided proof
that the planning team used benchmarking best practices. Therefore, the unit of analysis
were the teams’ planning process and the units of observation were individual items
within the different categories of evidence (i.e., agenda, interviews, letters,
memorandums, minutes, newspaper articles, archived records and surveyed data,
physical artifacts, researcher’s interview, researcher’s direct observations, and
researcher’s participant observation) collected at the site.
The method of sampling was a “judgmental sampling” (Rubin and Babbie, 2001),
that is, the researcher’s judgment was used to group items according to different
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categories of evidence. Once the individual items were grouped, the researcher used the
“Benchmarking Assessment and Evidence Grid” described in the next section to
determine if at least one or more of the items provided evidence in response to a
particular assessment question. That is, each category of evidence was analyzed to
determine if at least one or more of the items (e.g., a particular memorandum or minutes
ofAdvisory Council meetings) provided proof that the planning team used best practices
in the benchmarking process.
In summary the content analysis increased both the reliability and validity of the
study. Rubin and Babbie (2001) argue that coding the “manifest content” of
communications, that, the “visible, surface content ....approximates the use of a
standardized questionnaire” (p. 443). According to Rubin and Babbie (2001), this
quantitative approach to content analysis has the “advantage and ease of reliability” (p.
443). Conversely, they argue that validity can be obtained by coding the “latent content”,
that is, the “underlying meaning” of communications (Rubin and Babbie, 2001, p. 443).
Thus, coding for “latent content” means to make a holistic “overall assessment” of the
communications without having to rely on quantitative methods (p. 443). In keeping with
Rubin and Babbie’s (2001) recommendation that researchers code both “manifest and
latent content” when conducting content analysis, the researcher used the instrument,
described in the next section, that included quantitative coding and an “overall
assessment” of whether one or more items within a category of evidence provided proof
that the planning team used true benchmarking best practices (p. 443).
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Instrumentation
Using Grids in Social Work Research
Social work researchers have a history of developing grids to use as research
instruments to conduct their studies. For example, Borall, Espwall, Pryce & Brenner
(2003) developed a repertory grid technique for use in social work research, practice and
education. The term repertory is derived from the word, repertoire. The repertoire of
constructs represents a form ofjudgment or evaluation (Stewart, 2006, p. 4).
Hicks and Nixon (2006) used a modified repertory grid technique for assessing
the self-concept of children in foster care. Further research into the origin of the repertory
grid revealed that it was first developed in the 1930s by George Kelly, who named it the
Role Construct Repertory Test (Stewart, 2006). It was identified as a technique that was
helpful in planning and understanding one’s tasks and working out what to do.
Grids, however, are not necessarily “scientific tools’’ (Edna McConnell Clark
Foundation, 2006, p. 2), but can be a means for providing a general indication of an
organization’s functioning, or as used in the current study, a program’s capacity level, in
order to identify potential levels of improvement (Stewart, 2006,p. 78) A grid, therefore,
is a starting point, which can be adapted to meet the assessment needs of a program and
grid scores can “provide a general indication, a temperature taking’’ of sorts, of “an
organization’s capacity level, in order to identify potential areas for improvement’’(Edna
McConnell Clark Foundation, 2006, p. 2).
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Benchmarking Assessment and Evidence Grid
This researcher developed an instrument titled the “Benchmarking Assessment
and Evidence Grid” [BAEG] to collect the data for the current study. The BAEG
employed the across-method (Stewart, 2006, ch.5, p. 9), where constructs appear in rows
and are rated against elements, which appear in columns. In the BAEG, questions are
treated as constructs and different types of evidence are treated as elements. Different
categories of evidence appear in columns and go across the grid, whereas, questions
appear in rows and go down the grid. Each construct is rated against each element before
proceeding to the next construct (See Appendix C).
The BAEG is similar to other benchmarking assessment tools used by researchers
and business consultants to evaluate businesses and/or university and college programs
(e.g., Dana, 2004; Roberts, 2004; Venture Philanthropy Partners, 2001). However, since
their instruments did not meet the needs of the study, it was necessary to develop an
instrument designed specifically for it.
Like the grids developed by Dana (2004), Roberts (2004), and Venture
Philanthropy Partners (2001), the BAEG was not intended to be a scientific tool to be
used for precise scientific measurement (Venture Philanthropy Partners, 2006; Weiss,
2006). Rather, it was intended to provide a “grading framework” (Weiss, 2006, p. 2) for
evaluating the addiction studies planning team’s utilization of benchmarking best
practices in the development, implementation, and operation of the program. It consisted
of 143 assessment questions used to evaluate the evidence collected at the site (See
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Appendix C for a copy of the grid). Even though responses to questions could be
subjective, the grid provided “some standardization and candid responses” (Weiss, 2006,
p.2), that is, by completing the BAEG independently, the researcher and another rater
could meet to compare responses to identify major differences, if any (Weiss, 2006).
The primary source for the development of the grid was Hafner’s (1999)
“Benchmarking Process Model”, which included the four phases involved in the
benchmarking process. Associated with each phase is a set of steps to be conducted
during the benchmarking process. Phase 1 requires people, who use benchmarking, to
understand internal processes, determine what to benchmark, organize the project, and
select benchmarking partners (Hafner, 1999). Phase 2 involves selecting methods for the
collection of benchmarking data and then selecting the data. Phase 3 involves analyzing
benchmarking data and identifying best practices. Phase 4 involves using benchmarking
data to establish goals and recommendation for change and monitoring progress (Hafner,
1999).
The researcher used Hafner’s discussion of these phases to guide the development
of the 143 assessment questions. Since Hafner’s (1999) model did not include assessment
questions, the researcher used her discussion of the steps, associated with each
benchmarking process phase, to develop questions that could be asked to determine if the
steps had been followed. Hafner’s (1999) model was particularly amenable to
modification so that elements of it could be combined with suggestions from Stake
(1995) and Yin (1994) on the use ofmultiple evidence in single case study research. The
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grid includes an “Evidence” component. The assessment questions combined with the
“Evidence” component provided the researcher with a framework for rating how
effectively the addiction studies program planning team followed true benchmarking best
practices (See Appendix C).
Inter-Rater Reliability
Inter-rater reliability was established via the parallel-form method (Rubin &
Babbie, 2001, p. 192). The researcher constructed a shorter version of the BAEG that
consisted of seventeen randomly selected assessment questions: nine associated with the
organization and planning phase; six with the data collection phase; one with the analysis
phase; and one from the action phase. This alternate form was used by a second rater to
establish reliability.
The second rater was a professional who had majored in business and currently
worked as an accountant. The second rater met with the researcher at the university’s
library to discuss the purpose of the study. The researcher also explained the purpose of
the grid and how to use it. After answering the second rater’s questions, the researcher
presented the second rater with randomly selected unmarked items from each of the four
benchmarking phases. The first five items given to the second rater represented a pre-test.
The researcher did not present the second rater with any primary evidence since there was
no way that rater could have conducted interviews, made direct observations, or served as
a participant in the study. The rater could, however, analyze existing secondary
documents.
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After distributing the unmarked documents, which the researcher had previously
rated, and the grid, the researcher’s only involvement was to clarify questions the second
rater had regarding the documents. The whole process, including the explanations about
the purpose of the study and the layout of the grid, took approximately three hours. When
finished, the second rater placed all the material in an envelope and returned them to the
researcher on the same evening.
During the following week, the researcher used SPSS (Version 12.0) to calculate
Cohen’s kappa a test of inter-coder reliability (Lombard, Snyder-Duch, and Bracken,
2004). Agreement between the second rater’s assessment and the researcher’s assessment
was 0.93, p<.01. According to Emam (1999), this type of Kappa value shows substantial
agreement and one can assume that inter-rater reliability is good (See Appendix B).
In summary, by combining the 143 assessment questions, the four benchmarking
phases with related steps, and the evidence component; the researcher has been able to
develop an instrument, which will meet the specific needs of the study. Specifically, the
researcher used the BAEG to compare the addictions studies program against Hafner’s
(1999) model, which delineates benchmarking best practices. Therefore, the current study
was a comparative and contemporary analysis of the program. (Rubin & Babbie, 2001).
Questionnaires
As mentioned previously, the researcher used two questionnaires in the study.
Both were created by the researcher. The first was titled the “Stakeholder Survey
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Questionnaire” and was administered to administrators, advisory council members,
administrative secretarial staff, and faculty members. It consisted of two sections with a
total of twenty-two questions (22). Section I solicited demographic information about the
characteristics of the respondents: gender (item 1), race (item 2) and professional role
(item 3). Section II solicited information about the conceptualization of the addiction
studies program (See Appendix D). The purpose of Section II was to measure respondent
awareness ofwhether or not the different phases of the benchmarking process occurred
during the development, implementation, and operation of the addiction studies program.
The questions in Section II were grouped according to the four phases of the
benchmarking process: Phase I) Organization and Plarming (items 4, 5, 6, 7, 13, 14, 15,
17); Phase 2) Data Collection (items 8, 16,) 3) Analysis (items 9, 10); 4) Action (items
11, 12,18, 19, 20, 21,22). Items in Section II were responded to on a four point Likert
scale: 1= Strongly Disagree, 2= Disagree, 3 =Agree, 4= Strongly Agree.
The second questionnaire was titled the “Alumni Survey Questionnaire” and was
administered to alumni who had graduated from the program. It consisted of two sections
with a total of twenty-one questions (21). Section I solicited demographic information
about the characteristies of the respondents: gender (item 1), race (item 2) and
professional role (item 3). Section II solicited information about the implementation and
daily operation of the addiction studies program (See Appendix E). The purpose of
Section II was to measure respondent awareness of the implementation and daily
operation of the program, from their perspective, as students enrolled in the program.
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Items 4-11 in Section II dealt with the implementation of the program; whereas, items 12-
21 dealt with the daily operation of the program. The items in the Alumni Questionnaire,
in Section II were responded to on a five point Likert scale: l=Strongly Agree, 2=Agree,
3=No Knowledge, 4=Disagree and 5=Strongly Disagree.
Treatment ofData
A frequency distribution and cross tabulations from SPSS Windows: version 12.0
was used to analyze the data gathered through the use of the grid. For the frequency
distribution, each of the four phases in the “Benchmarking Assessment and Evidence
Grid” were treated as subcategories for the independent, categorical variable:
“Benchmarking Process Phases” (BPP), and each of the nine (9) types of evidence were
treated as subcategories for the dependent, categorical variable: ’’Evidence” (EV). The
four (4) subcategories of the BPP variable were 1) Organization and Planning (OP), 2)
Data Collection (DC), 3) Analysis (AN), and 4) Action (AC). The nine (9) subcategories
of the EV variable were 1) Agenda (AG), 2) Letters and Memorandums (LM), (3)
Minutes (MI), 4) Newspaper Articles (NA), 5) Archived Record and Survey Data
(ARSD), 6) Physical Artifacts (PA), 7) Researcher’s Interview (RI), 8) Researcher’s
Direct Observations (RDO), and 9) Researcher’s Participant-Observations (RPO).
When an example of each source of evidence was found in response to a
particular assessment question, the score for each source was a “2”, meaning that the
source of evidence was “Applicable” in response to the question. If no example was
found, the response was scored as a “1”, meaning that the source of evidence was “Not
77
Applicable”. Therefore, the score for each source of evidence was either a “1” or a “2’ for
each assessment question (See Appendix C).
The frequency distribution allowed the researcher to determine the frequency of
“applicable” or “not applicable” responses for each category of evidence associated with
the assessment questions. The frequency counts allowed the researcher to determine the
overall strength of the relationship between the two categorical variables: evidence (EV)
and benchmarking process phases (BPP). To assess the overall strength of the
relationships between the EV and BPP categorical variables, the researcher used cross
tabulations and chi-square analyses. The original nine (9) categories of the EV variable
were transformed and renamed the responses (RESP) variable.
The SPSS 12.0 Data/Restructure and Transform/Recode menu options were used
to restructure and to recode the original data to create the responses variable (See
Appendix B). The Responses variable retained the two values of the original evidence
variables: l=Not Applicable, meaning no evidence was found and 2=Applicable,
meaning evidence was found). This transformed variable allowed the researcher to test
the relationship between all 1287 responses generated by the benchmarking grid (143
assessment questions x 9 responses [i.e., one response for each of the nine evidence
variables] = 1287) and the benchmarking process phases variable. The benchmarking
process phases variable was not transformed .
For the two questionnaires, frequency distributions and cross tabulations were
also used to analyze the data. Of the sixty-five ( 65) participants, fourteen (N=14)
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returned completed questionnaires. The respondents were evenly divided between the
stakeholders (7) and the alumni (7). This represented a return rate of twenty-two percent
(22%). Although a higher return rate was anticipated, a rate of twenty-two percent (22%)
was acceptable for the purpose of the study.
The SPSS 12.0 Data/Restructure and Transform/Recode menu options were also
used to restructure and to recode the original data from each questionnaire to create a
Responses variable for the Stakeholder questionnaire and a Responses variable for the
Alumni questionnaire (See Appendix B). The values for each of the two Responses
variables were the values from their respective Likert scales. For the Stakeholder
Responses variable, the values were as follows: 1= Strongly Agree, 2= Disagree,
3=Agree, and 4=Strongly Agree. For the Alumni Responses variable, the values were
l=Strongly Agree, 2= Agree, 3= No knowledge, 4= Disagree, and 5= Strongly Disagree.
The transformed Stakeholders Responses variable allowed the researcher to test
the relationship between all 133 responses generated by the Stakeholders questionnaire
(19 questions, per questionnaire, x 7 respondents =133 responses) and the four
benchmarking process phases variable (Organization and Planning, Data Collection, Data
Analysis, and Action). The benchmarking process phases variable was not transformed
(See Appendix B).
Similarly, the transformed Alumni Responses variable allowed the researcher to
test the relationship between all 126 responses generated by the Alumni questionnaire (18
questions, per questionnaire, x 7 respondents = 126 responses) and a new variable, the
79
Program Stages variable (See Appendix B). This variable had two values: 1= Program
Implementation and 2= Program Operation. The Program Implementation value was
created by coding questions four (4) through eleven (11) as “1” and questions twelve (12)
through twenty-one (21) as “2” (See Appendix E).
For data collected with the use of the evidence grid. Chi-square tests of
independence were used to obtain a measure of overall statistical significance. Since the
contingency tables contained more than two rows or two columns, Cramer's V was used
to measure the strength of association (Rubin & Babbie, 2001). For the two
questionnaires, frequency distributions and crosstabulations were used to analyze the
data.
Limitations of the Study
This study was limited to producing conclusions about one program and the use
of benchmarking best practices to develop it, however, the results obtained from this
study can be useful to the planning team in their efforts to improve the program. Another
limitation was the twenty-two percent (22%) return rate for the questionnaires. The
researcher mailed follow-up postcards to solicit the return of additional questionnaires.
However, the poor response to these efforts made it impractical to invest time and money
in an effort to obtain the additional questionnaires.
CHAPTER IV
PRESENTATION OF FINDINGS
The purpose of this chapter is to present the findings of the study. The findings
are organized into three sections: “Frequency Data”, “Crosstabulation and Log-Linear
Data”, and Survey Data. SPSS (Version 12.0) output for the different sections can be
found in Appendix B, which is titled “SPSS Output for Inter-Rater Reliability,
Frequency, Crosstabulation, Log-Linear, and Survey (Questionnaire) Data”. After the
“Inter-Rater Reliability” output, the other output in Appendix B is presented in a manner
consistent with the order in which the three sections are discussed in this chapter.
Frequency Data
This section provides a frequency distribution of the responses to the 143
assessment questions related to each of the nine evidence variables. As shown in Tables
one (I) through nine (9), responses were applicable for six of the nine evidence variables,
meaning that evidence was found in response to the 143 assessment questions, whereas,
the majority of the responses for the other three variable were “not applicable” to the 143
assessment questions, meaning that no evidence was found in response to the questions.
Table 1 presents the results for the agenda (AG) variable. Fifty-seven percent (57%) of








Not Applicable 61 43%
Applicable 82 57%
Total Responses 143 100 1.57 .50
The results for the letters and memorandums (LM) variable appear in Table 2.
Fifty-nine percent (59%) of the responses were applicable. Forty-one percent (41%) were
not.
Table 2







Not Applicable 58 41%
Applicable 85 59%
Total Responses 143 100 1.59 .49
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Table 3 presents the results for the minutes (MI) variable. Sixty-two percent
(62%) of the responses were applicable. Thirty-eight percent (38 %) were not applicable.
Table 3
Frequency Data for Minutes (MI) Variable with Mean (M) and Standard Deviation (SD)
MI Total Total
Variable Count Percent M SD
Not Applicable 54 38%
Applicable 89 62%
Total Responses 143 100 1.62 .49
Table 4 presents the results for the newspaper articles (NA) variable. Five percent
(5%) of the responses were applicable. Ninety-five percent ((95%) were not applicable.
Table 4
Frequency Data for News (NA) Variable with Mean (M) and Standard Deviation (SD)
NA Total Total
Variable Count Percent M SD
Not Applicable 137 95%
Applicable 6 5%
Total Responses 143 100 1.05 .22
Table 5 presents the results for the archival reports and survey data. Sixty-six




Frequency Data for (ARSD) Variable with Mean (M) and Standard Deviation (SD)
ARSD Total Total
Variable Count Percent M SD
Not Applicable 48 34%
Applicable 95 66%
Total Responses 143 100 1.66 .47
The results for the physical artifacts (PA) variable are presented in Table 6. Sixty-
six percent (66%) were applicable. Thirty-four percent (34%) were not applicable.
Table 6





Not Applicable 48 34%
Applicable 95 66%
Total Responses 143 100 1.66 .47
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Table 7








Not Applicable 44 31%
Applicable 99 69%
Total Responses 143 100 1.69 .46
Table 8
Frequency Data for Researcher’s
and Standard Deviation (SD)







Not Applicable 140 98
Applicable 3 2
Total Responses 143 100 1.02 .14
Table 7 presents the results for the researcher’s interviews (RI). Sixty-nine (69%)
of the responses were applicable. Thirty-one percent (31%) were not applicable. Table 8
presents the results for the researcher’s direct observations (RDO). Two percent (2%) of
the responses were applicable. Ninety-eight percent (98%) were not.
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Table 9 presents results for the researcher’s participant observations (RPO)
variable. Two percent (2%) of the responses were applicable. Ninety-eight percent (98%)
were not applicable.
Table 9
Frequency Data for Researcher’s Participant Observations (RPO) Variable with Mean
(M) and Standard Deviation (SD)
RPO Total Total
Variable Count Percent M SD
Not Applicable 140 98
Applicable 3 2
Total Responses 143 100 1.02 .14
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Crosstabulation and Log-Linear Data
This section provides the analyses and testing of the research questions and the
null hypotheses. Crosstabulations, chi-squares, and log-linear analyses were conducted to
determine if there were statistically significant relationships between the responses
variable and the benchmarking process phases variable. Table 10 is a crosstabulation of
the transformed responses variable by the benchmarking process phases variable. There
were 1287 transformed responses.
Table 10
Responses (transformed) Variable by Benchmarking Phases Variable
Phases
Orenlan DataCol Analvsis Action
Total Resnonses 423 643 149 81
Not Applicable 57% 61% 44% 41%
Applicable 43% 39% 56% 59%
Total 100% 100% 100% 100%
(chi-square (3) = 24.56, p<.01). (V== .138 df=3 p=<.01)
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An inspection of Table 10 reveals that 43 % of the responses associated with
the Organization phase were applicable; 39% of the responses associated with the Data
Collection phase were applicable; 56% of the evidence associated with the Analysis
phase were applicable; and 59% of the responses associated with the Action phase were
applicable. Overall, of the 1287 total responses, 558 responses were “applicable”,
meaning that 43% of the total responses indicated that evidence was found; whereas, 729
were “not applicable”, meaning that 57% of the responses indicated that no evidence was
found.
When the chi-square statistical test of independence was calculated comparing the
frequency of responses for the benchmarking process phases, a significant relationship
was found between the responses variable and the benchmarking process phases variable
(chi-square (3) = 24.56, p<.01). Cramer’s V was used to test the strength of association
between the two variables. As indicated in Table 10, there was also a statistically
significant association between the two variables (V= .138, df =3 p<.01).
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Log-Linear Analyses
Even though the chi square test of independence (chi-square (3) = 24.56, p<.01)
in Table 10 revealed a statistically significant relationship between the benchmarking
process phases variable and the responses variable, Cramer’s V (V= .138, p<.01)
indicated the association between the two variables, was a weak positive (Kotrlik and
Williams, 2003). Crewson (2007) states that a “Cramer’s V of .10 provides a good
minimum threshold for suggesting there is a substantive relationship between two
variables” ( p. 2). Therefore, the researcher conducted log-linear analyses of the original
variables (i.e., the benchmarking phases variable, which included four levels of phases
and the evidence variable , which included nine levels of evidence) and data to judge
whether or not the association between the two variables was substantively significant
(Rubin and Babbie, 2001).
Log-linear methods can be used to determine, without having to specify which
categorical variables are dependent variables, if there is a “goodness of fit” between the
data and variables to account for the observed frequencies in a crosstabulation table
(SPSS Inc., 1986; Garson, 2006, p. 5). Log-linear methods are similar in function to
traditional approaches to categorical data that rely on chi-square and related measures of
association to establish if a significant relationship exists in a table and the strength of the
relationship (SPSS Inc., 1986; Garson, 2006).
Log-linear methods are more sophisticated than the traditional methods and also
provide researchers with an easier method to analyze multiple-way tables to understand
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the values of variables and how interactions and other effects are contributing most to the
relationship (SPSS Inc., 1986,p.l; Garson, 2006).
Hierarchical Log-Linear methods are used to generate an exploratory,
parsimonious model that best accounts for or fits the data. General Log-Linear methods
are used to confirm that the final model generated by a Hierarchical Log-Linear analysis
does account for the data.
In both the Hierarchical and General methods, “goodness of fit” is measured by a
“likelihood ratio”, also known as the “likelihood ration chi square” (Garson, 2006, p. 5).
In order for there to be a “good fit “between the data and variables, one must obtain a
“likelihood ratio” that is non-significant. A non-significant “likelihood ratio” indicates
that the model being tested is a “good fit” to the data because it is not significantly worse
than the “well-fitting saturated model” which is the ideal, base-line model (Garson, 2006,
p. 5).
In the current study, the researcher used an SPSS (version 12.0) Hierarchical Log
Linear procedure and an SPSS (version 12.0) General Log Linear procedure to determine
if there was a “a goodness of fif’ between the data and the variables ( SPSS Inc., 1986;
Garson, 2006, p. 5). Both log-linear procedures yielded non-significant “likelihood
ratios”. For the Hierarchical method, the results (i. e., likelihood ratio chi square =
803.74456 DF = 2026 P = 1.000) are presented in Appendix B. The final exploratory
model that best accounts for the data included the following variables with either one¬
way or two-way effects: AG*Phases; LM*Phases; MI*Phases; RPO; RDO; NA; Rl;
90
ARSD; PA. For the General method, the results (i.e., likelihood ratio chi square =
803.745 DF = 2026 P= 1.000) confirmed that the exploratory model was the best model
to account for the data. These results are also presented in Appendix B.
Taken together, the results of both log-linear analyses indicated that there was a
“good fit” between the evidence variables and the data. Also, the results indicated that
there were three (3) two-way effects that contributed most to the relationship:
AG*Phases; LM*Phases; MI*Phases.
Because the purpose of the current study was to determine if there was sufficient
evidence to demonstrate that the planning team engaged in true benchmarking practices,
the three (3) two-way effects were of primary interest to the researcher. Therefore, three
separate crosstabulations were conducted between the benchmarking phase variable and
the three evidence variables: AG (agenda), LM (letters/memorandums), and MI
(minutes). There were statistically significant results for the agenda variable and for the
letter/memorandums variable (See Appendix B).
Table 11 shows the results for the original agenda variable. There were 143




Agenda (AG) Variable Responses (Original) by Benchmarking Phases
Phases
AG
Orenlan DataCol Analysis Action
Responses (Total) 47 70 17 9
Not Applicable 47% 50% 18% 11%
Applicable 53% 50% 82% 89%
Total 100% 100% 100% 100%
(chi-square (3) = 9.88, p<.05) (V= .26 df =3 p=<.05)
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Table 11 shows that fifty-three percent (53%) of the responses associated with
the Organization phase were applicable. Fifty percent (50%) of the responses associated
with the Data Collection phase were applicable. Eighty-two percent (82%) of the
responses associated with the Analysis phase were applicable and eighty-nine percent
(89%) of the responses associated with the Action phase were applicable.
Additionally, in Table 11, when the chi-square statistical test of independence was
calculated, a significant relationship was found between the agenda variable and the
benchmarking process phases variable (chi-square (3) = 9.88, p<.05). Cramer’s V was
also used to test the strength of association between the two variables (See Appendix B).
There was a statistically significant moderate association (Kotrlik and Williams, 2003)
between the two variables (V= .263, p<.05). Based on these two significant results, the
researcher concluded that the relationship between the phases variable and the
letter/memorandums variable was also substantively significant for the purpose of this
study.
Table 12 presents the crosstabulation results for the original letter/memorandums
(LM) variable (See Appendix B). There were 143 responses for all four phases (47 for
OrgPlan, 70 for DataCol, 17 for Analysis, and 9 for Action).
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Table 12
Letter/ Memorandum (LM) Variable Responses (Original) by Benchmarking Phases
Phases
LM
Orenlan DataCol Analysis Action
ResDonses (Total) 47 70 17 9
Not Applicable 47% 46% 18% 11%
Applicable 53% 54% 82% 89%
Total 100% 100% 100% 100%
(chi-square (3) = 8.47, p<.05). (V= .243 df=3 p=<.05)
An examination of Table 12 reveals that fifty-three percent (53 %) of the
responses associated with the Organization phase were applicable. Fifty-four percent
(54%) of the responses associated with the Data Collection phase were applicable.
Eighty-two (82%) of the responses associated with the Analysis phase were applicable
and eighty-nine percent (89%) of the responses associated with the Action phase were
applicable.
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In Table 12, there was a statistically significant relationship between the two
variables (chi-square (3) = 8.47, p<.05). Cramer’s V was also used to test for the strength
of association between the two variables. There was also a statistically significant
moderate association (Kotrlik and Williams, 2003) between the two variables (V= .243,
p<.05). Based on these two significant results, the researcher concluded that the
relationship between the phases variable and the letter/memorandums was also
substantively significant for the purpose of this study.
Survey Data
This section provides the findings based on the two questionnaires. Fourteen (14)
questionnaires were analyzed. Of the fourteen, seven were Stakeholder questionnaires
and seven were Alumni questionnaires. Frequency distributions and crosstabulations
were used to analyze the data. Table 13 presents demographic information for the
Stakeholder questionnaire respondents.
Table 13
Demographic Information for the Stakeholder Respondents
Gender Race Profession
Female Male Black White InField OutField
Number 4 3 5 2 1 6
Percent 57% 43% 71% 29% 14% 86%
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Table 13 shows that one person was employed in the addiction field, for example,
as a counselor in a substance abuse agency. Six were employed outside the field in
occupations such as administrators at the university. Table 13 also shows there were four
female and three male respondents. Five were black and three were white (See Appendix
B).
Table 14 presents the means and standard deviations for each of the nineteen
questions from the Stakeholder questionnaire. The questions have been abbreviated or
paraphrased to make the table easier to read (See Appendices B and D). The Likert scale
values were 1= Strongly Disagree, 2= Disagree, 3= Agree, and 4= Strongly Agee.
96
Table 14
Means (M) and Standard Deviations (SD) for the Nineteen Stakeholder Questions
Questions M SD
1. There was a team. 3.71 .49
2. There was a leader. 3.71 .49
3. There was a written plan. 3.43 .53
4. Partnerships were developed. 3.43 .53
5. Data was collected. 3.57 .53
6. Data were analyzed. 3.43 .53
7. Data were used. 3.57 .53
8. There was a written action plan. 3.43 .53
9. There was a program monitoring process. 3.43 .53
10. The university’s mission statement was reviewed. 3.43 .53
11. The team used consultants. 3.71 .49
12. The team used feedback. 3.71 .49
13. The team planned ahead for data collection. 3.43 .53
14. The team collaborated with their pailners. 3.29 .76
15. The team reviewed goals and objectives . 2.71 .49
16. The team continues to use best practices. 3.29 .76
17. The team considered cost and time factors 3.43 .53
18. Faculty members review goals and objectives. 3.43 .53
19. The program should be claimed a national model. 3.71 .49
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Table 15 presents demographic information for the Alumni questionnaire
respondents. As indicated, four people were employed in the addiction field, for example,
as employees in substance abuse agencies or correctional facilities. Three were employed
outside the field in occupations such as administrators in public health facilities. The
table also shows there were three female and four male respondents. Six were black and
one was white (See Appendix B).
Table 15
Demographic Information for the Alumni Respondents
Gender Race Profession
Female Male Black White InField OutField
Number 3 4 6 1 4 3
Percent 43% 57% 86% 14% 57% 43%
Table 16 presents the means and standard deviations for each of the eighteen
questions from the Alumni questionnaire. The questions have been abbreviated or
paraphrased to make the table easier to read (See Appendices B and E). The Likert scale
























Knowledgeable instructors were hired. 2.71 1.60
Knowledgeable support personnel were hired. 2.71 .95
Program objectives were clear. 2.14 .90
Course syllabi were clearly written. 1.85 1.07
Course objectives were clearly stated. 1.85 1.07
Admission procedures were reasonable. 1.85 1.07
Application materials were attractive. 1.42 .53
The program was well advertised 3.00 .57
Classes were scheduled at convenient times. 1.57 1.13
Textbooks were ordered on time. 2.42 1.27
Financial assistance was available. 2.14 1.35
Students were allowed to evaluate the program. 2.57 1.13
Students evaluated the faculty. 2.86 1.46
The university acted upon student concerns. 3.57 1.13
I was adequately trained. 1.71 .49
1 was adequately prepared to take certification tests. 2.14 .90
Graduation requirements were clearly explained 2.86 1.46
1 would recommend the program to others. 1.85 .38
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Table 17 presents the frequencies for the benchmarking process phases variable
by the transformed Stakeholder questionnaire responses variable. There were 133
transformed questionnaire responses. The mean (M) response was 3.47 with a standard
deviation (SD) of .58 (See Appendix B).
Table 17
Frequencies for the Benchmarking Phases Variable by Stakeholder Responses
(transformed)Variable ( M=3.47, SD=.56)
Responses
Phases
Stronelv Disagree Disagree Agree Stronglv Agree Total
OrgPlan 0% 2% 43% 55% 100%
DataCol 0% 0% 43% 57% 100%
Analysis 0% 0% 50% 50% 100%
Action 0% 6% 53% 41% 100%
Table 17 indicates that the majority of the responses associated with each
benchmarking phase were either “agree” (43% for the Organization and Planning phase,
43% for the Data Collection phase, 50.0% for the Analysis phase, and 53% for the Action
phase) or “strongly agree” (55% for the Organization and Planning phase, 57% for the
Data Collection phase, 50% for the Analysis phase, and 41% for the Action phase). There
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were no “strongly disagree” responses and fewer than seven percent (7%) of the
responses were “disagree” responses. Apparently, stakeholders, who were familiar with
the development, implementation, and operation of the program, agreed or strongly
agreed that the program planners engaged in activities associated with each of the
benchmarking phases. These results provided the researcher with additional evidence to
test the research questions and null hypotheses.
Table 18 displays the result for the “Alumni Survey Questionnaire”. It presents
the frequencies for the program stage variable by the transformed alumni questionnaire
responses variable. There were 108 transformed alumni questionnaire responses. The
mean (M) response was 2.29 with a standard deviation (SD) of 1.15 (See Appendix B).
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Table 18
Frequencies for the Program Stages Variable by Alumni Responses (transformed)
Variable ( M=2.29, SD= 1.15)
Responses
Strongly No Strongly
Disaeree Disasree Knowledse Aeree Asree Total
Program
Stases
Implementation 4% 13% 11% 45% 27% 100%
Operation 4% 23% 3% 46% 24% 100%
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Table 18 indicates that the majority of the responses associated with each
program stage were either “agree” (45% for the Implementation stage and 46% for the
Operation stage) or “strongly agree” (27% for the Implementation stage and 24% for
Operation stage). Table 14 also indicates that there were more “disagree” responses (13%
for the Implementation stage and 23% for the Operation stage) and more “strongly
disagree” responses (4% for the Implementation stage and 4% for the Operation stage)
among the alumni. Nevertheless, the majority of the responses were “agree” or “strongly
agree”.
These results suggest that strategies, policies, or procedures (e.g., for recruiting
students, for developing courses and syllabi, and for monitoring the program) developed
during the benchmarking Action phase were actually implemented by the program
planners. In the Action phase, a benchmarking team develops an action plan that is
eventually translated into operational goals and objectives. The Alumni questionnaire
results, therefore, provided the researcher with evidence that program objectives listed in
documents found at the site were put into action and were a part of the daily operation of
the program.
In summary, crosstabulations between the benchmarking process phase variables
and the responses variable showed a statistically significant relationship between the two
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variables, with a statistically significantly but weak positive association. This finding led
the researcher to perform two log-linear procedures on the original variables and data.
Together, the procedures confirmed that there was a good fit between the data and
that the original variables could account for the data. The two procedures also revealed
that three interactions contributed most to the relationship between the data and the
variables. The interactions were between the phases variable and each of three evidence
variables: agenda, letters/memorandums, and minutes.
Separate crosstabulations were then conducted to determine if there were
statistically significant relationships and associations between the phases variable and
each of the three evidence variables. Statistically significant relationships and
associations were found for the relationships between the phase variable and agenda
variable and between the phases variable and letter/memorandums variable. There was no
statistically significant relationship or association between the phases variable and
minutes variable. The researcher concluded that the relationships between the
benchmarking phases variable and the agenda variable and the letter/memorandums
variable were not only statistically significant, but also substantively significant.
Finally, the majority of the responses to the Stakeholder questionnaire and the
Alumni questionnaire were either “agree” or “strongly agree”. These results provided the
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researcher with additional evidence demonstrating that the program planners had engaged
in benchmarking activities (See Appendix B).
CHAPTER V
CONCLUSIONS AND RECOMMENDATIONS
The research study was designed to answer five research questions concerning
benchmarking best practices used to develop, implement, and operate a unique Master of
Science Degree in Addiction Studies program established at a historically public black
university. The five questions, with their related null hypotheses and relevant findings,
are presented in this chapter. The conclusions and recommendations of the research
findings are also presented. Recommendations are proposed for the managers of the
program, for future research, and for discussions by social work policy makers,
academicians, and administrators.
Research Questions, Null Hypotheses, and Findings
This section presents the research questions, the null hypotheses, and the relevant
findings:
Research Question 1, Null Hypothesis 1, Finding 1
Question 1. Does sufficient evidence exist to support that this HBCU engaged in




Hypothesis 1. No evidence exist to support that this HBCU engaged in pre-
benchmarking planning prior to developing the Masters of Science Degree in
Addiction Studies program.
Finding 1. The null hypothesis was rejected. A significant relationship was found
between the agenda evidence variable and the benchmarking process phases
variable (chi-square (3) = 9.88, p<.05). There was also a significant moderate
association between the two variables (Cramer’s V= .26, p<.05). For the agenda
variable, 53% of the responses associated with pre-benchmarking activities (i.e.,
the Organization and Planning phase) were applicable, meaning that sufficient
evidence in the form of agendas was found (See Table 11) that supports that this
HBCU engaged in pre-benchmarking planning prior to the development of the
ASP.
Results were similar for the phase variable and the letter/memorandums variable
(chi-square (3) ==8.47, p<.05). There was also a significant moderate association
between the two variables (Cramer’s V= .24, p<.05). For this variable, 53% of the
responses associated with pre-benchmarking activities (i.e., the Organization and
Planning phase) were applicable, meaning that sufficient evidence in the form of
letters and memorandums was found (See Table 12) that supports that this HBCU
engaged in pre-benchmarking activities.
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Research Question 2, Null Hypothesis 2, Finding 2
Question 2. Does sufficient evidence exist to support that this HBCU engaged in
benchmarking data collection activities prior to developing the Masters of Science
Degree in Addictions Studies?
Hypothesis 2. No evidence exist to support that this HBCU engaged in
benchmarking data collection activities prior to developing the Masters of Science
Degree in the Addiction Studies program.
Finding 2. The null hypothesis was rejected. A significant relationship was found
between the agenda evidence variable and the benchmarking process phases
variable (chi-square (3) = 9.88, p<.05). There was also a significant moderate
association between the two variables (Cramer’s V= .26, p<.05). For the agenda
variable, 50% of the responses associated with data collection activities (i.e., the
Data Collection phase) were applicable, meaning that sufficient agenda evidence
was found (See Table 11) that this HBCU engaged in benchmarking data
collection activities prior to the development of the ASP.
Results were similar for the phase variable and the letter/memorandums variable
(chi-square (3) =8.47, p<.05). There was also a significant moderate association
between the two variables (Cramer’s V= .24, p<.05). For this variable, 54% of the
responses associated with data collection activities (i.e., the Data Collection
phase) were applicable, meaning that sufficient evidence was found (See Table
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12) in the form of letters and memorandums that this HBCU engaged in
benehmarking data collection activities prior to developing the ASP.
Research Question 3, Null Hypothesis 3, Finding 3
Question 3. Does sufficient evidence exist to support that this HBCU engaged in
benchmarking data analysis activities prior to developing the Masters of Science
Degree in Addictions Studies?
Hypothesis 3. No evidence exist to support that this HBCU engaged in
benchmarking data analysis activities prior to developing the Masters of Science
Degree in Addiction Studies program.
Finding 3. The null hypothesis was rejected. A significant relationship was found
between the agenda evidence variable and the benchmarking process phases
variable (chi-square (3) = 9.88, p<.05). There was also a significant moderate
association between the two variables (Cramer’s V= .26, p<.05). For the agenda
variable, 82% of the responses associated with data analysis activities (i.e., the
Analysis phase) were applicable, meaning that sufficient evidence was found (See
Table 11) in the form of agendas that this HBCU engaged in data analysis
activities prior to the development of the ASP.
Results were similar for the phase variable and the letter/memorandums variable
(chi-square (3) =8.47, p<.05). There was also a significant moderate association
between the two variables (Cramer’s V= .24, p<.05). For this variable, 82% of the
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responses associated with data analysis activities (i.e., the Analysis phase) were
applicable, meaning that sufficient evidence was found (See Table 12) in the form
of letters/memorandums that this HBCU engaged in data analysis activities prior
to developing the ASP.
Research Question 4, Null Hypothesis 4, Finding 4
Question 4. Does sufficient evidence exist to support that this HBCU developed a
benchmarking action plan prior to implementing the Masters of Science Degree in
Addictions Studies?
Hypothesis 4. No evidence exist to support that this HBCU developed a
benchmarking action plan prior to developing the Masters of Science Degree in
Addictions Studies program.
Finding 4. The null hypothesis was rejected. A significant relationship was found
between the agenda evidence variable and the benchmarking process phases
variable (chi-square (3) = 9.88, p<.05). There was also a significant moderate
association between the two variables (Cramer’s V= .26, p<.05). For the agenda
variable, 89% of the responses associated with action activities (i.e., the Action
phase) were applicable, meaning that sufficient evidence was found (See Table
11) in the form of agenda that this HBCU developed a benchmarking action plan
prior to implementing the ASP.
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Results were similar for the phase variable and the letter/memorandums variable
(chi-square (3) =8.47, p<.05). There was also a significant moderate association
between the two variables (Cramer’s V= .24, p<.05). For this variable, 82% of the
responses associated with action activities (i.e., the Action phase) were applicable,
meaning that sufficient evidence was found (See Table 12) in the form of letters
and memorandums that this HBCU developed a benchmarking action plan prior
to implementing the ASP.
Finally, in addition to agenda items and letter/memorandum items, additional
evidence (See Table 17) was found in the form of the stakeholders’ responses to
questionnaire items. Ninety percent (90%) of their responses showed that they
agreed with or strongly agreed with statements describing action activities (i.e.,
the Action phase).
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Research Question 5, Null Hypothesis 5, Finding 5
Question 5. Does sufficient evidence exist to support that this HBCU uses
benchmarking best practices in the ongoing operation of the Masters of Science
Degree in Addictions Studies Program.
Hypothesis 5. No evidence exist to support that this HBCU uses benchmarking
best practices in the ongoing operations of the Masters of Science Degree in
Addictions.
Finding 5. The null hypothesis was rejected. A significant relationship was found
between the agenda evidence variable and the benchmarking process phases
variable (chi-square (3) = 9.88, p<.05). There was also a significant moderate
association between the two variables (Cramer’s V= .26, p<.05). For the agenda
variable, 89% of the responses associated with action activities (i.e., the Action
phase) were applicable, meaning that sufficient evidence was found (See Table
11) in the form of agendas that this HBCU used benchmarking best practices in
the ongoing operation of the ASP.
Results were similar for the phase variable and the letter/memorandums variable
(chi-square (3) =8.47, p<.05). There was also a significant moderate association
between the two variables (Cramer’s V= .24, p<.05). For this variable, 82% of the
responses associated with action activities (i.e., the Action phase) were applicable,
meaning that sufficient evidence was found (See Table 12) in the form of
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letters/memorandums that this HBCU used benchmarking best practices in the
ongoing operation of the ASP.
Finally, sufficient evidence was found (See Table 18) in the form of questionnaire
responses from alumni that this HBCU used best practices in the on-going
operation of the ASP. Seventy percent (70%) of their responses agreed or strongly
agreed with statements describing best practices (e. g., program monitoring and
evaluation activities) associated with operating programs.
CONCLUSIONS
The findings in this study indicate that the program planners did engage in
benchmarking best practices to develop, implement, and operate the Addiction Studies
program. There was a moderate but statistically significant association between the
agenda variable and the benchmarking process phases, as well as between the
letters/memorandums variable and the benchmarking process phases variable. These
statistically significant findings also were judged to be substantively significant.
Therefore, it was concluded that sufficient evidence existed to show that the program
planners engaged in activities associated with each phase of the benchmarking process.
Furthermore, it appears that the program planners were effective in their use of prior
knowledge to determine 1) what to benchmark, 2) who to select as benchmarking
partners, and 3) what benchmarking data to collect and analyze.
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RECOMMENDATIONS
Bandura (1989) demonstrated that self-efficacy can positively affect one’s
emotional and physical behavior. Also, Wood and Bandura (1989) stated that activities,
behavior, and strategies are most likely to be modeled when they are based on proven
skills and established customs. By comparing and/or modeling, program plamiers and
managers can expand their knowledge and skills based on information and skills obtained
through the benchmarking process.
As a result of the findings of this study, the researcher is recommending the
following:
1. Social Workers and academic program planners in higher education should
consider examining, through further research, the role that prior knowledge of
programs similar to the ones to be developed or improved has on the effectiveness
of the benchmarking process.
2. Current administrators of the Addiction Studies program should review their
planning process to ensure that their planning includes the use of
benchmarking best practices. Support for this recommendation is found in the fact
that there was only a moderate association between the evidence and the
benchmarking process phases. Program planners need to be more deliberate in
their use of benchmarking best practices to ensure the quality of the program.
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3. Research should further examine the use of benchmarking when developing
new academic programs; especially the preliminary steps to follow when starting
the planning process for new programs.
4. Research should also be engaged in to determine the usefulness of
benchmarking as an evaluation tool for academic programs already in existence.
5. Social workers and academic plarmers should consider benchmarking best
practices as a tool for future use, especially as they categorize, retain, encode and
anticipate how to use the bevy of information available on the world-wide-web, as
related to organizational and programmatic development.
6. Social workers and academic planners would serve the academy well by
undertaking exploratory research and inquiry to determine how to use
benchmarking as a tool to identify best practices that will help HBCUs and other
universities to manage challenges they are likely to confront during the 21®‘
century. Some challenges they are likely to confront include 1) movements
toward leaner organizations; 2) heightened interests in knowledge (e.g., how to
prevent technology from replacing the skill and judgments experienced worker);
3) lifelong learning; 4) community learning centers, 5) knowledge networks, 6)
universities with an adult focus; and 7) universities without divisions; while at the
same time possibly changing the university structure as we know it, yet planning
strong sustainable programs and organizations (Duderstadt, 2002).
APPENDICES
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APPENDIX A: THE MASTER DEGREE PROGRAM IN ADDICTION STUDIES
The University ofArkansas at Pine Bluffs Addiction Studies Program (ASP) is a
national model for an interdisciplinary, comprehensive program in addiction studies. The
University is a member of the National Substance Abuse Consortium, which consists of
thirty-six (36) Historically Black Colleges and Universities. The Consortium was created
in response to the White House Initiative on Historically Black Colleges and Universities
and Executive Order 12876 signed by President William J. Clinton in 1993. Member
institutions set as one of their goals to develop substance abuse curriculum and degree
programs on their respective campuses. Since 1996, member institutions have met at
various sites throughout the country to discuss ideas for different substance abuse
curriculums and programs. The ASP is the first comprehensive program to actually be
developed among the member institutions. Its mission is to address the problem of
substance abuse in Arkansas by 1) conducting substance abuse research and 2) offering a
Master of Science degree in addiction studies. The program will be coordinated through
the School ofArts and Sciences, which is under the direct supervision of the Division of
Academic Affairs. The program will also have an Interdisciplinary Advisory Council
comprised ofUniversity of Arkansas at Pine Bluff officials and local and state
representatives from substance abuse prevention and treatment agencies, who meet
quarterly to advise ASP personnel on issues regarding substance abuse and the on-going




The program will be distinct from other addiction studies programs because it is
designed 1) to be research-driven, 2) to increase, in the Arkansas Delta, the number and
diversity of professionals in the addiction prevention and treatment field, 3) to link
(through classroom instruction and practicum) theory to practice, 4) to provide the
knowledge, skills, and attitudes for achieving and maintaining professional competence
in substance abuse prevention and treatment needed by addiction professionals at
different points in their careers; 5) to prepare students for state certification upon
completion of the appropriate curriculums and related requirements; and 6) to provide
community-based outreach education, including emphasis on alcohol, tobacco, and other
drug abuse prevention.
Researeh Component
The Addiction Studies Program is research-driven. Faculty, especially those
teaching master’s level courses, will engage in substance abuse research. These
instructors also will serve as research mentors and supervisors for master’s level students
who will complete research projects and present research papers at the annual University
of Arkansas at Pine Bluff Student Research Forum. Additionally, new information about
alcohol and drug abuse prevention, treatment, intervention and outreach approaches—
especially for minorities and rural populations—will be disseminated throughout the state
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to be used by citizens, service providers, policy makers and researchers who are
concerned about alcohol and other drug use. New information will also be used to
improve the baccalaureate and certificate programs at the University. Students from these
programs will be recruited into the master’s program.
Community Outreach Component
In addition to research activities, the various curriculums will include outreach
modules. The modules will prepare professionals to develop, implement, and manage
community-based, outreach education designed to prevent drug and alcohol abuse in
Arkansas, especially among our youths. The curriculum of the proposed program will
include traditional classroom delivery on the UAPB campus, at on-site campus centers,
such as the UAPB North Little Rock site and through the statewide distance education
delivery network. The Division of Continuing Education has coordinated the Graduate
Education Center for distance education on the UAPB campus since 1991 and provides
support for undergraduate, graduate and community education within the state of
Arkansas.
The Curriculum in Addiction Studies
The master’s degree in Addiction Studies will also prepare students for leadership
careers in the prevention of addictions. It will require a total of 36 semester hours (i.e.,
twelve three-credit hour courses) and will meet the professional development needs of
health care professionals from a wide range of backgrounds who currently provide
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addiction services or who have relevant professional experiences. Students will be able to
manage addietion facilities and develop new knowledge and skills in response to
changing client needs.
The required courses are listed below and include a three hour research course
and a three hour praeticum/seminar course:
1. Diagnostic and Statistical Evaluation in Addiction Studies:
This eourse will provide instruction in the use of diagnostic and statistical
procedures in substance abuse assessment and treatment situations.
2. Substanee Abuse Prevention:
This course will emphasize prevention programming. Topies will include record
keeping, human development enhancement, community assessment, evaluation,
public speaking, marketing, program development, social policy impact,
recruitment and retention of volunteers, written communication, and others.
3. Clinical Models of Addietion:
This course will provide instruction in the causes, assessment and treatment of
eommon behavior disorders such as eating disorders, pathological gambling,
sexual disorders, and substance abuse.4.Family Counseling:
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This course will provide intensive instruction in the theory and practice of the
family counseling approach used in alcohol and other drug abuse prevention and
treatment.
5. Dual Diagnosis:
This course will provide a comprehensive review of dual diagnosis (substance
abuse and psychiatric) disorders, including areas of assessment and diagnosis and
DMS-IV classification.
6. Planning, Managing, Evaluating Substance Abuse Programs:
This course will provide intensive instruction in program management (including
grant writing and program design), evaluation, specific modalities of services,
applicable Arkansas and federal rules and regulations; and relationships with
various systems (e.g., criminal justice) through which intervention takes place.
7. Employee Assistance Programs in Business and Industry:
This course will examine employee assistance programs. Focus will be on
assessment and referral services, counseling in the EAP context, supervisory
training, health promotion, EAP components and issues.
8. Practicum/ Seminar:
This practicum will provide supervised exposure and administrative involvement
in addiction prevention/treatment service delivery at an approved addiction
counseling center. It will require a minimum of 300 Arkansas Prevention
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Certification Board approved (APCB), supervised, clock hours. Students must
work under the direct supervision of a certified, APCB-approved prevention
professional. All work experience must be documented. A scholarly project also
will be required. The seminar will provide opportunities to discuss experiences.
9. Alcohol and Alcoholism:
This course will provide intensive instruction on the stages of alcohol abuse,
causes of alcoholism, prevention of alcohol abuse and treatment of alcohol abuse.
Focus will be on treating alcoholism as a disease.
10. Counseling Special Populations:
This course will examine treatment issues, techniques, and the development of
programs related to diverse cultures and special needs groups (e.g., adolescents,
the homeless, persons with HIV/AIDS, women, rural Americans, children of
alcoholics; and minority groups such as Hispanics, Native Americans, and
others).
11. Case Management and Prevention Ethics;
This course will emphasize the importance of ethical behavior and confidentiality
in prevention and will provide instruction in advanced counseling techniques with
emphasis on diagnostics and assessment, evaluation of cases, case management,
and documentation.12.Research Project:
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This course will require students to complete a research project that will
synthesize the theories, research, policies, and skills learned in their previous
courses.
APPENDIX B: SPSS OUTPUT FOR INTER-RATER RELIABILITY, FREQUENCY,
CROSSTABULATION , LOG-LINEAR, AND SURVEY
(QUESTIONNAIRE) DATA





N Percent N Percent N Percent
Coder! * Coder2 85 100.0% 0 .0% 85 100.0%




Coder! 1.00 17 0 17
2.00 2 66 68




Std. Error^ Approx. Approx. Sig.
Measure of Agreement Kappa .930 .049 8.592 .000
N of Valid Cases 85
a. Not assuming the null hypothesis.
b. Using the asymptotic standard error assuming the null hypothesis.
2. Frequencies for Secondary Evidence Variables (Agenda, Letters and/or





AGENDAS LETTERS MINUTES NEWS ARCHIVES
N Valid 143 143 143 143 143
Missing 0 0 0 0 0
Mean 1.57 1.59 1.62 1.05 1.66
Std. Error of Mean .042 .041 .041 .018 .040
Std. Deviation .496 .493 .486 .217 .474
Variance .246 .243 .237 .047 .225
Range 1 1 1 1 1
Minimum 1 1 1 1 1
Maximum 2 2 2 2 2
Frequency Tables
AGENDAS
Frequency Percent Valid Percent
Cumulative
Percent
Valid Not Apiplicable 61 42.7 42.7 42.7
Applicable 82 57.3 57.3 100.0
Total 143 100.0 100.0
LETTERS
Frequency Percent Valid Percent
Cumulative
Percent
Valid Not Applicable 58 40.6 40.6 40.6
Applicable 85 59.4 59.4 100.0
Total 143 100.0 100.0
MINUTES
Frequency Percent Valid Percent
Cumulative
Percent
Valid Not Applicable 54 37.8 37.8 37.8
Applicable 89 62.2 62.2 100.0
Total 143 100.0 100.0
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NEWS
Frequency Percent Valid Percent
Cumulative
Percent
Valid Not Applicable 136 95.1 95.1 95.1
Applicable 7 4.9 4.9 100.0
Total 143 100.0 100.0
ARCHIVES
Frequency Percent Valid Percent
Cumulative
Percent
Valid Not Applicable 48 33.6 33.6 33.6
Applicable 95 66.4 66.4 100.0
Total 143 100.0 100.0
126
3. Frequencies for Primary Evidence Variables (Agenda, Letters and/or Memorandums,
Minutes, Newspaper Articles, and Archival Records and/or Survey Data)
Frequencies
Statistics
ARTIFACTS INTERVIEWS DIRECT PARTICIPANT
N Valid 143 143 143 143
Missing 0 0 0 0
Mean 1.66 1.69 1.02 1.02
Std. Error of Mean .040 .039 .012 .012
Std. Deviation .474 .463 .144 .144
Variance .225 .215 .021 .021
Range 1 1 1 1
Minimum 1 1 1 1
Maximum 2 2 2 2
Frequency Tables
ARTIFACTS
Frequency Percent Valid Percent
Cumulative
Percent
Valid Not Applicable 48 33.6 33.6 33.6
Applicable 95 66.4 66.4 100.0
Total 143 100.0 100.0
INTERVIEWS
Frequency Percent Valid Percent
Cumulative
Percent
Valid Not Applicable 44 30.8 30.8 30.8
Applicable 99 69.2 69.2 100.0
Total 143 100.0 100.0
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DIRECT
Frequency Percent Valid Percent
Cumulative
Percent
Valid Not Applicable 140 97.9 97.9 97.9
Applicable 3 2.1 2.1 100.0
Total 143 100.0 100.0
PARTICIPANT
Frequency Percent Valid Percent
Cumulative
Percent
Valid Not Applicable 140 97.9 97.9 97.9
Applicable 3 2.1 2.1 100.0
Total 143 100.0 100.0






N Percent N Percent N Percent
PHASES * RESPONSES 1287 100.0% 0 .0% 1287 100.0%
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PHASES Orgplan Count 242 181 423
% within PHASES 57.2% 42.8% 100.0%
% within RESPONSES 33.2% 32.4% 32.9%
% of Total 18.8% 14.1% 32.9%
DataColl Count 387 243 630
% within PHASES 61.4% 38.6% 100.0%
% within RESPONSES 53.1% 43.5% 49.0%
% of Total 30.1% 18.9% 49.0%
Analysis Count 67 86 153
% within PHASES 43.8% 56.2% 100.0%
% within RESPONSES 9.2% 15.4% 11.9%
% of Total 5.2% 6.7% 11.9%
Action Count 33 48 81
% within PHASES 40.7% 59.3% 100.0%
% within RESPONSES 4.5% 8.6% 6.3%
% of Total 2.6% 3.7% 6.3%
Total Count 729 558 1287
% within PHASES 56.6% 43.4% 100.0%
% within RESPONSES 100.0% 100.0% 100.0%




Pearson Chi-Square 24.5623 3 .000




N of Valid Cases 1287
a. 0 cells (.0%) have expected count less than 5. The
minimum expected count is 35.12.
Symmetric Measures
Value Approx. Sig.
Nominal by Phi .138 .000
Nominal Cramer's V .138 .000
N of Valid Cases 1287
a. Not assuming the null hypothesis.
b. Using the asymptotic standard error assuming the null
hypothesis.
5. Log Linear Analysis with Goodness of Fit Results
A. Hierarchical Log Linear:
DATA Information
143 unweighted cases accepted.
0 cases rejected because of out-of-range factor values.
0 cases rejected because of missing data.













******* log linear **
* ★ ★











Likelihood ratio chi square = 779.40808 DF = 2008 P = 1.000










Likelihood ratio chi square = 781.50628 DF = 2011 P = 1.000
Step 2










Likelihood ratio chi square = 783.60368 DF = 2014 P = 1.000
Step 3
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Likelihood ratio chi square = 785.86622 DF = 2017 P = 1.000
Step 4










Likelihood ratio chi square = 790.66420 DF = 2020 P = 1.000
Step 5










Likelihood ratio chi square = 797.20445 DF = 2023 P = 1.000
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step 6










Likelihood ratio chi square = 803.74456 DF = 2026 P
Step 7










Likelihood ratio chi square = 803.74456 DF = 2026 P










































Number of Iterations 7
a. Model: Multinomial
b. Design; Constant + ARSD + NA + PA + RDO + Rl +
RPO + Phases * AG + Phases * LM + Phases * Ml
c. The iteration converged because the maximum
absolute changes of parameter estimates is less













b. Design: Constant + ARSD + NA + PA + RDO + Rl +
RPO + Phases * AG + Phases * LM + Phases * Ml





N Percent N Percent N Percent
PHASES * AGENDAS 143 100.0% 0 .0% 143 100.0%
PHASES * LETTERS 143 100.0% 0 .0% 143 100.0%
PHASES * MINUTES 143 100.0% 0 .0% 143 100.0%
PHASES * NEWS 143 100.0% 0 .0% 143 100.0%
PHASES * ARCHIVES 143 100.0% 0 .0% 143 100.0%
PHASES * ARTIFACTS 143 100.0% 0 .0% 143 100.0%
PHASES * INTERVIEWS 143 100.0% 0 .0% 143 100.0%
PHASES * DIRECT 143 100.0% 0 .0% 143 100.0%
PHASES * PARTICIPANT 143 100.0% 0 .0% 143 100.0%
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A. Crosstabulation Tables for Phases by the Five Secondary Evidence Variables
(Agenda, Letters and/or Memorandums, Minutes Newspaper Articles [i.e.. News],







PHASES Orgplan Count 22 25 47
Expected Count 20.0 27.0 47.0
% within PHASES 46,8% 53.2% 100.0%
% within AGENDAS 36.1% 30.5% 32.9%
% of Total 15.4% 17.5% 32.9%
Datacol Count 35 35 70
Expected Count 29.9 40,1 70.0
% within PHASES 50.0% 50.0% 100.0%
% within AGENDAS 57.4% 42.7% 49.0%
% of Total 24.5% 24.5% 49.0%
Analysis Count 3 14 17
Expected Count 7.3 9.7 17.0
% within PHASES 17.6% 82.4% 100.0%
% within AGENDAS 4.9% 17,1% 11.9%
% of Total 2.1% 9.8% 11.9%
Action Count 1 8 9
Expected Count 3.8 5.2 9.0
% within PHASES 11.1% 88.9% 100.0%
% within AGENDAS 1,6% 9.8% 6.3%
% of Total .7% 5.6% 6.3%
Total Count 61 82 143
Expected Count 61.0 82.0 143.0
% within PHASES 42.7% 57.3% 100.0%
% within AGENDAS 100.0% 100.0% 100.0%





Pearson Chi-Square 9.883^ 3 .020




N of Valid Cases 143
a. 1 cells (12.5%) have expected count less than 5. The
minimum expected count is 3.84.
Symmetric Measures
Value Approx. Sig.
Nominal by Phi .263 .020
Nominal Cramer's V .263 .020
N of Valid Cases 143
a. Not assuming the null hypothesis.









PHASES Orgplan Count 22 25 47
Expected Count 19.1 27.9 47.0
% within PHASES 46.8% 53.2% 100.0%
% within LETTERS 37.9% 29.4% 32.9%
% of Total 15.4% 17.5% 32.9%
Datacol Count 32 38 70
Expected Count 28.4 41.6 70.0
% within PHASES 45.7% 54.3% 100.0%
% within LETTERS 55.2% 44.7% 49.0%
% of Total 22.4% 26.6% 49.0%
Analysis Count 3 14 17
Expected Count 6.9 10.1 17.0
% within PHASES 17.6% 82.4% 100.0%
% within LETTERS 5.2% 16.5% 11.9%
% of Total 2.1% 9.8% 11.9%
Action Count 1 8 9
Expected Count 3.7 5.3 9.0
% within PHASES 11.1% 88.9% 100.0%
% within LETTERS 1.7% 9.4% 6.3%
% of Total .7% 5.6% 6.3%
Total Count 58 85 143
Expected Count 58.0 85.0 143.0
% within PHASES 40.6% 59.4% 100.0%
% within LETTERS 100.0% 100.0% 100.0%





Pearson Chi-Square 8.472® 3 .037




N of Valid Cases 143
a. 1 cells (12.5%) have expected count less than 5. The
minimum expected count is 3.65.
Symmetric Measures
Value Approx. Sig.
Nominal by Phi .243 .037
Nominal Cramer's V .243 .037
N of Valid Cases 143
a. Not assuming the null hypothesis.









PHASES Orgplan Count 19 28 47
Expected Count 17.7 29.3 47.0
% within PHASES 40.4% 59.6% 100.0%
% within MINUTES 35.2% 31.5% 32.9%
% of Total 13.3% 19.6% 32.9%
Datacol Count 31 39 70
Expected Count 26.4 43.6 70.0
% within PHASES 44.3% 55.7% 100.0%
% within MINUTES 57.4% 43.8% 49.0%
% of Total 21.7% 27.3% 49.0%
Analysis Count 3 14 17
Expected Count 6.4 10.6 17.0
% within PHASES 17.6% 82.4% 100.0%
% within MINUTES 5.6% 15.7% 11.9%
% of Total 2.1% 9.8% 11.9%
Action Count 1 8 9
Expected Count 3.4 5.6 9.0
% within PHASES 11.1% 88.9% 100.0%
% within MINUTES 1.9% 9.0% 6.3%
% of Total .7% 5.6% 6.3%
Total Count 54 89 143
Expected Count 54.0 89.0 143.0
% within PHASES 37.8% 62.2% 100.0%
% within MINUTES 100.0% 100.0% 100.0%





Pearson Chi-Square 7.056® 3 .070




N of Valid Cases 143
a. 1 cells (12.5%) have expected count less than 5. The




Nominal by Phi .222 .070
Nominal Cramer's V .222 .070
N of Valid Cases 143
a. Not assuming the null hypothesis.









PHASES Orgplan Count 45 2 47
Expected Count 44.7 2.3 47.0
% within PHASES 95.7% 4.3% 100.0%
% within NEWS 33.1% 28.6% 32.9%
% of Total 31.5% 1.4% 32.9%
Datacol Count 67 3 70
Expected Count 66.6 3.4 70.0
% within PHASES 95.7% 4.3% 100.0%
% within NEWS 49.3% 42.9% 49.0%
% of Total 46.9% 2.1% 49.0%
Analysis Count 15 2 17
Expected Count 16.2 .8 17.0
% within PHASES 88.2% 11.8% 100.0%
% within NEWS 11.0% 28.6% 11.9%
% of Total 10.5% 1.4% 11.9%
Action Count 9 0 9
Expected Count 8.6 .4 9.0
% within PHASES 100.0% .0% 100.0%
% within NEWS 6.6% .0% 6.3%
% of Total 6.3% .0% 6.3%
Total Count 136 7 143
Expected Count 136.0 7.0 143.0
% within PHASES 95.1% 4.9% 100.0%
% within NEWS 100.0% 100.0% 100.0%





Pearson Chi-Square 2.284^ 3 .516




N of Valid Cases 143
a. 4 cells (50.0%) have expected count less than 5. The
minimum expected count is .44.
Symmetric Measures
Value Approx. Sig.
Nominal by Phi .126 .516
Nominal Cramer's V .126 .516
N of Valid Cases 143
a. Not assuming the null hypothesis.









PHASES Orgplan Count 15 32 47
Expected Count 15.8 31.2 47.0
% within PHASES 31.9% 68.1% 100.0%
% within ARCHIVES 31.3% 33.7% 32.9%
% of Total 10.5% 22.4% 32.9%
Datacol Count 29 41 70
Expected Count 23.5 46.5 70.0
% within PHASES 41.4% 58.6% 100.0%
% within ARCHIVES 60.4% 43.2% 49.0%
% of Total 20.3% 28.7% 49.0%
Analysis Count 3 14 17
Expected Count 5.7 11.3 17.0
% within PHASES 17.6% 82.4% 100.0%
% within ARCHIVES 6.3% 14.7% 11.9%
% of Total 2.1% 9.8% 11.9%
Action Count 1 8 9
Expected Count 3.0 6.0 9.0
% within PHASES 11.1% 88.9% 100.0%
% within ARCHIVES 2.1% 8.4% 6.3%
% of Total .7% 5.6% 6.3%
Total Count 48 95 143
Expected Count 48.0 95.0 143.0
% within PHASES 33.6% 66.4% 100.0%
% within ARCHIVES 100.0% 100.0% 100.0%




Pearson Chi-Square 5.965^ 3 .113




N of Valid Cases 143
a. 1 cells (12.5%) have expected count less than 5. The
minimum expected count is 3.02.
Symmetric Measures
Value Approx. Sig.
Nominal by Phi .204 .113
Nominal Cramer's V .204 .113
N of Valid Cases 143
a. Not assuming the null hypothesis.
b. Using the asymptotic standard error assuming the null
hypothesis.
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B. Crosstabulation Tables for Phases by the Four Primary Evidence Variables (Artifacts,







PHASES Orgplan Count 15 32 47
Expected Count 15.8 31.2 47.0
% within PHASES 31.9% 68.1% 100.0%
% within ARTIFACTS 31.3% 33.7% 32.9%
% of Total 10.5% 22.4% 32.9%
Datacol Count 29 41 70
Expected Count 23.5 46.5 70.0
% within PHASES 41.4% 58.6% 100.0%
% within ARTIFACTS 60.4% 43.2% 49.0%
% of Total 20.3% 28.7% 49.0%
Analysis Count 3 14 17
Expected Count 5.7 11.3 17.0
% within PHASES 17.6% 82.4% 100.0%
% within ARTIFACTS 6.3% 14.7% 11.9%
% of Total 2.1% 9.8% 11.9%
Action Count 1 8 9
Expected Count 3.0 6.0 9.0
% within PHASES 11.1% 88.9% 100.0%
% within ARTIFACTS 2.1% 8.4% 6.3%
% of Total .7% 5.6% 6.3%
Total Count 48 95 143
Expected Count 48.0 95.0 143.0
% within PHASES 33.6% 66.4% 100.0%
% within ARTIFACTS 100.0% 100.0% 100.0%






Pearson Chi-Square 5.965® 3 .113




N of Valid Cases 143
a. 1 cells (12.5%) have expected count less than 5. The
minimum expected count is 3.02.
Symmetric Measures
Value Approx. Sig.
Nominal by Phi .204 .113
Nominal Cramer's V .204 .113
N of Valid Cases 143
a. Not assuming the null hypothesis.









PHASES Orgplan Count 14 33 47
Expected Count 14.5 32.5 47.0
% within PHASES 29.8% 70.2% 100.0%
% within INTERVIEWS 31.8% 33.3% 32.9%
% of Total 9.8% 23.1% 32.9%
Datacol Count 26 44 70
Expected Count 21.5 48.5 70.0
% within PHASES 37.1% 62.9% 100.0%
% within INTERVIEWS 59.1% 44.4% 49.0%
% of Total 18.2% 30.8% 49.0%
Analysis Count 3 14 17
Expected Count 5.2 11.8 17.0
% within PHASES 17.6% 82.4% 100.0%
% within INTERVIEWS 6.8% 14.1% 11.9%
% of Total 2.1% 9.8% 11.9%
Action Count 1 8 9
Expected Count 2.8 6.2 9.0
% within PHASES 11.1% 88.9% 100.0%
% within INTERVIEWS 2.3% 8.1% 6.3%
% of Total .7% 5.6% 6.3%
Total Count 44 99 143
Expected Count 44.0 99.0 143.0
% within PHASES 30.8% 69.2% 100.0%
% within INTERVIEWS 100.0% 100.0% 100.0%






Pearson Chi-Square 4.363^ 3 .225




N of Valid Cases 143
a, 1 cells (12.5%) have expected count less than 5, The
minimum expected count is 2.77,
Symmetric Measures
Value Approx. Sig.
Nominal by Phi .175 ,225
Nominal Cramer's V .175 .225
N of Valid Cases 143
a. Not assuming the null hypothesis.









PHASES Orgplan Count 45 2 47
Expected Count 46.0 1.0 47.0
% within PHASES 95.7% 4.3% 100.0%
% within DIRECT 32.1% 66.7% 32.9%
% of Total 31.5% 1.4% 32.9%
Datacol Count 69 1 70
Expected Count 68.5 1.5 70.0
% within PHASES 98.6% 1.4% 100.0%
% within DIRECT 49.3% 33.3% 49.0%
% of Total 48.3% .7% 49.0%
Analysis Count 17 0 17
Expected Count 16.6 .4 17.0
% within PHASES 100.0% .0% 100.0%
% within DIRECT 12.1% .0% 11.9%
% of Total 11.9% .0% 11.9%
Action Count 9 0 9
Expected Count 8.8 .2 9.0
% within PHASES 100.0% .0% 100.0%
% within DIRECT 6.4% .0% 6.3%
% of Total 6.3% .0% 6.3%
Total Count 140 3 143
Expected Count 140.0 3.0 143.0
% within PHASES 97.9% 2.1% 100.0%
% within DIRECT 100.0% 100.0% 100.0%




Pearson Chi-Square 1.7753 3 .620




N of Valid Cases 143
a. 4 cells (50.0%) have expected count less than 5. The




Nominal by Phi .111 .620
Nominal Cramer’s V .111 .620
N of Valid Cases 143
a. Not assuming the null hypothesis.









PHASES Orgplan Count 45 2 47
Expected Count 46.0 1.0 47.0
% within PHASES 95.7% 4.3% 100.0%
% within PARTICIPANT 32.1% 66.7% 32.9%
% of Total 31.5% 1.4% 32.9%
Datacol Count 69 1 70
Expected Count 68.5 1.5 70.0
% within PHASES 98.6% 1.4% 100.0%
% within PARTICIPANT 49.3% 33.3% 49.0%
% of Total 48.3% .7% 49.0%
Analysis Count 17 0 17
Expected Count 16.6 .4 17.0
% within PHASES 100.0% .0% 100.0%
% within PARTICIPANT 12.1% .0% 11.9%
% of Total 11.9% .0% 11.9%
Action Count 9 0 9
Expected Count 8.8 .2 9.0
% within PHASES 100.0% .0% 100.0%
% within PARTICIPANT 6.4% .0% 6.3%
% of Total 6.3% .0% 6.3%
Total Count 140 3 143
Expected Count 140.0 3.0 143.0
% within PHASES 97.9% 2.1% 100.0%
% within PARTICIPANT 100.0% 100.0% 100.0%





Pearson Chi-Square 1.775® 3 .620




N of Valid Cases 143
a. 4 cells (50.0%) have expected count less than 5. The
minimum expected count is .19.
Symmetric Measures
Value Approx. Sig.
Nominal by Phi .111 .620
Nominal Cramer's V .111 .620
N of Valid Cases 143
a. Not assuming the null hypothesis.
b. Using the asymptotic standard error assuming the null
hypothesis.
7. Survey (Questionnaire) Data




N Valid 7 7 7
Missing 0 0 0
Frequency Table
Gender
Frequency Percent Valid Percent
Cumulative
Percent
Valid 1.00 4 57.1 57.1 57.1
2.00 3 42.9 42.9 100.0
Total 7 100.0 100.0
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Race
Frequency Percent Valid Percent
Cumulative
Percent
Valid 1.00 5 71.4 71.4 71.4
2.00 2 28.6 28.6 100.0
Total 7 100.0 100.0
ProfRole
Frequency Percent Valid Percent
Cumulative
Percent
Valid 1.00 1 14.3 14.3 14.3
2.00 6 85.7 85.7 100.0
Total 7 100.0 100.0
B. Means and Standard Deviations for the Nineteen Stakeholder Questionnaire Questions
Frequencies
Statistics
Quest4 Quest5 Quest6 Quest7 Quest8 Quest9 QuestIO Quest'
N Valid 7 7 7 7 7 7 7
Missing 0 0 0 0 0 0 0 1
Mean 3.7143 3.7143 3.4286 3.4286 3.5714 3.4286 3.5714 3.42!
Std. Deviation .48795 .48795 .53452 .53452 .53452 .53452 .53452 .534!
Frequency Tables
Quest4
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 2 28.6 28.6 28.6
Strongly Agree 5 71.4 71.4 100.0
Total 7 100.0 100.0
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Quests
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 2 28.6 28.6 28.6
Strongly Agree 5 71.4 71.4 100.0
Total 7 100.0 100.0
Quests
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 4 57.1 57.1 57.1
Strongly Agree 3 42.9 42.9 100.0
Total 7 100.0 100.0
Quest?
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 4 57.1 57.1 57.1
Strongly Agree 3 42.9 42.9 100.0
Total 7 100.0 100.0
Quests
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 3 42.9 42.9 42.9
Strongly Agree 4 57.1 57.1 100.0
Total 7 100.0 100.0
Quest9
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 4 57.1 57.1 57.1
Strongly Agree 3 42.9 42.9 100.0
Total 7 100.0 100.0
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QuestIO
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 3 42.9 42.9 42.9
Strongly Agree 4 57.1 57.1 100.0
Total 7 100.0 100.0
Questi 1
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 4 57.1 57.1 57.1
Strongly Agree 3 42.9 42.9 100.0
Total 7 100.0 100.0
Frequencies
Statistics
Qes12 Qes13 Qes14 Qes15 Qes16 Qes17 Qes18 Qes19 Qes20 Qes21 Qes22
N Valid 7 7 7 7 7 7 7 7 7 7 7
Missing 0 0 0 0 0 0 0 0 0 0 0
Mean 3.428 3.428 3.714 3.714 3.428 3.285 2.714 3.285 3.428 3.428 3.71^:
Std. Deviation .5345 5345 .4879 .4879 .5345 .7559 .4879 .7559 ,5345 .5345 .48795
Frequency Table
Questi 2
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 4 57.1 57.1 57.1
Strongly Agree 3 42.9 42.9 100.0
Total 7 100.0 100.0
Questi 3
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 4 57.1 57.1 57.1
Strongly Agree 3 42.9 42.9 100.0
Total 7 100.0 100.0
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Quest14
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 2 28.6 28.6 28.6
Strongly Agree 5 71.4 71.4 100.0
Total 7 100.0 100.0
Quest15
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 2 28.6 28.6 28.6
Strongly Agree 5 71.4 71.4 100.0
Total 7 100.0 100.0
Quest16
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 4 57.1 57.1 57.1
Strongly Agree 3 42.9 42.9 100.0
Total 7 100.0 100.0
Quest17
Frequency Percent Valid Percent
Cumulative
Percent
Valid Disagree 1 14.3 14.3 14.3
Agree 3 42.9 42.9 57.1
Strongly Agree 3 42.9 42.9 100.0
Total 7 100.0 100.0
Quest 18
Frequency Percent Valid Percent
Cumulative
Percent
Valid Disagree 2 28.6 28.6 28.6
Agree 5 71.4 71.4 100.0
Total 7 100.0 100.0
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Quest19
Frequency Percent Valid Percent
Cumulative
Percent
Valid Disagree 1 14.3 14.3 14.3
Agree 3 42.9 42.9 57.1
Strongly Agree 3 42.9 42.9 100.0
Total 7 100.0 100.0
Quest20
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 4 57.1 57.1 57.1
Strongly Agree 3 42.9 42.9 100.0
Total 7 100.0 100.0
Quest21
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 4 57.1 57.1 57.1
Strongly Agree 3 42.9 42.9 100.0
Total 7 100.0 100.0
Quest22
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 2 28.6 28.6 28.6
Strongly Agree 5 71.4 71.4 100.0
Total 7 100.0 100.0





N Valid 7 7 7
Missing 0 0 0
Frequency Tables
Gender
Frequency Percent Valid Percent
Cumulative
Percent
Valid Female 3 42.9 42.9 42.9
Male 4 57.1 57.1 100.0
Total 7 100.0 100.0
Race
Frequency Percent Valid Percent
Cumulative
Percent
Valid Black 6 85.7 85.7 85.7
White 1 14.3 14.3 100.0
Total 7 100.0 100.0
Profrole
Frequency Percent Valid Percent
Cumulative
Percent
Valid InField 4 57.1 57.1 57.1
OutField 3 42.9 42.9 100.0
Total 7 100.0 100.0




Ques4 Ques5 Ques6 Ques7 Ques8 Ques9 QueslO Ques
N Valid 7 7 7 7 7 7 7
Missing 0 0 0 0 0 0 0 (
Mean 2.714 2.714 2.142 1.857 1.857 1.857 1.428 3.0C
Std. Deviation 1.6035 .951 IS .8997^ 1.0690 1.0690 1.0690 .5345: .577
Frequency Tables
Quest4
Frequency Percent Valid Percent
Cumulative
Percent
Valid Strongly Agree 1 14.3 14.3 14.3
Agree 4 57.1 57.1 71.4
Strongly Disagree 2 28.6 28.6 100.0
Total 7 100.0 100.0
Quests
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 4 57.1 57.1 57.1
No Knowledge 1 14.3 14.3 71.4
Disagree 2 28.6 28.6 100.0
Total 7 100.0 100.0
Quests
Frequency Percent Valid Percent
Cumulative
Percent
Valid Strongly Agree 1 14.3 14.3 14.3
Agree 5 71.4 71.4 85.7
Disagree 1 14.3 14.3 100.0
Total 7 100.0 100.0
Quest?
Frequency Percent Valid Percent
Cumulative
Percent
Valid Strongly Agree 3 42.9 42.9 42.9
Agree 3 42.9 42.9 85.7
Disagree 1 14.3 14.3 100.0
Total 7 100.0 100.0
Quests
Frequency Percent Valid Percent
Cumulative
Percent
Valid Strongly Agree 3 42.9 42.9 42.9
Agree 3 42.9 42.9 85.7
Disagree 1 14.3 14.3 100.0
Total 7 100.0 100.0
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QuestQ
Frequency Percent Valid Percent
Cumulative
Percent
Valid Strongly Agree 3 42.9 42.9 42.9
Agree 3 42.9 42.9 85.7
Disagree 1 14.3 14.3 100.0
Total 7 100.0 100.0
QuestIO
Frequency Percent Valid Percent
Cumulative
Percent
Valid Strongly Agree 4 57.1 57.1 57.1
Agree 3 42.9 42.9 100.0
Total 7 100,0 100.0
Questi 1
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 1 14,3 14.3 14.3
No Knowledge 5 71,4 71.4 85.7
Disagree 1 14.3 14.3 100.0
Total 7 100.0 100.0
Frequencies
Statistics
Questi 2 Questi 3 Questi 4 Questi 5 Questi 6 Questi 7 Questi 8 Questi 9 Quest20 Ques
N Valid 7 7 7 7 7 7 7 7 7
Missing 0 0 0 0 0 0 0 0 0
Mean 1.5714 2.4286 2.1429 2.5714 2.8571 3.5714 1.7143 2.1429 2.8571 1.85




Frequency Percent Valid Percent
Cumulative
Percent
Valid Strongly Agree 5 71.4 71.4 71.4
Agree 1 14.3 14.3 85.7
Disagree 1 14.3 14.3 100.0
Total 7 100.0 100.0
Quest13
Frequency Percent Valid Percent
Cumulative
Percent
Valid Strongly Agree 2 28.6 28.6 28.6
Agree 2 28.6 28.6 57.1
No Knowledge 1 14.3 14.3 71.4
Disagree 2 28.6 28.6 100.0
Total 7 100.0 100.0
Quest14
Frequency Percent Valid Percent
Cumulative
Percent
Valid Strongly Agree 3 42.9 42.9 42.9
Agree 2 28.6 28.6 71.4
Disagree 2 28.6 28.6 100.0
Total 7 100.0 100.0
Questi 5
Frequency Percent Valid Percent
Cumulative
Percent
Valid Strongly Agree 1 14.3 14.3 14.3
Agree 3 42.9 42.9 57.1
No Knowledge 1 14.3 14.3 71.4
Disagree 2 28.6 28.6 100.0
Total 7 100.0 100.0
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Questie
Frequency Percent Valid Percent
Cumulative
Percent
Valid Strongly Agree 1 14.3 14.3 14.3
Agree 3 42.9 42.9 57.1
Disagree 2 28.6 28.6 85.7
Strongly Disagree 1 14.3 14.3 100.0
Total 7 100.0 100.0
Quest17
Frequency Percent Valid Percent
Cumulative
Percent
Valid Agree 2 28.6 28.6 28.6
Disagree 4 57.1 57.1 85.7
Strongly Disagree 1 14.3 14.3 100.0
Total 7 100.0 100.0
Quest18
Frequency Percent Valid Percent
Cumulative
Percent
Valid Strongly Agree 2 28.6 28.6 28.6
Agree 5 71.4 71.4 100.0
Total 7 100.0 100.0
Quest19
Frequency Percent Valid Percent
Cumulative
Percent
Valid Strongly Agree 1 14.3 14.3 14.3
Agree 5 71.4 71.4 85.7
Disagree 1 14.3 14.3 100.0
Total 7 100.0 100.0
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Quest20
Frequency Percent Valid Percent
Cumulative
Percent
Valid Strongly Agree 1 14.3 14.3 14.3
Agree 3 42.9 42.9 57.1
Disagree 2 28.6 28.6 85.7
Strongly Disagree 1 14.3 14.3 100.0
Total 7 100.0 100.0
Quest21
Frequency Percent Valid Percent
Cumulative
Percent
Valid Strongly Agree 1 14.3 14.3 14.3
Agree 6 85.7 85.7 100.0
Total 7 100.0 100.0»
E. Frequencies and Crosstabulation for the Benchmarking Phases Variable by








Frequency Percent Valid Percent
Cumulative
Percent
Valid Disagree 4 3.0 3.0 3.0
Agree 63 47.4 47.4 50.4
Strongly Agree 66 49.6 49.6 100.0






N Percent N Percent N Percent
Phases * RESPONSES 133 100.0% 0 .0% 133 100.0%





Phases OrgPlan Count 1 27 35 63
Expected Count 1.9 29.8 31.3 63.0
% within Phases 1.6% 42.9% 55.6% 100.0%
% within RESPONSES 25.0% 42.9% 53.0% 47.4%
% of Total .8% 20.3% 26.3% 47.4%
DatCol Count 0 3 4 7
Expected Count .2 3.3 3.5 7.0
% within Phases .0% 42.9% 57.1% 100.0%
% within RESPONSES .0% 4.8% 6.1% 5.3%
% of Total .0% 2.3% 3.0% 5.3%
Analysis Count 0 7 7 14
Expected Count .4 6.6 6.9 14.0
% within Phases .0% 50.0% 50.0% 100.0%
% within RESPONSES .0% 11.1% 10.6% 10.5%
% of Total .0% 5.3% 5.3% 10.5%
Action Count 3 26 20 49
Expected Count 1.5 23.2 24.3 49.0
% within Phases 6.1% 53.1% 40.8% 100.0%
% within RESPONSES 75.0% 41.3% 30.3% 36.8%
% of Total 2.3% 19.5% 15.0% 36.8%
Total Count 4 63 66 133
Expected Count 4.0 63.0 66.0 133.0
% within Phases 3.0% 47.4% 49.6% 100.0%
% within RESPONSES 100.0% 100.0% 100.0% 100.0%
% of Total 3.0% 47.4% 49.6% 100.0%
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Frequency Percent Valid Percent
Cumulative
Percent
Valid Strongly Agree 32 25.4 25.4 25.4
Agree 58 46.0 46.0 71.4
No Knowledge 8 6.3 6.3 77.8
Disagree 23 18,3 18.3 96.0
Strongly Disagree 5 4.0 4.0 100.0





N Percent N Percent N Percent
ProgStage *
RESPONSES
126 100.0% 0 .0% 126 100,0%
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ProgStage Implement Count 15 26 6 7 2 56
% within ProgStage 26.8% 46.4% 10.7% 12.5% 3.6% 100.0%
% within Responses 46.9% 44.8% 75.0% 30.4% 40.0% 44.4%
% of Total 11.9% 20.6% 4.8% 5.6% 1.6% 44.4%
Operation Count 17 32 2 16 3 70
% within ProgStage 24.3% 45.7% 2.9% 22.9% 4.3% 100.0%
% within Responses 53.1% 55.2% 25.0% 69.6% 60.0% 55.6%
% of Total 13.5% 25.4% 1.6% 12.7% 2.4% 55.6%
Total Count 32 58 8 23 5 126
% within ProgStage 25.4% 46.0% 6.3% 18.3% 4.0% 100.0%
% within Responses 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%
% of Total 25.4% 46.0% 6.3% 18.3% 4.0% 100.0%
*APPENXDIX C: THE BENCHMARKING ASSESSMENT AND EVIDENCE GRID
The “Benchmarking Assessment and Evidence Grid” was adapted from works by
Hafner (1999), Stake (1995), and Yin (1994). It was developed by the researcher, T.W.
Lewis, to conduct a comparative and historical analysis of the evidence found at the site
of the study. It includes 143 assessment questions. For each question there are nine (9)
categories of evidence. The term “Physical Artifact” includes survey instruments
computer disks, proposals, work plans, and/or other materials used to develop,
implement, or operate the program.
Scoring System;
1= Not Applicable. There was no evidence found in response to the assessment
question.
2= Applicable. There was evidence found in response to the assessment question.
Instruction for Using the Assessment Grid:
For each assessment question, write only one response (either a “1” or a “2”) for
each of the nine categories of evidence.
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Benchmarking Assessment and lAidence (irid
♦DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE



































6. Did the plan
identify
functional areas
to include in the
benchmarking ?








Grid and Questions Developed by Therthenia W. Lewis
December 2005
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Benchmarking Assessine It and l A idcnce Grid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE




















9. Did the work
plan include
estimated costs















12. Was there an
initial meeting
of the team to
discuss the work
plan?
Grid and Questions Developed by Therthenia W. Lewis
December 2005
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Ik'iiclimarkiii” Assessment and lA idenee Cii id
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
Secondary Evidence Primary Evidence
Phase 1: Organization
and Planning with Related
Steps and Assessment




13. Did the team meet to
determine the specific
area, process, or service to
be benchmarked?
14. Did the team discuss
the university's weakest
area, process, or service?
15. Did the team review
the university's mission
statement to identify the
value it provides to its
customer's (e g., current
and former students, local
citizens)?
16.Did the team identify
critical factors that would
mark the success of
benchmarking?
17. Did the team examine
existing measurement
data for each key bench¬
marking process?
18. Did the team convert
problems/issues/challenges
to cause and effect
problem
statements ?
19. Did the team rank the
causes to reduce the
critical areas that were to
be investigated ?
Grid and Questions Developed by Therthenia W. Lewis
December 2005
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ik'iichniai king Assessment; nd I/videiice Grid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
Secondary Evidence Primary Evidence
Phase I: Organization
and Planning with Related
Steps and Assessment
Questions Agenda Lettersand/or Memorandum Minutes from meetings Newspaper Articles Archived Records and/or Survey Data Physical Artifacts Researcher’s Interviews Researcher’ Direct Observations Researcher’s Participant- Observations







21. Did the benchmarking
team research data sources
to find external candidates
with whom to benchmark?
22. Did the team consider
the cost of researching
external candidates?
23. Did the team consider
the amount of time to be
spent gathering data about
external candidates?




25. Did the team use
market research groups?
26. Did the team use
electronic databases ?
Grid and Questions Developed by Therthenia W. Lewis
December 2005
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Beiiclinitirkiii” Assessmen t tiiitl La idcncc Cirid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE




Assessment Questions Agenda Lettersand/or Memorandum Minutes from meetings Newspaper Articles Archived Records and/or Survey Data Physical Artifacts Researcher's Interviews Researcher’ Direct Observations Researcher's Participant- Observations
27. Did the team use
“business/professional
libraries”?






























Grid and Questions Developed by Therthenia W. Lewis
December 2005
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Benclimaiking \ssessnient and l:\ idcnce (irit
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE




















































Grid and Questions Developed by Therthenia W Lewis
December 2005
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Benchmarking; Assessment and l A idence Grid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE






















40. Did the team
use the “open-
ended questions
to develop a list
of benchmarking
candidates”?







Grid and Questions Developed by Therthenia W. Lewis
December 2005
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Bciichinarking Assessment aiul l A idence t riti
DESCRIPTION OF GRID CONTENTS
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE





Questions Agenda Lettersand/or Memorandum Minutes from meetings Newspaper Articles Archived Records and/or Survey Data Physical Artifacts Researcher's Interviews Researcher’s Direct Observations Researcher’s Participant- Observations




















known for the quality
of their
area/proeess/service”?
45. Did the team
select partners
because they were
“leaders in the area(s)
of interest"?
Grid and Questions Developed by Therthenia W. Lewis
December 2005
177
Beiichiiiarkiilu Assessment and r-Aiclence (irid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE






Questions Agenda Lettersand/or Memorandum Minutes from meetings Newspaper Artide*; Archived Records and/or Survey Data Physical Artifacts Researcher's Interviews Researcher’s Direct Qbservations Researcher’s Participant- Observations
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[kiichnini'kiiig Asscssiiiciit and l-A idencc Lii id
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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Benclimai king Assessiiieiil aiul lividence (irid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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BciicliiiKirkini; Assessment aiul lA idenee (irid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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Beiicliiiiai king Assessmcnt and I-A'idcncc Grid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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Bcnchniarkiito Assessment and Es idenee (iritl
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE









































kept up to date
on process
changes”?
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Hcnchniarkiito Assessment and R\ idenee (Q id
DESCRIPTION OF GRID CONTENTS;
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE





Questions Agenda Lettersand/or Memorandum Minutes from meetings Newspaper Articles Archived Records and/or Survey Data Physical Artifacts Researcher's Interviews Researcher's Direct Observations Researcher's Participant- Observations
70. Did team
members plan to












72. Did the team
plan to collect
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Benchniarkino Asscssnieiit and Ev ideiice (Jrid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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IkMicliinarkinn Asscssniciil and F.\ idt-iice (irid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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lieiichin<irkiii» Asscssnienl anil Kviilcnce Ciriil
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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Henchniiirkiiio Assessment and F,\ idence (irid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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Ik'iichniarkiiio Asscssnit'iit anti itience Grid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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BcMichniarkiiio Assessniciit and E\ idcncc CJrid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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Bcnchinai kiiig Assessment and Evidence Grid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE















































Grid and Questions Developed by Therthenia W. Lewis
December 2005
191
Benchmarking Assessment and l Aidenee Grid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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IkiK'hniarkiiig Assessine lit and Evidence Grid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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Benclimarkiiig Assessmeiit and Evidence Cii id
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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Ik’iichmarking Assessment and Evidence Cirid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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Benclimarkiito Assessment and R\ idenee (Q id
DESCRIPTION OF GRID CONTENTS;
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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Benchmarking Assessment and lividence (Ji id
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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Benchmai'king Assessment and lA idenee (jrid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT QUESTIONS
USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE













































Grid and Questions Developed by Therthenia W. Lewis
December 2005
198
Benchmarking Assessment and lA idence Cirid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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Benchmarking AssessinenI and F.vidence Cirid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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rk'nchniai'kiiiu Assessment and l A'idence (irid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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[benchmarking Assessment and lividence (irid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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Bcnchnuirking Assessmenl and lividcnce (irid
DESCRIPTION OF GRID CONTENTS;
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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Bcncliiiiarking Assessment and Evidence (irid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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Bciichinarkiiig Assessment and lA idence Clrid
DESCRIPTION OF GRID CONTENTS:
THE FOUR BENCHMARKING PHASES WITH RELATED STEPS AT EACH PHASE FOLLOWED BY THE ASSESSSMENT
QUESTIONS USED TO ANALYZE SECONDARY AND PRIMARY EVIDENCE GATHERED AT THE SITE
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APPENDIX D: STAKEHOLDER SURVEY QUESTIONNAIRE
Awareness of program planning among university stakeholders
Dear Madam or Sir:
I am a student in the Ph. D. Program at the Whitney M. Young, Jr., School of
Social Work at Clark Atlanta University. I invite you to participate in a study to
determine if Benchmarking Best Practices were used in the planning, implementation,
and operation of the Master of Seienee Degree Program in Addiction Studies at the
University of Arkansas at Pine Bluff [UAPB]. The purpose of the study is to learn more
about the initial period of research, preparation, and planning that lead to the
implementation of the program in 2001. The findings will be used in an analysis for my
dissertation. I would appreciate your cooperation. Because we want all responses to
remain anonymous, please do not put your name on the questionnaire answer sheet.
Choose only one answer for each question. Please respond to all questions. Thank you for
your time and cooperation.
Therthenia W. Lewis
01/27/07
SECTION I DEMOGRAPHIC INFORMATION
Place a mark (x) next to the appropriate item. Choose only one answer for each question.
1. My gender is: A) Male B) Female
2. The one racial category that best describes me: A) Black B) White
C) Hispanic D) Other
3. My primary professional role would be best described as A) University
Administrator B) University Professor/ Instructor C) Employee, Local or
State Substance Abuse Program D) Employee, Local or State Correetional System
205
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E) Former UAPB Employee F) Other
SECTION II DAILY OPERATION OF THE ADDICTION STUDIES PROGRAM
Please write the appropriate number in the blank beside each statement
1 2 3 4
Strongly Disagree Disagree Agree Strongly Agree
4. There was a team, comprised of knowledgeable administrators and addiction
professionals, formed at the university to plan and develop the program.
5. There was an identifiable leader chosen to lead the team
6. There was a written plan developed by the team to guide the planning and
development of the program.
7. The team developed partnerships with other people and/or agencies, who
also helped to plan and develop the program.
8. The team collected data to use in planning and developing the program.
9. The team analyzed data that was collected.
10. The team used the results of the analyzed data to plan and develop the
program.
11. The team developed a written action plan to implement and operate the
program.
12. The action plan included a process that would be used for monitoring and
updating the operation of the program.
13. The team reviewed the university’s mission statement to identify the value it
provides to its customers.
14. The team used professional associations as support systems for information
and consultants.
15. The team considered feedback from internal and external experts, customers
and agencies serving addiction clientele
16. The team planned enough time to thoroughly collect and understand
information collected.
17. The team approached site visits as partnerships where both they and
consultants were meeting to mutually uncover and understand best practices.
18. Team members periodically review and reset previous benchmarks to avoid
stagnation.
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19. The search for best practices is an ongoing, permanent part of the team’s
planning and improvement activities.
20. The action plan included consideration of business factors such as costs,
resources, and timeliness for students, tactical and strategic plans.
21. Faculty members periodically review and reset previous benchmarks to
avoid them becoming static.
22. The structure of this program is worthy of being proclaimed as a National
Model for other HBCUs.
Thanks for Your Cooperation.
APPENDIX E: ALUMNI SURVEY QUESTIONNAIRE
Awareness of program operation among former students of the addiction studies program
Dear Madam or Sir:
I am a student in the Ph. D. Program at the Whitney M. Young, Jr., School of
Social Work at Clark Atlanta University. I invite you to participate in a study to
determine if Benchmarking Best Practices were used in the planning, implementation,
and operation of the Master of Science Degree Program in Addiction Studies at the
University of Arkansas at Pine Bluff [UAPB]. The purpose of the study is to learn more
about the initial operation when you were enrolled as a student in the program. The
findings will be used in an analysis for my dissertation. I would appreciate your
cooperation. Because we want all responses to remain anonymous, please do not put your
name on the questionnaire answer sheet. Choose only one answer for each question.
Please respond to all questions. Thank you for your time and cooperation.
Therthenia W. Lewis
01/27/07
SECTION 1 DEMOGRAPHIC INFORMATION
Place a mark (x) next to the appropriate item. Choose only one answer for each question.
1. My gender is: A) Male B) Female
2. The one racial category that best describes me: A) Black B) White
C) Hispanic D) Other
3. My primary professional role would be best described as A) Employee, City or
State Substance Abuse Agency B) Employee, City or State Correctional System




SECTION II DAILY OPERATION OF THE ADDICTION STUDIES PROGRAM
Please write the appropriate number in the blank beside each statement.
!2 3 4 5
Strongly Agree Agree No Knowledge Disagree Strongly Disagree
4. The university hired knowledgeable faculty to teach in the program.
5. The university hired knowledgeable administrators and secretaries to manage
the program.
6. The objectives of the program were clear. .
7. The course syllabi were clearly written.
8. The course objectives were clearly stated.
9. The procedures for being admitted into the program were reasonable.
10. The application materials were attractive and clearly written.
11. The university effectively advertised the program prior to its official starting
date in August, 2001.
12. Classes were scheduled at convenient times.
13. Books were available in the bookstore for purchase when needed.
14. Financial assistance, through the program, was available for students.
15. The university involved students in the evaluation of the program on a
regular basis.
16. The university involved students in the evaluation of the faculty on a regular
basis.
17. The university acted upon students’ concerns about the program in a
reasonable amount of time.
18. The program prepared me to work as a competent professional in the
addictions field.
19. The program prepared me to take certification tests in either prevention
or treatment.
20. Graduation requirements were made clear to me during the admissions
process.
21. I would recommend that others enroll in this program.
Thanks for Your Cooperation.
APPENDIX F: DR. RICHARD LYLE’S LETTER REQUESTING PERMISSION TO
COLLECT DATA
January 30, 2007
University ofArkansas Pine Bluff
Dr. Clifton Orr, Acting Dean
College ofArts and Sciences
1200 N. University Drive
Pine Bluff, AR 71601
Dear Dr. Orr;
This letter is forwarded on behalf ofMrs. Therthenia W. Lewis, a doctoral
student matriculating in the Whitney M. Young, Jr., School of Social Work
at Clark Atlanta University. She has successfully defended her Dissertation
Prospectus and is now in the process of collecting data to complete her
Dissertation. Mrs. Lewis plans to apply a Benchmarking Process Model
that will enable her to identify "best practices" used in planning, organizing
and implementing the Masters ofAddiction Studies program, housed in the
College of Arts and Sciences at the University of Arkansas at Pine Bluff.
In order for Mrs. Lewis to proceed with this dimension of the study, we
are seeking your permission for her to survey select persons who have
some familiarity and involvement in the program. Such persons would
include administrators, advisory council members, and faculty and
program alumni. Mrs. Lewis also needs access to various planning
documents and reports
Your approval of this request will be greatly appreciated. Of course, a
copy of her final document will be shared with you and the Addiction
Studies Program Administrators.
Should you need additional information regarding this request, please
contact me at (404) 880-8006 or 8578.
Sincerely Yours,




APPENDIX G: DR. CLIFTON ORR’S PERMISSION TO COLLECT
DATA
School ofArts and Sciences
Office of the Dean
UNIVERSITY OE ARKANSAS AT PINE BLUFF
February 14, 2007
Therthenia Lewis
12 King Richard Cove
Pine Bluff, AR 71603
Dear Mrs. Lewis:
You are hereby granted permission to review the notebooks in the Addiction Studies
office related to the development and implementation of the Addiction Studies
Program at the University of Arkansas at Pine Bluff. Ifmore information is needed,
the specific request should be made to me for review and consideration.
I wish you much success as you work toward completing the research for your
dissertation.
Sincerely,
Clifton Orr, Interim Dean School ofArts and Sciences
CO: d
Cc: Dr. Mary E. Benjamin
Dr. Richard Lyle
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APPENDIX H: COPY OF POSTCARD REMINDER SENT TO PARTICIPANTS TO
SOLICIT ADDITIONAL QUESTIONNAIRES
***REMINDER***
If you have not already completed and
returned the Questionnaire sent to you
regarding the “daily operation of the
Addiction Studies Program” at the
University of Arkansas at Pine Bluff
(UAPB), please return it by March 7th,
2007. The time you take to complete the
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