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Stemming is an essential processing step in a number of natural language 
processing (NLP) applications such as information extraction, text analysis 
and machine translation. It is the process of reducing words to their stems. 
This paper presents a light stemmer for Arabic, using a corpus-based 
approach. The stemmer groups morphological variants of words in an Arabic 
corpus based on shared characters, before stripping off their affixes (prefixes 
and suffixes) to produce their common stem. Experimental results show that 
86% of words in the test set were correctly grouped under a similar reduced 
form (i.e. the possible stem). In some cases the reduced form is not the 
legitimate stem. The evaluation shows that 72.2% of the words in the test set 
were reduced to their legitimate stem. The current stemmer is developed with 
the future aim of investigating the effectiveness of using word stems for 
extracting bilingual equivalents from an Arabic-English parallel corpus.     
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INTRODUCTION 
Stemming has been widely used in a number of high 
level text processing applications such as information 
extraction and retrieval, machine translation, 
document classification and text analysis. It is the 
process of reducing a word to its stem, base or root 
form after removing all of its affixes. This means that 
different morphological variants of a word can be 
conflated to a single representative form. For 
instance, play, plays, played and playing are 
grammatically conditioned variants of the base form 
"play". Stemming, thus, is a natural language 
processing (NLP) task to conflate all word variants to 
a single form called the stem. 
Morphological variants of words that are 
semantically similar are considered to belong to the 
same stem and to be equivalent for NLP purposes 
such as information retrieval, text analysis and 
machine translation. Therefore, a number of 
stemming algorithms have been developed to group 
all words that have some semantic relation and reduce 
them to their stem. As far as Arabic is concerned, 
several stemming approaches, described below, have 
been proposed for achieving this goal.  
This paper presents a light stemmer, which removes 
word prefixes and suffixes, using a corpus-based (or 
data-driven) approach. The main aim of this stemmer 
is to group variant word-forms that are semantically 
related under one reduced form for the future purpose 
of extracting translation equivalents from a bilingual 
parallel corpus. An undiacritized version of the 
Qur'anic text, written in Classical Arabic (CA), and 
its English translation rendered by Ghali (2005) is 
used as the parallel corpus for the present study.  
In fact, the current stemmer is developed to be used 
among a number of other preprocessing steps before 
starting the main task of bilingual lexicon extraction. 
We have not used any of the other available stemmers 
such as Khoja (1999), for instance, or other similar 
ones, because we aimed to do the whole task without 
using a lexicon. This lexicon-free approach has been 
adopted in all preprocessing tools; a stemmer, a part-
of-speech (POS) tagger, which is described in detail 
in Ramsay and Sabtan (2009) and a shallow 
dependency parser as shown in Sabtan (2011). This 
has the double advantage of investigating the 
effectiveness of different techniques without being 
distracted by the properties of the lexicon and at the 
same time saving much time and effort, since 
constructing a lexicon is time-consuming and labor-
intensive. Thus, we use as little, if any, hand-coded 
information as possible. The accuracy score could be 
improved by adding hand-coded information. 
However, the point of the work reported here is to see 
how well one can do without any such manual 
intervention.    
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The basic assumption behind using stemming as a 
preprocessing step is that using word stems is 
expected to improve the accuracy of the lexicon 
extraction process. This is due to the fact that Arabic 
is morphologically rich where words contain 
numerous clitic items (conjunctions, prepositions and 
pronouns) attached to the stem. Thus, different 
Arabic words share the same stem. This stem in all 
similar word-forms is translated into the same 
English word, while the clitics have different 
corresponding words in English. For example, the 
word-forms هباتك ktAbh "his book"1,   اهباتك ktAbhA "her 
book",  كباتك ktAbk "your book" and مهباتك  ktAbhm 
"their book", share the same stem (i.e. باتك ktAb) with 
the same English equivalent "book". When these 
word variants are reduced to one representative form 
(i.e. the stem), the frequency of occurrence for this 
stem will be as high as that of the English target word 
and there will be a higher probability for choosing the 
right equivalent, since the lexicon extraction method 
that we are currently working on is based on word co-
occurrence frequencies in the parallel corpus. The 
automatic extraction method will be discussed in a 
future paper. 
The remainder of this paper is organized as follows: 
in the following section we give a brief review of 
Arabic morphology and orthography, describe the 
used corpus, and discuss different approaches to 
Arabic stemming. Section 3 introduces the proposed 
method for stemming the Arabic corpus. In section 4 
we present the evaluation criteria and the 
experimental results that were obtained for the 
stemming process. Finally, in section 5 we conclude 
the paper with possible directions for future work.   
BACKGROUND AND RELATED WORK 
Arabic Morphology and Orthography  
Arabic is a highly inflected language with a rich and 
complex morphological system, where words are 
explicitly marked for case, gender, number, 
definiteness, mood, person, voice, tense and other 
features (Maamouri et al. 2006). The Arabic 
morphological system is generally considered to be 
of the non-concatenative type where morphemes are 
not combined sequentially, but root letters are 
interdigitated with patterns to form stems. A root is a 
sequence of mostly three or four consonants which 
are called radicals. The pattern, on the other hand, is 
represented by inserting a template of vowels in the 
slot within the root's consonants (Beesley, 2001). 
Thus, as McCarthy (1981) points out, stems are 
formed by a derivational combination of a root 
morpheme and a vowel melody. The two are arranged 
according to canonical patterns. For example, the 
Arabic stem بتك katab "(he) wrote" is composed of 
the root morpheme ktb “the notion of writing” and the 
vowel melody morpheme 'a-a'. The two are integrated 
according to the pattern CVCVC (C=consonant, 
V=vowel). This combination of root, pattern and 
vocalism is normally referred to as templatic 
morphemes. Thus, an Arabic word is constructed by 
first creating a word stem from templatic morphemes 
to which affixes are then added. Arabic word-forms 
are thus complex units which comprise the 
following:- 
 Proclitics, which occur at the beginning of a 
word. These include mono-consonantal 
conjunctions (such as و w “and”, ف f “then”), 
prepositions (e.g. ب b “with” or “by”, ل l 
“to”)…etc. 
 Prefixes. This category includes, for 
instance, the prefixes of the imperfective, e.g. 
ي y, prefixed morpheme of the 3rd person. It 
also includes the definite article لا Al “the”. 
 A stem, which can be represented in terms of 
a ROOT and a PATTERN, as described 
above.  
 Suffixes, such as verb endings, nominal 
cases, nominal feminine ending, plural 
markers …etc.       
 Enclitics, which occur at the end of a word. 
In Arabic enclitics are complement pronouns. 
 
Table 1 below shows an Arabic word with a number of attached affixes.  
 
Table 1. An example for a morphologically complex word in Arabic 
Proclitic 
 
Prefix  
 
Root+Pattern 
(Stem) 
Suffix Enclitic 
 
                                                          
1 Throughout this paper, Arabic words are presented in the 
Arabic script followed by Buckwalter transliteration in 
italic and an English gloss in double quotes.  
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ل  ي    بتك  نو  اه  
 
As shown in this table, the Arabic word اهنوبتكيل 
lyktbwnhA “to write them" contains a number of 
attached affixes that have corresponding words in 
English.  
This rich morphology in Arabic makes 
morphological analysis a tough process. In Arabic 
very often a single word will consist of a stem with 
multiple fused affixes and clitics. Sometimes an 
Arabic word could stand as a complete sentence, as 
in هومكانيقسأف f>sqynAkmwh "then we gave it to you to 
drink". This morphological richness is a source of an 
added increase in ambiguity that is a big challenge to 
Arabic NLP. For instance, the word اندجو wjdnA can 
be analyzed (among other analyses) as wajad+nA "we 
found" or as wa+jad~+u+nA "and our grandfather" 
(Saleh and Habash, 2009). In other words, this 
complex nature of Arabic morphology leads, in many 
cases, to internal word structure ambiguity. This 
means that a complex word could be segmented in 
different ways (Farghaly and Shaalan, 2009). This is 
due to the fact that a number of clitics (prepositions, 
pronouns and conjunctions) may be attached to 
stems. For example, the word  لامك  kmAl can be 
segmented in different ways, leading to different 
meanings. Thus, it can be k+mAl "as money", or kmAl 
"perfection". This word segmentation ambiguity is 
sometimes termed ‘coincidental identity’. This 
occurs when clitics accidentally produce a word-form 
that is homographic with another full form word 
(Kamir et al. 2002; Attia, 2006).   
A key feature of Arabic orthography is that it is 
normally written without diacritics or short vowels, 
which results in a great number of ambiguities and 
consequently represents a challenge for any NLP task 
(Maamouri et al. 2006). This makes morphological 
analysis of the language very difficult. It is normally 
the case that a single written form may correspond to 
a number of different lexemes. For instance, the 
word-form ملع Elm is composed of only three letters 
but has seven different readings, as shown in the 
following table.  
Table 2. Ambiguity caused by the lack of diacritics 
Arabic diacritized word Meaning 
  مْلِع Eilomu knowledge 
  َملَع Ealamu flag 
 َِملَع Ealima knew 
 َِملُع Eulima is known 
 َمَّلَع Eal~ama taught 
 َمِّلُع Eul~ima is taught 
 ْمِّلَع Eal~im teach! 
 
Description of the Corpus 
As pointed out above, our main aim is to 
automatically learn translation lexicons from parallel 
corpora. We, thus, have to get a parallel corpus to be 
our resource for achieving this task. We use the 
Qur'anic text with an English translation (Ghali, 
2005) as our parallel corpus. We start with carrying 
out a number of preprocessing steps on this corpus: 
labeling words in the corpus with their POS tags, 
reducing word variants to one representative form 
(the stem), and labeling words with dependency 
relations for some basic constructions. Firstly, we 
will discuss the rationale behind choosing the 
Qur'anic text as our corpus and then shed light on 
some linguistic features of the corpus.  
(A) Reasons for Using the Current Corpus  
As noted earlier, we adopt a lexicon-free approach in 
building all our modules: the preprocessing tools (the 
POS tagger, the stemmer, and the shallow parser) as 
well as the main tool of bilingual lexicon extraction. 
In this way, we minimize the resources required to 
achieve our task. Nonetheless, building a lexicon-free 
POS tagger for undiacritized Arabic, which is 
massively ambiguous, is not easy. Therefore, we had 
to start with a diacritized text to get the POS tagger 
off the ground. Then, in later stages we removed 
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diacritics and ended up with a POS tagger for 
undiacritized text, as shown in Ramsay and Sabtan 
(2009). This tagger has achieved 95% accuracy over 
a set of 15 tags. We then used the Arabic 
undiacritized text for all subsequent stages of 
processing, including the stemmer. We also needed 
an Arabic text with an available English translation. 
Hence, the reasons for using the Qur'anic text as our 
corpus can be succinctly summarized in the two 
following points: 
 The need for an available Arabic-English 
parallel corpus. 
 The need to start with a diacritized text in 
the early stage of the entire project. 
The reason for removing diacritics from the corpus is 
to mimic the way Modern Standard Arabic (MSA) is 
written so that our approach could be extended to an 
MSA corpus. It should be noted that MSA is a 
simplified form of CA, and follows its grammar. 
According to Mubarak et al. (2011), MSA tends to be 
simpler than CA in grammar usage, syntax structure, 
and morphological and semantic ambiguity. 
(B) Some Linguistic Features of the Corpus 
The Qur'anic text is a small-sized corpus, containing 
77,800 word tokens. The diacritized version of the 
corpus contains around 19,000 vowelized word-
forms (or types), which are reduced to nearly 15,000 
non-vowelized word types when diacritics are 
removed. Here are some of its main linguistic 
features: 
 The Qur'anic text is composed of 
unpunctuated verses with mostly long 
sentences. A Qur'anic verse is one of the 
numbered subdivisions of a chapter in the 
Qur'an. A verse, which may reach up to 129 
words, contains one or more sentences. 
There is no sentence boundary but only a 
verse marker that denotes the end of a verse.   
 The Qur'anic text is characterized by many 
rhetorical devices, such as foregrounding 
and backgrounding, grammatical shift, 
idiomatic expressions, culture-bound items, 
and lexically compressed items where 
lengthy details of semantic features are 
compressed and encapsulated in a single 
word (Abdul-Raof, 2001).  
All these features make the current corpus a 
challenging type of text for any NLP task. This, 
consequently, refers to the robustness of the adopted 
approach, since our logical assumption is that 
experimenting with a less challenging corpus is 
expected to lead to improvement in accuracy scores.   
Approaches to Arabic Stemming 
Different approaches have been adopted to achieve 
Arabic stemming. They can be summarized as 
follows:- 
 Manually constructed dictionaries of words. 
This approach is based on developing a set 
of lexicons of Arabic stems, prefixes and 
suffixes, with truth tables indicating legal 
combinations. In other words, each word 
uses a unique entry in a lookup table. In this 
technique, words could be stemmed via a 
table lookup. 
 Light stemmers, which remove prefixes and 
suffixes. This approach, as the case in ours, 
refers to a process of stripping off a number 
of affixes (prefixes and suffixes), without 
any attempt to handle infixes, or recognize 
patterns and find roots. Light stemming can 
correctly conflate many morphological 
variants of words into large stem classes. 
However, it can fail to conflate other forms 
that should be grouped together. For 
example, broken (or irregular) plurals for 
nouns do not get conflated with their 
singular forms. Examples of light stemmers 
include Larkey et al. (2002), Aljlayl and 
Frieder (2002), Thabet (2004) and Darwish 
(2002). Light stemmers have been also used 
in stemming Arabic tweets (Albogamy and 
Ramsay, 2016).     
 Morphological analyses which attempt to 
find roots based on the idea of pattern 
matching. The root is extracted after 
stripping off the affixes attached to a given 
word. Several morphological analyzers have 
been developed for Arabic, such as Khoja 
(1999), Beesley (2001) and Buckwalter 
(2002). These analyzers find the root, or any 
number of possible roots for each word.    
 Statistical stemmers, which group word 
variants using clustering techniques. In this 
technique, association measures between 
words are calculated based on shared unique 
N consecutive letters (i.e. the same shared 
root). Words that have a similarity above a 
predefined threshold are clustered and 
represented with only one word. This 
statistical method can provide a more 
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language-independent approach to 
conflation (Larkey et al. 2002). De Roeck 
and Al-Fares (2000), for instance, present a 
clustering algorithm for Arabic words to 
find classes sharing the same root. Their 
clustering was based on morphological 
similarity, using a string similarity metric 
after applying light stemming. Another class 
of statistical stemmers makes use of parallel 
corpora. Chen and Gey (2002), for example, 
used a parallel English-Arabic corpus and an 
English stemmer to cluster Arabic words 
into stem classes based on their mappings to 
English stem classes.        
 Hybrid stemmers, which make use of a 
combination of techniques. Goweder et al. 
(2008), for example, propose a hybrid 
method for stemming Arabic, which uses 
light stemming, dictionaries and 
morphological analysis.  
A PROPOSED METHOD FOR ARABIC 
STEMMING 
This paper proposes a method for light stemming of 
Arabic, using a corpus-based approach. The current 
method groups morphological variants of words in the 
Arabic corpus and reduces them to their common 
stem. This grouping (or clustering) is based on shared 
characters between words. Having conditioned this 
character-string (or letter-sequence) similarity, a set of 
affixes (prefixes and suffixes) is removed from 
clustered words. This resource-frugal method makes 
use of only a number of inflectional and clitical 
affixes. It should be noted that clitics are included in 
affixes. So, proclitics and prefixes are classified under 
one category and enclitics are classified along with 
suffixes in the same category. This method is applied 
to the entire corpus in an iterative way. In other words, 
every word is compared with the other words in the 
corpus, and if there is similarity of at least three 
characters, the words in question are grouped and their 
attached affixes are removed to get the stem. Our 
approach to Arabic stemming is illustrated in the 
following figure. 
 
 
 
 
 
  
 
Figure 1: Corpus-based approach to Arabic stemming 
 
For our main purpose of extracting translational 
equivalents from the parallel corpus we need to 
conflate similar words in the corpus into one reduced 
form so as to have a better chance of getting the right 
target language (TL) word. This is because Arabic is 
morphologically rich, where many morphological 
variants express the same semantic meaning of a 
lexical item. In addition, as noted before, since we rely 
on statistical information about the co-occurrence of 
words in the corpus to obtain the lexical equivalents, 
grouping similar words under one stem will increase 
the frequency of occurrence for such a stem and thus 
increase the chance of getting the TL word right.  
 
The method we adopt to get an Arabic word stem 
comprises two steps. The first and second steps pertain 
to prefix and suffix removal respectively. We set a 
given threshold before removing all affixes: the 
obtained stem should be at least three characters. This 
covers all roots that contain at least three letters. In 
fact, biliteral roots are not covered, but they are not so 
common in comparison to other types of root. Also, 
we experimented with lowering the threshold to cover 
biliteral roots but this resulted in overstemming 
problems, where some semantically unrelated words 
that begin with the same letter are erroneously grouped 
under the same class. This occurs when the first letter 
is a part of a word but a prefix in another word. For 
example,   مهف fhm "understood" could be mistakenly 
clustered with مهف fhm "then they". So, we increased 
the threshold to allow only roots with three letters or 
more, since they are the most common in the language. 
 
The stemmer is applied to the entire corpus. The 
77,800 word tokens in the corpus are first collected in 
a list and then a dictionary is automatically constructed 
to contain the 15, 000 undiacritized word-forms. Then 
we apply the two steps of prefix and suffix removal to 
this dictionary in order.    
Character 
Similarity-based 
Grouping 
 
Affix Removal 
Arabic Stemmed 
Corpus 
Arabic 
Corpus 
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A. Step 1: Prefix Removal 
In this stage words in the dictionary are compared with 
each other with regard to the final character. If the 
words in question end with the same character, the 
remaining characters are then checked to find a shared 
string. Then, if any of such words has an attached 
prefix, it is removed and thus the stem is obtained. This 
prefix removal occurs in case there are at least three 
characters in a given word. In this way all the letters in 
the word are retained except the attached prefixes. 
Figure 2 illustrates the way strings are matched based 
on their character similarity, starting with the final 
character, before stripping off attached prefixes. 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
Figure 2: String matching and prefix removal   
 
The Arabic prefixes that are removed from words are shown in the following table. 
Table 3. Arabic prefixes and their meanings 
Prefix Meaning 
و w 
ف f 
أ > 
ب b 
ل l 
ك k 
conjunction (and) 
conjunction (then) 
question particle (is it true that) 
preposition (with, by, in) 
preposition (to) 
preposition (as) 
لا Al 
س s 
ي y   
ت t 
ن n 
ا A 
the definite article (the) 
future marker (will) 
pres. tense (sing. masc.) 
pres. tense (sing. fem.) 
pres. tense (pl.) 
imperative marker 
 
It should be noted that some of the prefixes listed in 
the previous table may be attached to both nouns and 
verbs, such as the conjunctions and the question 
particle. Other prefixes are used with nouns only, such 
as prepositions and the definite article, while others are 
used with verbs only, such as the different tense 
markers. Moreover, those prefixes are classified into 
two sub-categories: the first category contains the 
proclitics, i.e. conjunctions, prepositions and the 
question particle, whereas the second category 
comprises the definite article and the tense markers.  
 
All the prefixes in the previous table consist of one 
letter, except the definite article which contains two 
letters. Sometimes a combination of two or more 
prefixes is attached to a word. This may result in a 
prefix with three or more letters, as in  لاو wAl, "and 
the" or  لابو wbAl "and with the". We included such 
combinations in the list of prefixes that should be 
removed. Table 4 below shows an example from the 
corpus, where some words are grouped based on letter-
sequence similarity and then prefixes are removed to 
produce the stem.  
 
ب      ـت        ـك 
ب       ـت        ـك       و 
Remove 
Prefixes 
ب       ـت        ـك       ـف 
ب       ـت        ـك       ـي 
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Table 4. An example for stemmed words with prefixes removed 
Clustered Words Meaning  Removed Prefixes Possible  Stem 
متخ xtm 
متخي yxtm 
متخو wxtm 
متخن nxtm 
sealed 
(he) seals 
and (he) sealed 
(we) seal 
----- 
ي y 
و w 
ن n 
متخ xtm 
متخ xtm 
متخ xtm 
متخ xtm 
 
In this table the verbal word-forms متخ xtm, متخي yxtm, 
متخو wxtm, and متخن nxtm were grouped together, then 
prefixes were removed, resulting in the correct stem 
متخ xtm.     
B. Step 2: Suffix Removal 
In this stage words in the dictionary are compared with 
each other with regard to the initial character. If the 
words in question begin with the same character, the 
remaining characters are then checked to find a shared 
string. Then, if any of such words has an attached 
suffix, it is removed and thus the stem is obtained. This 
suffix removal occurs in case there are at least three 
characters in a given word. In this way all the letters in 
the word are retained except the attached suffixes. 
Figure 3 illustrates the way strings are matched based 
on their character similarity, starting with the initial 
character, before removing attached suffixes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: String matching and suffix removal 
 
 
 
 
 
 
 
Table 5 illustrates the Arabic suffixes that are removed from words. 
 
Table 5. Arabic suffixes and their meanings 
 
Suffix Meaning Suffix Meaning 
 
   ب        ـت        ـك 
ت      ـب        ـت        ـك 
      ـب        ـت        ـكاو 
ن      ـب        ـت        ـك 
Remove 
Suffixes 
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ةـ p 
ت t 
نا An, ا A 
نات tAn, ات tA  
نو wn, ني yn, او wA 
تا At, ن n 
امت tmA 
مت tm 
 نت tn 
fem. marker 
sing. (masc.- fem.) 
dual (masc.) 
dual (fem.) 
plural (masc.) 
plural (fem.) 
dual (masc.- fem.) 
plural (masc.) 
plural (fem.) 
ي y 
 ين ny 
ان nA  
ك k 
امك kmA 
مك km 
نك kn 
هـ h  
اه hA 
امه hmA 
مه hm 
نه hn 
gen. pronoun (my) 
obj. pronoun (me) 
(pl.) gen. or obj. pronoun (our, us)  
(sing.) gen. or obj. pronoun (your, you)  
(dual) gen. or obj. pronoun (your, you) 
(masc. pl.) gen. or obj. pronoun (your, you) 
(fem. pl.) gen. or obj. pronoun (your, you) 
(masc. sing.) gen. or obj. pronoun (his, him) 
(fem. sing.) gen. or obj. pronoun (her) 
(dual) gen. or obj. pronoun (their, them) 
(masc. pl.) gen. or obj. pronoun (their, them) 
(fem. pl.) gen. or obj. pronoun (their, them) 
 
 
 
The previous table includes two kinds of suffixes: the 
first kind contains the number and gender markers for 
nouns and agreement markers for verbs, whereas the 
second kind comprises the enclitics (i.e. genitive and 
object pronouns). Genitive (or possessive) pronouns 
are attached to nouns, while object pronouns are 
attached to verbs.  
 
As the case with prefixes, sometimes a combination of 
two suffixes is attached to a word. This may result in 
a suffix with three or more letters, such as هنوم  wnhm 
as in   مهنوبتكت tktbwnhm "(you) write them". We 
included such combinations in the list of suffixes that 
should be removed. Table 6 shows an example from 
the corpus for the suffix removal of some clustered 
words based on character-string similarity matching.      
 
Table 6. An example for stemmed words with suffixes removed 
Clustered  
Words 
Meaning Removed  
Suffixes 
Possible  
Stem 
باصأ >SAb 
اهباصأ >SAbhA 
تباصأ >SAbt 
كباصأ >SAbk 
مهباصأ >SAbhm 
مكباصأ >SAbkm 
هباصأ >SAbh 
afflicted 
afflicted (masc.)  her/it  
afflicted (fem.) 
afflicted you (sing.) 
afflicted them 
afflicted you (pl.) 
afflicted him 
----- 
اه hA 
ت t 
ك k 
مه hm 
مك km 
هـ h 
باصأ >SAb 
باصأ >SAb 
باصأ >SAb 
باصأ >SAb 
باصأ >SAb 
باصأ >SAb 
باصأ >SAb 
 
As can be noticed, a number of word variants for the 
base form باصأ >SAb "afflicted" were conflated to its 
shortest form, i.e. the stem, after suffixes were 
removed.   
When there are variants for a given word, the stemmer 
conflates them to a reduced form. However, when 
there is a word-form in the corpus that has no related 
variants the word-form is not stemmed and remains as 
it is. For example, the word-form نينعذم m*Enyn 
"compliant" is the only form of its class that has 
occurred in the Qur’anic text and so the stemmer did 
not change it.  
 
RESULTS AND DISCUSSION  
As mentioned earlier, the purpose of developing such 
an Arabic stemmer is to investigate the effectiveness 
of using word stems on learning bilingual equivalents 
from a parallel Arabic-English corpus. Therefore, we 
are mainly interested in grouping word variants that 
are semantically related under one reduced form (i.e. 
the possible stem), whether the outputted form is the 
legitimate stem or not. So, firstly, we will evaluate the 
stemmer with regard to this point. Secondly, we will 
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evaluate the stemmer's accuracy with regard to the 
percentage of grouped words in the test set that have 
been reduced to their legitimate stem. In this regard, 
we will discuss some of the problems that face the 
current stemmer.  
 
Evaluation 
As for the first evaluation, we use the following 
standard, shown in table 7, to measure the stemmer’s 
accuracy.  
 
Table 7: Arabic stemmer’s accuracy standard 
No. Word-Forms Meaning Possible Stem Hypotheses & Scoring 
1 
2 
3 
4 
5 
دهاش $Ahd 
ادهاش $AhdA 
نودهاش $Ahdwn 
نيدهاش $Ahdyn 
دهاشو w$Ahd 
witness 
a witness 
witnesses 
witnesses 
and a witness 
دهاش $Ahd 
دهاش $Ahd 
دهاش $Ahd 
دهاش $Ahd 
دهاش $Ahd 
1-2 ( ) 2-3 () 3-5 () 
1-3 ()  2-4 () 4-5 ()    
1-4 ()  2-5  () 
1-5 ()  3-4 () 
1 
2 
3 
4 
5 
6 
ءام mA' 
ءامب bmA'  
ءامو wmA' 
ءامك kmA' 
ءاملا AlmA' 
ءامس smA' 
water 
with water 
and water 
as water 
the water 
heaven 
ءام  mA’ 
ءام  mA' 
ءام mA' 
ءام mA' 
ءام mA' 
ءام mA' 
1-2 ( ) 2-3 ( ) 3-5 ( )      
1-3 ( ) 2-4 ( ) 3-6 () 
1-4 ( ) 2-5 ( ) 4-5 ( ) 
1-5 ( ) 2-6 ()  4-6  () 
1-6 ()  3-4 ( ) 5-6  () 
 
As the previous table shows, we set a number of 
hypotheses for scoring the relatedness of clustered 
words. So, the hypothesis 1-2, for example, checks 
whether the first and second words in a given group 
are semantically related. If so, they are correctly 
grouped and are thus scored. If they are unrelated, they 
are considered wrong and are not scored. Accordingly, 
in the first example all combinations are correctly 
grouped because they are all related. But in the second 
example the final word is unrelated to all the other five 
words and is not scored with them. The Arabic 
stemmer has achieved 86% accuracy when tested on a 
random set of 200 words, comprising about 800 
hypotheses. The remaining 14% of words in the test 
set have been wrongly grouped, where words are not 
semantically related, though they may be conflated 
under the correct stem. For example, بهذلا Al*hb 
"gold" has been conflated with different word-forms 
for the verb بهذ *hb "to go" under the reduced form 
بهذ *hb. Although this reduced form is the correct 
stem for both the noun and the verb, they are not 
scored because they are semantically unrelated. As for 
the second evaluation, 72.2% of the words in the test 
set were reduced to their legitimate stem. So, we have 
two related evaluations here: the first one, which is of 
more interest to us for our main task, is concerned with 
grouping semantically related words under a reduced 
form (which may be the actual stem or not). The score 
obtained for this evaluation, based on the criteria 
outlined in table VII above, is 86%. The second 
evaluation is concerned with the percentage of 
grouped words in the test set that were reduced to their 
actual stem. In this respect we got 72.2% accuracy. 
The stemmer's errors are due to a number of reasons 
which are discussed below.   
 
Error Analysis 
 
Broadly speaking, stemmers make two types of errors. 
Strong stemmers tend to form larger stem classes in 
which unrelated forms are erroneously conflated, 
while weak stemmers fail to conflate related forms that 
should be grouped together. Most stemmers fall 
between these two extremes and make both types of 
errors [1]. There are a number of errors made by our 
stemming algorithm, which can be classified into 
different types as shown in the following table.  
 
Table 8: Types of errors produced by the stemmer 
Word-Form Actual Stem Produced Stem Error Type  
ءامس smA' ءامس smA' ءام mA' overstemming 
 لوقن nqwl   لاق qAl   لوق qwl spelling 
 نونظي yZnwn  نظ Zn نظي yZn understemming 
هبر rbh  بر rb هبر rbh unchanged form 
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مكءاكرش $rkA'km   كيرش $ryk  ءاكرش  $rkA' broken plural case 
 
The errors listed in the previous table were produced 
by the stemmer due to a number of reasons. The first 
word ءامس smA' "heaven" was stemmed wrongly 
because the first letter is similar to the future marker 
prefix. It is, thus, wrongly grouped with the word  ءام  
mA' "water", causing an overstemming problem. 
However, when the word is used in the definite case, 
i.e. ءامسلا AlsmA', it is stemmed correctly. As for the 
second word in the table, the spelling of the produced 
stem is not correct. The current phase of the stemmer 
does not have rules for handling orthographic 
alternations, which causes such spelling errors. The 
produced stem for the third word still has an attached 
prefix. This understemming problem occurs because 
the stemmer truncates affixes when they are attached 
to words with three or more letters, as stated earlier. 
This condition causes such a type of error but evades 
other errors. This condition is also the reason for the 
error in the fourth word, where the produced stem has 
the same shape as the cliticized word-form. Finally, 
the last word in the table is a broken plural case. The 
broken plural is made from the singular through 
infixes and patterns. Due to such internal differences 
light stemmers normally fail to conflate broken plurals 
with their singular forms. In future we will investigate 
ways to reduce such errors.  
 
CONCLUSION 
Stemming is important for highly inflected languages 
such as Arabic for many NLP applications that require 
the stem of a word. This paper presented a corpus-
based method for Arabic stemming, which attempts to 
get a word stem after grouping word variants in the 
corpus based on shared characters and removing their 
common affixes. Since we designed the stemmer with 
the future goal of assessing its effectiveness on the 
overall performance of a bilingual lexicon extraction 
method, we aimed at grouping word variants that share 
the same meaning in an attempt to improve the lexicon 
extraction process. The results show that 86% of 
words in the test set were correctly grouped under a 
similar reduced form (i.e. the possible stem). In some 
cases the reduced form is not the legitimate stem. The 
evaluation shows that 72.2% of the words in the test 
set were reduced to their legitimate stem. The 
proposed method generates some errors, which are 
classified into different types (e.g. overstemming, 
understemming, and spelling). In future we plan to use 
the stemmer to test the effectiveness of using word 
stems on the overall performance of a bilingual 
lexicon extraction method.  
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