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Abstract
For stochastic differential equations with jumps, we prove that W1 H transportation inequalities hold for
their invariant probability measures and for their process-level laws on the right-continuous path space w.r.t.
the L1-metric and uniform metric, under dissipative conditions, via Malliavin calculus. Several applications
to concentration inequalities are given.
c© 2009 Elsevier B.V. All rights reserved.
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1. Introduction
Let ω(dt, du) be a random point measure on R+ ×U of the form
ω(dt, du) =
∑
i∈N
δ(ti ,ui )(dt, du)
identified with its (locally finite) support {(ti , ui )}i∈N, where (U,B(U ),m) is a σ -finite measure
space. We assume that ω(dt, du) is Poisson distributed with intensity dtm(du) and define then
ω˜(dt, du) := ω(dt, du) − m(du)dt . Let (Wt )t∈R+ be a standard Brownian motion, independent
of ω(dt, du), taking values in Rn . Both ω(dt, du) and Wt are well defined on some well filtered
probability space (Ω ,F , (Ft ),P).
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The object of this paper is the following stochastic differential equation (for short SDE)
X t = X0 +
∫ t
0
b(Xs)ds +
∫ t
0
σ1(Xs)dWs +
∫ t
0
∫
U
σ2(Xs− , u)ω˜(ds, du), (1.1)
where X0 is some (random) initial point independent of ω(dt, du) and Wt , and we will work
under an elementary assumption (H):
the vector field b : Rd → Rd ,Rd 3 x → σ2(x, ·) ∈ L2(U,m;Rd) and σ1 : Rd →Md×n
are continuously differentiable, where Md×n is the space of a d × n matrix.
Assume the following dissipative condition: for any x, y ∈ Rd ,
2〈b(x)− b(y), x − y〉 + ‖σ1(x)− σ1(y)‖2HS + ‖σ2(x, u)− σ2(y, u)‖2L2(m)
≤ −2K |x − y|2, (1.2)
where ‖σ1‖H S =
√
trσ1σ ∗1 is the Hilbert–Schmidt norm, σ ∗ is the transpose of the matrix σ ,
K ∈ R is some constant, 〈x, y〉 is the Euclidean inner product and |x | := √〈x, x〉. If X0 = x ,
the SDE in (1.1) admits a unique solution X t (x), which is right-continuous and has left-limit
X t− in t , and E sups≤t |Xs |2 < ∞ for each t > 0. We denote by Pt (x, dy) the distribution of
X t (x); (Pt ) is the transition kernel semigroup of the Markov process (X t ). For any f ∈ C2b(Rd),
by Ito’s formula, the generator L of (X t ) is given by
L f (x) = 〈b(x),∇ f (x)〉 + 1
2
d∑
i, j=1
ai j∂i j f
+
∫
U
( f (x + σ2(x, u))− f (x)− 〈∇ f (x), σ2(x, u)〉)m(du),
where (ai j ) = (σ1σ t1)i j and ∇ is the gradient.
Let (E, d) be a metric space equipped with a σ -field such that d(·, ·) is B × B-measurable.
Given p ≥ 1 and two probability measures µ and ν on E, we define the quantity
Wp,d(µ, ν) = inf
(∫ ∫
d(x, y)pdpi(x, y)
)1/p
,
where the infimum is taken over all probability measures pi on the product space E × E with
marginal distribution µ and ν [say coupling of (µ, ν)]. This infimum is finite as soon as µ and ν
have finite moments of order p. This quantity is commonly referred to as the L p-Wasserstein
distance between µ and ν. When d is the trivial metric
(
d(x, y) = 1x 6=y
)
, 2W d1 (µ, ν) =‖µ− ν‖T V , the total variation of µ− ν.
The Kullback information (or relative entropy) of ν with respect to µ is defined by
H(ν/µ) =

∫
log
dν
dµ
dν, if ν  µ,
+∞, otherwise.
(1.3)
We say that the probability µ satisfies the L p transportation cost–information inequality on
(E, d) if there is some constant C > 0 such that for any probability measure ν,
W 2p,d(µ, ν) ≤ 2C H(ν/µ). (1.4)
For short, we write µ ∈ Tp(C).
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Let α be a non-decreasing function and left-continuous on R+ which vanishes at 0. We say
that µ satisfies a W1 H inequality with deviation function α if
α
(
W1,d(µ, ν)
) ≤ H(ν/µ), ∀ν ∈ Pd(E), (1.5)
where Pd(E) is the set of all probability measures ν such that
∫
d(x0, x)ν(dx) < ∞. The
inequality (1.4) is a particular case with α(t) = t2/p/(2C), t ≥ 0.
When σ2 = 0 and σ1 =
√
2, the dissipative condition (1.2) is equivalent to
∇sb :=
(
1
2
(∂x j bi + ∂xi b j )
)
i, j=1,...,d
≤ −K I
(I being the identity matrix) in the order of positive definiteness of symmetric matrices, which is
exactly the Bakry–Emery Γ2-condition [1]. Assume that K > 0 from now on. The Bakry–Emery
criterion [1] says that the unique invariant probability measure µ for the semigroup Pt with
generator ∆ f + 〈b(x),∇ f (x)〉 satisfies the log-Sobolev inequality:
µ( f log f )− µ( f ) logµ( f ) ≤ 1
2K
µ
( |∇ f |2
f
)
, 0 < f ∈ C2b(Rd)
(µ( f ) := ∫ f dµ), which is equivalent to the exponential decay in entropy:
H(νPt/µ) ≤ e−2K t H(ν/µ), t > 0
for all ν ∈ M1(Rd), where M1(Rd) denotes the space of probability measures on Rd . According
to Otto and Villani [7], the log-Sobolev inequality of µ implies the following Talagrand
transportation inequality:
W2,d(ν, µ)
2 ≤ 2
K
H(ν/µ), ν ∈ M1(Rd) (1.6)
which in turn implies the Poincare´ inequality K Varµ( f ) ≤ µ(|∇ f |2) or equivalently
Varµ(Pt f ) ≤ e−2K t Varµ( f ).
For the SDE (1.1) with σ2 = 0, Djellout, Guillin and Wu [3, Theorem 5.6], via Girsanov
transformation, proved that under the condition (1.2), Talagrand’s T2 inequality (1.6) continues
to hold with the constant 2/K replaced by supx∈Rd ,|z|≤1 |σ1(x)z|2 /K , and the law Px of the
solution X[0,T ](x) satisfies on C
([0, T ],Rd)
1
T
W1,dL1 (Q,Px ) ≤ W2,dL2 (Q,Px ) ≤
2 sup
x∈Rd ,|z|≤1
|σ1(x)z|2
K 2
H(Q/Px ) (1.7)
where
dL p (γ1, γ2) =
(∫ T
0
|γ1(t)− γ2(t)|pdt
)1/p
(1.8)
for two paths γ1, γ2 indexed by [0, T ].
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In the SDE (1.1), set σ1 = 0; this is the pure jumps case. Suppose (1.2) and |σ2(x, u)| ≤
σ2,∞(u),m-a.e., and for some λ > 0,∫
U
(
eλσ2,∞(u) − λσ2,∞(u)− 1
)
m(du) <∞.
The Girsanov transformation approach in [3] fails for this case. Wu in [12], by Malliavin
calculus, proved that PT (x, dy) satisfies the W1 H transportation inequality and Px,[0,T ] satisfies
on the spaceD([0, T ],Rd) of right-continuous left-limitRd -valued functions on [0, T ], for some
explicit deviation function αT ,
αT (W1,dL1 (Q,Px )) ≤ H(Q/Px ), Q ∈ M1
(
D([0, T ],Rd)
)
.
When we mix the two cases mentioned above, does the W1 H transportation inequality still
hold for the SDE (1.1)? The purpose of this paper is to give a positive answer. To be precise we
extend the case σ1 = 0 to the case of σ1 not identically zero and we have results parallel to those
of [12].
This paper is organized as follows. In the next section, after recalling the Gozlan–Le´onard
characterization for general W1 H inequalities, we establish W1 H inequalities with respect to
(w.r.t. for short) the L1-metric for the kernel Pt , and the invariant probability measure µ, as
well as the law of the process X[0,T ] on D([0, T ],Rd) of right-continuous left-limit Rd -valued
functions on [0, T ]. A generalization to the uniform metric is also given.
In Section 3, by means of the Malliavin calculus and the Klein–Ma–Privault forward–
backward martingale method, we show a crucial concentration inequality. Furthermore some
estimates for the SDE (1.1) under (1.2) are established. Having those preparations at hand, we
prove quite easily Theorem 2.2 in Section 4 and Theorem 2.8 in Section 5.
We keep the notation of this introduction.
2. Main results
Before the statement of the main results, we recall the Gozlan–Le´onard characterization for
the W1 H transportation inequality.
Let µ ∈ M1(E) be fixed, where E is a metric space with metric d.
Lemma 2.1 ([4, Gozlan–Le´onard]). Let α : R+ → [0,∞] be a non-decreasing left-continuous
convex function with α(0) = 0. The following properties are equivalent:
(i) the W1 H inequality below holds:
α(W1,d(ν, µ)) ≤ H(ν|µ), ∀ν ∈ M1(E); (α −W1 H),
(ii) for every f : (E, d)→ R bounded and Lipschitzian with ‖ f ‖Lip ≤ 1,∫
eλ( f−µ( f ))dµ ≤ eα∗(λ), λ > 0, (2.1)
where α∗(λ) := supr≥0(rλ− α(r)) is the semi-Legendre transformation;
(iii) let (ξk)k≥1 be a sequence of i.i.d.r.v. taking values in E of common law µ, for every
f : E → R with ‖ f ‖Lip ≤ 1,
P
(
1
n
n∑
k=1
f (ξk)− µ( f ) > r
)
≤ e−nα(r), r > 0, n ≥ 1.
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The equivalence of (i) and (ii) is a generalization of the Bobkov–Go¨tze criterion [2] for
quadratic α.
Now we present our main results.
Theorem 2.2. Assume (H) and the dissipative condition (1.2) with K > 0. Suppose that
‖σ1(x)‖HS ≤ σ1(∞) for any x ∈ Rd and there is some Borel-measurable function σ2,∞(u)
on U such that |σ2(x, u)| ≤ σ2,∞(u),m-a.e. for every x ∈ Rd and
∃λ > 0 : β(λ) :=
∫
U
(
eλσ2,∞(u) − λσ2,∞(u)− 1
)
m(du) <∞. (2.2)
The following properties hold true.
(1) (X t )t≥0 admits invariant probability measure µ, and for any p ∈ [1, 2],
Wp,d(νPt , µ) ≤ e−K t Wp,d(ν, µ), ∀t > 0, ν ∈ M1(Rd), (2.3)
where d(x, y) = |x − y| is the Euclidean metric.
(2) For each T > 0, PT (x, dy) satisfies the following W1 H transportation inequality:
αT (W1,d(ν, PT (x, dy))) ≤ H(ν|PT (x, dy)), ∀ν ∈ M1(Rd) (2.4)
where
αT (r) := sup
λ>0
{
rλ−
∫ T
0
β(e−K tλ)dt − (σ1(∞))
2 λ2
4K
(1− e−2K T )
}
≥ 1
K
γ ∗1/2(Kr)
with γa(λ) := β(λ) + a (σ1(∞))2 λ2/2 and γ ∗a (r) := supλ≥0 (rλ− γa(λ)) , r ≥ 0. In
particular for the invariant probability measure µ,
1
K
γ ∗1/2
(
K W1,d(ν, µ)
) ≤ α∞ (W1,d(ν, µ)) ≤ H(ν|µ), ∀ ν ∈ M1(Rd). (2.5)
(3) For each T > 0, the law Px,[0,T ] of X[0,T ], the solution of (1.1) with X0 = x, satisfies, on
the space D([0, T ],Rd) of right-continuous left-limit Rd -valued functions on [0, T ],
αPT
(
W1,dL1 (Q,Px,[0,T ])
)
≤ H(Q/Px,[0,T ]), ∀Q ∈ M1
(
D([0, T ],Rd)
)
(2.6)
and
αPT (r) := sup
(
λr −
∫ T
0
β(η(t)λ)dt − σ
2
1 (∞)λ2
2
∫ T
0
η2(t)dt
)
≥ T γ ∗1 (r K/T ),(2.7)
where η(t) := (1− e−K t )/K and dL1 is given in (1.8).
Remarks 2.3. If the jumps of X t are bounded in size by some constant M > 0, i.e., σ2,∞(u) ≤
M,m-a.e., β(λ) is bounded by ϑ
2
M2
(eλM − λM − 1), where ϑ2 = ∫U σ 22,∞(u)m(du); see [12].
Remarks 2.4. When σ2 = 0, the part of W1 H inequality in (1.7) follows from (2.6) because
αPT (r) ≥ sup
λ≥0
{
λr − σ
2
1 (∞)
2K 2
Tλ2
}
= K
2r2
2σ 21 (∞)T
,
where the inequality holds since η(t) ≤ 1/K . On the other hand, in the case of σ1 = 0, Wu
in [12], under the condition (1.2), obtained the same conclusions with σ1(∞) = 0.
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Remarks 2.5. As pointed out in [12], the exponential integrability condition (2.2) on the jump
size in the SDE (1.1) is indispensable for the W1 H transportation inequalities in this theorem.
We now apply part (3) of Theorem 2.2 to obtain the following concentration of empirical
measure.
Corollary 2.6. In the framework of Theorem 2.2, let A be a (non-empty) family of real
Lipschitzian functions f on Rd with ‖ f ‖Lip ≤ 1 and
ZT := sup
f ∈A
(
1
T
∫ T
0
f (Xs(x))− µ( f )
)
.
We have for all r, T > 0,
logP (ZT > E[ZT ] + r) ≤ −αPT (T r) ≤ −T γ ∗1 (Kr). (2.8)
The same inequalities hold for ZT = W1(LT , µ) where LT := 1T
∫ T
0 δXs (x)ds is the empirical
measure.
Proof. The proof is borrowed from [12] Corollary 2.7. We show first that ZT is measurable.
Without loss of generality, we assume that f (0) = 0 for all f ∈ A. Then for any closed
ball B¯(0, R) centered at 0 of radius R > 0,
{
f B¯(0,R); f ∈ A
}
is compact in Cb
(
B¯(0, R)
)
(by Arzela–Ascoli). Then ZT is measurable on the event sups≤t |Xs(x)| ≤ R. It remains to
let R→∞.
Consider F(γ ) := sup f ∈A | 1T
∫ T
0 ( f (γt )dt − µ( f )) |; then w.r.t. the dL1 -metric,
‖F‖Lip = sup
γ1 6=γ2
dL1(F(γ1)), F(γ2)
dL1(γ1, γ2)
≤ sup
γ1 6=γ2
sup
f ∈A
1
T
∫ T
0 | f (γ1(t))− f (γ2(t))|dt
dL1(γ1, γ2)
≤ 1
T
.
So ZT = F(X[0,T ](x)) satisfies (2.8) by part (3) of Theorem 2.2 and Lemma 2.1.
Finally when A is the set of all f with ‖ f ‖Lip ≤ 1, then by the Kantorovich–Rubinstein
identity, ZT = W1(LT , µ). The proof is complete. 
Next we give an application to transportation–information inequality:
Corollary 2.7. Let
J (ν/µ) := sup
{∫
−LV
V
dν; 1 ≤ V ∈ C2b(Rd)
}
, if ν  µ; ∞ otherwise
be the (modified) Donsker–Varadhan information, which is the rate function in the large
deviations of Pµ(L t ∈ ·). In the framework of Theorem 2.2, we have
γ ∗1 (K W1(ν, µ)) ≤ J (ν/µ), ∀ν ∈ M1(Rd).
Proof. By [11, Theorem B.1], for any bounded f : Rd → R with ‖ f ‖Lip ≤ 1 and r > 0, we
have for µ-a.s. x ∈ Rd ,
lim inf
T→∞
1
T
logP
(
1
T
∫ T
0
f (Xs(x))ds − µ( f ) > r
)
≥ − inf {J (ν/µ); ν( f )− µ( f ) > r} ,
which is in fact still true without the Lipschitzian property of f . But the left hand side is less than
−g(r) := −γ ∗1 (Kr), by applying (2.8) to A = { f }. Now for any ν ∈ M1(Rd) different from µ
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and  > 0, taking some bounded f with ‖ f ‖Lip ≤ 1 such that ν( f )−µ( f ) > W1(ν, µ)−  > 0
and r = W1(ν, µ) − , we have J (ν/µ) ≥ g(r) = g(W1(ν, µ) − ). Let  → 0; the proof is
complete. 
Finally, we generalize the dL1 -metric to uniform metrics. As is known, the metric in
Theorem 2.2 may be too weak for some cases: for example Theorem 2.2 could not be applied
to the concentration of functionals supt∈[0,T ] | f (X t )|, 1n
∑n−1
k=0 f (X tk ) where tk ∈ [kT/n, (k +
1)T/n] may be random, this Riemannian sum is more practical than the theoretic empirical
mean LT ( f ), etc. To make up for this deficiency, consider the uniform metric d∞(γ1, γ2) =
supt∈[0,T ] |γ1(t)− γ2(t)| and the stronger metric n ∈ N∗,
d∞,n(γ1, γ2) :=
n−1∑
k=0
sup
t∈[kT/n,(k+1)T/n]
|γ1(t)− γ2(t)|, γ1, γ2 ∈ D
(
[0, T ],Rd
)
.
For our needs, we define one parameter ‖σ‖Lip as below:
‖σ‖Lip := sup
x 6=y
√
‖σ2(x, ·)− σ2(y, ·)‖2L2(U,m) + ‖σ1(x)− σ1(y)‖2
|x − y| , (2.9)
where ‖σ1(x)− σ1(y)‖ = sup|z|=1 |σ1(x)z − σ1(y)z|.
Theorem 2.8. Assume (H), (1.2) and (2.2). Suppose that both ‖σ‖Lip and σ1(∞) are finite. Then
there is some constant C ≥ 0 depending only on K− := max{−K , 0} and ‖σ‖Lip (C is explicitly
given in Lemma 3.4) such that
(1) for each T > 0,Px,[0,T ] satisfies w.r.t. the uniform metric d∞ on D([0, T ],Rd)
T γ ∗1
(
W1,d∞(Q,Px,[0,T ])√
2T eCT
)
≤ H(Q/Px,[0,T ]), ∀Q ∈ M1(D([0, T ],Rd)); (2.10)
(2) if K > 0, then Px,[0,T ] satisfies w.r.t. the metric d∞,n on D([0, T ],Rd),
T γ ∗1
(
W1,d∞,n (Q,Px,[0,T ])
T cT,n
)
≤ H(Q/Px,[0,T ]), ∀Q ∈ M1
(
D([0, T ],Rd)
)
(2.11)
for each T > 0, n ≥ 1, where cT,n := 2
√
2eCT/n
1−e−K T/n .
Remarks 2.9. To illustrate (2.11), for a Lipschitzian observable f : Rd → R, consider the
Riemannian sum F(γ ) = (1/n)∑n−1k=0 f (γtk ) where tk = tk(γ ) ∈ [kT/n, (k+ 1)T/n] is chosen
such that |γ1(tk(γ1))− γ2(tk(γ2))| ≤ D supt∈[kT/n,(k+1)T/n] |γ1(t)− γ2(t)|. It is easy to see that
the d∞,n-Lipschitzian coefficient of F is less than ‖ f ‖Lip D/n. Therefore we obtain by part (2) of
Theorem 2.8 that F(X[0,T ](x)) = (1/n)∑n−1k=0 f (X tk (x)) satisfies the following concentration
inequality: for all T > 0, r > 0, n ≥ 1,
P
(
F(X[0,T ](x))− E
[
F(X[0,T ](x))
]
> r
) ≤ exp(−T γ ∗1
(
n(1− e−K T/n)r
2
√
2T eCT/n‖ f ‖Lip D
))
.
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3. Preparations
First of all, we introduce the Malliavin calculus relating to our case.
Let Ω1 = C0([0, T ];Rn) and ω ∈ Ω1, t ∈ [0, T ]; define Wt (ω) = ω(t) (the coordinate
functional) and H := L2([0, T ],Rn). Let Bt = σ(Ws : s ≤ t) and µ be the Wiener measure on
Ω1.
We briefly recall the Malliavin calculus on Wiener space according to [6]. Let H =
L2([0, T ],Rn) and H1 be the subspace of Ω1 which consists of all absolutely continuous
functions h : [0, T ] 7→ Rn with a square integrable density, i.e., h(t) = ∫ t0 h′(s)ds, h′ ∈ H .
In fact, the space H1 is usually called the Cameron–Martin space. Putting
〈h1, h2〉H1 = 〈h′1, h′2〉H =
∫ T
0
h′1(s)h′2(s)ds,
H1 becomes a Hilbert space isomorphic to H.
Let C∞p (Rm) be the set of infinitely continuously differentiable functions f : Rm 7→ R such
that f and all of its partial derivatives have polynomial growth. We denote by S the class of
smooth random variables such that a random variable F ∈ S has the form
F = f (W (h1), . . . ,W (hm)), (3.1)
where f ∈ C∞p (Rm), h1, . . . , hm are in H and m ≥ 1, and W (h) =
∫ T
0 h(t)dW (t).
Definition 3.1. The derivative of a smooth random variable F of the form (3.1) is the stochastic
process ∇t F, t ∈ [0, T ] given by
∇t F =
m∑
i=1
∂ f
∂xi
(W (h1), . . . ,W (hm))hi (t). (3.2)
For example ∇t W (h) = h(t). We will consider the Malliavin derivative operator ∇F as the
element of L2([0, T ] × Ω1) ∼= Ł2(Ω1; H); namely, ∇F is a stochastic process indexed by the
parameter space [0, T ]. In order to interpret ∇F as a directional derivative, note that for any
element h ∈ H we have
〈∇F, h〉H = lim
→0
1

[ f (W (h1)+ 〈h1, h〉H , . . . ,W (hn)+ 〈hn, h〉H )
− f (W (h1), . . . ,W (hn))],
= lim
→0
1

[
F(ω + 
∫ ·
0
h(s)ds)− F(ω)
]
(3.3)
where the limit exists in L2(Ω1; H). Roughly speaking, the scalar product 〈∇F, h〉H is the
derivative at the direction
∫ ·
0 h(t)dt . By the Cameron–Martin theorem, we know that (∇,S) is a
closable operator on L2(Ω1; H). Since S is a dense subspace of L2(Ω1; H), we can extend the
definition of D for any L2(Ω1; H) in the following sense: F ∈ L2(Ω1; H) belongs to Dom(∇)
if there exists a sequence (Fn, n ∈ N) ∈ S such that Fn → F in L2(Ω1; H) and ∇Fn is Cauchy
in L2(Ω1; H). Then we define
∇F = lim
n→∞∇Fn,
where the limit exists in L2(Ω1; H). Evidently Dom(D) is dense in L2(Ω1; H).
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The Poisson space (Ω2,G, ν) over [0, T ] ×U with the intensity measure dt × m(du) (where
m is a positive σ -finite measure on (U,B (U )) is given by
• Ω2 :=
{
ω =∑i δti ,ui (at most countable); (ti , ui ) ∈ R+ ×U} ;• F = σ(ω→ ω(B))/B ∈ B(R+)⊗ B (U ) ;Ft = σ(ω→ ω(B))/B ∈ B([0, t])⊗ B (U );
• ∀B ∈ B(R+)× B (U ) ,∀k ≥ 0, ν (ω : ω(B) = k) = e−(dt×m)(B) [(dt×m)(B)]kk! ;• ∀B1, . . . , Bm ∈ B(R+)× B (U ) disjoint, ω(B1), . . . , ω(Bm) are ν-independent.
Under ν, N (ω, dt, du) := ω(dt, du) is exactly the Poisson process on R+ × U with
intensity measure dtm(du).
For a real ν-a.e. well defined measurable function F on Ω2,
Dt,x F(ω) = F(ω + δ(t,x))− F(ω)
is well defined up to ν(dω)dtm(du) equivalence and this difference operator plays the role of
the Malliavin calculus on the Poisson space, the role of the Malliavin derivative operator on the
Wiener space.
Let (Ω ,F ,P) = (Ω1 × Ω2,B(Ω1 × Ω2), µ × ν) be the product space of Ω1 and Ω2. Define
on Ω the operator Dˆ = (∇, D). We say F ∈ Dom(Dˆ) if for ν-a.s. ω2 ∈ Ω2, ω1 → F(ω1, ω2) ∈
Dom(∇) and for µ-a.s. ω1, ω2 → F(ω1, ω2) ∈ Dom(D). Here and hereafter, for any ω ∈ Ω ,
we write ω = (ω1, ω2) with ω1 = (ω1(t))t≥0, ω2(dt, du) to denote respectively the Brownian
motion and the Poisson point process to avoid ambiguity. ω˜2(dt, du) := ω˜2(dt, du)− m(du)dt.
We recall the following martingale representation (see [8,9]):
Lemma 3.1. For any F satisfying
E
∫ T
0
|∇t F |2dt + E
∫ T
0
∫
U
|Dt,u F |2m(du)dt <∞,
we have
F = E[F] +
∫ T
0
E[∇t F |Ft ]ω1(dt)+
∫ T
0
∫
U
E[Dt,u F |Ft ](ω2(dt, du)− m(du)dt). (3.4)
On the basis of Lemma 2.1, for W1 H inequality, it is sufficient to give an exponential upper
bound for
∫
eλ( f−µ( f ))dµ, with λ > 0 and f a Lipschitzian function. With this aim, we use
the forward–backward martingale method of [5] to obtain Klein–Ma–Privault concentration
inequalities, which is a key point for the results of this paper.
Lemma 3.2. Let F ∈ L2(Ω). If there is a deterministic measurable function h(t, u) ∈
L2 (dtm(du)) on [0, T ] ×U such that∣∣E[Dt,u F |Ft ]∣∣ ≤ h(t, u), ν(dω2)× dt × m(du)-a.e. (3.5)
and a real positive non-decreasing function Ct on [0, T ] such that∫ t
0
E
[
|∇s F |2/Fs
]
ds ≤ Ct , ∀t ∈ [0, T ], (3.6)
then for any C2-convex function φ : R→ R with φ′ convex,
Eφ (F − E[F]) ≤ Eφ
(∫ T
0
∫
Rn\{0}
h(t, u)(ω2(dt, du)− m(du)dt)+ W¯CT
)
, (3.7)
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where W¯t ∼ N (0, t). In particular, for any λ > 0,
E eλ(F−E[F]) ≤ exp
{∫ T
0
∫
U
(
eλh − λh − 1
)
m(du)dt + CT λ
2
2
}
. (3.8)
Proof. Without loss of generality, we assume that E[F] = 0. Let g(t, ω) be an Ft -
predictable µ-version of E[∇t F |Ft ] and f (t, u, ω) be an Ft -predictable ν(dω2)dtm(du)-version
of E[Dt,u F |Ft ]. On the product space (Ω2,F2,P2), for any (ω, ω′) ∈ Ω2, define
Mt (ω, ω
′) :=
∫ t
0
g(s, ω)ω1(ds)+
∫ t
0
∫
U
f (t, u, ω)ω˜2(dt, du)
which is a forward martingale w.r.t. the (increasing) filtration F¯t = Ft ⊗ F on Ω2, and let
V 2(t) = ∫ t0 g2(s, ω′)ds,
M∗t (ω, ω′) := W¯CT − W¯V 2(t) +
∫ T
t
∫
U
h(t, u)ω˜′2(dt, du)
which is a backward martingale w.r.t. the (decreasing) filtration F¯∗t := F ⊗ F∗t on Ω2, where
F∗t := σ (ω→ ω(B) : B ∈ B ([t,∞))⊗ B(U )). Observe that Mt is F¯∗t -adapted, M∗t is Ft -
adapted (the starting condition for Theorem 3.3 in [5]). Now our conditions (3.5) and (3.6) imply
condition (3.6) of Theorem 3.3 in [5]. Then by this theoremEφ
(
Mt + M∗t
)
is non-increasing in t.
Consequently by Lemma 3.1 and Fatou’s lemma (applicable for φ(Mt+M∗t ) ≥ φ′(0)(Mt+M∗t )),
Eφ (F − E[F]) ≤ Eφ(MT + M∗T ) ≤ Eφ(M∗0 ),
which is (3.7). Taking φ(x) = eλx in (3.7) gives (3.8). 
We return to our SDE (1.1). In the remainder of this section, some estimates under dissipativity
will be given.
Lemma 3.3. Assume (H) and (1.2). For two different initial points x, y ∈ Rd , the solutions
X t (x), X t (y) of the SDE (1.1) satisfy
E|X t (x)− X t (y)|2 ≤ e−2K t |x − y|2, t > 0. (3.9)
If furthermore ‖σ‖Lip < ∞ (see (2.9) for a definition), then there is some universal constant
C1 > 0 such that for C := 2K− + (2C21 + 1)‖σ‖2Lip,
E sup
0≤s≤h
|X t+s(x)− X t+s(y)|2 ≤ 2e−2K t+2Ch |x − y|2, t, h > 0. (3.10)
Indeed C1 is the best constant in the L1 Burkholder–Davies–Gundy (BDG for short) inequality
E sups≤t |Mt | ≤ C1E
√[M]t for local martingale Mt with M0 = 0.
Proof. Writing Xˆ t := X t (x) − X t (y), bˆt := b(X t (x)) − b(X t (y)), σˆ1(t) = σ1(X t (x)) −
σ1(X t (y)), σˆ2(t, u) = σ2(X t (x), u) − σ2(X t (x), u), ω˜2(dt, du) = ω2(dt, du) − m(du)dt , we
have by integration by parts and our dissipative condition (1.2),
d|Xˆ t |2 = 2〈Xˆ t− , bˆt−〉dt + 2〈Xˆ t , σˆ1(t)ω1(dt)〉 + 2
∫
U
〈Xˆ t− , σˆ2(t−, u)〉ω˜2(dt, du)
+‖σˆ1(t)‖2HS dt +
∫
U
|σˆ2(t−, u)|2ω2(dt, du)
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= 2〈Xˆ t− , bˆt−〉dt + ‖σˆ1(t)‖2HS dt
+
∫
U
|σˆ2(t−, u)|2m(du)dt + 2〈Xˆ t , σˆ1(t)ω1(dt)〉
+
∫
U
(
2〈Xˆ t− , σˆ2(t−, u)〉 + |σˆ2(t−, u)|2
)
ω˜2(dt, du)
≤ − 2K |Xˆ t |2dt + d M˜t , (3.11)
where
M˜t = 2
∫ t
0
〈Xˆs, σˆ1(s)ω1(ds)〉 +
∫ t
0
∫
(Rn)∗
(
2〈Xˆs− , σˆ2(s−, u)〉 + |σˆ2(s−, u)|2
)
ω˜2(ds, du)
is a local martingale. Then (3.9) follows from a localization procedure and Gronwall’s inequality.
For (3.10), let Z t := sups≤t |Xˆs |2 and
Mt :=
∫ t
0
∫
U
〈Xˆs− , σˆ2(s−, u)〉ω˜2(ds, du)+
∫ t
0
〈Xˆs, σˆ1(s)ω1(ds)〉.
By the BDG inequality, there is some constant C1 such that
E sup
s≤t
|Ms | ≤ C1E
√[M]t
= C1E
√∫ t
0
∫
U
〈Xˆs− , σˆ2(s−, u)〉2ω2(ds, du)+
∫ t
0
|σˆ ∗1 (s)Xˆs |2ds
≤ C1E
√
Z t
(∫ t
0
∫
U
|σˆ2(s−, u)|2ω2(ds, du)+
∫ t
0
‖σˆ1(s)‖2ds
)
≤ C1
√
EZ t E
(∫ t
0
∫
U
|σˆ2(s−, u)|2m(du)ds +
∫ t
0
‖σˆ1(s)‖2ds
)
≤ C1
2
(
aEZ t +
‖σ‖2Lip
a
E
∫ t
0
|Xˆs |2ds
)
, a > 0 is arbitrary.
Now using the first equality in (3.11) and 〈Xˆ t , bˆt 〉 ≤ −2K |X t |2,
EZ t ≤ |x − y|2 + 2K−
∫ t
0
|Xˆs |2ds + 2E sup
s≤t
|Ms |
+E
∫ t
0
∫
U
|σˆ2(s−, u)|2ω1(ds, du)+ E
∫ t
0
|σˆ1(s)|2ds
≤ |x − y|2 + aC1EZ t +
(
2K− + (C1/a + 1) ‖σ‖2Lip
) ∫ t
0
E|Xˆs |2ds.
Then we have by letting a = 1/(2C1) and Gronwall’s inequality
EZh ≤ 2|x − y|2 exp
(
2h
(
2K− + (C1/a + 1)‖σ‖2Lip
))
, h > 0,
which is exactly (3.10) with t = 0. For t > 0, it is sufficient to notice that
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E
(
E sup
0≤s≤h
|X t+s(x)− X t+s(y)|2/Ft
)
≤ 2e2ChE|X t (x)− X t (y)|2
and then apply (3.9). 
The following lemma, giving the control of the Malliavin derivative, is crucial for
Theorems 2.2 and 2.8.
Lemma 3.4. Let ∇s X t be defined as above. With assumption (H) and the dissipative condition
(1.2), we have
E[‖∇s X t‖2HS/Fs] ≤ ‖σ1(Xs)‖2HS e−2K (t−s), ∀ t ≥ s. (3.12)
If moreover ‖σ‖Lip <∞, then with the same constant C as in Lemma 3.3, we have
E[ sup
s≤r≤t
‖∇s Xr‖2HS/Fs] ≤ 2e2C(t−s)‖σ1(Xs)‖2HS. (3.13)
Proof. Let ω j1(t) be the j-th coordinate of ω1(t), which is a one-dimensional Brownian motion.
From Eq. (1.1), for any 1 ≤ i ≤ d ,
X it = X i0 +
∫ t
0
bi (Xs)ds +
n∑
j=1
∫ t
0
σ
(1)
i j (Xs)ω
j
1(ds)
+
∫ t
0
∫
(Rn)∗
σ
(2)
i (Xs− , u)ω˜2(ds, du). (3.14)
Then by the chain rule for the Malliavin derivative operator ∇, we have for any 1 ≤ k ≤ n and
t ≥ s,
∇s,k X it =
d∑
l=1
∫ t
0
∂lbi (Xa)∇s,k X lada +
d∑
l=1
∫ t
0
∫
U
∂1σ
(2)
i (Xa− , u)∇s X laω˜2(da, du)
+ σ (1)ik (Xs)+
n∑
j=1
d∑
l=1
∫ t
0
∂lσ
(1)
i j (Xa)∇s,k X laω j1(da).
Fix s and for any t ≥ s set Yt := ∇s X t (Ys = σ1(Xs)), which is an n × d matrix and
‖Yt‖2HS =
∑n
k=1
∑d
i=1(∇s,k X it )2. Denote by Z t := Y ∗t Yt a d × d matrix. Then by Ito’s formula,
d‖Yt‖2HS = 2
n∑
k=1
d∑
i=1
∇s,k X it d∇s,k X it +
n∑
k1,k2=1
d∑
i1,i2=1
d
〈
∇s,k1 X i1 ,∇s,k2 X i2
〉
t
= 2
n∑
k=1
d∑
i,l=1
∇s,k X it ∂lbi (X t )∇s,k X lt dt
+ 2
n∑
k=1
d∑
i,l=1
∫
U
∇s,k X it ∂lσ (2)i (X t , u)∇s,k X lt ω˜2(dt, du)
+ 2
n∑
k, j=1
d∑
i,l=1
∇s,k X it ∂lσ (1)i j (X t , u)∇s,k X ltω j1(dt)
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+
n∑
j=1
(
n∑
k=1
d∑
i,l=1
∇s,k X it ∂lσ (1)i j (X t )∇s,k X lt
)2
dt
+
∫
U
(
n∑
k=1
d∑
i,l=1
∇s,k X it ∂lσ (2)i (X t , u)∇s,k X lt
)2
ω2(dt, du)
= 2
d∑
i,l=1
zil(t)∂lbi (X t )dt +
∫
U
(
d∑
i,l=1
zil(t)∂lσ
(2)
i (X t , u)
)2
m(du)dt
+
n∑
j=1
(
d∑
i,l=1
zil(t)∂lσ
(1)
i j (X t )
)2
dt + 2
n∑
j=1
d∑
i,l=1
zil(t)∂lσ
(1)
i j (X t )ω
j
1(dt)
+
∫
U
2 d∑
i,l=1
zil(t)∂lσ
(2)
i (X t , u)+
(
d∑
i,l=1
zil(t)∂lσ
(2)
i (X t , u)
)2 ω˜2(dt, du)
≤ −2K‖Yt‖2HS dt + a local martingale, (3.15)
where the last inequality follows from the inequality below (3.17). Then from (3.15), with
Gronwall’s inequality and a localization procedure, we have
E
[
‖∇s XT ‖2HS/Fs
]
≤ e−2K (T−s)‖σ1(Xs)‖2HS. (3.16)
Now we explain why the last inequality in (3.15) holds. In fact, since Z t is a non-negative definite
d × d matrix, there exists a symmetric d × d matrix Zˆ t such that Z t = Zˆ2t . It is easy to see that
‖Yt‖2HS = ‖Zˆ t‖2HS. Rewrite Zˆ t as Zˆ t =
(
Zˆ1t , . . . , Zˆ
d
t
)
; then with the dissipative condition (1.2)
we have
2
d∑
i,l=1
zil(t)∂lbi (X t )+
∫
U
(
d∑
i,l=1
zil(t)∂lσ
(2)
i (X t , u)
)2
m(du)
+
n∑
j=1
(
d∑
i,l=1
zil(t)∂lσ
(1)
i j (X t )
)2
= 2
d∑
i=1
〈Zˆ it ,∇sbZˆ it 〉 +
d∑
i=1
∫
(Rn)∗
〈Zˆ it ,∇sσ (2) Zˆ it 〉2m(du)
+
n∑
j=1
d∑
i=1
〈Zˆ it ,∇sσ (1), j Zˆ it 〉2
≤ −2K
d∑
i=1
〈Zˆ it , Zˆ it 〉 = −2K
d∑
i, j=1
zˆi j (t)
2 = −2K‖Zˆ t‖2HS, (3.17)
where σ (1), j denotes the j-th column of the matrix σ1 and for a column %,∇s% :=(
1
2 (∂ j%i + ∂i% j )
)
i, j=1,...,d .
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The proof of the inequality (3.13) is similar to that of (3.10). Let Z t := sups≤r≤t ‖∇s Xr‖2HS
and
Mt :=
∫ t
s
∫
U
d∑
i,l=1
zil(t)∂lσ
(2)
i (Xr , u)ω˜2(dr, du)+
∫ t
s
n∑
j=1
d∑
i,l=1
zil(t)∂lσ
(1)
i j (Xr , u)ω
j
1(dr).
We estimate first E
√[M]t . Indeed
E
√[M]t
= E
√√√√√∫ t
s
∫
U
(
d∑
i,l=1
zil (t)∂lσ
(2)
i (Xr , u)
)2
ω2(dr, du)+
∫ t
s
n∑
j=1
(
d∑
i,l=1
zil (r)∂lσ
(1)
i j (Xr )
)2
dr
≤ E
√√√√√Z t (∫ t
s
∫
U
(
d∑
i,l=1
∂lσ
(2)
i (Xr , u)
))2
‖Yr‖2HSω2(dr, du)+
∫ t
s
n∑
j=1
(
d∑
i,l=1
∂lσ
(1)
i j (Xr )
)2
‖Yr‖2HSdr
≤
√√√√√EZ t E
∫ t
s
∫
U
(
d∑
i,l=1
∂lσ
(2)
i (Xr , u)
)2
‖Yr‖2HSm(du)dr +
∫ t
s
n∑
j=1
(
d∑
i,l=1
∂lσ
(1)
i j (Xr )
)2
‖Yr‖2HSdr

≤ 1
2
(
aEZ t +
‖σ‖2Lip
a
E
∫ t
s
‖Yr‖2HSdr
)
,
where a > 0 is arbitrary. By the BDG inequality,
E sup
s≤r≤t
|Mr | ≤ C1E
√[M]t ≤ C12
(
aEZ t +
‖σ‖2Lip
a
E
∫ t
s
‖Yr‖2HSdr
)
.
Now using the last equality in (3.15) and the inequality (3.17), one gets
E[Z t/Fs] ≤ ‖σ1(Xs)‖2HS + 2E
[
sup
s≤r≤t
|Mr |/Fs
]
+ 2K−
∫ t
s
E
[
‖Yr‖2HS/Fs
]
dr
≤ ‖σ1(Xs)‖2HS + aC1E[Z t/Fs] + C
∫ t
s
E[‖Yr‖2HS/Fs]dr.
Then we have by letting a = 1/(2C1) and Gronwall’s inequality
E[Z t/Fs] ≤ 2‖σ1(Xs)‖2HS e2C(t−s), t ≥ s,
which is equivalent to saying
E[ sup
s≤r≤t
‖∇s Xr‖HS/Fs] ≤
√
2eC(t−s)‖σ1(Xs)‖HS. 
4. Proof of Theorem 2.2
4.1. Part (1)
Since we have the estimation (3.9), the proof of Theorem 2.8 Part (1) in [12] works, but
for the convenience of the reader we present that proof. For any initial probability measures
ν1, ν2, let (X0, Y0) be a couple of Rd -valued random variables of law ν1, ν2 respectively,
independent of the Poisson random measure ω(dt, du) and the Brownian motion Wt such that
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E|X0−Y0|p = Wp,d(ν1, ν2)p (p ∈ [1, 2]). Let X t (resp. Yt ) be the solution of the SDE (1.1) with
initial condition X0 (resp. Y0). (X t , Yt ) constitutes a coupling of ν1 Pt and ν2 Pt . By Lemma 3.3,
E
(|X t − Yt |p/(X0, Y0)) ≤ [E (|X t − Yt |2/(X0, Y0))]p/2 ≤ e−pK t |X0 − Y0|p
whence
Wp,d(ν1 Pt , ν2 Pt ) ≤ ||X t − Yt ||p ≤ e−K t Wp,d(ν1, ν2). (4.1)
So for each t > 0, ν → νPt is a contraction mapping on the complete metric space(
M p1 (R
d) :=
{
ν ∈ M1(Rd);
∫
|x |pdν <∞
}
,Wp,d
)
(see [10]). Thus Pt admits a unique invariant probability measure µt in M11 (R
d) by the fixed
point theorem for contraction mapping, and µt ∈ M21 (Rd). Now for s > 0,
W1(µt Ps, µt ) = W1(µt Ps Pt , µt Pt ) ≤ e−K t W1(µt Ps, µt )
which with the fact that W2,d(µt Ps, µt ) <∞ yields µt Ps = µt and so µt = µs . Thus µt is the
same µ for all t > 0.
Now for any extreme invariant probability measure µ˜ of Pt (maybe not belonging to M11 (R
d))
where t > 0 is fixed, there is some x0 ∈ Rd such that 1n
∑n
k=1 Pnt (x0, dy) → µ˜ weakly. But
1
n
∑n
k=1 Pnt (x0, dy) → µ in W2,d -metric by (4.1), so µ˜ = µ. Hence µ is the unique invariant
probability measure of Pt .
Finally letting ν1 = ν, ν2 = µ in (4.1) we obtain the inequality (2.3).
4.2. Part (2)
With the assumptions, the solution X (t, ω) = (X t (x, ω))t≥0 of the SDE (1.1) is a measurable
mapping from the space (Ω ,F ,P) to D(R+,Rd). We have ν(dω2)dsm(du)-a.e. on Ω × R+ ×
U ; X (t,u)(x, ω) := X (x, ω+ δt,u) (i.e., adding a jumps σ2(X t− , u) at time t in the SDE) satisfies
X (t,u)s (x, ω) = Xs(x, ω), if s < t;
X (t,u)s (x, ω) = X t (x, ω)+ σ2(X t−(x, ω), u)+
∫ s
t
∫
U
σ2(X
(t,u)
a− (x, ω), u)ω˜2(da, du)
+
∫ s
t
b(X (t,u)a (x, ω))da +
∫ s
t
σ1(X
(t,u)
a (x, ω))ω1(da), if s > t. (4.2)
In other words, after time t,
(
X (t,u)s (x, ω)
)
s≥t is the solution of the same SDE but with initial
value X (t,u)t (x, ω) = X t (x, ω)+ σ2 (X t−(x, ω), u). Now given a real Lipschitzian function f on
Rd with || f ||Lip ≤ 1. If t > T, Dt,u f (XT (x)) = 0 and if t < T,
|Dt,u f (XT )(x)| = | f (X (t,u)T (x))− f (XT (x))| ≤ |X (t,u)T (x)− XT (x)|
and then by Lemma 3.3,
E
(∣∣Dt,u f (XT (x))∣∣ /Ft) ≤ E (∣∣∣X (t,u)T (x)− XT (x)∣∣∣ /Ft) ≤ e−K (T−t)|X (t,u)t (x)− X t (x)|
= e−K (T−t)|σ2(X t− , u)| ≤ e−K (T−t)σ2,∞(u).
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On the other hand,
|∇s f (XT (x))|2 =
d∑
k=1
(∇s,k f (XT (x)))2 ≤ d∑
k=1
d∑
i=1
(
∇s,k X iT (x)
)2 = ‖∇s XT (x)‖2HS.
Therefore by (3.12), we have
E[|∇s f (XT (x))|/Fs]≤E[‖∇s XT ‖HS/Fs]≤e−K (T−s)‖σ1(Xs(x))‖HS≤e−K (T−s)σ1(∞).
Therefore by Lemma 3.2, we know that
Eeλ( f (XT (x))−PT f (x))
≤ exp
{∫ T
0
∫
U
(
eλe
−K (T−t)σ2,∞(u) − λe−K (T−t)σ2,∞(u)− 1
)
m(du)dt
+ (σ1(∞))
2
4K
(1− e−2K T )
}
= exp
{∫ T
0
β(e−K tλ)dt + (σ1(∞))
2λ2
4K
(1− e−2K T )
}
.
So the transportation inequality (2.4) follows by the Gozlan–Le´onard Lemma 2.1 and Fenchel’s
theorem α∗∗ = α under the condition on α in Lemma 2.1. To show αT (r) ≥ γ ∗(Kλ)/K , one
notices that the convexity of β (with β(0) = 0) implies β(e−K tλ) ≤ β(λ)e−K t . Then
αT (r) = sup
λ>0
{
rλ−
∫ T
0
β
(
e−K tλ
)
dt − (σ1(∞))
2 λ2
4K
(1− e−K T )
}
≥ sup
λ>0
{
rλ− β(λ)/K − (σ1(∞))
2 λ2
4K
}
= 1
K
γ ∗1/2(Kr).
Letting T tend to∞, we obtain (2.5) for the invariant measure µ by the argument in Lemma 2.2
of [3] (which is only for quadratic deviation functions α).
4.3. Part (3)
Let F : D ([0, T ],Rd) → R be a bounded dL1 -Lipschitzian function with ‖F‖Lip ≤ 1.
Observing that for dtm(du)-a.e. (t, u) ∈ [0, T ] ×U,P-a.s.,
|Dt,u F(X[0,T ](x))| ≤ dL1
(
X (t,u)[0,T ](x), X[0,T ](x)
)
=
∫ T
t
|X t,us (x)− Xs(x)|ds,
we get by Lemma 3.3 and (4.2),
E
(|Dt,u F(X[0,T ])|/Ft) ≤ ∫ T
t
e−K (s−t)|σ2(X t−(x), u)|dt ≤ σ2,∞(u)K
(
1− e−K (T−t)
)
.
Now for E
(|∇t F(X[0,T ](x))|/Ft). Noting that |∇t F(X[0,T ](x))| ≤ ∫ Tt ‖∇t Xr (x)‖HSdr ,
by (3.12), we have
E
(|∇t F (X[0,T ](x)) |/Ft) ≤ ∫ T
t
E [‖∇t Xr (x)‖HS/Fr ] dr ≤ σ1(∞)
∫ T
t
e−K (T−r)dr
= σ1(∞)
K
(1− e−K (T−t)) ≤ σ1(∞)
K
.
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Thus let η(t) := (1− e−K t )/K we have by Lemma 3.2 that for all λ > 0,
Eeλ(F(X[0,T ](x))−EF(X[0,T ](x))) ≤ exp
(∫ T
0
β(η(t)λ)dt + σ 21 (∞)
∫ T
0
η2(t)dt
)
.
By the Gozlan–Le´onard lemma again, the following function:
R+ 3 r → sup
(
λr −
∫ T
0
β(d(t)λ)dt − σ
2
1 (∞)λ2
2
∫ T
0
η2(t)dt
)
= αPT (r)
is a W1 H -deviation function for Px,[0,T ] w.r.t. the dL1 -metric, which is exactly (2.6). It remains
to bound αT (r) from below.
Lower bound in (2.7).
Since η(t) ≤ 1/K and β(λ) is increasing in λ, we have β(η(t)λ) ≤ β(λ/K ) and then∫ T
0 β(η(t)λ) ≤ Tβ(λ/K ). Consequently
αPT (r) ≥ sup
λ≥0
(
λr − Tβ(λ/K )− σ
2
1 (∞)
2K 2
Tλ2
)
= T γ ∗1 (r K/T ).
5. Proof of Theorem 2.8
The proof is similar to that of Theorem 2.2.
Proof of Part (1) of Theorem 2.8. For any F : D([0, T ],Rd) satisfying ‖F‖Lip(d∞) ≤ 1, we
have
|Dt,u F(X[0,T ](x))| ≤ d∞
(
X (t,u)[0,T ](x), X[0,T ](x)
)
= sup
t≤s≤T
|X (t,u)s (x)− Xs(x)|.
By Lemma 3.3 (3.10) (with t = 0) and (4.2),
E
(|Dt,u F (X[0,T ](x)) |/Ft) ≤ √2eC(T−t)|X (t,u)t (x)− X t (x)| ≤ √2eCT σ2,∞(u).
On the other hand, |∇t F
(
X[0,T ](x)
) | ≤ supt≤r≤T ‖∇t Xr (x)‖HS; we have by (3.13)
E
(∣∣∇t F (X[0,T ](x))∣∣ /Ft) ≤ √2eC(T−t)‖σ1(X t )‖HS ≤ √2eCT σ1(∞).
Then by Lemma 3.2
logE exp
{
λ
(
F(X[0,T ](x))− EF(X[0,T ](x))
)} ≤ T γ1(√2eCT λ), λ > 0.
Since α∗∗ = α, this entails (2.10) by Lemma 2.1, with C given in (3.10). 
Proof of Part (2) of Theorem 2.8. Let h := T/n. Given a function F : D([0, T ],Rd) such that
its d∞,n-Lipschitzian norm is less than 1, then for any t ∈ [kh, (k + 1)h] (0 ≤ k ≤ n − 1),
|Dt,u F(X[0,T ](x))| ≤ d∞,n(X (t,u)[0,T ](x), X[0,T ](x)) =
n−1∑
j=k
sup
jh≤s≤( j+1)h
|X (t,u)s (x)− Xs(x)|.
By (4.2) and Lemma 3.3 (3.10) with t = ( jh − t)+, we have for j > k,
E
(
sup
jh≤s≤( j+1)h
|X (t,u)s (x)− Xs(x)|/Ft
)
≤ √2e[C−K ( j−k−1)]h |X (t,u)t (x)− X t (x)|
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and for j = k, it is less than √2eCh |X (t,u)t (x) − X t (x)|. Therefore using |X (t,u)t − X t (x)| ≤
σ2,∞(u), we get that for t ∈ [kh, (k + 1)h] (0 ≤ k ≤ n − 1),
E
(|Dt,u F(X[0,T ](x))|/Ft) ≤ √2eCh (1+ n−1∑
j=k+1
e−K ( j−k−1)h
)
σ2,∞(u)
≤ 2
√
2eCh
1− e−K h σ2,∞(u).
Similarly, |∇t F(X[0,T ](x))| ≤∑n−1j=k sup jh≤s≤( j+1)h ‖Dt Xs‖HS. Then for j > k,
E
(
sup
jh≤s≤( j+1)h
‖∇t Xs(x)‖HS/Ft
)
≤ √2e[C−K ( j−k−1)]hσ1(∞)
and for j = k,
E
(
sup
jh≤s≤( j+1)h
‖∇t Xs(x)‖HS/Ft
)
≤ √2eChσ1(∞).
Thereby we have
E
(|∇t F(X[0,T ](x))|/Ft) ≤ 2√2eCh1− e−K h σ1(∞).
By Lemma 3.2, one gets
logE exp
{
λ
(
F(X[0,T ](x))− EF(X[0,T ](x))
)} ≤ T γ1 ( 2√2eCh1− e−K h λ
)
, λ > 0,
which with Lemma 2.1 implies (2.11). 
Remarks 5.1. In the case where σ2,∞ ∈ L2(U,m) but is not m-exponentially integrable (i.e. the
condition (2.2) fails), the W1 H inequalities in this paper do not hold in general, but following the
previous proof, we still have the convex concentration inequalities of type (3.7) for Lipschitzian
functionals by Lemma 3.2. For instance, under (H) and (1.2), we have for any f : Rd → R,
Lipschitzian,
Eφ ( f (XT (x))− PT f (x))
≤ Eφ
(
‖ f ‖Lip
(∫ T
0
∫
U
e−K tσ2,∞(u)ω˜2(dt, du)+ W¯
(
1− e−2K T
K 2
σ 21 (∞)
)))
(5.1)
and for F : D([0, T ],Rd) dL1 -Lipschitzian,
Eφ
(
F(X[0,T ](x))− EF(X[0,T ](x))
)
≤ Eφ
(
‖F‖Lip(dL1 )
(∫ T
0
∫
U
η(t)σ2,∞(u)ω˜2(dt, du)+ W¯
(
σ 21 (∞)
∫ T
0
η(t)dt
)))
(5.2)
where φ : R → R is convex, C2 such that φ′ is convex. When φ(x) = eλx (λ > 0), by
Lemma 2.1, the two inequalities (5.1) and (5.2) are equivalent to the W1 H inequalities (2.5) and
(2.7) respectively.
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In fact, the inequalities (5.1) and (5.2) can be interpreted in comparison form.
Proposition 5.2. Consider
dYt = −K Yt dt + σ1(∞)ω1(dt)+
∫
U
σ2,∞(u)ω˜2(dt, du), Y0 = 0. (5.3)
For any f, F, φ given as above, (5.1) and (5.2) are equivalent to saying that
Eφ( f (XT (x))− PT f (x)) ≤ Eφ
(‖ f ‖LipYT )
and
Eφ
(
F
(
X[0,T ](x)
)− EF (X[0,T ](x))) ≤ Eφ (‖F‖Lip(dL1 ) ∫ T
0
Yt dt
)
.
In other words, (X t ) is more concentrated than (Yt ).
Proof. Obviously Yt satisfies the dissipative condition (1.2). Therefore
YT =
∫ T
0
∫
U
e−K (T−t)σ2,∞ω˜2(dt, du)+
∫ T
0
e−K (T−t)ω1(dt)
=
∫ T
0
∫
U
e−K tσ2,∞ω˜2(dt, du)+ W¯
(
1− e−2K T
K 2
σ 21 (∞)
)
and ∫ T
0
Yt dt =
∫ T
0
∫
U
η(t)σ2,∞ω˜2(dt, du)+ W¯
(
σ 21 (∞)
∫ T
0
η(t)dt
)
,
where W¯ (t) ∼ N (0, t), the normal distribution with zero mean and variance t . 
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