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Chapitre 1
Synthèse des travaux
Dans ce chapitre d’ouverture, nous présentons une méthode de sélection de variables
pour la régression : le LASSO, et nous donnons une vue d’ensemble du travail réalisé.
1.1 Cadre général
Nous présentons ici les notations pour le modèle de régression linéaire. Puis, nous intro-
duisons la procédure LASSO, qui permet de traiter certains problèmes d’inférence dans ce
cadre.
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1.1.1 Modèle de régression linéaire
Considérons que les données sont générées selon le modèle de régression linéaire (1.1) ;
i.e., les données observées sont des couples (xi, yi)i=1,...,n, où yi ∈ R est la réponse telle que :
yi = xiβ
∗ + εi, i = 1, . . . , n. (1.1)
Dans cette expression, xi = (xi,1, . . . , xi,p) est un vecteur déterministe de taille p où chaque
composante correspond à une variable explicative pour l’étude de yi. Le paramètre β∗ =
(β∗1 , . . . , β
∗
p)
′ désigne un vecteur de taille p, où la composante β∗j du vecteur β
∗ traduit l’in-
ﬂuence de la variable xi,j sur la réponse yi. Dans le modèle (1.1), les variables aléatoires
{εi}i=1,...,n sont indépendantes et identiquement distribuées (i.i.d.). On supposera par la
suite que les εi sont des variables aléatoires gaussiennes centrées, de variance σ2 connue.
Dans le cadre que nous considérons, la dimension p peut être plus grande que la taille de
l’échantillon n. Ces problèmes, où p ≥ n, sont dits de grande dimension. Il est utile de
supposer dans ce cas que le paramètre β∗ est sparse (parcimonieux en français), i.e. peu de
composantes β∗j , j ∈ {1, . . . , p} sont diﬀérentes de zéro. Déﬁnissons l’ensemble de sparsité
A∗ comme
A∗ = {j : β∗j 6= 0}. (1.2)
On s’intéressera à l’estimation du paramètre inconnu β∗, par le biais d’outils capables
d’extraire un nombre restreint de variables explicatives fournissant une description quasi-
complète du modèle considéré. L’objectif est de sélectionner les variablesXj = (x1,j , . . . , xn,j)′
dont les indices j sont dans A∗. En sélectionnant un sous-ensemble de variables explicatives,
l’estimateur produit des conclusions facilement interprétables, et donc exploitables en pra-
tique. Les méthodes statistiques classiques telles que l’estimateur des moindres carrés ou
l’estimateur ridge ne permettent pas d’apporter des résultats satisfaisants pour ce type
d’études. Des procédures de sélection de variables sont une possibilité pour répondre à ce
problème. On peut par exemple considérer des critères d’information classiques tels que les
critères Cp, AIC ou encore BIC. Toutefois, ces critères sont peu utilisables en pratique.
En eﬀet, la complexité algorithmique de telles méthodes est telle qu’elles sont diﬃciles à
implémenter, même pour des dimensions p modestes.
Dans le cadre de la grande dimension, nous proposons dans ce manuscrit d’étudier des
estimateurs capables de sélectionner les variables pertinentes, tout en étant facilement im-
plémentables en pratique. L’estimateur LASSO est la méthode de référence considérée dans
cette thèse.
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1.1.2 Estimation
Cette section 1.1.2 est dédiée à une première description de la procédure LASSO in-
troduite par Tibshirani [135] (voir aussi le Basis Pursuit De-Noising de Chen, Donoho, et
Saunders [43]). Cette méthode d’estimation est déﬁnie comme étant un minimiseur du cri-
tère des moindres carrés pénalisés par la norme ℓ1 du vecteur β. On parle de pénalité ℓ1 ou
de pénalité LASSO, i.e.
βˆL(λ) ∈ argmin
β∈Rp
‖Y −Xβ‖2n + λ‖β‖1. (1.3)
Dans l’expression (1.3), Y et X sont tels que Y = (y1, . . . , yn)′ et X = (x′1, . . . , x
′
n)
′.
Les normes ‖a‖2n et ‖b‖qq renvoient respectivement à la norme empirique dans Rn (‖a‖2n =
1
n
∑n
i=1 a
2
i ) et à la norme ℓq (‖b‖qq =
∑p
j=1 |bj |q) avec a ∈ Rn, b ∈ Rp et q ∈ N∗. Le paramètre
λ ∈ R+ est le paramètre de lissage, son rôle ici est majeur.
Remarquons que, dans un premier temps, une forme duale de l’estimateur LASSO a été
obtenue par Osborne, Presnell, et Turlach [118] et Alquier [4]. Elle s’énonce de la façon
suivante :
β˜L(λ) ∈

argminβ∈Rp ‖Xβ‖22
s.c.
∥∥Ξ−1X ′ (Y −Xβ)∥∥∞ ≤ nλ2 , (1.4)
où Ξ est la matrice diagonale de taille p, dont le j-ième coeﬃcient diagonal vaut ‖Xj‖n =√
1
n
∑n
i=1 x
2
i,j . L’estimateur LASSO (1.3) et sa forme duale (1.4) sont tels que βˆ
L = β˜L, dès
lors que la matrice Ψn = X
′X
n est inversible. Lorsque ceci n’est plus vrai, par exemple dans
le cas où p > n, seule la relation Xβ˜L(λ) = XβˆL(λ) reste vériﬁée. Par la forme duale (1.4),
l’estimateur Lasso peut être vu comme le projeté de 0p, le zéro de Rp, sur la région de
conﬁance de niveau η = η(λ) ∈]0, 1[ : {β ∈ Rp : ∥∥Ξ−1X ′ (Y −Xβ)∥∥∞ ≤ nλ2 } (cf. Alquier
[4]).
Notons également que l’estimateur LASSO sélectionne d’autant plus de variables explica-
tives que λ est petit. Diﬀérents algorithmes existent pour approximer l’ensemble des solu-
tions du problème LASSO pour λ variant dans [0,∞[. En particulier, l’algorithme LARS
introduit par Efron, Hastie, Johnstone, et Tibshirani [61], apporte une réponse à ce problème
d’optimisation. Cet algorithme a l’avantage d’être très rapide et a accru l’intérêt porté à la
méthode LASSO. Cet algorithme est détaillé dans l’annexe B.
L’estimateur LASSO a été largement étudié, ses propriétés théoriques et ses limites algorith-
miques sont à présent bien déterminées. Nous pouvons citer entre autres les contributions de
Bickel, Ritov, et Tsybakov [17], Bunea [28], Chen, Donoho, et Saunders [43], Efron, Hastie,
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Johnstone, et Tibshirani [61], Knight et Fu [90], Pötscher et Leeb [123] et Zhao et Yu [164].
Plus de détails peuvent être trouvés dans le chapitre 2.
1.1.3 Quelques résultats théoriques autour du LASSO
De nombreux résultats théoriques ont été établis ces dernières années dans la littérature
statistique. Ces résultats ont été obtenus au prix d’hypothèses plus ou moins contraignantes,
notamment sur la matrice de Gram Ψn = X
′X
n . Les hypothèses faites sur la matrice de Gram
n’autorisent qu’une faible corrélation entre les variables. Nous détaillerons plus loin les trois
principales hypothèses imposées à la matrice Ψn. Au chapitre 2, nous nous attarderons plus
longuement sur les diﬀérentes hypothèses rencontrées dans la littérature.
Introduisons quelques notations. Soit A et B deux sous-ensembles d’indices dans {1, . . . , p}.
Étant donnée la matrice de Gram Ψn, on note
ΨnA,B =
X ′AXB
n
,
la matrice de taille |A| × |B| (où |A| est le cardinal de l’ensemble A ⊂ {1, . . . , p}), restric-
tion de Ψn aux lignes dont les indices appartiennent à l’ensemble A et aux colonnes dont
les indices appartiennent à l’ensemble B. De plus, pour un vecteur a ∈ Rq avec q ∈ N∗,
introduisons le vecteur signe Sgn(a) = (sgn(a1), . . . , sgn(aq))′ où la fonction sgn(·) est telle
que pour tout b ∈ R,
sgn(b) =

1 si b > 0,
0 si b = 0,
−1 si b < 0.
(1.5)
Les trois hypothèses principales posées dans la littérature sont les suivantes :
Hypothèse 1.1. (CI) Condition d’Irreprésentabilité
Il existe une constante C > 0 telle que
‖Ψn(A∗)C ,A∗(ΨnA∗,A∗)−1 Sgn(β∗A∗)‖∞ ≤ 1− C,
où ‖·‖∞ renvoie à la norme sup dans Rp.
Hypothèse 1.2. (CM) Cohérence Mutuelle
Il existe une constante C > 0 telle que
max
j∈A∗
max
k∈{1,...,p}
k 6=j
|Ψnj,k| ≤
C
|A∗| ,
où |A∗| est également vu comme l’indice de sparsité de β∗.
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Hypothèse 1.3. (VPR) Valeurs Propres Restreintes
Soit α ∈ Rp, un vecteur non nul tel que∑
j /∈A∗
|αj | ≤ 3
∑
j∈A∗
|αj | . (1.6)
Pour tout α vérifiant (1.6), il existe une constante κ1 > 0 telle que :
α′Ψnα∑
j∈A∗ α
2
j
≥ κ1. (1.7)
Les hypothèses (1.1) à (1.3) traduisent une faible corrélation entre les variables pertinentes
et les autres. L’Hypothèse (CI) introduite par Zhao et Yu [164], est en général supposée
dans le cadre dit de problème de sélection. Les Hypothèses (CM) et (VPR) introduites res-
pectivement par Donoho, Elad, et Temlyakov [51] et Bickel, Ritov, et Tsybakov [17] sont
quant à elles, plus souvent faites pour des problèmes d’estimation et de prédiction. Notons
toutefois que l’Hypothèse (VPR) est une version plus faible, i.e., moins contraignante que
l’Hypothèse (CM).
Les résultats théoriques escomptés, évaluant les performances de l’estimateur LASSO, peuvent
être de trois types :
– Inégalité de Sparsité (IS) en prédiction : où l’objectif est de produire la meilleure
approximation du vecteurXβ∗. Sous les Hypothèses (CM) et (VPR), les IS recherchées
sont de la forme :
E
[
‖X(βˆL − β∗)‖2n
]
≤ C|A∗| log(p)
n
. (1.8)
– Inégalité de Sparsité (IS) en estimation : où l’objectif est de produire l’estimation
du vecteur β∗. Sous les Hypothèses (CM) et (VPR), les IS recherchées sont de la forme :
E
[
‖βˆL − β∗‖1
]
≤ C|A∗|
√
log(p)
n
. (1.9)
– Consistance en sélection : où l’objectif est d’identiﬁer le support A∗ de β∗ déﬁni
en (1.2), ou bien d’estimer le vecteur signe de β∗ noté :
Sgn(β∗) = (sgn(β∗1), . . . , sgn(β
∗
p))
′,
où la fonction sgn(·) est déﬁnie par (1.5). Pour ce type de problèmes, on se place
en général sous l’Hypothèse (CI) et les résultats théoriques s’expriment en terme de
probabilité, de la façon suivante :
P
(
∀j ∈ {1, . . . , p}, sgn(βˆLj ) = sgn(β∗j )
)
≤ 1− ηn, (1.10)
où (ηn)n≥1 est une suite décroissante de termes positifs.
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Notons que les Inégalité de Sparsité (IS) sont établies en espérance sous la loi de ε, mais
peuvent également être réécrites avec des inégalités probabilistes.
Dans les deux premières situations (prédiction et estimation), de nombreux résultats de
type IS ont été prouvés en grande dimension (p ≥ n), entre autres par Bickel, Ritov, et
Tsybakov [17], Bunea, Tsybakov, et Wegkamp [33, 32]. La dimension p reste toutefois un
o(en).
Dans le cadre de la sélection, on peut citer Zhao et Yu [164], qui ont établi la consistance
en signe de l’estimateur LASSO sous l’Hypothèse (CI) lorsque p ≤ n ; ils ont montré que la
probabilité (1.10) est telle que ηn converge vers zéro avec n convergeant vers l’inﬁni. Dans
ce même cadre mais lorsque p ≥ n, Zhao et Yu [164] et Bunea [28] ont prouvé ce type de
résultat à échantillon n ﬁni, avec grande probabilité.
1.1.4 Limites de l’estimateur LASSO
Les résultats théoriques relatifs à l’estimateur LASSO nécessitent une hypothèse sur la
matrice de Gram Ψn. Cette hypothèse n’autorise que de faibles corrélations entre les va-
riables. D’autre part, le LASSO n’intègre pas une connaissance a priori sur le modèle : il ne
permet pas d’inclure la connaissance de structures particulières entre les variables, comme
par exemple la prise en compte des corrélations connues entre certaines variables. Enﬁn,
l’estimateur LASSO nécessite d’être adapté pour pouvoir prendre en compte des problèmes
dans le cadre semi-supervisé ou transductif.
L’estimateur LASSO repose sur une hypothèse implicite sur la faible dépendance des va-
riables explicatives. L’algorithme le plus populaire pour résoudre de critère de minimisation
LASSO est le LARS, basé également sur ces corrélations. Ainsi, dans des problèmes d’estima-
tion avec de fortes corrélations entre les variables, l’algorithme LARS échoue à reconstituer
le modèle.
1.2 Présentation des résultats
Dans la littérature, de nombreuses méthodes sont proposées pour apporter des réponses
aux problèmes rencontrés par le LASSO, dont une présentation exhaustive est faite dans le
Chapitre 2. Chacune des parties de cette section décrit un axe d’étude développé dans la
thèse.
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1.2.1 Procédure S-Lasso
Les estimateurs considérés dans cette section proposent de modiﬁer la pénalité LASSO,
en ajoutant un deuxième terme de contrôle. Ils sont de la forme :
βˆ ∈ argmin
β∈Rp
‖Y −Xβ‖2n + pen(β), (1.11)
où l’application pen : Rp → R+, est appelée pénalité. Leur introduction est motivée par la
volonté de résoudre les problèmes algorithmiques de l’estimateur LASSO rencontrés face aux
corrélations entre les variables. Le premier estimateur que nous considérons est l’estimateur
Elastic Net introduit par Zou et Hastie [167], déﬁni par la pénalité
pen(β) = λ‖β‖1 + µ
p∑
j=1
β2j .
Le deuxième estimateur, Fused Lasso, introduit par Tibshirani, Saunders, Rosset, Zhu, et
Knight [136], est déﬁni par la pénalité
pen(β) = λ‖β‖1 + µ
p∑
j=2
|βj − βj−1|.
Les quantités λ et µ sont des paramètres de lissage. Ces deux estimateurs présentent un
premier terme de pénalité identique (la norme ℓ1 de β) ; celui-ci assure la sélection de va-
riables, c’est-à-dire la sparsité de la solution βˆ. Ils se diﬀérencient de par leur second terme
de pénalité, qui permet de sélectionner les variables pertinentes, même lorsque celles-ci sont
fortement corrélées.
Bien que similaire à bien des égards à l’estimateur Elastic Net, l’estimateur Fused Lasso ré-
pond de manière plus pointue à des situations où les variables sont ordonnées (cf. Tibshirani,
Saunders, Rosset, Zhu, et Knight [136] pour des applications possibles). Les résultats théo-
riques de Rinaldo [125], relatifs à cet estimateur conﬁrment l’importance de la structure de
blocs des variables pertinentes. L’estimateur Elastic Net, quant à lui, s’adapte à tout type de
corrélations. Contrairement aux résultats expérimentaux observés dans diverses références,
les résultats théoriques présentés sur l’Elastic Net ne laissent pas penser qu’il améliore si-
gniﬁcativement les performances de l’estimateur LASSO (Bunea [26] et Hebiri [78]).
Contribution : article de Hebiri [78].
L’estimateur que nous présentons ici est l’estimateur S-Lasso, qui permet de procéder à la
sélection de variables lorsque celles-ci sont ordonnées. Son spectre d’application est relati-
vement large et recouvre, entre autres, les cas cités par Tibshirani, Saunders, Rosset, Zhu,
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Fig. 1.1 – Nombre de détections par variable pour les procédures LASSO, Elastic Net et S-
Lasso (2 versions : NS-Lasso et HS-Lasso) sur 200 itérations. Les indices des variables sont en
abscisse.
et Knight [136].
L’estimateur S-Lasso est déﬁni par (1.11) avec la pénalité
pen(β) = λ‖β‖1 + µ
p∑
j=2
(βj − βj−1)2.
Inspiré du Fused Lasso, cet estimateur capture les corrélations entre les variables successives.
Il présente l’intérêt d’avoir un deuxième terme de pénalité strictement convexe, ce qui facilite
la résolution du critère (1.11). Sur le plan pratique, le S-Lasso sera comparé à l’Elastic Net et
au LASSO, méthodes de référence, sur diﬀérents types de problèmes. La Figure 1.1 illustre
un cas particulier étudié dans le chapitre 3.
On constate que, dans les études où les variables sont ordonnées (structure de blocs entre
variables pertinentes, successives et corrélées), l’estimateur S-Lasso oﬀre de meilleures per-
formances de sélection. Cela est particulièrement vrai pour les variables situées à l’intérieur
des groupes (en terme d’indices), et cela, autant pour la sélection des variables pertinentes
que pour l’éviction des variables non pertinentes. Toutefois, les performances sont légère-
ment dégradées lorsque la sélection concerne des variables au bord des blocs. Cet eﬀet de
bord est également rencontré par l’Elastic Net, bien que de façon moins marquée (Figure 1.1
- gauche).
Sur le plan théorique, considérons dans un premier temps les problèmes avec une dimension
p ≤ n ﬁxe. On suppose que λ = λn n→∞→ λ0 et que µ = µn n→∞→ µ0, où λ0 et µ0 sont des
paramètres positifs. Des résultats asymptotiques de consistance en sélection de variables
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peuvent être établis sous une hypothèse inspirée de l’hypothèse 1.1 (CI). Avant de présenter
cette hypothèse, introduisons les éléments suivants :
– soit la matrice J˜ de taille p× p, telle que J˜j,j = 2 pour j ∈ {2, . . . , p− 1} et 1 sinon ;
J˜j,j+1 = J˜j+1,j = −1 pour j ∈ {1, . . . , p− 1} ;
– soient les restrictions J˜A∗,A∗ et J˜(A∗)C ,A∗ de la matrice J˜ , introduites de manières
analogues aux restrictions de Ψn ;
– soit Ω(A∗)C tel que
Ω(A∗)C = Ψ
n
(A∗)C ,A∗(Ψ
n
A∗,A∗ + µ0J˜A∗,A∗)
−1
(
2−1 Sgn(β∗A∗) +
µ0
λ0
J˜A∗,A∗β∗A∗
)
−µ0
λ0
J˜(A∗)C ,A∗β
∗
A∗ . (1.12)
L’hypothèse que nous considérons est alors donnée par l’inégalité suivante :
‖Ω(A∗)C‖∞ ≤ 1− C.
Dans le cas p ≤ n, il existe toujours un couple de paramètres (λ0, µ0) satisfaisant cette hy-
pothèse. Dans le cas p ≥ n, les IS sont établies pour les erreurs de prédiction et d’estimation
(en norme ℓ1) sous l’hypothèse 1.2 (CM), avec grande probabilité. De plus, des résultats de
consistance en sélection de variables du S-Lasso sont obtenus sous l’hypothèse suivante :
max
k 6=j
|(Ψn + µnJ˜)j,k| ≤ C|A∗| , (1.13)
lorsque les coeﬃcients |β∗j | avec j ∈ A∗ sont plus grands qu’un seuil de l’ordre de
√
log p
n .
Remarquons que l’estimateur LASSO est lui consistant en sélection de variables sous une
hypothèse similaire correspondant à µn = 0 (cf. Lounici [101] pour plus de détails). Dans le
cas du S-Lasso, certaines valeurs du paramètre µn permettent de satisfaire l’hypothèse (1.13)
pour des problèmes présentant des corrélations entre variables successives.
Par ailleurs, les résultats obtenus pour le S-Lasso sont également généralisables à tout esti-
mateur solution du problème de minimisation suivant :
βˆ ∈ argmin
β∈Rp
‖Y −Xβ‖2n + λ‖β‖1 + µβ′Mβ,
où M est une matrice de taille p× p. Un bon choix pour la matrice M permet d’introduire
une information a priori sur le modèle. L’Elastic Net appartient à cette famille d’estimateurs.
Toutefois, les résultats obtenus pour l’Elastic Net ne sont pas satisfaisants. En eﬀet, pour
cette méthode d’estimation, l’hypothèse 1.13 devient identique à l’hypothèse 1.2 (CM),
utilisée pour le LASSO. Ces résultats vont dans le sens des recherches menées par Bunea
[26] qui montrent que l’Elastic Net n’apporte qu’une très légère amélioration du LASSO sur
le plan théorique.
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1.2.2 Méthode Groupée
Lorsque les variables X1, . . . , Xp relèvent d’une structure de groupe, il s’avère plus per-
tinent d’utiliser un estimateur prenant en compte cette caractéristique. Introduit par Yuan
et Lin [159], l’estimateur Group Lasso est devenu rapidement populaire en permettant d’ap-
préhender des groupes de variables. Il est déﬁni par :
βˆG ∈ argmin
β∈Rp
‖Y −Xβ‖2n + λ
L∑
l=1
√∑
j∈Gl
β2j . (1.14)
où λ est le paramètre de régularisation, L est un entier dans {1, . . . , p}, et (Gl)l∈{1,...,L} est
une partition de {1, . . . , p}. Dans cette déﬁnition, L désigne le nombre de groupes et Gl est
l’ensemble des indices des variables contenues dans le groupe l avec l = 1 . . . , L.
Sous une hypothèse issue d’une version groupée de la Condition d’Irreprésentabilité, Bach
[12] démontre que le Group Lasso est consistant en sélection de groupes de variables :
P(AˆG = A∗G)→ 1,
où A∗G = {l ∈ {1, . . . , L} : ∃j ∈ Gl avec β∗j 6= 0} et AˆG est son équivalent en considérant
βˆGj à la place de β
∗
j . Par analogie à la notion de variable pertinente, nous appelons groupe
pertinent un groupe Gl contenant au moins une variable pertinente, i.e., pour l ∈ A∗G.
Aucun résultat de consistance en sélection de variables individuelles n’a encore été établi
pour le Group Lasso.
Contribution : article de Chesneau et Hebiri [44].
Dans le chapitre 4, nous étudions les propriétés théoriques du Group Lasso en grande di-
mension, pour lequel nous établissons la première IS. Celle-ci est obtenue sous une version
groupée de l’hypothèse 1.2 (CM), exprimée sous la forme :
max
l∈A∗
G
max
m=1,...,L
√√√√∑
j∈Gl
∑
k∈Gm
k 6=j
(Ψnj,k)
2 ≤ C
Card(A∗G)
.
L’IS vériﬁée par le Group Lasso est de la forme :
‖XβˆG −Xβ∗‖2n ≤ C|A∗G|
log p
n
,
où l’inégalité ci-dessus est vériﬁée avec grande probabilité. L’intérêt de la borne ci-dessus
repose sur l’introduction d’un indice de sparsité groupé |A∗G|, avec |A∗G| ≤ |A∗|. Ainsi, le
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Group Lasso exploite mieux la sparsité du modèle que le LASSO.
Le Group Lasso se distingue d’autant mieux du LASSO que les groupes constitués sont
homogènes en terme de pertinence et que le nombre des groupes est petit. Inversement, l’IS
montre l’ineﬃcacité du Group Lasso dans des situations contraires, lorsque les groupes sont
constitués d’une faible proportion de variables pertinentes, ou lorsque le nombre de groupes
est important. Un cas extrême non favorable au Group Lasso est le cas où une seule variable
par groupe est pertinente.
Les considérations ci-dessus permettent d’aﬃrmer que le Group Lasso répond essentielle-
ment à des problèmes où les variables sont bien groupées voire même ordonnées. Dans ce
cadre, des conclusions similaires ont récemment été apportées par Huang et Zhang [81].
En eﬀet, les auteurs complètent les résultats que nous avons obtenus en considérant l’er-
reur d’estimation en norme ℓ2. Huang et Zhang [81] démontrent une IS en estimation de la
forme :
‖βˆG − β∗‖22 ≤ C
(
sG + |A∗G| log(L)
n
)
,
où sG = |
⋃
l∈A∗
G
Gl|, est le nombre total de variables contenues dans les groupes pertinents.
En comparant cette borne à celle obtenue pour le LASSO (1.9), on remarque que les cas
favorables au Group Lasso sont ceux où les variables sont regroupées judicieusement (i.e.,
où les variables pertinentes et les variables non pertinentes sont séparées) et où les groupes
sont de grandes tailles.
Notons d’autre part que parmi les résultats établis dans le Chapitre 4, une borne supérieure
sur la taille des groupes est fournie. La taille maximale est évaluée à ⌊log(p)⌋, où ⌊·⌋ désigne
la partie entière. Ceci est en accord avec la théorie de l’estimateur de Stein par bloc (une
autre méthode groupée utilisée dans le modèle de suite gaussienne), pour lequel la taille
optimale des groupes est également de l’ordre de log(p) (Cavalier et Tsybakov [40]).
1.2.3 Méthode exploitant un type particulier de sparsité
Nous considérons le modèle de régression où le paramètre inconnu β∗ présente une spar-
sité particulière. Le vecteur β∗ n’est pas sparse au sens habituel (i.e., ‖β∗‖0 =
∑p
j=1 I(β
∗
j 6=
0) n’est pas petite où I(·) est la fonction indicatrice). Or, il a été prouvé que la sparsité
du modèle est essentielle à la détermination des IS (cf. les résultats de bornes inférieures
obtenues par Bunea, Tsybakov, et Wegkamp [32, Theorem 5.1]).
Avant de mener la présentation plus en avant, introduisons une notion plus large de la
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sparsité : on suppose qu’il existe une matrice connue P de taille p× p, telle que
‖Pβ∗‖0 =
p∑
j=1
I((Pβ)∗j 6= 0)
est petit. Dans ce cadre, les méthodes présentées précédemment ne fournissent pas de bonnes
performances théoriques. En eﬀet, les bornes obtenues dans les IS (1.8) et (1.9) font inter-
venir la quantité ‖β∗‖0 qui peut être égale à p dans la situation de cette section. L’erreur
n’est alors plus contrôlée. Avant d’introduire notre contribution, il est utile de considérer
des techniques provenant de la théorie du LASSO.
Introduisons un estimateur proche de l’estimateur LASSO écrit sous sa forme duale (1.4).
Il s’agit du Dantzig Selector (Candès et Tao [35]), qui est déﬁni par :
βˆD(λ) ∈

argminβ∈Rp ‖β‖1
s.c.
∥∥Ξ−1X ′ (Y −Xβ)∥∥∞ ≤ λ,
où λ ≥ 0 est le paramètre de régularisation et Ξ est la matrice diagonale de taille p, dont
le j-ième coeﬃcient diagonal vaut ‖Xj‖n =
√
1
n
∑n
i=1 x
2
i,j . Les propriétés de cet estimateur
ont été considérées par de nombreux auteurs dont Bickel, Ritov, et Tsybakov [17], Candès
et Tao [35], Koltchinskii [91] et Lounici [101]. En outre, les IS et les résultats de consistance
en sélection de variables obtenus (cf. James, Radchenko, et Lv [84] et Bickel, Ritov, et Tsy-
bakov [17]) témoignent de l’équivalence entre le Lasso et le Dantzig Selector.
Une interprétation géométrique semblable peut être proposée pour les estimateurs LASSO
(sous sa forme duale (1.4)) et Dantzig Selector : ces deux estimateurs assurent la pro-
jection au sens des distances ℓ2 et ℓ1, respectivement, de 0p sur la région de confiance
DC(λ) =
{
β :
∥∥Ξ−1X ′ (Y −Xβ)∥∥∞ ≤ λ}. Cette interprétation géométrique est mise en
évidence par Alquier [4] et par Alquier et Hebiri [7].
Contribution : article de Alquier et Hebiri [7].
Dans ce cadre de l’estimation avec une sparsité particulière, nous proposons de modiﬁer
légèrement les déﬁnitions des estimateurs LASSO et Dantzig Selector. Nous étudions la
famille d’estimateurs déﬁnis par projection sur DC(λ), donnée par :
Programme I : βˆP = argmin
β∈DC(λ)
‖Zβ‖22,
Programme II : β˜P = argmin
β∈DC(λ)
‖Pβ‖1,
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où Z est une matrice quelconque, de taille m× p avec m ∈ N∗.
Le Dantzig Selector correspond au cas particulier où P = Ip dans le Programme II, où Ip
est la matrice identité de taille p. Le LASSO correspond au cas où Z = X dans le Pro-
gramme I. D’une manière plus générale, et dans le but d’exploiter la sparsité de Pβ∗, la
matrice Z s’écrit explicitement en fonction de X et P .
Pour les deux problèmes de minimisation précédents, une hypothèse supplémentaire est à
considérer en grande dimension (p ≥ n) :
− Condition des noyaux : la matrice Z est telle que kerZ = kerX.
Les résultats décrits au Chapitre 5 sont établis sous la condition des noyaux et sous une
version de l’hypothèse (VPR), où l’inégalité (1.7) doit être vériﬁée, avec une matrice Ω
dépendant de X ′X et de Z ′Z. Cette hypothèse peut dans certains cas être moins restrictive
que l’hypothèse (VPR) originelle. En étudiant une forme duale de l’estimateur déﬁni par le
Programme I, nous obtenons pour l’estimateur βˆ, selon qu’il soit égal à βˆP ou β˜P , des IS
de la forme : ∥∥∥Z(βˆ − β∗)∥∥∥2
2
≤ C1 log(p) ‖Pβ∗‖0 ,
et ∥∥∥P (βˆ − β∗)∥∥∥
1
≤ C2
√
log(p)
n
‖Pβ∗‖0 ,
pour une valeur habituelle de λ de l’ordre de
√
log(p)
n . Dans le Chapitre 5, nous présentons
plus en détails les résultats précédents et abordons en particulier les problèmes d’unicité.
Cette première contribution à l’estimation dans le cadre d’un modèle de régression linéaire
avec une sparsité sur Pβ∗, avec P connue et quelconque, reste pour l’heure d’ordre purement
théorique. En outre, certains cas particuliers du modèle ont été étudiés, qui connaissent
une mise en application immédiate. Citons par exemple l’estimateur Correlation Selector
introduit par Alquier [4], ou encore des versions transductives du LASSO et du Dantzig
Selector, qui font l’objet d’une présentation dans la section suivante.
1.2.4 Méthodes transductives
On considère de nouveau le modèle de régression linéaire (1.1) avec β∗ supposé sparse. Le
statisticien observe X = (x′1, . . . , x
′
n)
′ et Y = (y1, . . . , yn)′, où yi est la réponse associée à xi.
Dans cette section, nous supposons que nous observons également Z = (x′n+1, . . . , x
′
n+m)
′
avec m ∈ N∗. Nous disposons de ce fait de m nouveaux individus pour lesquels nous ne
connaissons pas les valeurs des réponses associées yn+1, . . . , yn+m. En se plaçant dans le cadre
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de l’inférence transductive (Vapnik [145]), une estimation ﬁne du vecteur (yn+1, . . . , yn+m)′
peut être produite en utilisant des arguments locaux pour l’estimation (cf. Györﬁ, Kohler,
Krzyżak, et Walk [73]). Prenons le cas des enquêtes de sondage, domaine particulièrement
adapté à l’inférence transductive où nous sommes souvent confrontés à des données X, Y
et Z telles que p ≥ n et m ≥ n. Pour des raisons pratiques, le sondage ne peut être eﬀectué
sur l’ensemble de la population. L’enquête est souvent réduite à un petit échantillon (pro-
duisant dans notre cadre les données (X,Y )). Le but est de généraliser la méthode pour les
individus supplémentaires Z = (x′n+1, . . . , x
′
n+m)
′.
En considérant les n premières observations, nous pouvons répondre aux trois objectifs
classiques suivants :
– Objectif 1 : Estimation −→ l’estimation du paramètre β∗.
– Objectif 2 : Sélection −→ l’estimation du support de β∗.
– Objectif 3 : Prédiction −→ la reconstitution du signal Xβ∗.
Etant données les nouvelles observations Z non étiquetées (i.e., observées sans les valeurs
des réponses associées), un autre objectif apparaît, qui est :
– Objectif 4 : Transduction −→ l’estimation du vecteur Zβ∗.
Il existe plusieurs approches possibles pour répondre à cet objectif, nous en présentons ici
deux :
– Approche en deux étapes : On estime β∗ en appliquant une des méthodes de sélection
de variables classique (LASSO, Dantzig, etc.) sur l’échantillon étiqueté (X,Y). On
obtient alors l’estimateur de β∗ noté βˆ(X,Y ). La prédiction Zβˆ(X,Y ) produit par la
suite une estimation de (yn+1, . . . , yn+m)′.
– Approche directe : On construit un estimateur de β∗ à l’aide de X, Y et de Z, noté
βˆ = βˆ(X,Y, Z). De la même façon que précédemment, Zβˆ(X,Y, Z) produit une esti-
mation de (yn+1, . . . , yn+m)′. Cette dernière approche présente l’avantage d’exploiter
également les données Z pour construire l’estimateur βˆ.
Contribution : article de Alquier et Hebiri [8].
Dans le chapitre 6, nous apportons, entre autres, une réponse à l’objectif de transduction,
pour lequel, il existe des méthodes de sélection de variables (cf. Catoni [37, 39] et Alquier
[6] par exemple), à notre connaissance, aucune conjugue bonnes performances théoriques
avec les facilités d’implémentation du LASSO. L’étude menée dans ce chapitre se place
dans la continuité du travail réalisé dans le chapitre 5 (cf. résumé de la section 1.2.3). Les
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estimateurs que nous étudions sont de la forme :
Programme T1 : βˆLT = argmin
β∈TDC(λ)
‖Zβ‖22,
Programme T2 : βˆDT = argmin
β∈TDC(λ)
‖β‖1,
où la région de conﬁance TDC(λ) est déﬁnie par :
TDC(λ) =
{
β :
∥∥∥Ξ−1 n
m
Z ′Z((X˜ ′X)−1X ′Y − β)
∥∥∥
∞
≤ n
2
λ
}
,
où :
– λ est le paramètre de régularisation,
– (X˜ ′X)−1 est une pseudo-inverse de X ′X,
– Ξ est la matrice diagonale dont le coeﬃcient (j, j) est égale à ξ
1
2
j avec ξj = [
Z′Z
m (
X˜′X
n )
−1Z′Z
m ]j,j ,
introduite à des ﬁns de normalisation.
Par la suite, pour βˆ = βˆLT , ou βˆDT , nous démontrons les résultats suivants, obtenus avec
grande probabilité :
– l’IS en tranduction : 1m
∥∥∥Z(βˆ − β∗)∥∥∥2
2
≤ C1 log(p)n |A∗|,
– l’IS en estimation :
∥∥∥βˆ − β∗∥∥∥
1
≤ C2
√
log(p)
n |A∗|.
Ces résultats sont vrais sous la Condition des noyaux kerZ = kerX et sous l’hypothèse 1.3
(VPR), où l’inégalité (1.7) est vériﬁée pour la matrice Z
′Z
m (en lieu et place de la ma-
trice Ψn = X
′X
n ). Il est intéressant de remarquer que, dans le cadre de la transduction, les
résultats font intervenir des hypothèses sur la matrice des corrélations Z
′Z
m des nouvelles
observations Z, sans pour autant en faire intervenir sur la matrice de Gram Ψn = X
′X
n .
Quelques remarques :
− La région TDC(λ) peut se réécrire sous la forme
TDC(λ) =
{
β :
∥∥Ξ−1Z¯ ′(Y¯ − Z¯β)∥∥∞ ≤ n2λ} , (1.15)
avec Z¯ =
(√
n
mZ
)
et Y¯ =
(√
n
mZ
)
(X˜ ′X)−1X ′Y . Ainsi, les estimateurs βˆLT et βˆDT peuvent
être vus comme des estimateurs LASSO et Dantzig déﬁnis à partir de données modiﬁées
aﬁn de répondre à l’objectif de transduction.
− D’un point de vue pratique, les solutions LASSO Transductif et Dantzig Selector Trans-
ductif peuvent être obtenues par le biais d’algorithmes fournissant des solutions approchées
aux estimateurs LASSO et Dantzig Selector respectivement, à ceci près que l’on considère
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ici les données (Z¯, Y¯ ) au lieu de (X,Y ). En outre, une méthode de type LARS est parfai-
tement adaptée.
− Le Chapitre 6 considère le cas d’une relaxation de la Condition des noyaux. La nouvelle
hypothèse s’énonce de la façon suivante :
Pour tout u ∈ Rp tel que ‖u‖1 ≤ ‖β∗‖1, on suppose que∥∥∥∥(X ′Xn − Z ′Zm
)
u
∥∥∥∥
∞
≤ σ
√
2 log(p)
n
. (1.16)
Sous cette condition, les IS décrites précédemment restent valides. Notons par ailleurs que
cette hypothèse est simplement vériﬁable dans notre cadre de travail (cf. Proposition 6.3 du
chapitre 6).
En tenant compte des remarques ci-dessus, un résultat plus général peut également être éta-
bli. En eﬀet, d’après l’écriture (1.15) de la contrainte, nous pouvons interpréter Y¯ comme un
estimateur préliminaire de (yn+1, . . . , yn+m)′. En outre, nous pouvons utiliser un estimateur
préliminaire de quelque forme que ce soit, en remplacement de Y¯ . Dans le cadre de nos
travaux, nous considérons les estimateurs LASSO et Dantzig Selector originels, i.e., nous
remplaçons Y¯ par ZβˆL(λ) ou encore par ZβˆD(λ). Sous l’hypothèse 1.16, les IS précédem-
ment énoncées sont encore valides pour les nouvelles versions transductives du LASSO et
Dantzig Selector.
Les performances pratiques de ces derniers estimateurs ont été évaluées, montrant que l’esti-
mateur LASSO Transductif améliore l’estimateur LASSO originel dans plusieurs situations.
Notons que le choix des paramètres de régularisation est également discuté au Chapitre 6.
1.2.5 Prédiction Conforme
Un cadre particulier de l’approche transductive est la prédiction séquentielle, où à chaque
"instant", le statisticien obtient une nouvelle observation xi. Son objectif est de fournir la
réponse yi associée avec la plus grande ﬁabilité. La notion de ﬁabilité peut se traduire en
terme de prédiction avec intervalle de conﬁance. La taille de l’intervalle donne alors une no-
tion de la qualité de la prédiction. Dans des travaux récents, Vovk, Gammerman, et Shafer
[150] considèrent la construction d’intervalles de conﬁance, appelés Prédicteurs Conformes
(ou Conformal Predictors en anglais) basée sur une approche séquentielle.
Pour une telle stratégie, les auteurs exploitent à chaque instant n les observations En =
((x1, y1), . . . , (xn−1, yn−1), xnew), où xnew ∈ Rp, aﬁn de fournir le meilleur intervalle de
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conﬁance de ynew, le label inconnu de l’observation xnew. Cette méthode s’appuie sur des
outils permettant d’évaluer le degré de conformité d’un label y au vu de En.
Les outils visent à évaluer si le couple (xnew, y) est semblable aux n− 1 précédents couples
(x1, y1), . . . , (xn−1, yn−1) avec un bon indice de conﬁance. Pour ce faire, les auteurs associent
à chaque label y un vecteur de taille n, noté α(y) = (α1(y), . . . , αn(y))′, dont la i-ème
composante est une mesure de la non-conformité du i-ème couple, lorsque y est associé
à xnew dans la construction des estimations. On construit une p-value de y comme une
quantiﬁcation relative des αi de la manière suivante :
p(y) =
1
n
|{i ∈ {1, . . . , n} : αi(y) ≥ αn(y)}| . (1.17)
Plus la p-value p(y) est grande, plus la paire (xnew, y) est conforme aux autres couples. Le
prédicteur conforme est alors donné par :
Γε = {y ∈ R : p(y) ≥ ε},
où ε ∈]0, 1[. Cette notion de p-value diﬀère de la déﬁnition classique. Toutefois, en déﬁnissant
les hypothèses suivantes :{
H0 : la paire (xnew, y) est conforme,
H1 : la paire (xnew, y) n’est pas conforme,
une connexion avec les tests d’hypothèses en statistique mathématique peut être établie.
En eﬀet, la fonction p(y) déﬁnit une procédure de test statistique avec une région critique
donnée par Rε = {y : p(y) ≤ ε} : on rejete H0 si y ∈ Rε.
Dans l’approche proposée de Vovk, Gammerman, et Shafer [150], la taille du prédicteur
conforme augmente quand ε diminue, signiﬁant que l’on tolère une moins grande conformité
de (xnew, y). En introduisant la suite d’erreurs de validité, (errε1, . . . , err
ε
n), où :
errεi = I(yi /∈ Γε(Ei)),
Vovk [147] et Vovk, Gammerman, et Shafer [150, chapitres 2 et 8], montrent que les errεi
sont indépendantes entre elles et que chaque errεi est une variable aléatoire dominée en loi
par une Bernoulli de paramètre ε.
Pour de tels prédicteurs conformes, Vovk, Gammerman, et Shafer [150] étudient :
– La validité. L’erreur commise errεi , ou de manière plus générale l’erreur cumulée Err
ε
n =∑n
i=1 err
ε
i .
– La précision. La taille du prédicteur conforme donne une indication sur sa ﬁabilité.
Vovk, Gammerman, et Shafer [150] considèrent les prédicteurs conformes dans le modèle de
régression, en basant la construction des scores de non-conformité α(y) sur des estimateurs
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tels que l’estimateur Ridge ou la méthode des plus proches voisins. Pour des problèmes en
classiﬁcation, les auteurs utilisent des méthodes à noyau.
Contribution : article de Hebiri [77].
Dans le chapitre 7, nous proposons une application des prédicteurs conformes au modèle de
régression linéaire sous l’hypothèse que le paramètre de régression est sparse. A la manière
de Vovk, Gammerman, et Shafer [150] qui basent la construction de leurs intervalles sur
un estimateur (comme par exemple l’estimateur Ridge), nous suggérons le LASSO comme
estimateur de référence pour ses qualités de sélection. La méthode de construction de l’in-
tervalle de conﬁance de yn = ynew est la suivante :
– Étape 1 (Sélection) : On utilise l’algorithme LARS pour fournir K estimations (cha-
cune correspondant à une étape de l’algorithme LARS, décrit dans l’annexe B), du
vecteurs Sgn(β∗) pour K valeurs du paramètre de régularisation λ(1), . . . , λ(K) (ces
λ correspondent aux valeurs du paramètre de régularisation telles que l’algorithme
s’actualise à chaque début d’étape).
– Étape 2 (Construction) : Pour chaque λ(k), k = 1, . . . ,K, on construit le prédicteur
conforme associé. L’algorithme utilisé est décrit dans le chapitre 7. Il s’agit d’une
adaptation de l’algorithme de Vovk, Gammerman, et Shafer [150] à l’utilisation de
l’estimateur LASSO. Nous obtenons de ce fait, K prédicteurs conformes Γε1, . . . ,Γ
ε
K .
– Étape 3 (Choix de λopt) : Il s’agit ici de choisir le meilleur intervalle parmi ceux
construits à l’étape précédente. Le prédicteur conforme ﬁnal répondant au critère de
précision est celui ayant la plus petite taille.
A l’étape 3, nous proposons une méthode de sélection du paramètre de régularisation opti-
mal λopt dépendant seulement des données. Ceci augmente l’intérêt de cette méthode qui ne
dépend pas d’un critère extérieur pour ce choix. La Figure 1.2 illustre un exemple d’inter-
valles construits sur des données simulées avec p = 50, n = 300 et |A∗| = 20. Le prédicteur
ﬁnal obtenu en appliquant la règle déﬁnie à l’étape 3 est désigné par une ﬂèche. Au cha-
pitre 7, une étude des performances de ce prédicteur ﬁnal appelé Conformal Lasso Predictor
(ColP), notamment dans le cas p ≥ n est proposée. Pour s’adapter à ce dernier cas, une
variante dans la construction de l’estimateur est apportée.
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Fig. 1.2 – Évolution de prédicteurs conformes Γεk par rapport aux itérations de l’algorithme
LARS. Le nombre d’observations est de n = 300 et le nombre de variables p = 50. (La première
étape correspond à λmax et la dernière correspond à λmin). Le prédicteur sélectionné est tracé
en cyan et est signalé par une flèche. La ligne horizontale bleue corresponds à la valeur de ynew.
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Chapitre 2
Estimateur LASSO et ses variantes
Ce chapitre d’introduction présente le cadre général et l’estimateur LASSO comme
exemple de référence. Il oﬀre de plus une synthèse bibliographique des diﬀérentes méthodes
de sélection de variables.
32
2.1 Cadre général
2.1.1 Modèle de régression linéaire
Nous considérons que les données collectées sont issues du modèle de régression linéaire
multidimensionnel. On dispose d’un échantillon (x1, y1), . . . , (xn, yn) tel que
yi = xiβ
∗ + εi, i = 1, . . . , n, (2.1)
où les εi sont des variables aléatoires mutuellement indépendantes de loi normale N (0, σ2),
avec σ connu. Dans cette expression, le vecteur xi = (xi,1, . . . , xi,p) est un vecteur p-
dimensionnel, supposé déterministe et β∗ ∈ Rp est un vecteur inconnu des paramètres de
régression. Il est commode d’écrire le modèle de régression linéaire sous forme matricielle.
Pour cela déﬁnissons X et Xj
X =
x1,1 · · · x1,p... . . . ...
xn,1 · · · xn,p
 =
x1...
xn
 = (X1 · · · Xp) ,
et déﬁnissons Y , ε et β∗ tels que
Y =
y1...
yn
 , ε =
ε1...
εn
 , et β∗ =
β
∗
1
...
β∗p
 .
Dans la littérature, on appelle la matrice X la matrice des données (matrice design en an-
glais), les variables Xj les variables explicatives, et Y la réponse.
Nous travaillons avec des données en grande dimension et nous autorisons même le nombre
de variables p à dépendre de n. Nous avons donc p = p(n). Dans la majorité des travaux
présentés ici, nous supposons p(n) ≥ n. Le modèle (2.1) peut être réécrit sous la forme
matricielle suivante :
Y =
p∑
j=1
β∗jXj + ε = Xβ
∗ + ε. (2.2)
En utilisant ces notations, soulignons que la composante β∗j du vecteur β
∗ traduit l’inﬂuence
de la variable Xj sur la réponse Y . Classiquement, nous nous intéressons à l’estimation de
β∗ et de Xβ∗, mais nous verrons plus loin qu’il peut y avoir d’autres objectifs.
2.1.2 Estimateur des moindres carrés et estimateur ridge
Nous présentons ci-après deux méthodes populaires pour estimer le paramètre β∗, l’es-
timateur des moindres carrés et l’estimateur ridge.
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Estimateur des moindres carrés (EMC)
La méthode usuelle pour estimer le paramètre β∗ ∈ Rp est celle des moindres carrés. Elle
consiste à chercher une valeur βˆ du paramètre qui minimise la somme des carrés des résidus :
n∑
i=1
(yi − xiβˆ)2 = min
β∈Rp
n∑
i=1
(yi − xiβ)2.
Le problème de minimisation de la somme des carrés des résidus peut s’écrire sous forme
matricielle comme
‖Y −Xβˆ‖2n = min
β∈Rp
‖Y −Xβ‖2n,
où ‖a‖n dénote la norme empirique dans Rn, ‖a‖2n = 1n
∑n
i=1 a
2
i . Il est facile de voir qu’il
existe toujours une solution βˆ de ce problème de minimisation que l’on appelle estimateur
des moindres carrés (EMC) de β∗ et noté βˆMC . On écrit alors
βˆMC ∈ argmin
β∈Rp
1
n
n∑
i=1
(yi − xiβ)2 = argmin
β∈Rp
‖Y −Xβ‖2n.
Si la matrice X ′X inversible, il est établi que l’EMC est unique et s’écrit sous la forme
βˆMC = (X ′X)−1X ′Y. (2.3)
En revanche, la matrice X ′X n’est pas inversible
– pour p > n, la matrice X ′X étant au plus de rang n,
– lorsque les colonnes de X sont liées (e.g., X2 = 2X1).
Dans ces deux situations, le paramètre β∗ n’est pas identiﬁable. Dans le cadre de ce manus-
crit, nous nous intéressons plus particulièrement au cas où p > n. La matrice X ′X n’étant
plus inversible, on utilise la pseudo-inverse (voir par exemple Penrose [120]) qui permet
d’étendre à ce cas la formule de l’EMC. Cette extension n’est utile que pour l’estimation de
Xβ∗. Pout tout (p, n) l’erreur de prédiction de l’EMC vaut :
E
[
‖XβˆMC −Xβ∗‖2n
]
= σ2
rg(X)
n
, (2.4)
où E est l’espérance sous la loi de probabilité de ε et rg(X) est le rang de la matrice
X. L’estimateur XβˆMC de Xβ∗, basé sur l’EMC, est alors consistant au sens ℓ2 pour
l’estimation de Xβ∗, quand n tend vers l’inﬁni, dès lors que rg(X)n = o(1). En particulier,
cette consistance est vériﬁée dès que p(n) = o(n), ou lorsque p est ﬁxe, étant donné que
rg(X) ≤ min{p, n}.
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Inconvénients de l’EMC. Cet estimateur présente quelques inconvénients majeurs :
– D’un point de vue statistique : dans le cadre de la grande dimension (p(n) ≥ n), l’EMC
n’est pas déﬁni de manière unique, et les résultats obtenus ne sont pas interprétables.
Dans ce cadre, cet estimateur n’est en général pas consistant au sens ℓ2 pour l’esti-
mation de Xβ∗ ; excepté pour le cas où les colonnes/variables de X sont liées de telle
sorte que rg(X) devienne asymptotiquement négligeable devant n.
– D’un point de vue numérique : pour p proche de n (et p < n), ou encore lorsque
certaines variables Xj , j ∈ {1, . . . , p} sont corrélées, des valeurs propres de la matrice
X ′X sont proches de zéro. La matrice X ′X est alors mal conditionnée et le calcul
numérique de l’inverse de cette matrice est instable, rendant inexploitable l’EMC
pour ce type de problèmes. Nous renvoyons le lecteur intéressé au livre de Ciarlet
[45] pour plus de détails sur le conditionnement de matrices et au livre de Lawson et
Hanson [96] pour un aperçu des méthodes de résolution du critère de l’EMC.
Estimateur ridge
Les inconvénients de l’EMC, énoncés précédemment, sont des raisons de l’introduction de
certains M -estimateurs pénalisés, solutions du critère :
βˆ = argmin
β∈Rp
‖Y −Xβ‖n + pen(β, n), (2.5)
où l’application pen : Rp → R+, est appelée pénalité (cf. Bickel et Li [18] pour plus de
détails). Le choix de la pénalité pen est liée et dépend de la ﬁnalité de l’étude considérée.
Bien choisie, elle permet d’éviter l’inversion de la matrice X ′X imposée par l’EMC (2.3) (cf.
Witten et Tibshirani [155], pour plus de détails sur l’utilisation de l’estimation de l’inverse
de la matrice X ′X dans le modèle de régression linéaire). Parmi la famille d’estimateurs
pénalisés (2.5), l’estimateur ridge (Hoerl et Kennard [79]) est l’un des plus populaires. La
pénalité ridge est déﬁnie comme suit :
pen(β, n) = λ
p∑
j=1
β2j ,
où λ ≥ 0 est un paramètre de lissage qui dépend éventuellement de la taille de l’échantillon
n. Contrairement à l’EMC, l’estimateur ridge βˆR est déﬁni de manière unique, même dans
le cadre de la grande dimension, p ≥ n, dès que λ > 0. Il s’écrit sous la forme
βˆR(λ) = (X ′X + λIp)−1X ′Y, (2.6)
où Ip est la matrice identité de taille p. D’un point de vue numérique, on s’aperçoit que
l’estimateur ridge, écrit sous la forme (2.6), est plus stable que l’EMC βˆMC . En eﬀet, un
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choix suﬃsamment grand du paramètre λ permet de rendre les valeurs propres de la matrice
X ′X + λIp assez grandes pour que l’inverse de cette matrice soit bien conditionné.
En revanche, d’un point de vue statistique, tout comme l’EMC, l’estimateur ridge ne permet
pas d’identiﬁer la paramètre β∗ quand p > n.
Vers la sélection de variables
Le paramètre β∗ = (β∗1 , · · · , β∗p) traduit le poids des variables explicatives (X1, · · · , Xp) sur
la réponse Y . Lorsque le nombre de variables explicatives est important, un objectif serait
d’évaluer la contribution de chaque variable et d’éliminer les variables non pertinentes. Ce
type d’approche fournit des estimateurs interprétables. Dans ce contexte, l’estimateur ridge
et l’EMC sont ineﬃcaces. Il est utile de considérer des méthodes capables de sélectionner
le sous-ensemble des variables explicatives, oﬀrant une représentation quasi-complète de la
réponse Y . Diverses stratégies ont été proposées dans ce but. Une approche classique est la
sélection de sous-ensembles (Subset Selection en anglais). Soit Bk un sous-ensemble variables
explicatives de taille k, où k ∈ {1, . . . , p} est un entier. Cette méthode trouve le meilleur
sous-ensemble Bk qui réduit au maximum la somme des carrés des résidus (cf. Hastie, Tib-
shirani, et Friedman [74]).
Une seconde stratégie pour sélectionner les variables pertinentes est le seuillage. Nous utili-
sons dans ce cas un estimateur préliminaire (e.g., l’EMC lorsque p ≤ n), que nous exploitons
pour écarter certaines variables de l’étude. Une variable n’est sélectionnée que si l’estima-
tion du coeﬃcient de régression correspondant, obtenue grâce à l’estimateur préliminaire,
dépasse un certain seuil déﬁni par le statisticien. Parmi ces méthodes de seuillages, nous
pouvons compter les procédures de seuillage dur et de seuillage doux, illustrées dans la Fi-
gure 2.1 (cf. Donoho et Johnstone [54, 53] et la section 2.2.1).
Pour réduire le nombre de variables explicatives, divers tests basés sur l’EMC ont été pro-
posés pour tester la pertinence de chaque variable explicative Xj . Pour tout j ∈ {1, . . . , p},
ces procédures testent sous l’hypothèse nulle β∗j = 0 et sous l’alternative β
∗
j 6= 0. Lorsque le
bruit est gaussien, il est courant d’utiliser un test de Student ou encore un test de Fisher
(cf. Tsybakov [138] et Hastie, Tibshirani, et Friedman [74]).
La sélection de variables par les tests a fait l’objet de nombreuses études sur l’identiﬁcation
du sous-ensemble des variables pertinentes. Ces méthodes de sélection de variables ne sont
pas en lien direct avec celles considérées dans ce manuscrit, nous ne les détaillons donc pas
davantage, nous référons le lecteur intéressé aux travaux de Birgé [19], Benjamini et Hoch-
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Fig. 2.1 – Fonctions de seuillage dur v = uI(u ≥ λ) (à gauche) et de seuillage doux v =
sgn(u) (|u| − λ)
+
(à droite) pour u ∈ R, où (·)+ dénote la partie positive, sgn(·) est la fonction
signe et λ ≥ 0 est un paramètre de lissage qui détermine le seuil.
berg [16], Bauer, Pötscher, et Hackl [15], Pötscher [122] et Bunea, Wegkamp, et Auguste
[31], issus de la littérature des tests multiples. Dans la prochaine section, nous présentons
un M -estimateur important en sélection de variables.
2.1.3 Pénalisation ℓ0
Notons |A| le cardinal de A, un ensemble quelconque d’indice. Il est commode, pour
l’étude de méthodes de sélection de variables, de déﬁnir l’ensemble de sparsité A∗ ; c’est
l’objet de la Déﬁnition 2.1.
Définition 2.1.
Soit le modèle de régression linéaire (2.1). On définit l’ensemble de sparsité associé au vec-
teur β∗ par
A∗ = {j : β∗j 6= 0}. (2.7)
On définit par la suite, l’indice de sparsité de β∗ par la quantité |A∗|.
La construction d’estimateurs interprétables est un enjeu important. Des estimateurs parmi
ceux qui répondent à cette attente sont par exemple construits à partir de la pénalité ℓ0,
tels que les critères d’information Cp de Mallows, AIC (Akaike Information Criterion) ou
encore BIC (Bayesian Information Criterion), aujourd’hui classiques et introduits respecti-
vement par Mallows [105], Akaike [2] et Schwartz [127]. Ces critères sélectionnent parmi une
collection de taille D d’estimateurs de β∗, notée
F̂ =
{
βˆ1, · · · , βˆD
}
,
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celui qui remplit au mieux le double objectif suivant : la bonne estimation de Xβ∗ et la
bonne estimation de l’ensemble des variables pertinentes A∗ déﬁnie en (2.7). On comprendra
aisément l’importance du choix de cette famille F̂ . Ces critères sont construits à partir de
la pénalité pen(β, n) qui fait intervenir la semi-norme ℓ0 du vecteur β
pen(β, n) = λn‖β‖0, (2.8)
où ‖β‖0 est déﬁnie par ‖β‖0 =
∑p
j=1 I(βj 6= 0) et I(·) dénote la fonction indicatrice. La
déﬁnition et la valeur de λn sont propres au critère considéré. Dans le cadre de la régression
linéaire (2.1) que nous considérons et sous l’hypothèse de bruit gaussien, les critères Cp et
AIC sont confondus et la pénalité est déﬁnie comme
penAIC(β, n) = penCp(β, n) :=
2σ2‖β‖0
n
. (2.9)
Soit βˆ un estimateur de β∗, déﬁnissons tout d’abord :
df(βˆ) =
1
σ2
n∑
i=1
Cov(xiβˆ, yi),
où Cov désigne la covariance sous la loi de ε. La quantité df(βˆ) est le degré de liberté de
l’estimateur βˆ (cf. Efron [58] et Hastie et Tibshirani [75]). Le degré de liberté d’un estimateur
est lié à la dimension de l’espace engendré par les variables explicatives Xj qui interviennent
dans sa construction. Sous l’hypothèse du bruit gaussien, un point important est l’équation
qui lie l’erreur de prédiction au degré de liberté df(βˆ) d’un estimateur βˆ :
E
[
‖Xβˆ −Xβ∗‖2n
]
+ σ2 = E
[
‖Y −Xβˆ‖2n
]
+
2σ2
n
df(βˆ), (2.10)
où E dénote l’espérance sous la loi de ε. On remarque que minimiser l’erreur de prédiction
est équivalent à minimiser le membre de droite dans l’équation (2.10). Un estimateur de
df(βˆ) est donné par ‖βˆ‖0 (Mallows [105] et Hastie et Tibshirani [75]). De par sa déﬁnition,
l’estimateur Cp et AIC, noté β¯, est tel que
‖Y −Xβ¯‖2n +
2σ2‖β¯‖0
n
donne une bonne approximation de l’erreur de prédiction. Les critères Cp et AIC fournissent
des estimateurs performants du point de vue de la prévision de Xβ∗.
Le critère BIC est plus approprié pour l’estimation de l’ensemble A∗ des composantes non
nulles de β∗, en ce sens qu’il surpénalise les gros modèles ; i.e. ceux dont l’ensemble A∗
associé est de cardinal grand. Le critère BIC est déﬁni par (2.11) comme
penBIC(β, n) := σ2 log(p)
‖β‖0
n
. (2.11)
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La pénalité BIC impose une plus forte contrainte aux estimateurs dont beaucoup de com-
posantes sont diﬀérentes de zéro, dès que p ≥ 7. En d’autres termes, le critère BIC tend à
sélectionner des estimateurs plus parcimonieux (sparse en anglais) que ceux choisis par les
critères Cp et AIC.
Notons que les performances théoriques de ces critères diﬀèrent selon la ﬁnalité de l’étude.
L’estimateur BIC fournit en général de meilleures performances théoriques dans le cadre
de l’estimation du support A∗ de β∗ (on parle de sélection). A l’inverse, les estimateurs Cp
et AIC donnent de meilleurs résultats pour l’estimation de Xβ∗ (on parle de prédiction).
Ces remarques ont fait l’objet de nombreux travaux ; citons ici Yang [156], Shibata [132],
Foster et George [65], Leeb et Pötscher [97], McQuarrie et Tsai [108], Shao [129]. Yang [157]
a montré qu’il est toutefois possible de combiner, dans certains cas, les avantages de ces
diﬀérents critères.
Les critères bâtis sur la pénalité ℓ0 ont été largement étudiés dans la littérature. Pour p ﬁxé
et n tendant vers l’inﬁni, les critères Cp et AIC fournissent des estimateurs consistants au
sens ℓ2 si l’on considère l’erreur de prédiction. Les performances théoriques de ces estima-
teurs ont été établies par Shibata [131], Li [100], Polyak et Tsybakov [121], Baraud [13] et
par Birgé et Massart [21] au prix d’un contrôle sur le cardinal D de la famille F̂ considérée.
Lorsque la ﬁnalité de l’étude est l’estimation du support A∗, Haughton [76] et Guyon et
Yao [72] ont obtenu de bons résultats théoriques en utilisant le critère BIC. Dans le modèle
de régression semi-paramétrique, Bunea [27] montre que le critère BIC sélectionne le bon
sous-ensemble des variables pertinentes avec une probabilité qui tend vers 1, lorsque n tend
vers l’inﬁni, en adaptant la pénalité au cadre semi-paramétrique par l’ajout d’un terme de
correction.
Plus récemment et en grande dimension (p ≥ n) et n ﬁni, Barron, Birgé, et Massart [14],
Birgé et Massart [21], Bunea [27] et Massart [106] se sont intéressés au contrôle non-
asymptotique de l’erreur de prédiction d’estimateurs de type ℓ0. Les auteurs montrent
que des estimateurs déﬁnis avec une pénalité légèrement diﬀérente de (2.8) satisfont des
inégalités pour l’erreur de prédiction dépendant de la dimension p de manière seulement
logarithmique. Un point intéressant de ces travaux est qu’aucune hypothèse sur la matrice
de Gram, Ψn = X
′X
n , n’est nécessaire. En contrepartie, une hypothèse sur la taille D de la
famille F̂ doit être faite. Toutefois, Bunea, Tsybakov, et Wegkamp [32] et Birgé et Massart
[20] se sont aﬀranchis de cette hypothèse et ont obtenu des résultats similaires.
39
Inconvénient de ces critères. Les procédures déﬁnies à partir de la pénalité ℓ0 abou-
tissent à de bonnes performances théoriques en s’aﬀranchissant de toute hypothèse sur la
matrice de Gram, mais sous la condition que le cardinal D de la famille F̂ considérée soit
suﬃsamment grand. La complexité algorithmique devient trop grande dès lors que D est
grand, ou que p est grand. Des hypothèses sur le modèle sont alors nécessaires. Les hypo-
thèses rencontrées dans la littérature sont du type : "supposer les variables ordonnées", ou
encore "considérer une famille F̂ d’estimateurs sparses".
2.1.4 Hypothèse fondamentale
Les méthodes de sélection de variables considérées précédemment ont été introduites
dans un cadre classique d’estimation, où la dimension p est raisonnable (p ≤ n). Dans
ce manuscrit, nous considérons des problèmes en grande dimension (p > n). L’étude peut
avoir diﬀérentes ﬁnalités : l’estimation de Xβ∗, de β∗, ou encore du support A∗ de β∗. Les
estimateurs présentés dans la section 2.1.2 (EMC et estimateur ridge) ne sont pas adaptés
dans ce contexte. Pour répondre à ces diﬃcultés, il est nécessaire d’exhiber de nouveaux
estimateurs. Pour cela, nous introduisons dans cette section une notion fondamentale : la
sparsité.
Hypothèse 2.1. Hypothèse (S) de sparsité.
Soit A∗ l’ensemble de sparsité défini en (2.7) associé à β∗. Il existe un entier s, tel que
|A∗| ≤ s, (2.12)
et on suppose que s = o(n).
L’hypothèse (S) traduit un contrôle sur la sparsité du modèle. Elle témoigne du fait qu’il y
a peu de variables explicatives pertinentes pour l’étude.
Face à des problèmes de grande dimension (i.e., p ≥ n), il s’avère nécessaire d’ajouter
certaines hypothèses sur le modèle que nous considérons. Compte tenu des applications
réelles, l’hypothèse (S) de sparsité est la plus adaptée et la plus naturelle. Celle-ci assure
que seules très peu de coordonnées β∗j du vrai vecteur de régression β
∗ sont diﬀérentes de
zéro.
Estimateur des moindres carrés restreint
Dans le cadre idéal où l’ensemble de sparsité A∗ est connu, un estimateur comblant nos
attentes dans le contexte de la grande dimension est l’estimateur des moindres carrés res-
treint, noté βˆMCR. L’estimateur βˆMCR est déﬁni comme l’estimateur des moindres carrés,
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restreint aux variables pertinentes Xj , i.e., les variables Xj dont les indices j sont dans A∗.
Introduisons la matrice XA∗ , de taille n × |A∗|, qui désigne la restriction de la matrice X
aux colonnes Xj avec j ∈ A∗. L’estimateur βˆMCR est de la forme :
βˆMCR = (X ′A∗XA∗)
−1X ′A∗Y.
Si nous évaluons à présent l’erreur de prédiction commise par l’estimateur βˆMCR, il vient :
E
[
‖XβˆMCR −Xβ∗‖2n
]
= σ2
|A∗|
n
. (2.13)
Si l’hypothèse de sparsité est satisfaite, l’estimateur βˆMCR est consistant, son erreur ne
dépendant pas de la dimension effective p du problème, mais de la dimension réelle |A∗|.
En pratique, l’ensemble de sparsité est rarement connu, donc l’estimateur βˆMCR n’est pas
exploitable en l’état. D’autres procédures qui exploitent la sparsité de β∗ ont été étudiées.
Dans la prochaine section, nous présentons une de ces méthodes, très populaire en sélection
de variables : le LASSO.
2.2 Estimateur LASSO
Les problèmes de régression en grande dimension ont suscité la construction d’estima-
teurs à la fois ﬁables et facilement interprétables. Nous présentons dans cette section un
exemple d’estimateur sparse : l’estimateur LASSO1 (Least Absolute Shrinkage and Selec-
tion Operator). La procédure Lasso est la méthode de référence pour cette thèse.
2.2.1 Introduction de l’estimateur
Introduit pour la première fois sous l’appellation Lasso par Tibshirani [135], cet estima-
teur est déﬁni comme l’estimateur des moindres carrés sous une contrainte de type ℓ1 :
β¯L(t) =

argminβ∈Rp ‖Y −Xβ‖2n,
s.c. ‖β‖1 ≤ t,
(2.14)
où t est un paramètre positif. Cet estimateur avait déjà été introduit en théorie du signal
par Chen et Donoho [42] (voir également Chen, Donoho, et Saunders [43]), sous le nom de
Basis Pursuit De-Noising et déﬁni sous sa forme pénalisée :
βˆL(λ) ∈ argmin
β∈Rp
‖Y −Xβ‖2n + λ‖β‖1. (2.15)
Une large discussion sur le Basis Pursuit De-Noising peut être trouvée dans Mallat [104,
chapitre 12]. Notons que les estimateurs β¯L et βˆL sont équivalents point par point. A savoir,
1On notera dorénavant cet estimateur Lasso.
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pour un t ﬁxé, on peut trouver un λ (qui dépend des données) tel que β¯L = βˆL. Et inverse-
ment, pour un λ ﬁxé, il existe un t tel que β¯L = βˆL et vaut dans ce cas t =
∑p
j=1 |βˆLj (λ)|.
Dans la suite de ce manuscrit, nous appellerons ces deux estimateurs : estimateurs Lasso, βˆL.
Une forme duale de l’estimateur Lasso (2.15) a été proposée par Osborne, Presnell, et
Turlach [118] et Alquier [4]. Elle se formule de la façon suivante :
β˜L(λ) ∈

argminβ∈Rp ‖Xβ‖22
s.c.
∥∥Ξ−1X ′ (Y −Xβ)∥∥∞ ≤ nλ2 . (2.16)
où Ξ est la matrice diagonale de taille p, dont le j-ième coeﬃcient diagonal vaut ‖Xj‖n =√
1
n
∑n
i=1 x
2
i,j . Une propriété importante de l’estimateur β˜
L est qu’il est confondu avec
l’estimateur Lasso (βˆL = β˜L), dès lors que la matrice Ψn est inversible. Cela n’est plus vrai
lorsque p > n, on a seulement Xβ˜L(λ) = XβˆL(λ).
La forme duale (2.16) de l’estimateur Lasso nous fournit une interprétation géométrique de
celui-ci. En eﬀet, Alquier [4] suggère que le Lasso peut être vu comme le projeté de 0p, le
zéro de Rp, sur la région de conﬁance déterminée par la contrainte∥∥Ξ−1X ′ (Y −Xβ)∥∥∞ ≤ nλ2 .
Quelques remarques sur le Lasso.
− Par le biais de la pénalisation ℓ1, nous pouvons établir des liens entre le Lasso et d’autres
méthodes statistiques. Citons par exemple le boosting sous contrainte ℓ1 (Friedman [68],
Lugosi et Vayatis [103] et Bühlmann et Yu [25]), généralement utilisé en classiﬁcation. Ci-
tons également le Basis Pursuit introduit pour la reconstitution d’un signal non bruité, i.e.,
ε = 0n dans le modèle de régression (2.2), où 0n est le zéro dans Rn (Chen et Donoho [42]
et Chen, Donoho, et Saunders [43]).
− Notons que l’estimateur Lasso et l’estimateur des moindres carrés sont confondus (βˆL =
βˆMC) pour λ = 0, i.e., la procédure Lasso sélectionne toutes les variables explicatives. En re-
vanche, si λ→∞, la procédure Lasso ne sélectionne aucune variable explicative (βˆL = 0p).
Entre ces deux valeurs extrêmes, la procédure Lasso sélectionne d’autant plus de variables
explicatives que λ est petit, i.e., plus λ est grand, plus la contrainte sur les coeﬃcients de β
l’est également.
− L’estimateur Lasso peut s’interpréter en terme d’estimation dans le cadre de l’inférence
bayésienne. En eﬀet, nous pouvons déduire l’estimateur Lasso en considérant le modèle de
régression avec bruit gaussien, et en prenant comme loi a priori pour le paramètre β∗ la loi
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de Laplace qui est également appelée loi double exponentielle ; i.e., β∗j admet pour densité a
priori par rapport à la mesure de Lebesgue λ2 exp
(
−λ|β∗j |
)
.
− L’estimateur Lasso est linéaire par morceaux comme fonction de λ.
• Lorsque les colonnes de la matrice X sont orthogonales (ou le cas trivial où p = 1),
résoudre le problème Lasso est équivalent à trouver la solution de p problèmes de seuillage
doux (Donoho et Johnstone [53, 54]). Plus précisément, chaque composante du vecteur βˆL =
(βˆL1 , . . . , βˆ
L
p )
′ s’écrit en fonction de l’estimateur des moindres carrés βˆMC = (X ′X)−1X ′Y :
βˆLj (λ) = sgn(βˆ
MC
j )(|βˆMCj | − λ/2)+, ∀j ∈ {1, . . . , p}, (2.17)
où (α)+ = max{α, 0} pour α un réel et la fonction signe sgn(·) est déﬁnie pour tout réel b
comme
sgn(b) =

1 si b > 0,
0 si b = 0,
−1 si b < 0.
(2.18)
L’optimalité de cette méthode a été assurée dans le cadre du seuillage d’ondelettes par Do-
noho, Johnstone, Kerkyacharian, et Picard [56]. Sous la forme (2.17), l’estimateur Lasso
est linéaire par morceaux comme fonction de λ. On peut sans peine trouver p valeurs
du paramètre de régularisation {λ(1), . . . , λ(p)} telles que la linéarité change. Dans ce cas
λ(k) = |βˆMCk |, k = 1, . . . , p.
• Dans le cadre plus général où X n’est pas une matrice orthogonale (et p 6= 1), la
linéarité par morceaux de la solution Lasso comme fonction de λ a été établie par Efron,
Hastie, Johnstone, et Tibshirani [61] et Zou, Hastie, et Tibshirani [169]. De plus, les valeurs
du paramètre de régularisation telles que la linéarité change peuvent être trouvées en consi-
dérant les conditions d’optimalité du premier ordre (2.15). Ces conditions sont également
connues sous le nom de conditions Karush-Kuhn-Tucker (KKT).
Déﬁnissons l’ensemble de sparsité ou ensemble actif d’un estimateur βˆ par
Aˆ = {j ∈ {1, . . . , p} : βˆj 6= 0}. (2.19)
Par suite, notons AˆL = AˆL(λ), l’ensemble actif de l’estimateur Lasso βˆL(λ). Les conditions
KKT pour cet estimateur s’écrivent :
2X ′j
(
Y −XβˆL(λ)
)
= λ sgn(βˆLj ) ∀j ∈ AˆL,
2
∣∣∣X ′j (Y −XβˆL(λ))∣∣∣ < λ ∀j /∈ AˆL. (2.20)
Ces conditions peuvent se reformuler de la façon suivante∥∥∥X ′ (Y −XβˆL(λ))∥∥∥
∞
≤ λ/2,
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où ‖a‖∞ = supj aj est la norme-sup du vecteur a ∈ Rp. De manière analogue à l’esti-
mateur de seuillage doux, nous pouvons déﬁnir l’ensemble des valeurs du paramètre de
régularisation {λ(1), . . . , λ(K)} pour lequel la linéarité de βˆL(λ) change, et K est un entier
positif. Nous pouvons trouver ces valeurs particulières de λ en considérant les conditions
non saturées dans les conditions KKT (i.e., la deuxième ligne de (2.20)). En eﬀet, pour
tout j ∈ {1, . . . , p}, la quantité X ′j
(
Y −XβˆL(λ)
)
évolue en fonction de λ. En particulier,
pour tout j /∈ AˆL, il existe un λ(k) tel que
∣∣∣X ′j (Y −XβˆL(λ(k)))∣∣∣ = λ(k)/2. Pour la valeur
λ = λ(k), la contrainte correspondant à la variable Xj devient donc saturée et la variable
Xj devient active (i.e., l’indice j "passe" de AˆCL à AˆL).
− Un avantage non négligeable de l’estimateur Lasso est qu’une solution approchée peut
être obtenue rapidemment en utilisant, par exemple, l’algorithme LARS introduit par Efron,
Hastie, Johnstone, et Tibshirani [61].
Remarque 2.1.
Dans l’annexe B, nous considérons l’estimateur Lasso d’un point de vue algorithmique. En
particulier, nous détaillons un algorithme d’homotopie appelé le LARS, permettant de cal-
culer l’ensemble des solutions Lasso βˆL(λ) lorsque λ varie dans [0,∞[. L’algorithme base sa
construction sur les conditions KKT , i.e., sur les corrélations entre le résidu
(
Y −XβˆL(λ)
)
et les variables explicatives (X1, . . . , Xp). Comme la majeure partie des algorithmes utilisés
pour approximer les solutions Lasso, le LARS échoue à construire de bonnes évaluations
de l’estimateur lorsque de fortes corrélations interviennent entre les variables. L’algorithme
tend à sélectionner une variable explicative par groupe de variables corrélées, écartant ainsi
de l’étude les autres variables du groupe.
2.2.2 Nature des résultats
Dans le cadre de la régression linéaire en grande dimension, avec le paramètre β∗ véri-
ﬁant l’hypothèse (S) de sparsité (2.12), trois objectifs naturels peuvent être déﬁnis :
− fournir la meilleure approximation du vecteur Xβ∗ : on parle de prédiction,
− estimer le vecteur β∗ : on parle d’estimation,
− identiﬁer le support A∗ de β∗ déﬁni en (2.7), ou encore le vecteur signe de β∗ : on parle
de sélection.
Dans ce cadre, les résultats théoriques espérés sont du type Inégalité de Sparsité, notée IS
dans la suite (Déﬁnition 2.2). Les IS ont été introduites par Bunea, Tsybakov, et Wegkamp
[33] dans le cadre de la régression non-paramétrique (i.e., le paramètre estimé est un pa-
ramètre fonctionnel f) sous le nom de Sparsity Oracle Inequalities, les inégalités faisant
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intervenir un indice de sparsité dans la borne.
Définition 2.2.
Soit l’hypothèse (S) de sparsité vérifiée et s l’indice défini en (2.12). On dit qu’un esti-
mateur βˆ vérifie une Inégalité de Sparsité (IS)
en prédiction si : E
[
‖X(βˆ − β∗)‖2n
]
≤ CsL(n, p)
n
;
en estimation en norme ℓ1 si : E
[
‖βˆ − β∗‖1
]
≤ Cs
√
L(n, p)
n
;
en estimation en norme-sup si : E
[
‖βˆ − β∗‖∞
]
≤ C
√
L(n, p)
n
,
où C est une constante positive et L(n, p) est un terme décrivant une dépendance au plus
logarithmique en n et p. Toutes les IS peuvent être également définies à l’aide d’inégalités
probabilistes.
Dans le cadre de la sélection du support A∗, il est d’usage d’utiliser l’IS en norme-sup.
Dans la Déﬁnition 2.2, l’IS en estimation est déﬁnie à l’aide de la norme ℓ1, mais d’autres
normes ℓq tel que q ≥ 1 ont été considérées dans la littérature. Notons que la notion d’IS est
particulièrement intéressante lorsque nous considérons des problèmes en grande dimension
(p ≥ n). En eﬀet, dans de telles situations, la dépendance en la dimension p = p(n) est un
élément majeur à considérer.
Apportons à présent quelques précisions sur l’ordre de grandeur de la quantité L(n, p) in-
troduite dans la Déﬁnition 2.2.
− Un cadre plus général que celui que nous avons supposé dans ce manuscrit, est celui de
la régression non-paramétrique à design ﬁxe, où f est le paramètre fonctionnel inconnu.
Une approche possible est l’aggrégation dans laquelle l’estimateur fˆ de f est déﬁni en
agrégeant plusieurs fonctions d’un dictionnaire {f1 . . . , fp} donné. Ce problème a largement
été étudié ces dernières années (Birgé [19], Catoni [38], Györﬁ, Kohler, Krzyżak, et Walk
[73], Juditsky et Nemirovski [86], Tsybakov [139], Wegkamp [154] et Yang [158]). D’un point
de vue minimax, Bunea, Tsybakov, et Wegkamp [32, Théorème 5.1] et Bunea, Tsybakov, et
Wegkamp [29] ont étudié les bornes inférieures de l’erreur de prédiction et ont montré que
la vitesse optimale ϕn de convergence pour ce problème est
ϕn =
|A∗|
n
log
(
p
|A∗| + 1
)
. (2.21)
On constate une dépendance en l’indice de sparsité |A∗| et un terme logarithmique.
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− L’EMC restreint est construit en supposant connu l’ensemble de sparsité A∗ et son er-
reur de prédiction est de l’ordre |A
∗|
n . Dans notre cadre, cet ensemble est toujours inconnu.
Ainsi, au vu de (2.21), un facteur au minimum logarithmique est à prévoir dans l’erreur de
prédiction d’un estimateur βˆ qui s’aﬀranchit de la connaissance de A∗. Les bornes des IS
des estimateurs βˆ qui s’adaptent au paramètre de sparsité inconnu A∗ sont à comparer avec
(2.21) comme borne optimale.
Les IS sont généralement diﬃciles à obtenir et il est nécessaire d’ajouter une hypothèse, sou-
vent restrictive, sur la matrice de Gram Ψn = X
′X
n . Dans la littérature, un “bon” estimateur
est un estimateur qui répond au mieux aux exigences suivantes :
– Optimalité : Les résultats d’optimalité sont de deux types. D’un point de vue asymp-
totique ( n → ∞), on s’intéresse à la consistance de la procédure d’estimation. D’un
point de vue non-asymptotique, on recherche des IS du même type que celles décrites
dans la Déﬁnition 2.2.
– Hypothèses : Les hypothèses, en particulier sur la matrice de Gram Ψn, doivent être
aussi faibles que possible.
– Complexité algorithmique : Outre les aspects théoriques, il est important qu’une mé-
thode d’estimation soit utilisable en pratique ; i.e., implémentable en un temps rai-
sonnable même lorsque p est plus grand que n.
– Interprétabilité : Dans les problèmes en grande dimension, il est souhaitable que l’esti-
mateur construit soit sparse. De cette façon, il devient possible d’extraire l’information
utile et d’interpréter les résultats.
2.3 Résultats théoriques pour l’estimateur Lasso
De nombreux résultats théoriques ont été obtenus ces dernières années dans la littéra-
ture statistique. Nous discutons certains d’entre eux dans les sections 2.3.2 et 2.3.3. Ces
résultats ont été obtenus au prix d’hypothèses plus ou moins contraignantes, notamment
sur la matrice de Gram Ψn. C’est l’objet de cette première section 2.3.1.
2.3.1 Hypothèses sur la matrice de Gram
Les hypothèses qui ont été faites sur la matrice de Gram Ψn n’autorisent qu’une faible
corrélation entre les variables. Nous détaillons dans cette section, les principales hypothèses
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imposées à la matrice Ψn. Au préalable, introduisons quelques notations. Étant donnée la
matrice de Gram
Ψn =
[
Ψnj,k
]
1≤j,k≤p =
X ′X
n
,
et A un ensemble d’indice, on note
ΨnA,A =
X ′AXA
n
,
la restriction de Ψn aux lignes et colonnes dont les indices appartiennent à l’ensemble A.
De plus, on introduit
ΨnAC ,A =
X ′ACXA
n
,
la matrice de taille |AC | × |A| (où |B| est le cardinal de l’ensemble B), restriction de Ψn
aux lignes dont les indices appartiennent à l’ensemble AC et aux colonnes dont les indices
appartiennent à l’ensemble A.
Soit un entier m tel que m ≤ p, on déﬁnit les valeurs propres minimale et maximale m-
sparses de Ψn respectivement par
φmin(m) = min
u∈Rp: ‖u‖0≤m
u′Ψnu
u′u
, et φmax(m) = max
u∈Rp: ‖u‖0≤m
u′Ψnu
u′u
. (2.22)
La notion de valeurs propres m-sparse a été introduite dans le cadre de la sélection de
variables par Donoho [52]. Ces quantités sont les valeurs propres minimale et maximale sur
l’ensemble des sous-matrices de la matrice Ψn, de tailles inférieures ou égales à m×m. Dans
le cas p > n, la valeur propre minimum φmin(m) est nulle pour tout m > n.
Présentons à présent, les hypothèses communes concernant la matrice de Gram. Elles tra-
duisent une faible corrélation entres les variables pertinentes et les autres.
Hypothèse 2.2. Cohérence Mutuelle (CM).
Il existe une constante C > 0 telle que
max
k 6=j
|Ψnj,k| ≤
C
s
, (2.23)
où s, défini en (2.12), est tel que |A∗| ≤ s.
Dans la littérature sur le Lasso, cette hypothèse est en général utilisée sous une version
moins restrictive. Dans cette version, seules les corrélations des variables Xj pertinentes
avec les autres variables sont restreintes. L’hypothèse s’écrit alors :
il existe une constante C > 0 telle que
max
j∈A∗
max
k∈{1,...,p}
k 6=j
|Ψnj,k| ≤
C
|A∗| . (2.24)
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L’hypothèse (CM), sous sa forme la moins restrictive (2.24), est entre autres utilisée par
Bunea [28], Bunea, Tsybakov, et Wegkamp [33] et Bunea, Tsybakov, et Wegkamp [32].
Notons que dans sa version forte (2.23), cette condition de cohérence mutuelle implique
l’unicité du vecteur β∗ lorsque l’hypothèse (S) de sparsité est vériﬁée. Le paramètre β∗ est
alors identiﬁable (Lounici [101]).
Hypothèse 2.3. Condition d’Irreprésentabilité (CI).
Il existe une constante C > 0 telle que
‖Ψn(A∗)C ,A∗(ΨnA∗,A∗)−1 Sgn(β∗A∗)‖∞ ≤ 1− C, (2.25)
où ‖·‖∞ dénote la norme sup dans Rp et la fonction signe Sgn est définie ∀x ∈ Rp par
Sgn(x) = (sgn(x1), . . . , sgn(xp))
′,
et la fonction sgn(·) est définie en (2.18).
L’hypothèse (CI) a été introduite dans le modèle de regression linéaire par Yuan et Lin
[160], Zhao et Yu [164] et Zou [166] et dans le modèle graphique gaussien par Meinshausen
et Bühlmann [112] (cf. Lauritzen [95] pour des détails sur le modèle graphique gaussien).
Cette condition d’Irreprésentabilité (CI) est appellée condition de stabilisation de voisinage
par Meinshausen et Bühlmann [112]. Une interprétation claire de cette hypothèse demeure
toutefois diﬃcile, puisqu’elle fait intervenir le signe du vecteur β∗ dans son énoncé (2.25).
Hypothèse 2.4. Valeurs Propres Restreintes (VPR).
Soit l’ensemble ∆(A) défini tel que
∆(A) =
α ∈ (R∗)p : ∑
j∈AC
|αj | ≤ 3
∑
j∈A
|αj |
 , (2.26)
il existe une constante κ1(s) > 0 telle que
κ1(s) = minA⊂{1,...,p}: |A|≤s
min
α∈∆(A)
α′Ψnα∑
j∈A α
2
j
> 0, (2.27)
où s est défini en (2.12).
Notons que l’hypothèse (VPR) introduite par Bickel, Ritov, et Tsybakov [17], est une version
plus faible, i.e. moins contraignante que l’hypothèse (CM). Une large discussion autour de
cette hypothèse se trouve dans le papier de Bickel, Ritov, et Tsybakov [17]. Il y est établi que
si l’hypothèse (CM) est vériﬁée pour la constante C ≥ φmin(s)6 alors l’hypothèse (VRP) est
satisfaite, où φmin(s) est la valeur propre minimale m-sparse donnée par (2.22). De même,
l’hypothèse (CM) dans sa version faible (2.24) implique l’hypothèse (VPR) dès lors que l’on
restreint les sommes aux coordonnées dans A∗, dans cette dernière condition.
48
Hypothèse 2.5. Designs Incohérents (DI)).
Il existe une suite de réels positifs en, appelée séquence de multiplicateurs de sparsité, telle
que
lim inf
n→∞
enφmin(e
2
ns)
φmax(s+min{n, p}) ≥ C, (2.28)
où C > 0 est une constante et s est défini en (2.12).
Cette hypothèse (DI) est une hypothèse sur la décroissance de la valeur propre minimale m-
sparse (2.22). Elle a été introduite par Meinshausen et Yu [114] et sous le nom de condition
sparse de Riesz par Zhang et Huang [163]. Sous certaines conditions, Bickel, Ritov, et Tsy-
bakov [17] montrent que l’hypothèse (VRP) est moins restrictive que l’hypothèse (DI) (voir
Bickel, Ritov, et Tsybakov [17, Assumption 2]). Pour cela, ils introduisent une hypothèse
du type (DI) moins restrictive. Ils supposent que :
mφmin(s+m) > csφmax(m), (2.29)
où c > 0 est une constante, 1 ≤ s ≤ p/2, m ≥ s et s+m ≤ p.
Pour s+m = s log n, les auteurs montrent alors que l’hypothèse 2.29 est moins restrictive
que l’hypothèse (DI). De plus, ils prouvent que l’hypothèse 2.29 implique l’hypothèse (VPR)
pour κ1(s) telle que
κ1(s) =
√
φmin(s+m)
(
1− c
√
sφmax(m)
mφmin(s+m)
)
.
2.3.2 Résultats dans le cas p < n
Dans notre cadre (section 2.1.1) pour p < n avec p ﬁxe, les résultats sur l’estimateur Lasso
βˆL(λn) portent sur la consistance en estimation et en sélection. Dans ce cadre on suppose
que
Ψn → Ψ, quand n→∞,
où Ψ une matrice déﬁnie positive.
Pour le cas trivial où λn
n→∞→ ∞, l’estimateur Lasso βˆL(λn) converge vers zéro dans Rp.
L’estimateur βˆL(λn) n’est pas consistant.
Pour λn
n→∞→ λ0 ≥ 0, où λ0 est une constante ﬁnie, Knight et Fu [90] montrent que
l’estimateur Lasso βˆL(λn) converge vers l’unique minimum de la fonction
β ∈ Rp 7→ (β − β∗)′Ψ(β − β∗) + λ0‖β‖1. (2.30)
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L’estimateur Lasso est consistant en estimation si et seulement si λ0 = 0. En revanche,
la consistance en sélection est toujours assurée si λ0 = 0 et dépend du minimiseur global
de (2.30) sinon.
Pour λn
n→∞→ 0 et √nλn n→∞→ ∞, Zou [166] montre que l’estimateur Lasso βˆL est tel que
λ−1n (βˆL − β∗) converge vers l’unique minimum de la fonction
u ∈ Rp 7→ u′Ψu+ u′A∗ Sgn(β∗A) + ‖u(A∗)C‖1.
L’estimateur Lasso est biaisé et la consistance en estimation n’est plus assurée. En contre-
partie, la consistance en signe de l’estimateur Lasso est établie avec une probabilité qui
tend vers 1, si et seulement si l’hypothèse 2.3 (CI) est satisfaite. Ce résultat est également
prouvé indépendamment par Yuan et Lin [160], Zhao et Yu [164], Zou [166] et Meinshausen
et Bühlmann [112].
Pour
√
nλn = λ0 > 0, λ0 une constante ﬁnie, βˆL est biaisé et non consistant en estimation
(Knight et Fu [90]). En eﬀet,
√
n(βˆL−β∗) converge en loi vers une variable aléatoire d’espé-
rance non nulle. Bach [10] démontre que la probabilité d’obtenir le vecteur signe de βˆL égal
à celui de β∗ tend vers une limite dans ]0, 1[. Ce résultat est en accord avec celui obtenu
par Zou [166]. Notons que pour cette valeur du paramètre λ0, le niveau de pénalisation est
devenu trop faible pour éliminer les variables non pertinentes de l’étude.
Pour
√
nλn
n→∞→ 0, la vitesse optimale de convergence en estimation est √n dans notre
cadre de travail (Knight et Fu [90]). Plus précisément,
√
n(βˆL − β∗) converge en loi vers
N (0p, σ2Ψ−1). Remarquons que l’estimateur Lasso converge vers l’estimateur des moindres
carrés, le terme de pénalisation n’intervenant plus. Ainsi, toutes les variables sont sélection-
nées et l’estimateur Lasso n’est pas consistant en sélection de variables.
2.3.3 Résultats dans le cas p ≥ n
Dans cette section, nous énumérons les résultats principaux pour p ≥ n selon l’objectif
de l’étude : prédiction, estimation et sélection. Les résultats obtenus sont en général des IS
présentées par la Déﬁnition 2.2. Notons toutefois que la dimension p est telle que p = o(en).
Prédiction.
Pour une valeur du paramètre de régularisation λn = Aσ
√
log(p)
n et la constante C dépen-
dant seulement de la norme empirique des Xj et du niveau de bruit σ2, des IS sont obtenues
par Bunea, Tsybakov, et Wegkamp [32], Bunea, Tsybakov, et Wegkamp [33] et Bickel, Ri-
tov, et Tsybakov [17] sous l’hypothèse 2.24 (CM) ou encore l’hypothèse 2.4 (VPR). Dans ces
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divers travaux, le design est considéré déterministe sauf dans le papier de Bunea, Tsybakov,
et Wegkamp [32].
Dans la cadre de la régression linéaire où l’indice de sparsité s est tel que s = o(log(p)/n),
Greenshtein et Ritov [71] montrent que l’erreur de prédiction au sens ℓ2 de l’estimateur Lasso
tend vers zéro. Les techniques utilisées sont proches de celles considérées pour l’obtention
des IS en prédiction.
Pour le modèle de régression linéaire, Zhang et Huang [163] obtiennent des IS sous l’hypo-
thèse 2.5 (DI) avec λn de l’ordre de
√
log(p)
n , C dépendant de σ
2 et de constantes (valeurs
propres) intervenant dans la condition (2.28).
Estimation.
La plupart des IS en estimation sont obtenues pour les normes ℓ1 et ℓ2. Sous l’hypo-
thèse (CM), Bunea [28] et Bunea, Tsybakov, et Wegkamp [33] obtiennent une IS en norme
ℓ1 pour λn = Aσ
√
log(p)
n et la constante C dépendant seulement de la norme empirique des
Xj et du niveau de bruit σ2.
Sous l’hypothèse (2.4) moins restrictive (VPR), Bickel, Ritov, et Tsybakov [17] obtiennent
une IS en norme ℓ1 pour une constante C inversement proportionnelle à κ21(s), déﬁni
en (2.27). De même en norme ℓq avec 1 < q ≤ 2 et sous des hypothèses légèrement plus res-
trictives, ils établissent des IS en estimation. Les auteurs prouvent qu’avec une probabilité
proche de 1,
‖βˆL − β∗‖qq ≤ Cs
(√
log(p)
n
)q
,
où C est, ici, inversement proportionnelle à κ2/q1 (s).
Des IS en estimation sont obtenues par Meinshausen et Yu [114] en norme ℓ2 et par Zhang
et Huang [163] en norme ℓq avec q ≥ 1, sous l’hypothèse 2.28 (DI).
Sélection.
La sélection de variables est l’objectif qui a suscité le plus d’intérêt ces dernières années. La
question peut se formuler de la façon suivante :
Sous quelles conditions le problème de minimisation sous contrainte ℓ0 et ℓ1 coincident-ils ?
Les résultats obtenus dans la littérature sont de trois types étroitement liés.
1. Lorsque des IS sont obtenues en norme-sup (cf. Déﬁnition 2.2), on dit que l’estimateur
est consistant en norme-sup.
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2. Le deuxième type de résultats visent à obtenir une borne à échantillon ﬁni de la forme
P(AˆL 6= A∗) ≤ ηn, (2.31)
où ηn est une suite qui tend vers zéro avec n tendant vers l’inﬁni. Si une telle borne
est obtenue, on dit que l’estimateur est consistant en sélection.
3. On dit qu’un estimateur vériﬁe la propriété de consistance en signe si l’inégalité (2.31)
est satisfaite pour Sgn(βˆL) 6= Sgn(β∗). L’intérêt d’une telle propriété est qu’elle ap-
porte une interprétation claire de la pertinence de chaque variable, mais également du
signe de la corrélation entre chaque variable et la réponse Y .
Pour la grande dimension p ≥ n, les premiers résultats en sélection de variables sont ceux
de Donoho [52], Donoho et Tanner [55] et Tropp [137]. Dans le cadre de la régression
linéaire sans bruit, les auteurs fournissent une condition nécessaire et suﬃsante pour que les
problèmes de minimisation (2.32) et (2.33) soient équivalents
‖β‖1 sc. Y = Xβ, (2.32)
‖β‖0 sc. Y = Xβ. (2.33)
Dans leur cadre (sans bruit), ce résultat permet de reconstituer parfaitement l’ensemble
de sparsité A∗. En présence de bruit, une hypothèse supplémentaire est nécessaire pour
obtenir des résultats en sélection. Cette hypothèse (Hypothèse 2.6) impose à la plus petite
coordonnée non nulle du vecteur β∗ d’être supérieure à un certain seuil. Soit βmin cette
quantité, déﬁnie telle que
βmin = min{|β∗j | : j ∈ A∗}. (2.34)
Hypothèse 2.6. Hypothèse (A).
Il existe une suite de nombres positifs υn qui tend vers zéro quand n tend vers l’infini, telle
que ∀n ∈ N∗, βmin que vérifie
βmin ≥ υn.
En présence de bruit, un compromis doit être réalisé entre l’hypothèse (A) et l’hypothèse
sur la matrice de Gram Ψn considérée (CM, CI, VRP ou DI). Une hypothèse restrictive
sur la matrice Ψn rend l’estimation du support de β∗ aisée et une hypothèse forte sur βmin
n’est plus nécessaire. L’avantage, d’une hypothèse (A) faible ; i.e. la restriction sur βmin est
petite, est qu’un signal de faible intensité est plus facilement détectable.
Les premiers résultats en sélection de variables, dans le cadre de la grande dimension sont
ceux de Meinshausen et Bühlmann [112], Zhao et Yu [164], où la dimension p est supposée
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polynomiale en n (p = O(nγ), γ > 0) et βmin de l’ordre de n−δ/2, 0 < δ < 1. Meinshau-
sen et Bühlmann [112] démontrent la consistance en sélection de variables dans le modèle
graphique gaussien, sous l’hypothèse 2.3 (CI). Les auteurs supposent le vrai paramètre β∗
unique. Pour le modèle de régression linéaire, Zhao et Yu [164] démontrent l’existence d’une
solution vériﬁant la consistance en signe.
En exploitant une borne supérieure sur l’erreur d’estimation en norme ℓ2 et sous l’hypo-
thèse 2.28 (DI), Meinshausen et Yu [114], Zhang et Huang [163] établissent la consistance
en norme-sup de βˆL. Ils en déduisent la consistance en signe d’une version de l’estimateur
Lasso, obtenue par une règle de seuillage dur et notée βˆL−seuil ∈ Rp :
βˆL−seuilj = βˆ
L
j I(|βˆLj | ≥ Cυn), (2.35)
où υn est la vitesse (ordre de grandeur de la borne) intervenant dans l’hypothèse (A). La
vitesse υn doit être du même ordre que celle obtenue dans l’IS en norme-sup. Dans les travaux
de Meinshausen et Yu [114], Zhang et Huang [163], cette vitesse vaut respectivement
υn = O
(√
s log(p)n
)
et υn = O
((
s log(p)n
)1/4)
.
Comparé à l’ordre de grandeur attendu pour l’IS en norme-sup (Déﬁnition 2.2), cette mé-
thode est, en un sens sous-optimale.
Une autre approche pour établir la consistance en signe et qui évite l’apparition de l’indice
de sparsité s dans la borne l’IS en norme-sup, est de travailler directement en norme ℓ∞.
Sous l’hypothèse (2.23) (CM) et avec cette approche, Lounici [101] obtient la consistance
en norme-sup de l’estimateur Lasso avec υn =
√
log(p)
n . Il en déduit la consistance en signe
de βˆL−seuil déﬁni en (2.35). Sous ces conditions, le modèle est identiﬁable ; i.e., le vecteur
β∗ est unique.
Avant lui et sous l’hypothèse 2.24 (CM) moins restrictive que l’hypothèse (CM), Bunea [28]
démontre la consistance en sélection de βˆL. Elle obtient une vitesse υn dans la borne en
norme ℓ∞, de l’ordre de
√
log(np)
n .
Sous l’hypothèse 2.24 (CM), Wainwright [152] montre qu’il existe une solution Lasso qui
vériﬁe la consistance en signe dès lors que
√
log(p)
n = o(υn) et qu’il existe un lien entre n,
la taille de l’échantillon et (p, s) le nombre de variables et l’indice de sparsité respectivement.
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2.3.4 Limites et critiques de l’estimateur Lasso
En reprenant les résultats énoncés précédemment, nous exposons ici brièvement les in-
convénients de l’estimateur Lasso (2.15) d’un point de vue théorique.
− Technique. L’ensemble des résultats relatifs à l’estimateur Lasso, que ce soit en termes
d’IS ou de consistance en sélection de variables, font intervenir une hypothèse sur la matrice
de Gram Ψn, qui impose de faibles corrélations entre les variables. Celle-ci limite de fait le
champ d’application de l’estimateur Lasso.
− Modélisation. Dans de nombreuses applications, une information a priori sur les variables
est à la disposition du statisticien, qu’il est intéressant d’exploiter. Or l’estimateur Lasso
ne permet pas de prendre en compte cette information a priori, comme par exemple les
corrélations entre les variables.
− Cadre supervisé. L’estimateur Lasso est introduit pour répondre à des problèmes statis-
tiques dans le cadre supervisé ; il est en outre construit sur l’échantillon étiqueté (X,Y ).
Cette méthode n’est en revanche pas adaptée à d’autres types d’échantillonnage, comme
dans le cadre semi-supervisé ou le cadre transductif selon Vapnik [145]. Nous verrons plus
loin que d’autres méthodes peuvent, dans le cadre semi-supervisé, intégrer la connaissance
des (X,Y ) et celle des xn+i, i ≥ 1.
2.4 Extensions du Lasso
Les limites théoriques (cf. section 2.3.4) et pratiques (cf. remarque 2.1 et annexe B) de
l’estimateur Lasso ont motivé l’étude d’extensions et de généralisations de la méthode. Dans
cette section, nous présentons une sélection de méthodes developpées dans la littérature.
2.4.1 Variantes du Lasso : Dantzig Selector et pertes robustes
Nous présentons ici, le Dantzig Selector et d’autres méthodes combinant la pénalité ℓ1
à des pertes robustes.
Dantzig Selector :
Introduit par Candès et Tao [35], le Dantzig selector est déﬁni par :
βˆD(λ) ∈

argminβ∈Rp ‖β‖1
s.c.
∥∥Ξ−1X ′ (Y −Xβ)∥∥∞ ≤ λ,
où λn ≥ 0 est le paramètre de régularisation et Ξ est la matrice diagonale de taille p, dont le
j-ième coeﬃcient diagonal vaut ‖Xj‖n =
√
1
n
∑n
i=1 x
2
i,j . La similitude du Dantzig Selector
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avec la forme duale du Lasso (2.16), permet de les classer dans une même famille d’estima-
teurs déﬁnis par projection de 0p sur la région de conﬁance de niveau 1− η, avec η = η(λ),
déﬁnie par la contrainte
∥∥Ξ−1X ′ (Y −Xβ)∥∥∞ ≤ λ (Alquier et Hebiri [7]).
James, Radchenko, et Lv [84] considèrent des cas pour lesquels le Lasso et le Dantzig Selector
sont équivalents d’un point de vue pratique. Ils ont également prouvé cette similitude dans
le cas de corrélations particulières entre les variables. Cette étude est par ailleurs appuyée
par Bickel, Ritov, et Tsybakov [17], qui ont prouvé sous l’hypothèse 2.4 (VPR), que ces deux
estimateurs ont des erreurs de prédiction en norme ℓ2 équivalentes, à un terme résiduel près.
Notons également que plusieurs IS ont été établies pour le Dantzig Selector entre autres par
Bickel, Ritov, et Tsybakov [17], Candès et Tao [35] et Koltchinskii [91] qui témoignent de
ses bonnes propriétés. La consistance en signe de l’estimateur βˆD sous l’hypothèse (2.23)
(CM) a éte prouvé par Lounici [101].
LAD-Lasso et pertes Lipschitz :
Le Lasso (2.15) est déﬁni avec une perte ℓ2, à savoir ‖Y −Xβ‖2n. Une amélioration peut lui
être apportée dans le cas d’erreurs εi, i = 1, . . . , n à queues lourdes, ou en cas de présence
de points aberrants, grâce à l’introduction de pertes plus robustes associées à la pénalité
ℓ1. Ainsi, Wang, Li, et Jiang [153] ont introduit le LAD-Lasso (Least Absolute Deviation-
Lasso) déﬁni sur la perte n−1‖Y −Xβ‖1, qui combine sélection et robustesse. Les auteurs
ont étudié les performances théoriques et pratiques de cet estimateur dans le cas p ≤ n.
Nous pouvons également citer le travail de Rosset et Zhu [126] qui combine la pénalité Lasso
à la perte Huber : n−1
∑n
i=1 ℓ(y − xiβ), où pour un noeud ﬁxé t, la fonction ℓ est déﬁnie
par :
ℓ(u) =

u2, si |u| ≤ t,
2t|u| − t2, sinon.
En grande dimension, van de Geer [143, 142] déterminent des IS pour des pertes de type
Lipschitz qui peuvent être utilisées pour produire des estimateurs consistants en sélection.
Koltchinskii [93] associe la pénalité ℓ1 à des pertes Lipschitz, continues et deux fois diﬀéren-
tiables. L’auteur établit plusieurs IS proches de celles considérées pour le Lasso. Il fournit
également des résultats sur l’erreur de prédiction au sens ℓ2, sans hypothèse sur la matrice
de Gram Ψn.
Dans un travail plus récent, Lounici, Pontil, Tsybakov, et van de Geer [102] ont étudié le
55
problème de régression linéaire à réponses multiples en considérant la perte ℓ2. Les auteurs
démontrent des IS, ainsi que la consistance en sélection de l’estimateur Lasso. Notons que
les vitesses de convergence obtenues sont alors meilleures que celles obtenues en appliquant
la procédure Lasso séparément sur chaque dimension de la réponse.
En outre, la pénalité ℓ1 a également fait ses preuves dans le cadre de la classiﬁcation, pour
lequel nous pouvons citer Tarigan et van de Geer [134], van de Geer [143, 142].
2.4.2 Versions adaptatives du Lasso
De nombreux auteurs se sont inspirés des trauvaux autour de l’estimateur Lasso pour ap-
porter des améliorations sur les aspects théoriques et pratiques. Les méthodes présentées ici
visent à améliorer l’estimateur Lasso en vue de la consistance en sélection.
– D’un point de vue théorique, il s’agit de relâcher les hypothèses originelles du Lasso,
tout en satisfaisant à la consistance en sélection et aux Inégalités de Sparsité.
– D’un point de vue pratique, il s’agit d’améliorer les performances sélectives et prédic-
tives du Lasso, en respectant un temps de calcul raisonnable.
Dans cette section nous présentons quelques une de ces méthodes.
Adaptive Lasso :
Cette méthode, introduite par Zou [166], est déﬁnie en deux étapes. Dans un premier temps,
le statisticien calcule un estimateur préliminaire β˜ ∈ Rp, pouvant être l’EMC, ou l’estimateur
ridge ou tout autre estimateur. Dans un second temps, cet estimateur préliminaire β˜ est
utilisé pour ajuster la pénalité imposée sur chacun des coeﬃcients du paramètre de régression
de l’Adaptive Lasso de la façon suivante :
βˆAdapL(λ, β˜) ∈ argmin
β∈Rp
‖Y −Xβ‖2n + λ
∑
j=1,...,p
1
|β˜j |
|βj |. (2.36)
Les pondérations 1|β˜j | permettent ici de réduire la pénalisation des coeﬃcients βj lorsque la
valeur de |β˜j | est grande et de la renforcer dans le cas contraire.
Dans le cas où l’estimateur préliminaire β˜ est asymptotiquement consistant pour l’erreur
d’estimation, l’Adaptive Lasso est consistant en sélection de variables et en estimation, avec
p ﬁxé. Ces propriétés restent vériﬁées même dans des situations où le Lasso échoue.
Ces résultats sont aﬃnés, et parfois controversés par Pötscher et Schneider [124] qui four-
nissent une analyse plus précise de la consistance de l’estimateur Adaptive Lasso. Ils prouvent
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entre autres que la vitesse de convergence de cet estimateur est plus faible que 1/
√
n et dé-
terminent sa distribution limite (voir également Pötscher et Leeb [123]).
Dans le cas p ≥ n, sous l’hypothèse 2.4 (VPR) et l’hypothèse 2.6 (A) avec υn =
√
s log(p)/n,
Zhou, van de Geer, et Bühlmann [165] montrent la consistance en sélection de l’Adaptive
Lasso construit avec de l’estimateur Lasso comme estimateur préliminaire. Les auteurs gé-
néralisent également l’étude au modèle graphique gaussien.
D’autres adaptations du Lasso à la sélection de variables ont également été considérées par
Meinshausen [111], sous le nom de Relaxed Lasso.
Bolasso :
Bach [10, 11] a introduit un estimateur consistant en sélection : l’estimateur Bolasso (Boots-
trapped Lasso). Pour une dimension raisonnable p ≤ n et le paramètre de régularisation λn
tel que
√
nλn = λ0, avec λ0 une constante strictement positive (section 2.3.2), l’auteur est
parti du constat suivant : le Lasso sélectionne l’ensemble des variables pertinentes avec une
probabilité qui tend vers 1 à une vitesse exponentielle et chacune des autres variables non
pertinentes avec une probabilité comprise entre 0 et 1 strictement. Comme nous l’avons noté
dans la section 2.3.2, le régime en question est tel que
√
nλn = λ0, avec λ0 une constante
strictement positive.
L’estimateur Bolasso est construit à partir de M échantillons bootstraps indépendants
(conditionnellement à {(x1, y1), . . . , (xn, yn)}) ; i.e., M réplications bootstraps de l’échan-
tillon de départ {(x1, y1), . . . , (xn, yn)}. Pour une valeur λn = λ0/
√
n du paramètre de
régularisation, M estimateurs
{
Aˆm
}
m=1,...,M
de l’ensemble de sparsité A∗ sont construit à
partir des M échantillons bootstraps. L’estimateur Bolasso est déﬁni comme l’intersection
de ces M ensembles
AˆBolasso =
⋂
m∈{1,...,M}
Aˆm.
Avec une grande probabilité, l’auteur prouve que AˆBolasso ⊇ A∗. Pour une dimension p
telle que p6 ≤ Cn, où C est une constante positive et sous des conditions sur le nombre M
d’échantillons bootstraps il établit la consistance en sélection de l’estimateur Bolasso.
En pratique, cet estimateur témoigne d’une bonne capacité à sélectionner le bon ensemble
de sparsité même pour de plus grandes dimensions. Notons que cette méthode est peu sen-
sible à des variations du paramètre de régularisation. Il suﬃt de prendre un λn relativement
faible, ce qui permet de sélectionner un nombre élevé de variables par itération.
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Sélection par Stabilisation :
Dans la méthode Bolasso, l’estimateur est construit par randomisation sur les observations
(lignes de X). Meinshausen et Bühlmann [113] proposent de déﬁnir un nouvel estimateur
par randomisation sur les variables (colonnes de X). Les auteurs considèrent des sous-
échantillons de taille ⌊n/2⌋ pour chaque réplication Bootstrap, où ⌊·⌋ désigne la partie en-
tière. Ils introduisent des poids aléatoires et indépendantsWj ∈]0, 1] associés aux coeﬃcients
du vecteur β dans la déﬁnition de la pénalité Lasso. La pénalité s’écrit alors :
pen(β) = λ
n∑
j=1
|βj |
Wj
.
Cette méthode, appellée Lasso randomisé avec stabilisation, permet de sélectionner les va-
riables pertinentes pour un nombre raisonnable de randomisations. Sous l’hypothèse 2.6 (A),
avec υn de l’ordre de s5/2
√
log(p)/n, où s est l’indice de sparsité, les auteurs établissent des
résultats de consistance en sélection. Notons que cette méthode est peu sensible au choix
de λ. Des simulations montrent que, lorsque le paramètre de régularisation λ est déterminé
par validation croisée, l’estimateur par stabilisation sélectionne beaucoup moins de variables
non pertinentes que le vrai Lasso.
2.4.3 Méthodes de type Lasso
Suite aux diﬃcultés pratiques rencontrées par l’estimateur Lasso dans divers problèmes
présentant de fortes corrélations entre les variables (cf. remarque 2.1 et l’annexe B), de
nombreux travaux réajustant la forme de la pénalité ont vu le jour.
Elastic Net :
Une méthode phare est l’Elastic Net de Zou et Hastie [167], déﬁni par :
βˆEN (λ, µ) ∈ argmin
β∈Rp
‖Y −Xβ‖2n + λ‖β‖1 + µ‖β‖2, (2.37)
où λ et µ sont deux paramètres de régularisation. La pénalité est déﬁnie ici comme la somme
d’une pénalité de type Lasso (norme ℓ1) et d’un deuxième terme de type ridge (norme ℓ2).
Chaque terme de cette pénalité joue un rôle spéciﬁque : la pénalité Lasso assure la spar-
sité, tandis que la pénalité ridge permet de capturer les corrélations entre les variables.
Un algorithme de type LARS (algorithme itératif détaillé dans l’annexe B) est utilisé pour
construire le chemin de régularisation associé à cette méthode. Cette version modiﬁée de
l’algorithme LARS, permet de prendre en compte les corrélations entres les variables lors
de la séléction.
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Sur le plan théorique, Zou et Hastie [167] donnent une borne sur la distance |βˆENj − βˆENk |
entre deux coeﬃcients du vecteur βˆEN . Cette distance dépend de la corrélation entre les
variables Xj et Xk correspondantes. La consistance en sélection de variables de l’estimateur
Elastic Net a également été étudiée par De Mol, De Vito, et Rosasco [50] lorsque p ≤ n.
En grande dimension (p ≥ n), Bunea [26] a étudié les performances de βˆEN sous l’hypo-
thèse 2.4 (VPR), où les sommes sont considérées uniquement sur l’ensemble A∗. Elle fournit
une IS en estimation avec grande probabilité, de la forme :
‖βˆ − β∗‖1 ≤ C
κ1(|A∗|) + µs
√
log(p)
n
, (2.38)
où κ1(|A∗|) est déﬁnie dans l’hypothèse (VRP). Remarquons, que pour µ = 0 dans l’expres-
sion (2.38), l’estimateur βˆ n’est autre que l’estimateur Lasso. Pour l’Elastic Net, la quantité
µ est déﬁnie par µ = λ2βmax , où βmax ≥ maxj |β∗j |.
Dans l’IS (2.38), il ressort que plus µ est grand, meilleure est la borne. Toutefois, ce gain
reste relativement faible puisque µ est proportionnel à λ qui est petit et inversement propor-
tionnel à βmax qui peut être grand selon l’intensité du signal. D’autre part, les hypothèses
nécessaires pour établir cette IS sont, a peu de choses près, les mêmes pour l’estimateur
Lasso et l’Elastic Net. L’Elastic Net n’apporte pas d’améliorations signiﬁcatives au Lasso.
Sous une version légèrement plus restreinte de l’hypothèse 2.4 (VRP) et sous l’hypothèse 2.6
(A), Bunea [26] déduit de l’IS (2.38), des résultats de consistance en sélection de variables.
Dans l’hypothèse (A), elle considère υn =
|A∗|
κ1(A∗)
√
log(p)/n. Sous l’hypothèse (2.24) (CM)
et pour une hypothèse (A) allégée avec υn =
√
log(p)/n, elle obtient des résultats similaires.
Par ailleurs, Jia et Yu [85] démontrent l’existence d’une solution βˆEN au problème de mini-
misation (2.37) consistante en signe. Ce résultat est établi sous une version de l’hypothèse 2.3
(CI) adaptée à l’estimateur Elastic Net.
Enﬁn, nous pouvons citer des extensions de la méthode Elastic Net à la régression logistique
par Bunea [26] et dans le cadre de la classiﬁcation par Bühlmann et Hothorn [24].
Fused Lasso :
Par une approche analogue à celle considérée par Zou et Hastie [167] qui ont introduit
l’Elastic Net, Tibshirani, Saunders, Rosset, Zhu, et Knight [136] ont construit l’estimateur
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Fused Lasso comme solution au problème suivant :
βˆFL(λ, µ) ∈ argmin
β∈Rp
‖Y −Xβ‖2n + λ‖β‖1 + µ
p∑
j=2
|βj − βj−1|, (2.39)
où λ et µ sont deux paramètres de régularisation. Les auteurs ont étudié la distribution
asymptotique de cet estimateur dans le cas p ≤ n.
Cet estimateur intègre une pénalité sur la distance ℓ1 entre les coeﬃcients successifs du vec-
teur β, qui permet à l’estimateur Fused Lasso de répondre à des problèmes où les variables
sont ordonnées. Le terme µ
∑p
j=2 |βj − βj−1| est aussi appelé pénalité fusion par Land et
Friedman [94].
Alors que la sparsité est toujours assurée par la pénalité Lasso, la pénalité ℓ1 sur la dif-
férence entre les coeﬃcients successifs impose que ces derniers soient égaux (on parle de
sparsité entre coefficients successifs). Ainsi, lorsque l’objectif est l’estimation du vecteur β∗,
la sparsité entre coeﬃcients successifs permet d’interpréter plus facilement les résultats.
Dans le cadre de l’estimation non-paramétrique, la consistance en sélection du Fused Lasso
et de l’Adaptive Fused Lasso (une version adaptative de celui-ci) a été considérée par Ri-
naldo [125]. Pour établir cette consistance, l’auteur a introduit une hypothèse restrictive,
qui impose aux coeﬃcients de régression non nuls du vecteur β∗ d’être regroupés par blocs,
et aux coeﬃcients d’un même bloc d’être égaux.
Méthode groupée :
Une méthode prometteuse pour répondre à des problèmes où les variables sont corrélées,
et dans le meilleur des cas, ordonnées, est connu sous le nom de Group Lasso. Introduite
par Yuan et Lin [159], cette méthode considère, en lieu et place des variables individuelles,
des groupes de variables. Soit L un entier dans {1, . . . , p} désignant le nombre de groupes
considérés. Décrivons alors une partition de {1, . . . , p} par les ensembles (Gl)l∈{1,...,L}, où
Gl est l’ensemble des indices des variables contenues dans le groupe Gl avec l = 1 . . . , L.
L’estimateur Group Lasso est alors déﬁni par :
βˆG(λ) ∈ argmin
β∈Rp
‖Y −Xβ‖2n + λ
L∑
l=1
√∑
j∈Gl
β2j . (2.40)
Parmi les premiers résultats théoriques, Bach [12] étend la Condition d’Irreprésentabi-
lité (2.25) aux cas des variables groupées lorsque p est supposé ﬁxe, avec p ≤ n. L’auteur
donne dans ce cas la consistance en sélection de groupes de la procédure Group Lasso ; i.e.
P(ΘˆG = Θ
∗
G)→ 1,
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où Θ∗G = {l ∈ {1, . . . , L} : ∃j ∈ Gl avec β∗j 6= 0} et ΘˆG est son équivalent, en consi-
dérant βˆGj au lieu de β
∗
j . On remarque que la consistance en sélection de groupes établie
par Bach [12] n’implique la consistance en sélection de variables que lorsque les groupes
qui contiennent des variables pertinentes ne sont pas entachées par des variables non perti-
nentes. Sous des hypothèses similaires, Nardi et Rinaldo [115] considèrent les consistances
en sélection de groupes et en estimation du Group Lasso.
En grande dimension et sous une hypothèse sur la matrice de Gram Ψn, Huang et Zhang [81]
fournissent des IS en estimation pour la norme ℓ2. Une version synthétique leurs résultats
est :
‖βˆG − β∗‖22 ≤ C
(
sG + |Θ∗G| log(L)
n
)
,
où sG = |
⋃
l∈Θ∗
G
Gl|, est le nombre total de variables incluses dans les groupes pertinents.
Par analogie aux variables pertinentes, on appelle groupe pertinent, un groupe contenant
au moins une variable pertinente, i.e. un groupe Gl tel que l appartient à Θ∗G. La borne
ci-dessus est obtenue avec grande probabilité. Les auteurs montrent que le Group Lasso
améliore l’estimateur Lasso lorsque les groupes de variables sont bien déterminés et que le
nombre de variables par groupe est élevé. Toutefois, un compromis doit être réalisé entre
sG et |Θ∗G| log(L). Si les variables pertinentes sont dans un même groupe, alors sG est égal
ou légèrement plus grand que |A∗|, le vrai indice de sparsité. En eﬀet, augmenter la taille
des groupes conduit le plus souvent à sélectionner des variables non pertinentes, ce qui aug-
mente sG. Un nombre élevé de variables par groupe implique que le nombre de groupes L
et le nombre de groupes pertinents |Θ∗G| sont petits.
Ces résultats complétent les résultats obtenus par Chesneau et Hebiri [44] sur le Group Lasso
présentés au Chapitre 4. Des IS pour l’erreur en prédiction sont obtenues, et montrent la
supériorité dans certains cas du Group Lasso sur le Lasso.
Les bonnes propriétés de l’estimateur Group Lasso incitent à l’élargissement de son champ
d’application. L’estimateur Group Lasso a été considéré par McKay Curtis et Ghosal [107]
du point de vue de l’inférence bayésienne et par Obozinski, Wainwright, et Jordan [117]
dans le cadre de la régression linéaire à réponse multiples. Dans le cadre de la classiﬁcation,
Meier, van de Geer, et Bühlmann [109] exploitent la pénalité groupée combinée avec la perte
logistique.
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Nonnegative garrote :
Une méthode antérieure au Lasso et très similaire à l’Adaptive Lasso est le Nonnegative
garrote de Breiman [23, 22]. Déﬁnissons la matrice Z = (Z1, . . . , Zp) de taille n × p telle
que Zj = Xj βˆinitj , où βˆ
init est un estimateur initial de β∗. Déﬁnissons ensuite le vecteur
dˆ(λ) ∈ Rp+, solution du problème suivant :
dˆ(λ) ∈

argmind∈Rp ‖Y − Zd‖2n + λ
∑p
j=1 dj
s.c. dj ≥ 0, ∀j ∈ {1, . . . , p},
(2.41)
où λ est un paramètre de régularisation positif. Le vecteur dˆ(λ) = dˆ joue le rôle de paramètre
d’échelle, de sorte que le Nonnegative garrote est déﬁni par la relation : βˆNGj = dˆj βˆ
init
j .
Notons que dans ses travaux, Breiman [23, 22] considère comme estimateur initial, l’EMC
βˆinit = βˆMC . Dans le cas particulier où le design X est orthogonal ; i.e. Ψn = X
′X
n = Ip, où
Ip est la matrice identité de taille p, et pour βˆinit = βˆMC , il est interéssant de souligner que
la solution du problème (2.41) est explicite :
dˆj =
(
1− λ
2(βˆinitj )
2
)
+
, j = 1, . . . , p.
Cette forme met en avant l’inﬂuence de l’estimateur initial sur la solution optimale et plus
particulièrement sur sa sparsité.
Comme pour l’Adaptive Lasso, d’autres choix de l’estimateur initial sont possibles. Yuan et
Lin [160] étudient les performances du Nonnegative garrote lorsque l’estimateur initial est
l’estimateur ridge βˆR = βˆR(µ) = (X ′X+µIp)−1X ′Y , où µ est le paramètre de régularisation.
Ce choix permet de traiter des problèmes où la matrice Ψn est mal déterminée. Yuan et
Lin [160] proposent un algorithme de type LARS pour approcher l’estimateur Nonnegative
garrote. Ils prouvent également la consistance de cette méthode en estimation et en sélection
quand p ≤ n dans des situations où l’estimateur Lasso ne l’est pas. En particulier, aucune
condition du type de l’hypothèse 2.3 (CI) n’est requise pour obtenir cette consistance. Seule
une borne sur la plus petite valeur propre de Ψn est nécessaire, ce qui est une condition non
restrictive lorsque p ≤ n.
2.5 Motivations et plan de la thèse
Les travaux réalisés dans cette thèse visent à apporter des améliorations à l’estimateur Lasso
dans trois directions.
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1. Structuration de l’espace des variables. Nous proposons des méthodes de sélection de
variables capables d’incorporer une information a priori sur les variables explicatives.
Nous nous intéressons en particulier à deux approches : la première vise à améliorer
les performances de l’estimateur Lasso lorsqu’une relation d’ordre est connue entre
les variables ; la deuxième consiste à exploiter l’existence d’une structure de groupes
entre les variables.
2. Sparsité générale. Nous proposons d’étendre la notion de sparsité et d’étudier des pro-
blèmes où la sparsité du modèle n’intervient pas de manière habituelle ; i.e le vecteur
β∗ ne contient pas (ou pas beaucoup) de composantes égales à zéro. La sparsité est
observée après une transformation du vecteur β∗. L’intérêt de cette étude est de consi-
dérer de nouveaux objectifs exploitant cette sparsité non habituelle et d’observer la
modiﬁcation de l’hypothèse sur la matrice de Gram, dans cette nouvelle conﬁguration.
3. Objectif de transduction. Il est intéressant de considérer un objectif diﬀérent des ceux
présentés dans la Section 2.2.2. Dans le cadre du modèle de régression (2.1), lorsque,
en plus des observations (xi, yi)i=1...,n, nous disposons d’observations supplémentaires
{xn+i}1≤i≤m avecm ≥ 1, il est possible de construire un estimateur capable de fournir
une bonne prévision des réponses associées à ces nouvelles observations, en incorpo-
rant celles-ci dans sa construction. Ce mode d’échantillonnage renvoie à l’approche
transductive décrite par Vapnik [145] dans laquelle la méthode d’estimation fournit
une prévision locale et donc plus précise que si nous avions déﬁni une règle globale.
Le reste de manuscrit est organisé comme suit. Dans le chapitre 3, présente l’étude d’un
nouvel estimateur : le S-Lasso, qui répond à des problèmes d’estimation lorsque les variables
successives sont corrélées. Nous proposons ensuite une extension de ce travail à une large
famille d’estimateurs, incluant notamment l’Elastic Net. Nous étudions en particulier un
algorithme de type LARS, calculant les solutions de l’estimateur S-Lasso. Enﬁn, nous com-
parons l’estimateur S-Lasso aux estimateurs Lasso et de l’Elastic Net.
Le chapitre 4 présente un travail réalisé en collaboration avec Christophe Chesneau. Il est
dédié à l’étude théorique d’un estimateur dont les variables sont structurées en groupes.
Nous établissons la première IS pour une méthode groupée ainsi qu’une comparaison des
performances théoriques avec l’estimateur Lasso.
Le chapitre 5 est écrit en collaboration avec Pierre Alquier. Dans le cadre de problèmes
d’inférence lorsqu’une transformation de β∗ est sparse, nous présentons une méthode d’es-
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timation capable d’exploiter cette sparsité particulière. La méthode proposée permet alors
de considérer des objectifs diﬀérents de ceux que nous avons considérés jusqu’alors.
En en collaboration avec Pierre Alquier, le chapitre 6 est une étude de prévision dans le
cadre transductif, lorsque l’on dispose des observations habituelles (xi, yi)i=1...,n, et égale-
ment de nouvelles observations non étiquetées (xn+1 . . . , xn+m). Le but est alors de fournir
une bonne approximation des réponses associées aux nouveaux individus en exploitant di-
rectement les nouvelles observations dans la construction de l’estimateur. Notre approche
consiste à étudier une version transductive des estimateurs Lasso et Dantzig Selector. Notre
procédure montre de bonnes performances locales autour des observations xn+1 . . . , xn+m.
De plus, une étude expérimentale est menée, comparant l’estimateur Lasso Transductif à
l’estimateur Lasso originel.
Le chapitre 7 se place dans un cadre transductif particulier. Nous considérons une ap-
proche séquentielle dans laquelle nous ne disposons que d’une seule nouvelle observation
xnew par unité de temps. L’objectif est de prédire la réponse de xnew par un intervalle de
conﬁance construit directement à partir de cette nouvelle observation. Selon la terminologie
de Vovk, Gammerman, et Shafer [150], ces intervalles sont appelés prédicteurs conformes.
La construction de ces prédicteurs s’appuie sur des estimateurs sparses, comme le Lasso.
Dans la méthode proposée, le paramètre de régularisation λ de l’estimateur est déterminé
de manière adaptative (il ne dépend que des observations).
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Chapter 3
Regularization with the
Smooth-Lasso procedure
Abstract: We consider the linear regression problem. We propose the S-Lasso procedure to
estimate the unknown regression parameters. This estimator enjoys sparsity of the repre-
sentation while taking into account correlation between successive covariates (or predictors).
The study covers the case when p ≫ n, i.e., the number of covariates is much larger than
the number of observations. From a theoretical point of view, for a ﬁxed p, we establish
asymptotic normality and consistency in variable selection results for our procedure. When
p ≥ n, we provide variable selection consistency results and show that the S-Lasso achieved
a Sparsity Inequality, i.e., a bound in term of the number of non-zero components of the
"true" regression vector. It appears that the S-Lasso has nice variable selection properties
compared to its challengers. Furthermore, we provide an estimator of the eﬀective degree of
freedom of the S-Lasso estimator. The study is also generalized to a wide family of estima-
tors, which includes the Elastic-Net (Zou and Hastie [167]) as a special case. A simulation
study shows that the S-Lasso performs better than the Lasso as far as variable selection
is concerned especially when high correlations between successive covariates exist. This
procedure also appears to be a good challenger to the Elastic-Net.
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3.1 Introduction
We focus on the usual linear regression model:
yi = xiβ
∗ + εi, i = 1, . . . , n, (3.1)
where the design xi = (xi,1, . . . , xi,p) ∈ Rp is deterministic, β∗ = (β∗1 , . . . , β∗p)′ ∈ Rp is the
unknown parameter and ε1, . . . , εn, are independent identically distributed (i.i.d.) centered
Gaussian random variables with known variance σ2. We wish to estimate β∗ in the sparse
case, that is when many of its unknown components equal zero. Thus only a subset of
the design covariates (Xj)j is truly of interest where Xj = (x1,j , . . . , xn,j)′, j = 1, . . . , p.
Moreover the case p≫ n is not excluded so that we can consider p depending on n. In such
a framework, two main issues arise: i) the interpretability of the resulting prediction; ii)
the control of the variance in the estimation. Regularization is therefore needed. For this
purpose we use selection type procedures of the following form:
β˜ = argmin
β∈Rp
{‖Y −Xβ‖2n + pen(β)} , (3.2)
where X = (x′1, . . . , x
′
n)
′, Y = (y1, . . . , yn)′ and pen : Rp → R is a positive convex func-
tion called the penalty. For any vector a = (a1, . . . , an)′, we have adopted the notation
‖a‖2n = n−1
∑n
i=1 |ai|2 (we denote by < ·, · >n the corresponding inner product in Rn).
The choice of the penalty appears to be crucial. Although well-suited for variable selec-
tion purpose, Concave-type penalties (Fan and Li [63], Tsybakov and van de Geer [140]
and Dalalyan and Tsybakov [46]) are often computationally hard to optimize. Lasso-type
procedures (modiﬁcations of the l1 penalized least square (Lasso) estimator introduced by
Tibshirani [135]) have been extensively studied during the last few years. Between many
others, see Bunea [28], Bunea, Tsybakov, and Wegkamp [33], Zhao and Yu [164] and ref-
erences inside. Such procedures seem to respond to our objective as they perform both
regression parameters estimation and variable selection with low computational cost. We
will explore this type of procedures in our study.
In this chapter, we propose a novel modiﬁcation of the Lasso we call the Smooth-lasso
(S-lasso) estimator. It is deﬁned as the solution of the optimization problem (3.2) when the
penalty function is a combination of the Lasso penalty (i.e.,
∑p
j=1 |βj |) and the l2-fusion
penalty (i.e.,
∑p
j=2 (βj − βj−1)2). The l2-fusion penalty was ﬁrst introduced by Land and
Friedman [94]. We add it to the Lasso procedure in order to overcome the variable selection
problems observed by the Lasso estimator. Indeed the Lasso estimator has good selection
properties but fails in some situations. More precisely, in several works (Bunea [28], Lounici
[101], Meinshausen and Bühlmann [112], Wainwright [152], Yuan and Lin [160], Zhao and
Yu [164] and Zou [166] among others) conditions for the consistency in variable selection
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of the Lasso procedure are given. It was shown that the Lasso is not consistent when high
correlations exist between the covariates. We give similar consistency conditions for the S-
Lasso procedure and show that it is consistent in variable selection in much more situations
than the Lasso estimator. From a practical point of view, problems are also encountered
when we solve the Lasso criterion with the Lasso modiﬁcation of the LARS algorithm
(Efron, Hastie, Johnstone, and Tibshirani [61]). Indeed this algorithm tends to select only
one representing covariates in each group of correlated covariates. We attempt to respond
to this problem in the case where the covariates are ranked so that high correlations can
exist between successive covariates. We will see through simulations that such situations
support the use of the S-lasso estimator. This estimator is inspired by the Fused-Lasso
(Tibshirani, Saunders, Rosset, Zhu, and Knight [136]). Both S-Lasso and Fused-Lasso
combine a l1-penalty with a fusion term (Land and Friedman [94]). The fusion term is
suggested to catch correlations between covariates. More relevant covariates can then be
selected due to correlations between them. The main diﬀerence between the two procedures
is that we use the l2 distance between the successive coeﬃcients (i.e., the l2-fusion penalty)
whereas the Fused-Lasso uses the l1 distance (i.e., the l1-fusion penalty:
∑p
j=2 |βj − βj−1|).
Hence, compared to the Fused-Lasso, we sacriﬁce sparsity between successive coeﬃcients
in the estimation of β∗ in favor of an easier optimization due to the strict convexity of
the l2 distance. However, since sparsity is yet ensured by the Lasso penalty. The l2-fusion
penalty helps us to catch correlations between covariates. Consequently, even if there is no
perfect match between successive coeﬃcients our result are still interpretable. Moreover,
when successive coeﬃcients are signiﬁcantly diﬀerent, a perfect match seems to be not
really adapted. In the theoretical point of view, The l2 distance also helps us to provide
theoretical properties for the S-Lasso which in some situations appears to outperforms the
Lasso and the Elastic-Net (Zou and Hastie [167]), another Lasso-type procedure. Let us
mention that variable selection consistency of the Fused-Lasso and the corresponding Fused
adaptive Lasso has also been studied by Rinaldo [125] but in a diﬀerent context from the
one in the present chapter. The result obtained by Rinaldo [125] are established not only
under the sparsity assumption, but the model is also supposed to be blocky, that is the
non-zero coeﬃcients are represented in a block fashion with equal values inside each block.
Many techniques have been proposed to solve the weaknesses of the Lasso. The Fused-
Lasso procedure is one of them and we give here some of the most popular methods; the
Adaptive Lasso was introduced by Zou [166], which is similar to the Lasso but with adaptive
weights used to penalize each regression coeﬃcient separately. This procedure reaches ’Or-
acles Properties’ (i.e. consistency in variable selection and asymptotic normality). Another
approach is used in the Relaxed Lasso (Meinshausen [111]) and aims to doubly-control
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the Lasso estimate: one parameter to control variable selection and the other to control
shrinkage of the selected coeﬃcients. To overcome the problem due to the correlation be-
tween covariates, group variable selection has been proposed by Yuan and Lin [159] with
the Group-Lasso procedure which selects groups of correlated covariates instead of single
covariates at each step. A ﬁrst step to the variable selection consistency study has been
proposed by Bach [12] and Sparsity Inequalities were given by Chesneau and Hebiri [44].
Another choice of penalty has been proposed with the Elastic-Net (Zou and Hastie [167]).
It is in the same spirit that we shall treat the S-Lasso from a some theoretical point of view.
The rest of the chapter is organized as follows. In the next section, we present one
way to solve the S-Lasso problem with the attractive property of piecewise linearity of its
regularization path. Section 3.3 gives theoretical performances of the considered estimator
such as consistency in variable selection and asymptotic normality when p ≤ n whereas
consistency in estimation and variable selection in the high dimensional case are considered
in Section 3.4. We also give an estimate of the eﬀective degree of freedom of the S-Lasso
estimator in Section 3.5. Then, we provide a way to control the variance of the estimator
by scaling in Section 3.6 where a connection with soft-thresholding is also established. A
generalization and comparative study to the Elastic-Net is done in Section 3.7. We ﬁnally
give experimental results in Section 3.8 showing the S-Lasso performances against some
popular methods. All proofs are postponed to an Appendix section.
3.2 The S-Lasso procedure
As described above, we deﬁne the S-Lasso estimator βˆSL as the solution of the optimization
problem (3.2) when the penalty function is:
pen(β) = λ|β|1 + µ
p∑
j=2
(βj − βj−1)2 , (3.3)
where λ and µ are two positive parameters that control the smoothness of our estimator.
For any vector a = (a1, . . . , ap)′, we have used the notation |a|1 =
∑p
j=1 |aj |. Note that
when µ = 0, the solution is the Lasso estimator so that it appears as a special case of
the S-Lasso estimator. Now we deal with the resolution of the S-Lasso problem (3.2)-(3.3)
and its computational cost. From now on, we suppose w.l.o.g. that X = (x1, . . . , xn)′ is
standardized (that is n−1
∑n
i=1 x
2
i,j = 1 and n
−1∑n
i=1 xi,j = 0) and Y = (y1, . . . , yn)
′ is
centered (that is n−1
∑n
i=1 yi = 0). The following lemma shows that the S-Lasso criterion
can be expressed as a Lasso criterion by augmenting the data artiﬁcially.
Lemma 3.1. Given the data set (X,Y ) and (λ, µ). Define the extended dataset (X˜, Y˜ ) by
X˜ =
1√
1 + µ
(
X√
nµJ
)
and Y˜ =
(
Y
0
)
,
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where 0 is a vector of size p containing only zeros and J is the p× p matrix
J =

0 0 0 . . . 0
1 −1 . . . . . . ...
0 1 −1 . . . 0
...
. . . . . . . . . 0
0 . . . 0 1 −1

. (3.4)
Let r = λ/
√
1 + µ and b =
√
1 + µβ. Then the S-Lasso criterion can be written
n+ p
n
∥∥∥Y˜ − X˜b∥∥∥2
n+p
+ r|b|1.
Let bˆ be the minimizer of this Lasso-criterion, then
βˆSL =
1√
1 + µ
bˆ.
This result is a consequence of simple algebra. Lemma 3.1 motivates the following
comments on the S-Lasso procedure.
Remark 3.1 (Regularization paths). The S-Lasso modification of the LARS is an iterative
algorithm. For a fixed µ (appearing in (3.3)), it constructs at each step an estimator based on
the correlation between covariates and the current residue. Each step corresponds to a value
of λ. Then for a fixed µ, we get the evolution of the S-Lasso estimator coefficients values
when λ varies. This evolution describes the regularization paths of the S-Lasso estimator
which are piecewise linear (Rosset and Zhu [126]). This property implies that the S-Lasso
problem can be solved with the same computational cost as the ordinary least square (OLS)
estimate using the Lasso modification version of the LARS algorithm.
Remark 3.2 (Implementation). The number of covariates that the LARS algorithm and
its Lasso version can select is limited by the number of rows in the matrix X. Applied to
the augmented data (X˜, Y˜ ) introduced in Lemma 3.1, the Lasso modification of the LARS
algorithm is able to select all the p covariates. Then we are no longer limited by the sample
size as for the Lasso (Efron, Hastie, Johnstone, and Tibshirani [61]).
3.3 Theoretical properties of the S-Lasso estimator when p ≤
n
In this section we introduce the theoretical results according to the S-Lasso with a moderate
sample size (p ≤ n). We ﬁrst provide rates of convergence of the S-Lasso estimator and show
how through a control on the regularization parameters we can establish root-n consistency
(asymptotic behavior of (βˆSL − β∗) at the rate √n) and asymptotic normality of βˆSL, the
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S-Lasso estimator. Then we look for variable selection consistency. More precisely, we give
conditions under which the S-Lasso estimator succeeds in ﬁnding the set of the non-zero
regression coeﬃcients. We show that with a suitable choice of the tuning parameter (λ, µ),
the S-Lasso is consistent in variable selection. All the results of this section are proved in
Appendix A.
3.3.1 Asymptotic Normality
In this section, we allow the tuning parameters (λ, µ) to depend on the sample size n. We
emphasize this dependence by adding a subscript n to these parameters. We also ﬁx the
number of covariates p. Let us note I(·) the indicator function and deﬁne the sign function
such that for any x ∈ R, Sgn(x) equals 1, −1 or 0 respectively when x is bigger, smaller
or equals 0. Knight and Fu [90] gave the asymptotic distribution of the Lasso estimator.
We provide here the asymptotic distribution to the S-Lasso. Let Ψn = n−1X ′X, be Gram
matrix, then
Theorem 3.1. Given the data set (X,Y ), assume the Gram matrix verifies
Ψn → Ψ, when n→∞,
where Ψ is a positive definite matrix. If there exists a sequence vn such that vn → 0
and the regularization parameters verify λnv−1n → λ ≥ 0 and µnv−1n → µ ≥ 0. Then, if
(
√
nvn)
−1 → κ ≥ 0, we have
v−1n (βˆ
SL − β∗) D−→ argmin
u∈Rp
V (u), when n→∞,
where
V (u) = −2κuTW + uTΨu + λ
p∑
j=1
{
uj Sgn(β
∗
j )I(β
∗
j 6= 0) + |uj |I(β∗j = 0)
}
+ 2µ
p∑
j=2
{
(uj − uj−1)(β∗j − β∗j−1)I(β∗j 6= β∗j−1)
}
,
with W ∼ N (0, σ2Ψ).
Remark 3.3. When κ 6= 0 is a finite constant: in this case v−1n is O(
√
n) so that the
estimator βˆSL is root-n consistent. Moreover when λ = µ = 0, we obtain the following
standard regressors asymptotic normality:
√
n(βˆSL − β∗) D−→ N (0, σ2Ψ−1).
When κ = 0: in this case, the rate of convergence is slower than
√
n so that we no longer
have the optimal rate. Moreover the limit is not random anymore.
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Note ﬁrst that the correlation penalty does not alter the asymptotic bias when successive
regression coeﬃcients are equal. We also remark that the sequence vn must be chosen
properly as it determines our convergence rate. We would like vn to be as close as possible
to 1/
√
n. This sequence is calibrated by the user such that λn/vn → λ and µn/vn → µ.
3.3.2 Consistency in variable selection
In this section, variable selection consistency of the S-Lasso estimator is considered. For
this purpose, we introduce the following sparsity sets: A∗ = {j : β∗j 6= 0} and Aˆ = {j :
βˆSLj 6= 0}. The set A∗ consists of the non-zero coeﬃcients in the regression vector β∗. The
set Aˆ consists of the non-zero coeﬃcients in the S-Lasso estimator βˆSLj and is also called the
active set of this estimator. Before stating our result, let us introduce some notations. For
any vector a ∈ Rp and any set of indexes B ∈ {1, . . . , p}, denote by aB the restriction of the
vector a to the indexes in B. In the same way, if we note |B| the cardinal of the set B, then
for any s × q matrix M , we use the following convention: i) MB,B is the |B| × |B| matrix
consisting of the lines and rows of M whose indexes are in B; ii) M.,B is the s× |B| matrix
consisting of the rows of M whose indexes are in B; iii) MB,. is the |B|× q matrix consisting
of the lines ofM whose indexes are in B. Moreover, we deﬁne J˜ the p×p matrix J′J where J
was deﬁned in (3.4). Finally we deﬁne for j ∈ {1, . . . , p}, the quantity Ωj = Ωj(λ, µ,A∗, β∗)
by
Ωj = Ψj,A∗(ΨA∗,A∗ + µJ˜A∗,A∗)−1
(
2−1 Sgn(β∗A∗) +
µ
λ
J˜A∗,A∗β∗A∗
)
− µ
λ
J˜j,A∗β∗A∗ , (3.5)
where Ψ is deﬁned as in Theorem 3.1. Now consider the following conditions: for every
j ∈ (A∗)c
|Ωj(λ, µ,A∗, β∗)| < 1, (3.6)
|Ωj(λ, µ,A∗, β∗)| ≤ 1. (3.7)
These conditions on the correlation matrix Ψ and the regression vector β∗A∗ are the analogues
respectively of the suﬃcient and necessary conditions derived for the Lasso (Zou [166], Zhao
and Yu [164] and Yuan and Lin [160]). Now we state the consistency results
Theorem 3.2. If condition (3.6) holds, then for every couple of regularization parameters
(λn, µn) such that λn → 0, λnn1/2 →∞ and µn → 0, the S-Lasso estimator βˆSL as defined
in (3.2)-(3.3) is consistent in variable selection. That is
P(Aˆ = A∗)→ 1, when n→∞.
Theorem 3.3. If there exist sequences (λn, µn) such that βˆSL converges to β∗ and Aˆ con-
verges to A∗ in probability, then condition (3.7) is satisfied.
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We just have established necessary and suﬃcient conditions to the selection consistency
of the S-Lasso estimator. Due to the assumptions needed in Theorem 3.2 (more precisely
λnn
1/2 → ∞), root-n consistency and variable selection consistency cannot be treated
here simultaneously. We may want to know if the S-Lasso estimator can be consistent in
estimation with a slower rate than n1/2 and consistent in variable selection in the same time.
Remark 3.4. Here are special cases of conditions (3.6)-(3.7).
When µ = 0 and µ/λ = 0: these conditions are exactly the sufficient and necessary condi-
tions of the Lasso estimator. In this case, Yuan and Lin [160] showed that the condition (3.6)
becomes necessary and sufficient for the Lasso estimator consistency in variable selection.
When µ = 0 and µ/λ = γ 6= 0 (that is, µn = O(λn): in this case, condition (3.6) becomes
sup
j∈(A∗)c
|Ψj,A∗Ψ−1A∗,A∗(2−1 Sgn(β∗A∗) + γJ˜A∗,A∗β∗A∗)− γJ˜j,A∗β∗A∗ | < 1.
Here a good calibration of γ leads to consistency in variable selection:
• if (Ψj,A∗Ψ−1A∗,A∗ J˜A∗,A∗ − J˜j,A∗)β∗A∗ > 0, then γ must be chosen between
− 1 + 2
−1Ψj,A∗Ψ−1A∗,A∗ Sgn(β
∗
A∗)
(Ψj,A∗Ψ−1A∗,A∗ J˜A∗,A∗ − J˜j,A∗)β∗A∗
and
1− 2−1Ψj,A∗Ψ−1A∗,A∗ Sgn(β∗A∗)
(Ψj,A∗Ψ−1A∗,A∗ J˜A∗,A∗ − J˜j,A∗)β∗A∗
.
• if (Ψj,A∗Ψ−1A∗,A∗ J˜A∗,A∗ − J˜j,A∗)β∗A∗ < 0, then γ must be chosen between the same
quantities but with inversion in their order.
When µ 6= 0 and µ/λ = γ 6= 0: this case is quite similar to the previous. In addition,
it allows to have another control on the condition through a calibration with µ, so that
condition (3.6) can be satisfied with a better control.
We conclude that if we sacriﬁce the optimal rate of convergence (i.e. root-n consistency),
we are able through a proper choice of the tuning parameters (λn, µn) to get consistency in
variable selection. Note that Zou [166] showed that the Lasso estimator cannot be consistent
in variable selection even with a slower rate of convergence than
√
n. He then added weights
to the Lasso (i.e. the adaptive Lasso estimator) in order to get Oracles Properties (that
is both asymptotic normality and variable selection consistency). Note that we can easily
adapt techniques used in the adaptive Lasso to provide a weighted S-Lasso estimator which
achieved the Oracles Properties.
3.4 Theoretical results when dimension p is larger than sample
size n
In this section, we propose to study the performance of the S-Lasso estimator in the high
dimensional case. In particular, we provide a non-asymptotic bound on the squared risk.
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We also provide bound on the estimation risk under the sup-norm (i.e., the l∞-norm: ‖βˆSL−
β∗‖∞ = supj |βˆSLj − β∗j |). This last result helps us to provide a variable selection consistent
estimator obtained through thresholding the S-Lasso estimator. The results of this section
are proved in Appendix B.
3.4.1 Sparsity Inequality
Now we establish a Sparsity Inequality (SI) achieved by the S-Lasso estimator, that is a
bound on the squared risk that takes into account the sparsity of the regression vector β∗.
More precisely, we prove that the rate of convergence is |A∗| log(n)/n. For this purpose, we
need some assumptions on the Gram matrix Ψn which is normalized in our setting. Recall
that Xj = (x1,j , . . . , xn,j)′. Then we deﬁne the regularization parameters λn and µn in the
following forms:
λn = κ1σ
√
log(p)
n
, and µn = κ2σ2
√
log(p)
n
, (3.8)
where κ1 > 2
√
2 and κ2 is positive constants. Let us deﬁne the maximal correlation quantity
ρ1 = maxj∈A∗ maxk∈{1,...,p}
k 6=j
|(Ψn)j,k|. Using these notations, we formulate the following
assumptions:
• Assumption (A1). The true regression vector β∗ is such that there exists a finite
constant L1 such that:
β∗
′
A∗ J˜A∗,A∗β
∗
A∗ ≤ L1 log(p) |A∗|, (3.9)
where J˜ = J′J where J was defined in (3.4).
• Assumption (A2). We have:
ρ1 ≤ 1
16|A∗| . (3.10)
Note that Assumption (A1) is not restrictive. A suﬃcient condition is that the larger
non-zero component of β∗A∗ is bounded by L1 log(p) which can be very large. Assump-
tion (A2) is the well-known coherence condition considered by Bunea, Tsybakov, and
Wegkamp [32], which has been introduced by Donoho, Elad, and Temlyakov [51]. Most
of SIs provided in the literature use such a condition. We refer to Bunea, Tsybakov, and
Wegkamp [32] for more details.
Theorem 3.4 below provides an upper bound for the squared error of the estimator βˆSL and
for its l1 estimation error which takes into account the sparsity index |A∗|.
Theorem 3.4. Let us consider the linear regression model (3.1). Let βˆSL be S-Lasso es-
timator. Let A∗ be the sparsity set. Suppose that p ≥ n. If Assumptions (A1)–(A2) hold,
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then with probability greater than 1− un,p, we have
‖XβˆSL −Xβ∗‖2n ≤ c2
log(p)|A∗|
n
, (3.11)
and
|βˆSL − β∗|1 ≤ c1
√
log(p)
n
|A∗|, (3.12)
where c2 = (16κ21+L1κ2)σ
2, c1 = (16κ1+L1κ
−1
1 κ2)σ and where un,p = p
1−κ21/8 with κ1 and
κ2, the constants appearing in (3.8).
The proof of Theorem 3.4 is based on the ’argmin’ deﬁnition of the estimator βˆSL
and some technical concentration inequalities. Similar bounds were provided for the Lasso
estimator by Bunea, Tsybakov, and Wegkamp [33]. Let us mention that the constants c1
and c2 are not optimal. We focused our attention on the dependency on n (and then on
p and |A∗|). It turns out that our results are near optimal. For instance, for the l2 risk,
the S-Lasso estimator reaches nearly the optimal rate |A
∗|
n log(
p
|A∗| +1) up to a logarithmic
factor (Bunea, Tsybakov, and Wegkamp [32, Theorem 5.1]).
3.4.2 Sup-norm bound and variable selection
Now we provide a bound on the sup-norm ‖β∗− βˆSL‖∞. Thanks to this result, one may be
able to deﬁne a rule in order to get a variable selection consistent estimator when p ≫ n.
That is, we can construct an estimator which succeeds to recover the support of β∗ in high
dimensional settings.
Small modiﬁcations are to be imposed to provide our selection results in this section. Let
Kn be the symmetric p×p matrix deﬁned by Kn = Ψn+µnJ˜ . Instead of Assumption (A2),
we will consider the following
• Assumption (A3). We assume that
max
j, k∈{1,...,p}
k 6=j
|(Kn)j,k| ≤ 1
16|A∗| .
Remark 3.5. Note that the matrix J˜ is tridiagonal with its off-diagonal terms equal to
−1. If we do not consider the diagonal terms, we remark that Ψn and Kn differ only in
the terms on the second diagonals (i.e., (Kn)j−1,j 6= (Ψn)j−1,j for j = 2, . . . , p as soon as
µn 6= 0). Then, as we do not consider the diagonal terms in Assumptions (A2) and (A3),
they differ only in the restriction they impose to terms on the second diagonals. Terms in
the second diagonals of Ψn correspond to correlations between successive covariates. Then
when high correlations exist between successive covariates, a suitable choice of µn makes
Assumption (A3) satisfied while Assumptions (A2) does not. Hence, Assumption (A3) fits
better with setup considered in this chapter.
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In the sequel, a convenient choice of the tuning parameter µn is µn = κ3σ/
√
n log (p),
where κ3 > 0 is a constant. Moreover, from Assumption (A1), we have β∗
′
A∗ J˜A∗,A∗β
∗
A∗ ≤
L1 log (p)|A∗|. This inequality guarantees the existence of a constant L2 > 0 such that
‖J˜β∗‖∞ ≤ L2 log (p).
Theorem 3.5. Let us consider the linear regression model (3.1). Let λn = κ1σ
√
log(p)/n
and µn = κ3σ/
√
n log (p) with κ1 > 2
√
2 and κ3 > 0. Suppose that p ≥ n. Under
Assumptions (A1) and (A3) and with probability larger than 1− p1−κ
2
1
8 , we have
‖βˆSL − β∗‖∞ ≤ c˜
√
log (p)
n
,
where c˜ equals to
1
1 + Bσ
n
 
3
4
+
1
α− 1 +
4L1B
9α2A2
+
2L1B
3αA2
+
s
2L1B
3α(α− 1)A2 +
8L1 L2B2
9α(α− 1)A4 λn + (
4L2B
3A2
+
L2B
A2
)λn
!
.
Note that the leading term in c˜ is 34 +
1
α−1 +
4L1B
9α2A2
+ 2L1B
3αA2
+
√
2L1B
3α(α−1)A2 . One may
ﬁnd back the result obtained for the Lasso by setting L1 to zero (Lounici [101]). Secondly,
the calibration of µn aims at making the convergence rate under the sup-norm equal to√
log (p)/n. On one hand, the proof of Theorem 3.5 allows us to choose this parameter
with a faster convergence to zero without aﬀecting the rate of convergence. On the other
hand, a more restrictive Assumption (A1) on β∗′A∗ J˜A∗,A∗β
∗
A∗ and ‖J˜β∗‖∞ can be formulated
in order to make µn converge slower to zero. If we let β∗
′
A∗ J˜A∗,A∗β
∗
A∗ ≤ L1 |A∗| in Assump-
tion (A1), we can set µn as O(
√
log (p)/n), the slower convergence we can get for µn.
Let us now provide a consistent version of the S-Lasso estimator for the selection pur-
pose. Consider βˆThSL = (βˆThSL1 , . . . , βˆ
ThSL
p )
′, the thresholded S-Lasso estimator deﬁned by
βˆThSLj = βˆ
SL
j I(βˆ
SL
j ≥ c˜
√
log (p)/n) where c˜ is given in Theorem 3.5. This estimator consists
of the S-Lasso estimator with its small coeﬃcients reduced to zero. We then enforce the
selection property of the S-Lasso estimator. Variable selection consistency of this estimator
is established under one more restriction:
• Assumption (A4). The smallest non-zero coefficient of β∗ is such that there exists a
constant cl > 0 with
min
j∈A∗
|β∗j | > cl
√
log (p)
n
.
Assumption (A4) bounds from below the smallest regression coeﬃcient in β∗. This is a
common assumption to provide sign consistency in the high dimensional case. This condition
appears by Meinshausen and Yu [114], Wainwright [152], Zhang and Huang [163] and Zhao
and Yu [164] but with a larger (in term of sample size n dependence) and then more
restrictive threshold. We refer to Lounici [101] for a longer discussion. An equivalent lower
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bound in the regression coeﬃcients can be found by Bunea [28], Lounici [101]. With this
new assumption, we can state the following sign consistency result.
Theorem 3.6. Let us consider the thresholded S-Lasso estimator βˆThSL as described above.
Choose moreover λn = κ1σ
√
log(p)/n and µn = κ3σ/
√
n log (p) with the positive constants
κ1 > 2
√
2 and κ3. Under Assumptions (A1), (A3) and (A4), if cl > 2c˜ with c˜ is given by
Theorem 3.5, with probability larger than 1− p1−κ
2
1
8 , we have
Sgn(βˆThSL) = Sgn(β∗), (3.13)
and then as n→ +∞
P(Sgn(βˆThSL) = Sgn(β∗))→ 1. (3.14)
Remark 3.6. As observed in Remark 3.5, Assumption (A3) is more easily satisfied when
correlation exists between successive covariates. Then in situations where the correlation
matrix Ψn is tridiagonal with its off-diagonal terms equal to δ with δ ∈ [0, 1], the constant
κ3 appearing in the definition of µn can be adjusted in order to get Assumption (A3) satisfied.
3.5 Model Selection
As already mentioned [Remark 3.1 in Section 3.2], each step of the S-Lasso version of the
LARS algorithm provides an estimator of β∗. In this section, we are interested in the choice
of the best estimator according to its prediction accuracy. Recall that Y = Xβ∗ + ε. Let
us denote by βˆ any estimator of β∗ which depends on Y and let us set yˆ = Xβˆ. We aim to
minimize the true risk E
{
‖X(βˆ − β∗)‖2n
}
. First, under the Gaussian assumption, we easily
obtain
E
{‖yˆ −Xβ∗)‖2n} = E{‖Y − yˆ‖2n − σ2 + 2n−1 n∑
i=1
Cov(yi, yˆi)},
where the expectation is taken over the random variable Y . The last term in this equation
is called optimism (Efron [58]). Moreover, Tibshirani [135] links this quantity to the degree
of freedom df(yˆ) of the estimator yˆ, so that the above equality becomes
E
{‖yˆ −Xβ∗)‖2n} = E{‖Y − yˆ‖2n − σ2 + 2n−1 df(yˆ)σ2} . (3.15)
This ﬁnal expression involves the degree of freedom which is unknown. Various methods
exist to estimate the degree of freedom as bootstrap (Efron and Tibshirani [60]) or data per-
turbation methods (Shen and Ye [130]). We give an explicit form to the degree of freedom of
the S-Lasso estimator βˆSL as in the papers of Efron, Hastie, Johnstone, and Tibshirani [61]
and Zou, Hastie, and Tibshirani [169]. This work provides an unbiased estimate of the true
risk E
{
‖X(βˆSL(λ, µ)− β∗)‖2n
}
for diﬀerent pairs of the tuning parameter (λ, µ). More-
over this estimate is obtain with a small computational cost. In the numerical experiments,
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we choose the pair (λ, µ) which minimizes this estimate of the true risk over all possible pairs.
Degrees of freedom: the degree of freedom is a quantity of interest in model selection.
Before stating our result, let us introduce some useful properties about the regularization
paths of the S-Lasso estimator:
Given a response Y , and a regularization parameter µ ≥ 0, there is a ﬁnite sequence
0 = λ(K) < λ(K−1) < . . . < λ(0) such that βˆSL = 0 for every λ ≥ λ(0). In this notation,
superscripts correspond to the steps of the S-Lasso version of the LARS algorithm.
Given a response Y , and a regularization parameter µ ≥ 0, for λ ∈ (λ(k+1), λ(k)), the same
covariates are used to construct the estimator. Let us note Aζ the active set for a ﬁxed
couple ζ = (λ, µ) and X.,Aζ the corresponding design matrix.
In what follows, we will use the subscript ζ to emphasize the fact that the considered
quantity depends on ζ.
Theorem 3.7. For fixed µ ≥ 0 and λ > 0, an unbiased estimate of the effective degree of
freedom of the S-Lasso estimate is given by
d̂f(yˆSLζ ) = Tr
[
X.,Aζ
(
X ′.,AζX.,Aζ + µJ˜Aζ ,Aζ
)−1
X ′.,Aζ
]
,
where J˜ = J′J is defined by
J˜ =

1 −1 0 . . . 0
−1 2 −1 . . . ...
0
. . . . . . . . . 0
...
. . . −1 2 −1
0 . . . 0 −1 1

. (3.16)
As the estimation given in Theorem 3.7 has an important computational cost, we propose
the following estimator of the degree of freedom of the S-Lasso estimator:
d̂f(yˆSLζ ) =
|Aζ | − 2
1 + 2µ
+
2
1 + µ
, (3.17)
which is very easy to compute. Let Is be the s×s identity matrix where s is an integer. We
found the former approximation of the degree of freedom under the orthogonal covariance
matrix assumption (that is n−1X ′X = Ip). Moreover we approximate the matrix (I|Aλ| +
µJ˜Aλ,Aλ) by the diagonal matrix with 1 + µ in the ﬁrst and the last terms, and 1 + 2µ in
the others.
Remark 3.7 (Comparison to the Lasso and the Elastic-Net). A similar work leads to an
estimation of the degree of freedom of the Lasso: d̂f(yˆLζ ) = |Aζ | and to an estimation
of the degree of freedom of the Elastic-Net estimator: d̂f(yˆENζ ) = |Aζ |/(1 + µ). These
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approximations of the degrees of freedom provide the following comparison for a fixed ζ:
d̂f(yˆSLζ ) ≤ d̂f(yˆENζ ) ≤ d̂f(yˆLζ ). A conclusion is that the S-Lasso estimator is the one which
penalizes the smaller models, and the Lasso estimator the larger. As a consequence, the
S-Lasso estimator should select larger models than the Lasso or the Elastic-Net estimator.
3.6 The Normalized S-Lasso estimator
In this section, we look for a scaled S-Lasso estimator which would have better empirical
performance than the original S-Lasso presented above. The idea behind this study is to
better control shrinkage. Indeed, using the S-Lasso procedure (3.2)-(3.3) induces double
shrinkage: one using the Lasso penalty and the other using the fusion penalty. We want
to undo the shrinkage implied by the fusion penalty as shrinkage is already ensured by the
Lasso penalty. We then suggest to study the S-Lasso criterion (3.2)-(3.3) without the Lasso
penalty (i.e. with only the l2-fusion penalty) in order to ﬁnd the constant we have to scale
with.
Deﬁne
β˜ = argmin
β∈Rp
‖Y −Xβ‖2n + µ
p∑
j=2
(βj − βj−1)2 .
We easily obtain β˜ = ((X ′X)/n + µJ˜)−1(X ′Y )/n := L−1(X ′Y )/n where J˜ is given by
(3.16). Moreover as the design matrix X is standardized, the symmetric matrix L can be
written
L =

1 + µ
X′1 X2
n − µ
X′1 X3
n . . .
X′1 Xp
n
1 + 2µ
X′2 X3
n − µ . . .
...
. . . . . . X
′
p−2 Xp
n
1 + 2µ
X′p−1 Xp
n − µ
1 + µ

.
In order to get rid of the shrinkage due to the fusion penalty, we force L to have ones (or
close to a diagonal of ones) in its diagonal elements. Then we scale the estimator β˜ by a
factor c. Here are two choice we will use in the following of this chapter: i) the ﬁrst is
c = 1 + µ so that the ﬁrst and the last diagonal elements of L−1 become equal to one; ii)
the second is c = 1 + 2µ which oﬀers the advantage that all the diagonal elements of L−1
become equal to one except the ﬁrst and the last. This second choice seems to be more
appropriate to undo this extra shrinkage and specially in high dimensional problem.
We ﬁrst give a generalization of Lemma 3.1.
Lemma 3.2. Given the dataset (X,Y ) and (λ1, µ). Define the augmented dataset (X˜, Y˜ )
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by
X˜ = ν−11
(
X√
nµJ
)
and Y˜ =
(
Y
0
)
,
where ν1 is a constant which depends only on µ and J is given by (3.4). Let r = λ/ν1 and
b = (ν2/c)β where ν2 is a constant which depends only on µ, and c is the scaling constant
which appears in the previous study. Then the S-Lasso criterion can be written
n+ p
n
∥∥∥Y˜ − X˜b∥∥∥2
n+p
+ r|b|1. (3.18)
Let bˆ be the minimizer of this Lasso-criterion, then we define the Scaled Smooth Lasso (SS-
Lasso) by
βˆSSL = βˆSSL(ν1, ν2, c) = (c/ν2) bˆ.
Moreover, let J˜ = J′J. Then we have
βˆSSL = argmin
β∈Rp
ν2ν1β′
(
X′X
n + µJ˜
c
)
β − 2Y
′X
n
β + λ
p∑
j=1
|βj |
 . (3.19)
Equation (3.19) is only a rearrangement of the Lasso criterion (3.18). The SS-Lasso
expression (3.19) emphasizes the importance of the scaling constant c. In a way, the SS-
Lasso estimator stabilizes the Lasso estimator βˆL (criterion (3.18) based in (X,Y ) instead
of (X˜, Y˜ )) as we have
βˆL = argmin
β∈Rp
β′
(
X ′X
n
)
β − 2Y
′X
n
β + λ
p∑
j=1
|βj |
 .
The choice of ν1 and ν2 should be linked to this scaling constant c in order to get better
empirical performances and to have less parameters to calibrate. Let us deﬁne some speciﬁc
cases. i) Case 1: When ν1 = ν2 =
√
1 + µ and c = 1: this is the "original" S-Lasso estimator
as seen in Section 3.2. ii) Case 2: When ν1 = ν2 =
√
1 + µ and c = 1+µ: we call this scaled
S-Lasso estimator Normalized Smooth Lasso (NS-Lasso) and we note it βˆNSL. In this case,
we have βˆNSL = (1+µβˆSL). iii) Case 3: When ν1 = ν2 =
√
1 + 2µ and c = 1+2µ: we call
this scaled version Highly Normalized Smooth Lasso (HS-Lasso) and we note it βˆHSL.
Others choices are possible for ν1 and ν2 in order to better control shrinkage. For
instance we can consider a compromise between the NS-Lasso and the HS-Lasso by deﬁning
ν1 = 1 + µ and ν2 = 1 + 2µ.
Remark 3.8 (Connection with Soft Thresholding). Let us consider the limit case of the
NS-Lasso estimator. Note βˆNSL∞ = limµ→∞ βˆNSL, then using (3.19), we have
βˆNSL∞ = argmin
β
{β′β − 2Y ′Xβ + λ|β|1}.
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As a consequence, (βˆNSL∞ )j =
(|Y ′Xj | − λ2 )+ Sgn(Y ′Xj) which is the Univariate Soft Thresh-
olding (Donoho and Johnstone [54]). Hence, when µ→∞, the NS-Lasso works as if all the
covariates were independent. The Lasso, which corresponds to the NS-Lasso when µ = 0,
often fails to select covariates when high correlations exist between relevant and irrelevant
covariates. It seems that the NS-Lasso is able to avoid such problem by increasing µ and
working as if all the covariates were independent. Then for a fixed λ, the control of the
regularization parameter µ appears to be crucial. When we vary it, the NS-Lasso bridges the
Lasso and the Soft Thresholding.
3.7 Extension and comparison
All results obtained in the present chapter can be generalized to all penalized least square
estimators for which the penalty term can be written as:
pen(β) = λ|β|1 + β′Mβ, (3.20)
where M is p × p matrix. In particular, our study can be extended for instance to the
Elastic-Net estimator with the special choice M = Ip. Such an observation underlines the
superiority of the S-Lasso estimator on the Elastic-Net in some situations. Indeed, let us
consider the variable selection consistency in the high dimensional setting (cf. Section 3.4.2).
Regarding the Elastic-Net, Assumption (A3) becomes
• Assumption (A3-EN). We assume that
max
j, k∈{1,...,p}
k 6=j
|(Ψn)j,k + µnIp| ≤ 1
16|A∗| . (3.21)
Since the identity matrix is diagonal and since the maximum in (3.21) is taken over indexes
k 6= j, condition (3.21) reduces to maxj, k∈{1,...,p}
k 6=j
|(Ψn)j,k| ≤ 116|A∗| . This makes Assump-
tion (A3-EN) similar to the assumption needed to get the variable selection consistency
of the Lasso estimator (Bunea [28]). Hence, we get no gain to use the Elastic-Net in a
variable selection consistency point of view in our framework. This ables us to think that
the S-Lasso outperforms the Elastic-Net at least on examples as the one in Remark 3.6.
Recently, Jia and Yu [85] studied the variable selection consistency of the Elastic-Net under
an assumption called Elastic Irrepresentable Condition:
• (EIC). There exists a positive constant θ such that for any j ∈ (A∗)c
|Ψj,A∗(ΨA∗,A∗ + µIA∗)−1
(
2−1 Sgn(β∗A∗) +
µ
λ
β∗A∗
)
| ≤ 1− θ.
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This condition can be seen as a generalization of the Irrepresentable Condition involved in
the Lasso variable selection consistency.
Let us discuss how the two assumptions can be compared in the case p≫ n. First, note that
Assumption (A3-EN), as well as EIC suggests low correlations between covariates. Moreover
Assumption (A1), (A4) and (A3-EN) seem more restrictive than EIC as all the correlations
are constrained in (3.21). However, EIC is harder to interpret in term of the coeﬃcients
of the regression vector β∗. It also depends on the sign of β∗. The main diﬀerence is that
the selection consistency result in the present chapter holds uniformly on the solutions of
the Elastic Net criterion while the result from Jia and Yu [85] hinges upon the existence
of a consistent solution for variable selection. Obviously, this is more restrictive as we are
certain to provide the sign-consistent solution under the EIC. Finally, we have also provided
results on the sup-norm and sparsity inequalities on the squared risk of our estimators. Such
results are new for estimators deﬁned with the penalty (3.20), including the S-Lasso and
the Elastic-Net.
3.8 Experimental results
In the present section we illustrate the good prediction and selection properties of the NS-
Lasso and the HS-Lasso estimators. For this purpose, we compare it to the Lasso and the
Elastic-Net. It appears that S-Lasso is a good challenger to the Elastic-Net even when large
correlations between covariates exist (Zou and Hastie [167]). We further show that in most
cases, our procedure outperforms the Elastic-Net and the Lasso when we consider the ratio
between the relevant selected covariates and irrelevant selected covariates.
Simulations:
Data. Four simulations are generated according to the linear regression model
y = xβ∗ + σε, ε ∼ N (0, 1), x = (X1, . . . , Xp) ∈ Rp.
The ﬁrst and the second examples were introduced in the original Lasso paper of Tibshirani
[135]. The third simulation creates a grouped covariates situation. It was introduced by
Zou and Hastie [167] and aims to point the eﬃciency of the Elastic-Net compared to the
Lasso. The last simulation introduces large correlation between successive covariates.
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(a) In this example, we simulate 20 observations with 8 covariates. The true regression
vector is β∗ = (3, 1.5, 0, 0, 2, 0, 0, 0)′ so that only three covariates are truly relevant.
Let σ = 3 and the correlation between Xj and Xk such that Cov(Xj , Xk) = 2−|j−k|.
(b) The second example is the same as the ﬁrst one, except that we generate 50 obser-
vations and that β∗j = 0.85 for every j ∈ {1, . . . , 8} so that all the covariates are
relevant.
(c) In the third example, we simulate 50 data with 40 covariates. The true regression
vector is such that β∗j = 3 for j = 1, . . . , 15 and β
∗
j = 0 for j = 16, . . . , 40. Let σ = 15
and the covariates generated as follows:
Xj = Z1 + εj , Z1 ∼ N (0, 1), j = 1, . . . , 5,
Xj = Z2 + εj , Z2 ∼ N (0, 1), j = 6, . . . , 10,
Xj = Z3 + εj , Z3 ∼ N (0, 1), j = 11, . . . , 15,
where εj , j = 1, . . . , 15, are i.i.d. N (0, 0.01) variables. Moreover for j = 16, . . . , 40,
the Xj ’s are i.i.d N (0, 1) variables.
(d) In the last example, we generate 50 data with 30 covariates. The true regression
vector is such that
βj = 3− 0.1j j = 1, . . . , 10,
βj = −5 + 0.3j j = 20, . . . , 25,
βj = 0 for the others j.
The noise is such that σ = 9 and the correlations are such that Cov(Xj , Xk) =
exp (− |j−k|2 ) for (j, k) ∈ {11, . . . , 25}2 and the others covariates are i.i.d. N (0, 1),
also independent from X11, . . . , X25. In this model there are big correlation between
relevant covariates and even between relevant and irrelevant covariates.
Validation. The selection of the tuning parameters λ and µ is based on the minimiza-
tion of a BIC-type criterion (Schwartz [127]). For a given βˆ the associated BIC error is
deﬁned as:
BIC(βˆ) = ‖Y −Xβˆ‖2n +
log(n)σ2
n
d̂f(βˆ),
where d̂f(βˆ) is given by (3.17) if we consider the S-Lasso and denotes its analogous quantities
if we consider the Lasso or the Elastic-Net. Such a criterion provides an accurate estimator
which enjoys good variable selection properties (Shao [129] and Yang [156]). In simulation
studies, for each replication, we also provide the Mean Square Error (MSE) of the selected
estimator on a new and independent dataset with the same size as training set (that is n).
This gives an information on the robustness of the procedures.
Interpretations. All the results exposed here are based on 200 replications. Figure 3.1
and Figure 3.2 give respectively the BIC error and the test error of the considered proce-
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Method Example (a) Example (b) Example (c) Example (d)
Lasso 3.8 [±0.1] 6.5 [±0.1] 6 [±0.1] 18.4 [±0.2]
E-Net 4.9 [±0.1] 6.9 [±0.1] 15.9 [±0.1] 20.5 [±0.2]
NS-Lasso 3.9 [±0.1] 6.5 [±0.1] 15.3 [±0.2] 18.9 [±0.2]
HS-Lasso 3.5 [±0.1] 5.9 [±0.1] 15 [±0.1] 18.1 [±0.2]
Table 3.1: Mean of the number of non-zero coeﬃcients [and its standard error] selected
respectively by the Lasso, the Elastic-Net (E-Net), the Normalized Smooth Lasso (NS-
Lasso) and the Highly Smooth Lasso (HS-Lasso) procedures.
Method Example (a) Example (c) Example (d)
Lasso 2.3 [±0.1] 2.9 [±0.1] 4.7 [±0.2]
E-Net 1.7 [±0.1] 13.1 [±0.3] 3.4 [±0.2]
NS-Lasso 2.5 [±0.1] 13.5 [±0.3] 6.8 [±0.3]
HS-Lasso 1.79 [±0.1] 11.4 [±0.3] 6.4 [±0.3]
Table 3.2: Mean of the ratio between the number of relevant covariates and the number of
noise covariates (SNR) [and its standard error] that each of the Lasso, the Elastic-Net, the
NS-Lasso and the HS-Lasso procedures selected.
dures in each example. According to the selection part, Figure 3.3 shows the frequencies
of selection of each covariate for all the procedures, and Table 3.1 shows the mean of the
number of non-zeros coeﬃcients that each procedure selected. Finally for each procedure,
Table 3.2 gives the ratio between the number of relevant covariates and the number of noise
covariates that the procedures selected. Let us call SNR this ratio. Then we can express
this ratio as
SNR =
∑
j∈Aˆ I(j ∈ A∗)∑
j∈Aˆ I(j /∈ A∗)
.
This is a good indication of the selection power of the procedures.
As the Lasso is a special case of the S-Lasso and the Elastic-Net, the Lasso BIC error
(Figure 3.1) is always larger than the BIC error for the other methods. These two seem to
have equivalent BIC errors. When considering the test error (Figure 3.2), it seems again
that all the procedures are similar in all of the examples. They manage to produce good
prediction independently of the sparsity of the model.
The more attractive aspect concerns variable selection. For this purpose we treat each
example separately.
Example (a): the Elastic-Net selects a model which is too large (Table 3.1). This is reﬂected
by the worst SNR (Table 3.2). As a consequence, we can observe in Figure 3.3 that it also
includes the second covariate more often than the other procedures. This is due to the
"grouping eﬀect" as the ﬁrst covariate is relevant. For similar reasons, the S-Lasso often
selects the second covariate. However, this covariate is less selected than by the Elastic-Net
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Figure 3.1: BIC error in each example. For each plot, we construct the boxplot for the
procedure 1 = Lasso; 2 = Elastic-Net; 3 = NS-Lasso; 4 = HS-Lasso
as the S-Lasso seems to be a little bit disturbed by the third covariate which is irrelevant.
This aspect of the S-Lasso procedure is also present in the selection of the covariate 5 as its
neighbor covariates 4 and 6 are irrelevant. We can also observe that the S-Lasso procedure
is the one which selects less often irrelevant covariates when these covariates are far away
from relevant ones (in term of indices distance). Finally, even if the Lasso procedure selects
less often the relevant covariates than the Elastic-Net and the S-Lasso procedures, it also
has as good SNR. The Lasso presents good selection performances in this example.
Example (b): we can see in Figure 3.3 how the S-Lasso and Elastic-Net selection depends
on how the covariates are ranked. They both select more covariates in the middle (that is
covariates 2 to 7) than the ones in the borders (covariates 1 and 8) than the Lasso. We also
remark that this aspect is more emphasized for the S-Lasso than for the Elastic-Net.
Example (c): the Lasso procedure performs poorly. It selects more noise covariates and less
relevant ones than the other procedures (Figure 3.3). It also has the worst SNR (Table 3.2).
In this example, Figure 3.3 also shows that the Elastic-Net selects more often relevant
covariates than the S-Lasso procedures but it also selects more noise covariates than the
NS-lasso procedure. Then even if the Elastic-Net has very good performance in variable
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Figure 3.2: Test Error in each example. For each plot, we construct the boxplot for the
procedure 1 = Lasso; 2 = Elastic-Net; 3 = NS-Lasso; 4 = HS-Lasso
selection, the NS-Lasso procedure has similar performances with a close SNR (Table 3.2).
The NS-Lasso appears to have very good performance in this example. However, it selects
again less often relevant covariates at the border than the Elastic-Net.
Example (d): we decompose the study into two parts. First, the independent part which
considers covariates X1, . . . , X10 and X26, . . . , X30. The second part considers the other
covariates which are dependent. Regarding the independent covariates, Figure 3.3 shows
that all the procedures perform roughly in the same way, though the S-Lasso procedure
enjoys a slightly better selection (in both relevant and noise group of covariates). For the
dependent and relevant covariates, the Lasso performs worst than the other procedures. It
selects clearly less often these relevant covariates. As in example (c), the reason is that the
Lasso modiﬁcation of the LARS algorithm tends to select only one representative of a group
of highly correlated covariates. The high value of the SNR for the Lasso (when compared
to the Elastic-Net) is explained by its good performance when it treat noise covariates. In
this example the Elastic-Net correctly selects relevant covariates but it is also the procedure
which selects the more noise covariates and has the worst SNR. We also note that both
the NS-Lasso and HS-Lasso outperform the Lasso and Elastic-Net. This gain is emphasized
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Figure 3.3: Number of covariates detections for each procedure in all the examples (Top-
Left: Example (a); Top-Right: Example (b); Bottom-Left: Example (c); Bottom-Right:
Example (d))
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especially in the center of the groups. Observe that for the covariates X20, X21, X25 and
X26 (that is the borders), the NS-Lasso and HS-Lasso have slightly worst performance than
in the center of the groups. This is again due to the attraction we imposed by the fusion
penalty (3.3) in the S-Lasso criterion.
Conclusion of the experiments. The S-Lasso procedure seems to respond to our expec-
tations. Indeed, when successive correlations exist, it tends to select the whole group of
these relevant covariates and not only one representing the group as done by the Lasso
procedure. It also appears that the S-Lasso procedure has very good selection properties
according to both relevant and noise covariates. However it has slightly worst performance
in the borders than in the centers of groups of covariates (due to attractions of irrelevant
covariates). It almost always has a better SNR than the Elastic-Net, so we can take it as a
good challenger for this procedure.
3.9 Conclusion
In this chapter, we introduced a new procedure called the Smooth-Lasso which takes into
account correlation between successive covariates. We established several theoretical re-
sults. The main conclusions are that when p ≤ n, the S-Lasso is consistent in variable
selection and asymptotically normal with a rate lower than
√
n. In the high dimensional
setting, we provided a condition related to the coherence mutual condition, under which the
thresholded version of the Smooth-Lasso is consistent in variable selection. This condition
is fulﬁlled when correlations between successive covariates exist. Moreover, simulation stud-
ies showed that normalized versions of the Smooth-Lasso have nice properties of variable
selection which are emphasized when high correlations exist between successive covariates.
It appears that the Smooth-Lasso almost always outperforms the Lasso and is a good chal-
lenger of the Elastic-Net.
3.10 Proofs in the case p ≤ n
Since the matrix Ψn+µnJ˜ plays a crucial role in the proves, we use to shorten the notation
Kn = Ψ
n + µnJ˜ and when p ≤ n we deﬁne K = Ψ+ µJ˜ , its limit.
In this appendix we prove the results when p ≤ n.
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Proof of Theorem 3.1. Let Rn be
Rn(u) = ‖Y −X(β∗ + vnu)‖2n + λn
p∑
j=1
|β∗j + vnuj |
+ µn
p∑
j=2
(
β∗j − β∗j−1 + vn(uj − uj−1)
)2
,
for u = (u1, . . . , up)′ ∈ Rp and let uˆ = argminuRn(u). Note that uˆ = v−1n (βˆSL − β∗). Let
ε = (ε1, . . . , εn)
′, we then have
Rn(u)−Rn(0) =: V n(u)
= v2n u
′
(
X ′X
n
)
u− 2 vn√
n
ε′X√
n
u+ vnλn
p∑
j=1
v−1n
(|β∗j + vnuj | − |β∗j |)
+vnµn
p∑
j=2
v−1n
{(
β∗j − β∗j−1 + vn(uj − uj−1)
)2 − (β∗j − β∗j−1)2}
= v2n
u′(X ′X
n
)
u− 2
vn
√
n
ε′X√
n
u+
λn
vn
p∑
j=1
v−1n
(|β∗j + vnuj | − |β∗j |)
+
µn
vn
p∑
j=2
v−1n
{(
β∗j − β∗j−1 + vn(uj − uj−1)
)2 − (β∗j − β∗j−1)2}

= v2nVn(u).
Note that uˆ = argminuRn(u) = argminu Vn(u), we then have to consider the limit distrib-
ution of Vn(u). First, we have X
′X
n → Ψ. Moreover, as 1/(vn
√
n)→ κ and as given X, the
random variable X
′ε√
n
D−→W , with W ∼ N (0, σ2Ψ), the Slutsky theorem implies that
2
vn
√
n
ε′X√
n
u
D−→ 2κW ′u.
Now we treat the last two terms. If β∗j 6= 0,
v−1n
(|β∗j + vnuj | − |β∗j |)→ uj Sgn(β∗j ),
and is equal to |uj | otherwise. Then, as
λn
vn
p∑
j=1
v−1n
(|β∗j + vnuj | − |β∗j |)→ λ p∑
j=1
{
uj Sgn(β
∗
j )I(β
∗
j 6= 0) + |uj |I(β∗j = 0)
}
,
For the remaining term, we show that if βj 6= βj−1,
v−1n
{(
β∗j − β∗j−1 + vn(uj − uj−1)
)2 − (β∗j − β∗j−1)2}→ 2(uj − uj−1)(β∗j − β∗j−1),
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and is equal to (uj−uj−1)
2
n otherwise. But µn converge to 0, implies that
µn
vn
p∑
j=2
v−1n
{(
β∗j − β∗j−1 + vn(uj − uj−1)
)2 − (β∗j − β∗j−1)2}→
2µ
p∑
j=2
{
(uj − uj−1)(β∗j − β∗j−1)I(β∗j 6= β∗j−1)
}
.
Therefore we have Vn(u)→ V (u) in distribution, for every u ∈ Rp. And since Ψ is a positive
deﬁned matrix, V (u) has a unique minimizer. Moreover as Vn(u) is convex, standard M -
estimation results of van der Vaart [144] lead to: uˆn → argminu V (u).
Proof of Theorem 3.2. We begin by giving two results which we will use in our proof. The
ﬁrst one concerns the optimality conditions of the S-Lasso estimator. Recall that by deﬁn-
ition
βˆSL = argmin
β∈Rp
‖Y −Xβ‖2n + λn|β|1 + µnβ′J˜β.
Note f(a)|a=a0 the evaluation of the function f at the point a0. As the above problem is a
non-diﬀerentiable convex problem, classical tools lead to the following optimality conditions
for the S-Lasso estimator:
Lemma 3.3. The vector βˆSL = (βˆSL1 , . . . , βˆ
SL
p )
′ is the S-Lasso estimate as defined in (3.2)-
(3.3) if and only if
‖Y −Xβ‖2n + µnβ′J˜β
dβj
∣∣∣∣∣
βj=βˆSLj
= −λn Sgn(βˆSLj ) for j : βˆSLj 6= 0, (3.22)∣∣∣∣∣∣ ‖Y −Xβ‖
2
n + µnβ
′J˜β
dβj
∣∣∣∣∣
βj=βˆSLj
∣∣∣∣∣∣ ≤ λn for j : βˆSLj = 0. (3.23)
Recall that A∗ = {j : β∗j 6= 0}, the second result states that if we restrict ourselves to
the covariates which we are after (i.e. indexes in A∗), we get a consistent estimate as soon
as the regularization parameters λn and µn are properly chosen.
Lemma 3.4. Let β˜A∗ a minimizer of
‖Y −XA∗βA∗‖2n + λn
∑
j∈A∗
|βj |+ µnβ′A∗ J˜A∗,A∗βA∗ .
If λn → 0 and µn → 0 , then β˜A∗ converges to β∗A∗ in probability.
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This lemma can be see as a special and restricted case of Theorem 3.1. We now prove
Theorem 3.2. Let β˜A∗ as in Lemma 3.4. We deﬁne an estimator β˜ by extending β˜A∗ by
zeros on (A∗)c. Hence, consistency of β˜ is ensure as a simple consequence of Lemma 3.4.
Now we need to prove that with probability tending to one, this estimator is optimal for the
problem (3.2)-(3.3). That is the optimal conditions (3.22)-(3.23) are fulﬁlled with probability
tending to one.
From now on, we write A for A∗. By deﬁnition of β˜A, the optimality condition (3.22)
is satisﬁed. We now must check the optimality condition (3.23). Combining the fact that
Y = Xβ∗ + ε and the convergence of the matrix X ′X/n and the vector ε′X/
√
n, we have
n−1(X ′Y −X ′XAβ˜A) = Ψ.,A(β∗A − β˜A) +Op(n−1/2). (3.24)
Moreover, the optimality condition (3.22) for the estimator β˜ can be written as
n−1(X ′.,AY −X ′.,AX.,Aβ˜A) =
λn
2
Sgn(β˜A)− µnJ˜A,A(β∗A − β˜A) + µnJ˜A,Aβ∗A. (3.25)
Combining (3.24) and (3.25), we easily obtain
(β∗A − β˜A) = (ΨA,A + µnJ˜A,A)−1
(
λn
2
Sgn(β˜A) + µnJ˜A,Aβ∗A
)
+Op(n−1/2).
Since β˜ is consistent in estimation and λnn1/2 →∞, for each j ∈ Ac, the left hand side in
the optimality condition (3.23)
1
λnn
(X ′jY −X ′jX.,Aβ˜A)−
µn
λn
J˜j,Aβ˜A =: L
(n)
j ,
converges to
Ψj,A(KA,A)−1
(
2−1 Sgn(β∗A) +
µ
λ
J˜A,Aβ∗A
)
− µ
λ
J˜j,Aβ∗A =: Lj .
By condition (3.6), this quantity is strictly smaller than one. Then
lim
n→∞P
(
∀j ∈ Ac, |L(n)j | ≤ 1
)
≥
∏
j∈Ac
P (|Lj | ≤ 1) = 1,
which ends the proof.
Proof of Theorem 3.3. We prove the theorem by contradiction by assuming that there exists
a j ∈ (A∗)c such that there exists a i ∈ A∗ and
|Ωj(λ, µ,A∗, β∗)| > 1,
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where the Ωj are given by (3.5). Since Aˆ = A∗ with probability tending to one, optimality
condition (3.22) implies
βˆSLA = ((Kn)A,A)
−1
(
X ′.,AY
n
− λn
2
Sgn(βˆSLA )
)
. (3.26)
Using this expression of βˆSLA and Y = X.,Aβ
∗
A + ε, then for every j ∈ Ac,
X ′jY
n
− X
′
jX.,Aβˆ
SL
A
n
=
X ′jY
n
− X
′
jX.,A
n
((Kn)A,A)−1
X ′.,AY
n
+
λn
2
X ′jX.,A
n
((Kn)A,A)−1 Sgn(βˆSLA )
=
X ′jY
n
− X
′
jX.,A
n
((Kn)A,A)−1
X ′.,Aε
n
− X
′
jX.,A
n
β∗A
+
X ′jX.,A
n
((Kn)A,A)−1
(
λn
2
Sgn(βˆSLA ) + µnJ˜A,Aβ
∗
A
)
.
Therefore,
n−1(X ′jY −X ′jX.,AβˆSLA )− µnJ˜j,AβSLA = An +Bn,
with  An =
X′jY
n −
X′jX.,A
n ((Kn)A,A)
−1X′.,Aε
n −
X′jX.,A
n β
∗
A
Bn =
X′jX.,A
n ((Kn)A,A)
−1
(
λn
2 Sgn(βˆ
SL
A ) + µnJ˜A,Aβ
∗
A
)
− µnJ˜j,AβˆSLA .
We treat this two terms separately. First as βˆSLA converges in probability to β
∗
A and empirical
covariance matrices convergence, the sequence Bn/λn converges to
B = Ψj,A(KA,A)−1(2−1λ Sgn(β∗A) + µλ
−1J˜A,Aβ∗A)− µλ−1J˜j,Aβ∗A.
By assumption |B| > 1. This implies that P (Bn/λn ≥ (1 + |B|)/2) converges to one.
With regard to the other term, since Y = Xβ∗ + ε we have
An =
X ′jε
n
− X
′
jX.,A
n
((Kn)A,A)−1
X ′.,Aε
n
= n−1
n∑
k=1
εk(xk,j −Ψj,A(KA,A)−1x′k,A) + op(n−1/2)
= n−1
n∑
k=1
cn + op(n
−1/2) = Cn + op(n−1/2),
where cn are i.i.d. random variables with mean 0 and variance:
s2 = Var(ck) = E(c
2
k) = E[E(c
2
k|X)]
= E
[
E(ε2k|X)(xk,j −Ψj,A(KA,A)−1x′k,A)2
]
= σ2E
[
Ψj,j +Ψj,A(KA,A)−1ΨA,A(KA,A)−1ΨA,j
−2Ψj,A(KA,A)−1ΨA,j
]
.
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Thus, by the central limit theorem, n1/2Cn is asymptotically normal with mean 0 and
covariance matrix s2/n, which is ﬁnite. Thus P(n1/2An > 0) converges to 1/2.
Finally, P((An +Bn)/λn > (1 + |B|)/2) is asymptotically bounded below by 1/2. Thus
|(An+Bn)/λn| is asymptotically bigger than 1 with a positive probability, that is to say the
optimality condition (3.23) is not satisﬁed. Then βˆSL is not optimal. We get a contradiction,
which concludes the proof.
3.11 Proofs in the high-dimensional case
Proof of Theorem 3.4. Using the deﬁnition of the penalized estimator (3.2)–(3.3), for any
β ∈ Rp, we have
‖XβˆSL −Xβ∗‖2n −
2
n
n∑
i=1
εixiβˆ
SL + λn|βˆSL|1 + µn(βˆSL)′J˜ βˆSL
≤ ‖Xβ −Xβ∗‖2n −
2
n
n∑
i=1
εixiβ + λn|β|1 + µnβ′J˜β.
Therefore, if we chose β = β∗, we obtain the following inequalities:
‖XβˆSL −Xβ∗‖2n ≤ λn
p∑
j=1
(
|β∗j | − |βˆSLj |
)
+
2
n
n∑
i=1
εixi(βˆ
SL − β∗)
+µn(β
∗′ J˜β∗ − (βˆSL)′J˜ βˆSL)
≤ λn
p∑
j=1
(
|β∗j | − |βˆSLj |
)
+
2
n
n∑
i=1
εixi(βˆ
SL − β∗)
+µnβ
∗′ J˜β∗, (3.27)
as β′J˜β ≥ 0 for any β ∈ Rp. In order to control (3.27), we use in a ﬁrst time Assump-
tion (A1) so that µnβ∗
′
J˜β∗ ≤ L1κ2σ2 log(p)|A
∗|
n
. Second we bound the residual term in
the same way as in the paper of Bunea, Tsybakov, and Wegkamp [33]. Then, we only
present here the main lines. Recall that A = A∗ = {j : β∗j 6= 0}. Then, on the event
Λn,p = {maxj=1,...,p 4|Vj | ≤ λn} with Vj = n−1
∑n
i=1 xi,jεi, we have
‖XβˆSL −Xβ∗‖2n + 2−1λn
p∑
j=1
∣∣∣βˆSLj − β∗j ∣∣∣ ≤ λn∑
j∈A
∣∣∣βˆSLj − β∗j ∣∣∣+ L1κ2σ2 log(p)|A|n . (3.28)
This inequality is obtained thanks to the fact that |β∗j − βˆSLj | + |β∗j | − |βˆSLj | = 0 for any
j /∈ A and to the triangular inequality. The rest of the proof consists in bounding this
term λn
∑
j∈A
∣∣∣βˆSLj − β∗j ∣∣∣. Using similar arguments as in the paper of Bunea, Tsybakov,
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and Wegkamp [33], we can write∑
j∈A
(βˆSLj − β∗j )2 ≤ ‖XβˆSL −Xβ∗‖2n + 2ρ1
∑
k∈A
|βˆSLk − β∗k|
p∑
j=1
|βˆSLj − β∗j |
−ρ1
∑
j∈A
|βˆSLj − β∗j |
2 . (3.29)
But
(∑
j∈A
∣∣∣βˆSLj − β∗j ∣∣∣)2 ≤ |A|∑j∈A(βˆSLj − β∗j )2, then∑
j∈A
∣∣∣βˆSLj − β∗j ∣∣∣
2
≤ |A|
‖XβˆSL −Xβ∗‖2n + 2 ρ1∑
k∈A
|βˆSLk − β∗k|
p∑
j=1
|βˆSLj − β∗j |
− ρ1
∑
j∈A
|βˆSLj − β∗j |
2 . (3.30)
A simple optimization implies∑
j∈A
∣∣∣βˆSLj − β∗j ∣∣∣ ≤ 2ρ1|A|∑pj=1 |βˆSLj − β∗j |1 + ρ1|A| +
√|A| ‖XβˆSL −Xβ∗‖2n
1 + ρ1|A| . (3.31)
Now, use Assumption (A2) to bound the left hand side of the inequality (3.31) and combine
this to (3.28) to get
‖XβˆSL −Xβ∗‖2n + λn
p∑
j=1
∣∣∣βˆSLj − β∗j ∣∣∣ ≤ 16λ2n|A|+ L1κ2σ2 log(p)|A|n . (3.32)
This proves (3.11). Finally (3.12) follows directly by dividing by λn both sides of this
last inequality. A concentration inequality to bound P (maxj=1,...,p 4|Vj | ≤ λn) allows us to
conclude the proof.
Lemma 3.5. Let Λn,p be the random event defined by Λn,p = {maxj=1,...,p 4|Vj | ≤ λn} where
Vj = n
−1∑n
i=1 xi,jεi. Let us choose a κ1 > 2
√
2 and λn = κ1σ
√
n−1 log(p). Then
P
(
max
j=1,...,p
4|Vj | ≤ λn
)
≥ 1− p1−
κ21
8 .
Proof. Since Vj ∼ N (0, n−1σ2), an elementary Gaussian inequality gives
P
(
max
j=1,...,p
λ−1n |Vj | ≥ 4−1
)
≤ p max
j=1,...,p
P
(
λ−1n |Vj | ≥ 4−1
)
≤ p exp (−κ21 log(p)/8)
= p1−κ
2
1/8.
This ends the proof.
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Proof of Theorem 3.5. Through this proof, for any a ∈ Rp, let us denote by aA, the p-
dimensional vector such that (aA)j = aj if j ∈ A and zero otherwise. Moreover, we recall
that Kn = Ψn + µnJ˜ . Now, note that we can write the KKT conditions (3.22)-(3.23) as
‖Kn(βˆSL − β∗)− X
′ε
n
+ µnJ˜β
∗‖∞ ≤ λn
2
. (3.33)
Recall that Λn,p = {maxj=1,...,p 2|Vj | ≤ λn} with Vj = X
′
jε
n , then applying (3.33) and As-
sumption (A4), we have on Λn,p and for any j ∈ {1, . . . , p}
|(Kn)j,j(βˆSLj − β∗j )| = |{Kn(βˆSL − β∗)}j −
p∑
k=1
k 6=j
(Kn)j,k(βˆ
SL
k − β∗k) + µn(J˜β∗)j |
≤ λn
2
+ |X
′
jε
n
|+
p∑
k=1
k 6=j
|(Kn)j,k(βˆSLk − β∗k) + µn(J˜β∗)j |
≤ 3λn
4
+
1
3α|A| |βˆ
SL − β∗|1 + µn|(J˜β∗)j |.
Then
‖Kn(βˆSL − β∗)‖∞ ≤ 3λn
4
+
1
3α|A| |βˆ
SL − β∗|1 + µn‖J˜β∗‖∞. (3.34)
Let us now bound |βˆSL − β∗|1. Thanks to (3.27), we can write
λn|βˆSL|1 ≤ λn|β∗|1 + 2
n
p∑
i=1
εixi(βˆ
SL − β∗) + µnβ∗′ J˜β∗
on Λn,p⇐⇒ λn|βˆSL|1 ≤ λn|β∗|1 + λn
2
|βˆSL − β∗|1 + µnβ∗′ J˜β∗.
Dividing by λn, and adding 2−1|βˆSL − β∗|1 − |βˆSL|1, we get on the event Λn,p
2−1|βˆSL − β∗|1 ≤ (|βˆSL − β∗|1 + |β∗|1 − |βˆSL|1) + µn
λn
β∗
′
J˜β∗
⇐⇒ |βˆSL − β∗|1 ≤ 2|βˆSLA − β∗A|1 + 2
µn
λn
β∗
′
A J˜β
∗
A∗ (3.35)
⇐⇒ |βˆSL − β∗|1 ≤ 2
√
|A| ‖βˆSLA − β∗A‖2 + 2
µn
λn
β∗
′
A J˜β
∗
A∗ , (3.36)
where we used the Cauchy Schwarz inequality in the last line. Combine (3.34) and (3.36),
we easily get
‖βˆSL − β∗‖∞ ≤ 1
1 + µn
(
3λn
4 +
2
3α|A|
√|A| ‖βˆSLA − β∗A‖2
+µn‖J˜β∗‖∞ + 2µn3αλn|A|β∗
′
A J˜β
∗
A
)
. (3.37)
The ﬁnal step consists in bounding ‖βˆSLA − β∗A‖2. First, using the KKT condition (3.33),
we remark that ‖Kn(βˆSL−β∗)‖∞ ≤ 3λn/4+µn‖J˜β∗‖∞ on Λn,p . This and equation (3.36)
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lied to
(βˆSL − β∗)′Kn(βˆSL − β∗) ≤ ‖Kn(βˆSL − β∗)‖∞ |βˆSL − β∗|1
≤ (3λn
4
+ µn‖J˜β∗‖∞)(2
√
|A|‖βˆSLA − β∗A‖2 + 2
µn
λn
β∗
′
A J˜β
∗
A).
(3.38)
On the other hand, using Assumption (A4), and similar arguments as in the paper of Lounici
[101],
(βˆSLA − β∗A)′Kn(βˆSLA − β∗A)
‖βˆSLA − β∗A‖22
=
(βˆSLA − β∗A)′ diag(Kn)(βˆSLA − β∗A)
‖βˆSLA − β∗A‖22
+
(βˆSLA − β∗A)′(Kn − diag(Kn))(βˆSLA − β∗A)
‖βˆSLA − β∗A‖22
≥ 1− 1
3α|A|
p∑
j,k=1
|(βˆSLA − β∗A)j | |(βˆSLA − β∗A)k|
‖βˆA − β∗A‖22
≥ 1− 1
3α|A|
‖βˆSLA − β∗A‖21
‖βˆSLA − β∗A‖22
,
where we used in the second inequality the fact that diag(Kn) has larger diagonal elements
than 1 since the diagonal elements in Ψn and J˜ are respectively equal to 1 and larger than
0. Now, twice using Assumption (A4), one deduces
(βˆSL − β∗)′Kn(βˆSL − β∗)
‖βˆSLA − β∗A‖22
≥ (βˆ
SL
A − β∗A)′Kn(βˆSLA − β∗A)
‖βˆSLA − β∗A‖22
+
(βˆSLAc − β∗Ac)′Kn(βˆSLAc − β∗Ac)
‖βˆSLA − β∗A‖22
≥ 1− 1
3α|A|
|βˆSLA − β∗A|21
‖βˆSLA − β∗A‖22
− |βˆ
SL
A − β∗A|1|βˆSLAc − β∗Ac |1
3α|A| ‖βˆSLA − β∗A‖22
≥ 1− |βˆ
SL
A − β∗A|21
α|A| ‖βˆSLA − β∗A‖22
− 2µn β
∗′
A J˜β
∗
A
3αλn|A|
|βˆSLA − β∗A|1
‖βˆSLA − β∗A‖22
≥ (1− 1
α
)− 2µn β
∗′
A J˜β
∗
A
3αλn|A|
|βˆSLA − β∗A|1
‖βˆSLA − β∗A‖22
.
where we used the fact that (3.35) implies |βˆSLAc −β∗Ac |1 ≤ 2|βˆSLA −β∗A|1+2µnλnβ∗
′
A J˜β
∗
A in the
third line. The last inequalities can be summed-up by
(βˆSL − β∗)′Kn(βˆSL − β∗) ≥ (1− 1
α
)‖βˆSLA − β∗A‖22 −
2µn β
∗′
A J˜β
∗
A
3αλn|A| |βˆ
SL
A − β∗A|1. (3.39)
Let us consider (3.38) and (3.39). An optimization work over ‖βˆSLA − β∗A‖2 provides us the
following bound:
‖βˆSLA − β∗A‖2 ≤ ( αα−1)
[
(3λn2 + 2µn‖J˜β∗‖∞)
√|A|+ 2µn
3αλn
√
|A|β
∗′
A J˜β
∗
A
]
+
√
α
α−1
(
3λn
2 + 2µn‖J˜β∗‖∞
)
µn
λn
β∗′A J˜β
∗
A. (3.40)
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Thanks to Assumption (A1), β∗′A J˜β
∗
A ≤ L1 log (p)|A| and ‖J˜β∗‖∞ ≤ L2 log (p). Moreover
the tuning parameters λn and µn are chosen in the form λn = κ1σ
√
log (p)/n and µn =
κ3σ/n. Then we conclude from (3.37) and (3.40)
‖βˆSL − β∗‖∞ ≤ 1
1 + κ3σn
(
3
4 +
1
α−1 +
4L1κ3
9α2κ21
+ 2L1κ3
3ακ21
+
√
2L1κ3
3α(α−1)κ21
+
8L1 L2κ23
9α(α−1)κ41
λn
+(4L2κ3
3κ21
+ L2κ3
κ21
)λn
)
λn.
This ends the proof.
Proof of Theorem 3.7. The proof of this theorem is essentially an adaptation of the one
concerning the Lasso by Zou, Hastie, and Tibshirani [169]. We do not give the whole proof
but only mention the important steps and let the reader refer to Zou, Hastie, and Tibshirani
[169] for more details. The main points in the proof are Stein’s lemma and these few facts:
• For every couple (λ, µ), the S-Lasso estimator is a continuous function of Y .
• For every couple (λ, µ) = ζ, the active set Aζ and the sign vector of βˆSLζ which we
denote by Sgnζ are piecewise constant with respect to Y , out of a set with Lebesgue
measure equal to 0.
The detailed proof uses these points and the explicit form of the estimator βˆSL given by
(3.26). This proof is the same as the one by Zou, Hastie, and Tibshirani [169] so that we
omit it here.
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Chapter 4
A Sparsity Inequality for the
Grouped Variables Lasso
Abstract: We consider the linear regression model with Gaussian error. We estimate the
unknown parameters by a procedure inspired from the Group Lasso estimator introduced
by Yuan and Lin [159]. We show that this estimator satisﬁes a sparsity inequality, i.e., a
bound in terms of the number of non-zero components of the oracle regression vector. We
prove that this bound is better, in some cases, than the one achieved by the Lasso and the
Dantzig selector.
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4.1 Introduction
We consider the linear regression model
yi = xiβ
∗ + εi, i = 1, . . . , n, (4.1)
where the design xi = (xi,1, . . . , xi,p) ∈ Rp is deterministic, β∗ = (β∗1 , . . . , β∗p)′ ∈ Rp is the
unknown parameter vector of interest and ε1, . . . , εn, are i.i.d. centered Gaussian random
variables with variance σ2. We wish to estimate β∗ in the sparse case, i.e., when many of its
components are equal to zero. If we deﬁne the covariates ξj = (x1,j , . . . , xn,j)′, j = 1, . . . , p,
the sparsity of the model means that only a small subset of (ξj)j is relevant for explaining
the response yi, i = 1, . . . , n. We are mainly interested in the case where the number of
the covariates p is much larger than the sample size n. In such a situation, the classical
methods of estimation such as ordinary least squares are inconsistent. In the last decade, a
wide variety of procedures has been developed for estimation and variable selection under
sparsity assumption. Most popular procedures are of the form:
β˜ = argmin
β∈Rp
{‖Y −Xβ‖2n + pen(β)} , (4.2)
where X = (x′1, . . . , x
′
n)
′, Y = (y1, . . . , yn)′, pen : Rp → R is a penalty function, and, for any
vector a = (a1, . . . , an)′, ‖a‖2n = n−1
∑n
i=1 a
2
i (we denote by 〈·, ·〉n the corresponding inner
product in Rn). WhenX is standardized, the Lasso procedure introduced by Tibshirani [135]
is deﬁned by (4.2) with pen(β) = 2λn,p
∑n
i=1 |βi|, where λn,p is a tuning parameter. This
estimator is attractive as it performs both regression parameters estimation and variable
selection. In the literature, the theoretical and empirical properties of the Lasso procedure
have been extensively studied. See, for instance, Efron, Hastie, Johnstone, and Tibshirani
[61], Meinshausen and Bühlmann [112], Fan and Li [63], Knight and Fu [90], Zou [166] and
Zhao and Yu [164], among others. Recent extensions of the Lasso and their performances
can be found in the papers of Fan and Li [63], Meinshausen [111], Zou [166], Zou and Hastie
[167] and Tibshirani, Saunders, Rosset, Zhu, and Knight [136].
In this paper, we study a "grouped" version of the Lasso procedure. It is deﬁned with
a penalty of the form pen(β) = 2λn,p
∑L
l=1
√∑
j∈Gl ‖ξj‖2nβj2, where L ∈ {1, . . . , p} is the
number of groups, (Gl)l∈{1,...,L} is a sequence of groups forming a partition of {1, . . . , p} and
λn,p is a tuning parameter. It can be viewed as a slight modiﬁcation of the Group Lasso
procedure developed by Yuan and Lin [159]. For the sake of clarity, we call our modiﬁed
Group Lasso: Grouped Variables Lasso. We measure its performance by considering a
statistical approach derived from conﬁdence balls. We aim to ﬁnd the smallest bound ϕn,p
such that
P
(
‖Xβ̂ −Xβ∗‖2n ≤ C ϕn,p
)
≥ 1− un,p, (4.3)
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where β̂ is the Grouped Variables Lasso estimator, un,p is a positive sequence of the form
n−αp−γ with α > 0, γ > 0 and C is a positive constant which does not depend on n
and p. Under some assumptions on (Gl)l∈{1,...,L} and X, we obtain a rate ϕn,p depending
only on n, on p and on an index of sparsity of the model. From this point of view, the
inequality (4.3) is a Sparsity Inequality (SI) for the Grouped Variable Lasso estimator. Such
SIs have already been investigated for other estimators (Bunea, Tsybakov, and Wegkamp
[33], Dalalyan and Tsybakov [46], Koltchinskii [93], van de Geer [143] and Candès and Tao
[35]). As a benchmark, we use the SIs provided for the Lasso estimator introduced by Bunea,
Tsybakov, and Wegkamp [30] and for the Dantzig selector introduced by Bickel, Ritov, and
Tsybakov [17]. If we compare the corresponding ϕn,p, we remark that the one achieved by
the Grouped Variables Lasso is smaller than the one achieved by the Lasso and the Dantzig
selector. This illustrates the fact that, in some situations, the Grouped Variables Lasso
exploits the sparsity of the model more eﬃciently than the Lasso and the Dantzig selector.
The rest of the paper is organized as follows. The Grouped Variables Lasso estimator
is described in Section 2. Section 3 presents the assumptions made on the model. The
theoretical performance of the considered estimator is investigated in Section 4. The proofs
are postponed to Section 5.
4.2 The Grouped Variables Lasso (GVL) estimator
In this study, for any real number a, [a] denotes the integer part of a. We deﬁne the Grouped
Variables Lasso (GVL) estimator by
β̂ = argmin
β∈Rp
‖Y −Xβ‖2n + 2λn,p
L∑
l=1
√∑
j∈Gl
‖ξj‖2nβj2
 , (4.4)
where
λn,p = κσ
√
n−1 log(np), (4.5)
κ > 2, L ∈ {1, . . . , p} and (Gl)l∈{1,...,L} is a partition of {1, . . . , p}. We suppose that L and
(Gl)l∈{1,...,L} satisfy
max
l∈{1,...,L}
Card(Gl) ≤ min ([log(np)], p) .
Additional assumptions on X, L and (Gl)l∈{1,...,L} will be speciﬁed in Section 4.3.
Naturally, we obtain the Lasso estimator when β̂ is deﬁned with, for any l ∈ {1, . . . , p},
Card(Gl) = 1. Moreover, the GVL estimator is a slight modiﬁcation of the Group Lasso
estimator developed by Yuan and Lin [159]. The main diﬀerence is the maximal size of
groups min(p, [log(np)]) which, as we will see in Section 4.4, oﬀers signiﬁcant advantages
from the theoretical point of view. We also do not assume that groups are such that, for
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any l ∈ {1, . . . , L}, X ′GlXGl = ICard(Gl), where XGl is the restriction of X on the block Gl
and ICard(Gl) is the Card(Gl) × Card(Gl) identity matrix. In practice, let us just mention
that we can use the Group Lasso modiﬁcation of the LARS algorithm (see Efron, Hastie,
Johnstone, and Tibshirani [61] and Yuan and Lin [159]) to compute an approximation of
the solution of the Grouped Variable Lasso estimator. This can be done by adding the
above mentioned restriction on the groups sizes. We also refer to Kim, Kim, and Kim [89]
and Meier, van de Geer, and Bühlmann [109] for recent developments concerning the Group
Lasso method.
For any real number a, we set (a)+ = max(a, 0). If X ′X = In, L = n/[logn] is supposed
to be an integer and, for any l ∈ {1, . . . , L}, Gl =
{
k ∈ {1, . . . , n} : (l − 1)[log n] + 1 ≤
k ≤ l[logn]}, each component of the GVL estimator β̂ in the group Gl can be expressed in
the following form β̂i =
(
1−
(
κσ
√
2n−1 log n
)
/
√∑
j∈Gl yj
2
)
+
yi. In this case, β̂ can be
viewed as a slight modiﬁcation of the blockwise Stein estimator. This construction enjoys
powerful theoretical properties in various statistical approaches (oracle inequalities, (near)
minimax optimality,...). See, for instance, Cai [34] and Cavalier and Tsybakov [40].
4.3 Assumptions
Recall that X = (xi,j)i,j is the n × p design matrix and, for any j ∈ {1, . . . , p}, ξj =
(x1,j , . . . , xn,j)
′. Let ρp = (ρp(j, k))j,k be the correlation matrix deﬁned by
ρp(j, k) =
〈ξj , ξk〉n
‖ξj‖n‖ξk‖n , (j, k) ∈ {1, . . . , p}
2.
We now present three assumptions we need to establish a SI for the GVL estimator. They
are related to the correlation matrix ρp:
− Assumption (A1). For any l ∈ {1, . . . , L}, consider the set S l2 = {a = (aj)j∈Gl ∈
RCard(Gl);
∑
j∈Gl a
2
j ≤ 1 }. There exists a constant C∗ ≥ 1 independent of n and of
p such that
max
l=1,...,L
sup
a∈Sl2
∑
j∈Gl
∑
k∈Gl
ajakρp(j, k)
 ≤ C∗.
The second assumption must be satisﬁed for a subset B ⊆ {1, . . . , L} to be speciﬁed later.
− Assumption (A2)(B). The correlation matrix ρp satisfies
max
l∈B
max
m=1,...,L
√√√√∑
j∈Gl
∑
k∈Gm
k 6=j
ρ2p(j, k) ≤ (32)−1Card(B)−1. (4.6)
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Remark 4.1. The condition in Assumption (A1) is equivalent to requiring that the largest
eigenvalues of the diagonal blocks of the matrix ρp (i.e., eigenvalues of the correlation ma-
trices restricted to covariates in the same group) are bounded by C∗.
Lemma 4.1 below provides an example of a standard family of matrices satisfying As-
sumption (A1).
Lemma 4.1. Let X = (xi,j)i,j be a n × p matrix and, for any j ∈ {1, . . . , p}, ξj =
(x1,j , . . . , xn,j)
′. Suppose that, for any (j, k) ∈ {1, .., p}2, we have
〈ξj , ξk〉n = rnzjzkb|j−k|,
where r = (rn)n is a sequence of real numbers, z = (zu)u denotes a positive sequence and
b = (bu)u denotes a sequence in l1(N) with b0 > 0. Then X satisfies Assumption (A1) with
C∗ = 1 + 2b−10 ‖b‖l1 , where ‖b‖l1 =
∑p
j=1 |bj |.
Here are some comments on Assumption (A2)(B). In our study, Assumption (A2)(B)
only needs to be satisﬁed for a particular set B = ΘG ⊆ {1, . . . , L} (to be deﬁned in
Subsection 4.4.1). This set characterizes the sparsity of the model. Note also that Assump-
tion (A2)(B) can be viewed as an extension of the mutual coherence condition considered
by Bunea, Tsybakov, and Wegkamp [32] ,i.e., supj∈B supk 6=j |ρp(j, k)| ≤ (45)−1Card(B)−1,
where B = ΘL = {j ∈ {1, . . . , p}; βj 6= 0}. This mutual coherence condition has been
introduced by Donoho, Elad, and Temlyakov [51]. When we treat the case p ≥ n, such
coherence condition is standard as almost all SIs provided in the literature need a similar
condition.
Remark 4.2. For any two sets B1 and B2 such that B1 ⊆ B2 ⊆ {1, . . . , L}, Assumption
(A2)(B2) implies Assumption (A2)(B1).
Remark 4.3. If B = {1, . . . , L} then Assumption (A2)(B) implies Assumption (A1) with
C∗ = 1 + (32)−1. This is a consequence of the Hölder inequality.
Remark 4.4. By constructing groups with large sizes, one can increase the value of the
right hand side expression in (4.6). However, such a choice for groups tends to increase the
value of the left hand side expression in (4.6) as the double sum will be calculated over a
larger number of terms. In practice, one can take into account these two facts to construct
adapted groups. Nevertheless, the choice of the groups should be essentially dicted by the
nature of the applications.
An example of a n × p matrix X = (xi,j)i,j satisfying Assumptions (A1) and (A2)(B)
for any B ⊆ {1, . . . , L}, is the one characterized by the equality 〈ξj , ξk〉n = nνp−α|j−k|, with
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ν ∈ R, α ≥ 3 and p ≥ 32. Here is a concise proof: Thanks to Lemma 4.1, Assumption
(A1) is satisﬁed for any constant C∗ ≥ 1 + 2p/(p − 1) (for instance, C∗ = 4). Moreover
maxl=1,...,Lmaxm=1,...,L
√∑
j∈Gl
∑
k∈Gm
k 6=j
p−2α|j−k| ≤ p−αmaxl=1,...,LCard(Gl) ≤ p−α+1 ≤
(32)−1L−1 ≤ (32)−1Card(B)−1 and Assumption (A2)(B) is satisﬁed.
When p ≤ n, Assumption (A2)(B) can replaced by the following:
− Assumption (A3). Consider the p× p Gram matrix Ψn defined by Ψn =
(〈ξj , ξk〉n)j,k.
For any p ≥ 2, there exists a constant cp > 0 such that the matrix Ψn − cp diag(Ψn)
is positive semi-definite.
Assumption (A3) is the same as by Bunea, Tsybakov, and Wegkamp [32, Assumption
(A3)]. Further details can be found by Bunea, Tsybakov, and Wegkamp [32, Remarks 4-5].
Assumption (A3) is, for instance, always fulﬁlled for positive matrices Ψn. It is important to
notice that this assumption can be helpful when the "group mutual coherence" assumption is
not satisﬁed; Assumptions (A2)(B) and (A3) can recover diﬀerent types of design matrices.
4.4 Theoretical properties
In this section, we investigate some theoretical properties of the GVL estimator. Notice
that all the results include the case p ≥ n.
4.4.1 Main results
Here we provide SIs achieved by the GVL estimator. These SIs take advantage of the group
structure of the estimator. The key is the introduction of a group sparsity set ΘG deﬁned
by:
ΘG =
{
l ∈ {1, . . . , L} : there exists an integer j0 ∈ Gl such that β∗j0 6= 0
}
, (4.7)
where Gl is deﬁned in Section 2. Such a set contains group indexes and characterizes the
sparsity of the model. Indeed, the "sparser" the model is, the smaller the sparsity index
Card(ΘG) is. Proposition 4.1 below provides an upper bound for the squared error of
the GVL estimator. This bound brings into play the sparsity index inferred by the group
sparsity set ΘG.
Proposition 4.1. We consider the linear regression model (4.1). Let Λn,p be the random
event defined by
Λn,p =
 maxl=1,...,L
√∑
j∈Gl
‖ξj‖−2n V 2j ≤ 2−1λn,p
 , (4.8)
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where Vj = n−1
∑n
i=1 xi,jεi and λn,p is defined by (4.5). Let β̂ be the GVL estimator
defined by (4.4) and ΘG be the group sparsity set defined by (4.7). Suppose that X satisfies
Assumption (A2)(ΘG). Then, on Λn,p, we have
‖Xβ̂ −Xβ∗‖2n ≤ C n−1 log(np)Card(ΘG), (4.9)
where C = 16κ2σ2.
The proof of Proposition 4.1 is based on the ’argmin’ deﬁnition of the estimator β̂ and
some technical inequalities.
Remark 4.5. We can improve the convergence rate in (4.9) by making the sparsity index
Card(ΘG) as small as possible, in other words, by choosing groups with as large as possible
sizes. The best choice consists then in considering each group with the size min(p, [log(np)]).
This means that we construct L groups with L = p/min(p, [log(np)]), supposed to be an
integer.
Theorem 4.1 below states that, under some assumptions on X, the SI of equation (4.9)
is true with high probability.
Theorem 4.1. We consider the linear regression model (4.1). Let β̂ be the GVL estimator
defined by (4.4) and ΘG be the group sparsity set defined by (4.7). Suppose that X satisfies
Assumptions (A1) and (A2)(ΘG). Then we have
P
(
‖Xβ̂ −Xβ∗‖2n ≤ C n−1 log(np)Card(ΘG)
)
≥ 1− un,p, (4.10)
where C = 16κ2σ2 and un,p = L(np)−(2
−1κ−1)2/(2C∗), with C∗ is the constant appearing in
Assumption (A1).
The proof of Theorem 4.1 uses Proposition 4.1 and a concentration inequality of the
form P(Λcn,p) ≤ un,p, where Λcn,p denotes the complementary of the set (4.8).
Corollary 4.1 below states that, when p ≤ n, Theorem 4.1 holds with Assumption (A3)
instead of Assumption (A2)(B).
Corollary 4.1. We consider the linear regression model (4.1). Let ΘG be the group sparsity
set defined by (4.7). Suppose that X satisfies Assumptions (A1) and (A3). Then the GVL
estimator (4.4) satisfies the inequality (4.10) with C = 16cp−1κ2σ2, where cp is the constant
appearing in Assumption (A3).
The proof of Corollary 4.1 is similar to the proof of Proposition 4.1.
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4.4.2 Comparison with the Lasso and the Dantzig selector
A result similar to Theorem 4.1 has been proved for the Lasso estimator by Bunea, Tsybakov,
and Wegkamp [30], and for the Dantzig selector by Candès and Tao [35]. Moreover Bickel,
Ritov, and Tsybakov [17] stated that the squared error of the Lasso and the Dantzig selector
are equivalent up to a constant factor. In these works, the authors provided similar SIs. The
main diﬀerence lies in the sparsity index Card(ΘG). For both the Lasso estimator and the
Dantzig selector, it is replaced by Card(Θ∗), where Θ∗ = {j ∈ {1, . . . , p}; β∗j 6= 0}. Since
Card(ΘG) ≤ Card(Θ∗),
Theorem 4.1 states that, with high probability, the GVL estimator can have a smaller
squared error than the Lasso estimator. This illustrates the fact that, in some cases, the GVL
estimator exploits better the sparsity of the model than the Lasso estimator and the Dantzig
selector. Moreover, Card(ΘG) can be asymptotically signiﬁcantly smaller than Card(Θ∗).
For example, if p = n, L = n/[logn] is supposed to be an integer, for any l ∈ {1, . . . , L},
Gl =
{
k ∈ {1, . . . , n} : (l − 1)[log n] + 1 ≤ k ≤ l[logn]} and the unknown parameter
vector β∗ = (β∗1 , . . . , β
∗
n)
′ is deﬁned by β∗ = (1, . . . , 1︸ ︷︷ ︸
logn
, 0, . . . , 0︸ ︷︷ ︸
n−logn
), then Card(ΘG) = 1 whereas
Card(Θ∗) = logn.
4.5 Proofs
Proof of Lemma 4.1. For the sake of simplicity and loss of generality, we work on the set
G1 of the form G1 = {1, . . . ,m}, m ∈ {1, . . . ,min([log(np)], p)}. Let us notice that, for
any u ∈ G1, we have ‖ξu‖n = zu
√
rnb0. Therefore, for any (j, k) ∈ {1, . . . , p}2, we have
ρp(j, k) = b
−1
0 b|j−k|. Hence∑
j∈G1
∑
k∈G1
ajakρp(j, k)
= b−10
m∑
j=1
m∑
k=1
ajakb|j−k| =
m∑
j=1
a2j + 2b
−1
0
m∑
j=2
j−1∑
k=1
ajakbj−k
≤
m∑
j=1
a2j + b
−1
0
m∑
j=2
j−1∑
u=1
(a2j + a
2
j−u)bu.
For any a ∈ S l2, we have
∑m
j=1 a
2
j ≤ 1. Therefore
m∑
j=2
j−1∑
u=1
a2jbu =
m∑
j=2
a2j
j−1∑
u=1
bu ≤ ‖b‖l1
and
m∑
j=2
j−1∑
u=1
a2j−ubu =
m−1∑
u=1
bu
m∑
j=u+1
a2j−u ≤ ‖b‖l1 .
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Hence
sup
a∈Sl2
∑
j∈G1
∑
k∈G1
ajakρp(j, k)
 ≤ (1 + 2b−10 ‖b‖l1) = C∗.
This inequality can easily be extended to any set Gl. Thus, the matrix X satisﬁes Assump-
tion (A1) with C∗ = 1 + 2b−10 ‖b‖l1 .
Proof of Proposition 4.1. For the sake of simplicity, for any j ∈ {1, . . . , p}, we set wn,j =
λn,p‖ξj‖n. By deﬁnition of the penalized estimator (4.4), for any β ∈ Rp, we have
‖Xβ̂ −Xβ∗‖2n + 2
L∑
l=1
√∑
j∈Gl
w2n,j β̂
2
j −
2
n
n∑
i=1
εixiβ̂
≤ ‖Xβ −Xβ∗‖2n + 2
L∑
l=1
√∑
j∈Gl
w2n,jβ
2
j −
2
n
n∑
i=1
εixiβ.
Therefore, taking β = β∗, we obtain the following inequality:
‖Xβ̂ −Xβ∗‖2n ≤ 2
L∑
l=1
√∑
j∈Gl
w2n,j(β
∗
j )
2 −
√∑
j∈Gl
w2n,j β̂
2
j

+
2
n
n∑
i=1
εixi
(
β̂ − β∗
)
. (4.11)
Recall that Vj = n−1
∑n
i=1 xi,jεi and using the Hölder inequality, we have on the event Λn,p
2
n
n∑
i=1
εixi
(
β̂ − β∗
)
= 2
L∑
l=1
∑
j∈Gl
Vj
(
β̂j − β∗j
)
≤ 2
L∑
l=1
√∑
j∈Gl
w−2n,jV
2
j
√∑
j∈Gl
w2n,j
(
β̂j − β∗j
)2
≤
L∑
l=1
√∑
j∈Gl
w2n,j
(
β̂j − β∗j
)2
. (4.12)
It follows from (4.11), (4.12) and the deﬁnition of the group sparsity set ΘG (see (4.7)) that
‖Xβ̂ −Xβ∗‖2n +
L∑
l=1
√∑
j∈Gl
w2n,j
(
β̂j − β∗j
)2
≤ 2
L∑
l=1
√∑
j∈Gl
w2n,j
(
β̂j − β∗j
)2
+ 2
L∑
l=1
√∑
j∈Gl
w2n,j(β
∗
j )
2 −
√∑
j∈Gl
w2n,j β̂
2
j

= 2
∑
l∈ΘG
√∑
j∈Gl
w2n,j
(
β̂j − β∗j
)2
+ 2
∑
l∈ΘG
√∑
j∈Gl
w2n,j(β
∗
j )
2 −
√∑
j∈Gl
w2n,j β̂
2
j
 .
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Therefore using the Minkowski inequality, we have
‖Xβ̂ −Xβ∗‖2n +
L∑
l=1
√∑
j∈Gl
w2n,j
(
β̂j − β∗j
)2 ≤ 4 ∑
l∈ΘG
√∑
j∈Gl
w2n,j
(
β̂j − β∗j
)2
≤ 4
√
Card(ΘG)
√∑
l∈ΘG
∑
j∈Gl
w2n,j
(
β̂j − β∗j
)2
. (4.13)
Now, let us bound the term
∑
l∈ΘG
∑
j∈Gl w
2
n,j
(
β̂j − β∗j
)2
. By a simple decomposition, we
have
‖Xβ̂ −Xβ∗‖2n =
∑
l∈ΘG
∑
j∈Gl
‖ξj‖2n
(
β̂j − β∗j
)2
+ n−1
n∑
i=1
∑
l 6∈ΘG
∑
j∈Gl
xi,j(β̂j − β∗j )
2
+R(ΘG), (4.14)
where
R(ΘG) = 2
∑
l∈ΘG
∑
m6∈ΘG
∑
j∈Gl
∑
k∈Gm
〈ξj , ξk〉n (β̂j − β∗j )(β̂k − β∗k)
+
∑
l∈ΘG
∑
m∈ΘG
m6=l
∑
j∈Gl
∑
k∈Gm
〈ξj , ξk〉n (β̂j − β∗j )(β̂k − β∗k)
+
∑
l∈ΘG
∑
j∈Gl
∑
k∈Gl
k 6=j
〈ξj , ξk〉n (β̂j − β∗j )(β̂k − β∗k).
Note that R(ΘG) is such that
|R(ΘG)| ≤ 2
∑
l∈ΘG
L∑
m=1
∑
j∈Gl
∑
k∈Gm
k 6=j
| 〈ξj , ξk〉n | |β̂j − β∗j | |β̂k − β∗k|.
Moreover, since n−1
∑n
i=1
(∑
l 6∈ΘG
∑
j∈Gl xi,j(β̂j − β∗j )
)2 ≥ 0, the equality (4.14) implies
that: ∑
l∈ΘG
∑
j∈Gl
w2n,j
(
β̂j − β∗j
)2
≤
(
κσn−1
√
log(np)
)2
n
(
‖Xβ̂ −Xβ∗‖2n −R(ΘG)
)
≤
(
κσn−1
√
log(np)
)2
n
(
‖Xβ̂ −Xβ∗‖2n + |R(ΘG)|
)
≤
(
κσn−1
√
log(np)
)2
n
(
‖Xβ̂ −Xβ∗‖2n
+2
∑
l∈ΘG
L∑
m=1
∑
j∈Gl
∑
k∈Gm
k 6=j
| 〈ξj , ξk〉n | |β̂j − β∗j | |β̂k − β∗k|
)
. (4.15)
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Let us set Πj,k = w−1n,jw
−1
n,k 〈ξj , ξk〉n. The Cauchy-Schwarz inequality yields
∑
l∈ΘG
L∑
m=1
∑
j∈Gl
∑
k∈Gm
k 6=j
| 〈ξj , ξk〉n | |β̂j − β∗j | |β̂k − β∗k|
=
∑
l∈ΘG
L∑
m=1
∑
j∈Gl
∑
k∈Gm
k 6=j
|Πj,k|wn,jwn,k |β̂j − β∗j | |β̂k − β∗k|
≤
∑
l∈ΘG
L∑
m=1
√√√√∑
j∈Gl
∑
k∈Gm
k 6=j
Π2j,k
√∑
j∈Gl
∑
k∈Gm
w2n,jw
2
n,k
(
β̂j − β∗j
)2 (
β̂k − β∗k
)2
≤ sup
l∈ΘG
sup
m=1,...,L
√√√√∑
j∈Gl
∑
k∈Gm
k 6=j
Π2j,k
 L∑
l=1
√∑
j∈Gl
w2n,j
(
β̂j − β∗j
)22
= B(ΘG).
Combining (4.13), (4.15), the previous inequality and using an elementary inequality of
convexity, we obtain
‖Xβ̂ −Xβ∗‖2n +
L∑
l=1
√∑
j∈Gl
w2n,j
(
β̂j − β∗j
)2
≤ 4n1/2
(
κσn−1
√
log(np)
)√
Card(ΘG)
√
‖Xβ̂ −Xβ∗‖2n + 2B(ΘG)
≤ 4n1/2
(
κσn−1
√
log(np)
)√
Card(ΘG)
√
‖Xβ̂ −Xβ∗‖2n
+ 4
√
2n1/2
(
κσn−1
√
log(np)
)√
Card(ΘG)B(ΘG). (4.16)
An application of Assumption (A2)(B), with B = ΘG yields
4
√
2n1/2
(
κσn−1
√
log(np)
)√
Card(ΘG)B(ΘG) ≤
L∑
l=1
√∑
j∈Gl
w2n,j
(
β̂j − β∗j
)2
. (4.17)
It follows from (4.16) and (4.17) that
‖Xβ̂ −Xβ∗‖2n ≤ 4n1/2
(
κσn−1
√
log(np)
)√
Card(ΘG)‖Xβ̂ −Xβ∗‖n.
Therefore,
‖Xβ̂ −Xβ∗‖2n ≤ 16n
(
κσn−1
√
log(np)
)2
Card(ΘG) = C n
−1 log(np)Card(ΘG),
where C = 16κ2σ2. This ends the proof of Proposition 4.1.
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Proof of Theorem 4.1. Thanks to Proposition 4.1, it is enough to prove that
P
 max
l=1,...,L
√∑
j∈Gl
‖ξj‖−2n V 2j ≥ 2−1λn,p
 ≤ L(np)−(2−1κ−1)2/(2C∗).
For the sake of simplicity, we set vn,j =
√∑n
i=1 x
2
i,j = n
1/2‖ξj‖n. We have
P
 max
l=1,...,L
√∑
j∈Gl
‖ξj‖−2n V 2j ≥ 2−1λn,p
 ≤ L∑
l=1
P
√∑
j∈Gl
‖ξj‖−2n V 2j ≥ 2−1λn,p

≤ L max
l=1,...,L
P
√∑
j∈Gl
v−2n,jV
2
j ≥ 2−1κσn−1
√
log(np)
 . (4.18)
In order to bound this last term, we introduce the Borell inequality. For further details
about this inequality, see, for instance, Adler [1].
Lemma 4.2 (The Borell inequality). Let D be a subset of R and (ηt)t∈D be a centered
Gaussian process. Suppose that
E
(
sup
t∈D
ηt
)
≤ N and sup
t∈D
V ar(ηt) ≤ Q.
Then, for any x > 0, we have
P
(
sup
t∈D
ηt ≥ x+N
)
≤ exp(−x2/(2Q)).
Let us consider the set S l2 deﬁned by S l2 = {a = (aj)j∈Gl ∈ RCard(Gl);
∑
j∈Gl a
2
j ≤ 1},
and the centered Gaussian process Z(a) deﬁned by
Z(a) =
∑
j∈Gl
ajVjv
−1
n,j .
By an argument of duality, we have
sup
a∈Sl2
Z(a) = sup
a∈Sl2
∑
j∈Gl
ajv
−1
n,jVj =
√∑
j∈Gl
v−2n,jV
2
j .
In order to use Lemma 4.2, let us investigate the upper bounds for E(supa∈Sl2 Z(a)) and
supa∈Sl2 V ar(Z(a)), in turn.
The upper bound for E(supa∈Sl2 Z(a)). Since Vj ∼ N
(
0, σ2n−1‖ξj‖2n
)
, the Cauchy-Schwarz
inequality and the fact that maxl∈{1,...,L}Card(Gl) ≤ min ([log(np)], p) imply
E( sup
a∈Sl2
Z(a)) = E
√∑
j∈Gl
v−2n,jV
2
j
 ≤√∑
j∈Gl
v−2n,jE(V
2
j )
=
√∑
j∈Gl
v−2n,j(σ2n−1‖ξj‖2n) = σn−1
√
Card(Gl)
≤ σn−1
√
log(np).
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So, we set N = σn−1
√
log(np).
The upper bound for supa∈Sl2 V ar(Z(a)). We have
V ar(Z(a)) =
∑
j∈Gl
∑
k∈Gl
ajakv
−1
n,jv
−1
n,kE(VjVk),
with E(VjVk) = n−2
∑n
u=1
∑n
v=1 xu,jxv,kE(ǫuǫv) = σ
2n−1 〈ξj , ξk〉n. This with Assump-
tion (A1) imply
sup
a∈Sl2
V ar(Z(a)) = σ2n−2 sup
a∈Sl2
∑
j∈Gl
∑
k∈Gl
ajakρp(j, k)
 ≤ C∗σ2n−2.
So, we set Q = C∗σ2n−2.
Combining the obtained values of N and Q with Lemma 4.2, for any l ∈ {1, . . . , L}, we
have
P
√∑
j∈Gl
v−2n,jV
2
j ≥ 2−1κσn−1
√
log(np)

= P
(
sup
t∈D
ηt ≥ (2−1κ− 1)σn−1
√
log(np) +N
)
≤ exp (−(2−1κ− 1)2σ2n−2 log(np)/(2Q)) = (np)−(2−1κ−1)2/(2C∗). (4.19)
Putting (4.18) and (4.19) together, we obtain
P
 max
l=1,...,L
√∑
j∈Gl
‖ξj‖−2n V 2j ≥ 2−1λn,p
 ≤ L(np)−(2−1κ−1)2/(2C∗) = un,p.
This ends the proof of Theorem 4.1.
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Chapter 5
Generalization of ℓ1 constraints for
high dimensional regression problems
Abstract: We consider the linear regression problem where the number p of covariates is
possibly larger than the number n of observations. In the paper, we propose to approximate
the unknown regression parameters under sparsity assumptions with a class of estimators
that are motivated by geometrical considerations. Popular estimators based on the control
of the ℓ1 norm of the regression coeﬃcients (such as the LASSO and the Dantzig selector
for example) can be seen as special cases of our estimator for which we derive Sparsity
Inequalities, i.e., bounds involving the sparsity of the parameter we try to estimate. In such
a generalized setup, we show that it is possible to consider variations of the loss function to
be minimized. In particular, under a suitable setting, we derive a new estimator that is a
transductive version of the LASSO, and we analyze its performance with milder assumptions
than in the well-known results about the "usual" LASSO.
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5.1 Introduction
In many modern applications, one has to deal with very large datasets. Regression prob-
lems may involve a large number of covariates, possibly larger than the sample size. In
this situation, a major issue lies in dimension reduction which can be performed through
the selection of a small amount of relevant covariates. For this purpose, numerous regres-
sion methods have been proposed in the literature, ranging from the classical information
criteria such as Cp, AIC and BIC to the more recent regularization-based techniques such
as the l1 penalized least square estimator, known as the LASSO Tibshirani [135], and the
Dantzig selector Candès and Tao [35] among many others. Regularized regression methods
have recently witnessed several developments due to the attractive feature of computational
feasibility, even for high dimensional data when the number of covariates p is large. In the
present paper, we focus on the LASSO and the Dantzig selector with what they have in
common: both obey to a geometric constraint which we now introduce. Consider the linear
regression model Y = Xβ∗+ ε, where Y is a vector in Rn, β∗ ∈ Rp is the parameter vector,
X is an n× p real-valued matrix with possibly much fewer rows than columns, n≪ p, and
ε is a random noise vector in Rn. The analysis of regularized regression methods for high
dimensional data usually involves a sparsity assumption on β∗ through the sparsity index
‖β∗‖0 =
∑
j=1,...,p I(β
∗
j 6= 0) where I(·) is the indicator function. For any q ≥ 1, d ≥ 0 and
a ∈ Rd, denote by ‖a‖qq =
∑d
i=1 |ai|q and ‖a‖∞ = max1≤i≤d |ai|, the ℓq and the ℓ∞ norms
respectively. When the design matrix X is normalized, the LASSO and the Dantzig selector
minimize respectively ‖Xβ‖22 and ‖β‖1 under the constraint ‖X ′(Y −Xβ)‖∞ ≤ s where s
is a positive tuning parameter (e.g. Osborne, Presnell, and Turlach [118], Alquier [4] for the
dual form of the LASSO). This geometric constraint is central in the approach developed
in the present paper and we shall use it in a general perspective. In the sequel, we consider
three speciﬁc problems in the high-dimensional setting (i.e., p ≥ n):
Goal 1 - Prediction: The reconstruction of the signal Xβ∗ with the best possible accu-
racy is ﬁrst considered. The quality of the reconstruction with an estimator βˆ is often
measured with the squared error ‖Xβˆ − Xβ∗‖22. In the standard form, results are stated
as follows: under assumptions on the matrix X and with high probability, the prediction
error is bounded by C log (p)‖β∗‖0 where C is a positive constant. Such results for the
prediction issue have been obtained in Bickel, Ritov, and Tsybakov [17], Bunea [28], Bunea,
Tsybakov, and Wegkamp [32] and Bunea, Tsybakov, and Wegkamp [33] for the LASSO and
by Bickel, Ritov, and Tsybakov [17] for the Dantzig selector. We also refer to Koltchinskii
[91], Koltchinskii [92], Meier, van de Geer, and Bühlmann [110], van de Geer [143], Dalalyan
and Tsybakov [46] and Chesneau and Hebiri [44] for related works with diﬀerent estimators
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(non-quadratic loss, penalties slightly diﬀerent from ℓ1 and/or random design). The results
obtained in the works above-mentioned are optimal up to a logarithmic factor as it has been
proved in Bunea, Tsybakov, and Wegkamp [32].
Goal 2 - Estimation: Another wishful thinking is that the estimator βˆ is close to β∗ in terms
of the ℓq distance for q ≥ 1. The estimation bound is of the form C ‖β∗‖0 (log (p)/n)q/2
where C is a positive constant. Such results are stated for the LASSO in Bunea, Tsybakov,
and Wegkamp [32, 33] when q = 1, for the Dantzig selector in Candès and Tao [35] when
q = 2 and have been generalized in Bickel, Ritov, and Tsybakov [17] with 1 ≤ q ≤ 2 for
both the LASSO end the Dantzig selector.
Goal 3 - Selection: Since we consider variable selection methods, the identiﬁcation of the
true support {j : β∗j 6= 0} of the vector β∗ is to be considered. One expects that the esti-
mator βˆ and the true vector β∗ share the same support at least when n grows to inﬁnity.
This is known as the variable selection consistency problem and it has been considered for
the LASSO estimator in several works Bunea [28], Meinshausen and Bühlmann [112], Mein-
shausen and Yu [114], Wainwright [152] and Zhao and Yu [164]. Recently, Lounici [101]
provided the variable selection consistency of the Dantzig selector. Other popular selection
procedures, based on the LASSO estimator, such as the Adaptive LASSO Zou [166], the
SCAD Fan and Li [63], the S-LASSO Hebiri [78] and the Group-LASSO Bach [12], have
also been studied under this angle.
In the present paper, we address these three goals under a diﬀerent sparsity assumption
than the usual one. Namely, we relate the notion of sparsity to the sparsity index of the vec-
tor Pβ∗, for some matrix P ∈ Rp×p. Therefore, sparsity implies here that many components
(Pβ∗)j are equal to 0. Naturally, when P equals Ip, the p×p identity matrix, we recover the
standard assumption on the sparsity index of β∗. We consider a general family of estimators
which are deﬁned as solutions of diﬀerent optimization functions but with the same set of
constraint ‖X ′(Y −Xβ)‖∞ ≤ s (when X is normalized). This family includes the LASSO
and the Dantzig selector as special cases. We respond to the three goals described above
but with some modiﬁcations. Concerning Goal 1, instead of the prediction of Xβ∗, we aim
at recovering Zβ∗ for some matrix Z ∈ Rm×p with m ∈ N. This matrix can be taken equal
to X. However, diﬀerent choices of matrices Z can be considered in such a way to cover
other ﬁelds such as the transductive setting (Section 5.4.2). As far as estimation (Goal 2)
and selection (Goal 3) are concerned, the whole study takes into consideration the sparse
vector Pβ∗ instead of β∗. By exploiting the sparsity of Pβ∗, we provide similar results
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to those presented in the conventional case. However, we need assumptions which are less
restrictive in some situations. We also show, in the high-dimensional case p ≫ n, that it
is possible to derive consistent results in situations where β∗ is not sparse (in the usual sense).
The paper is organized as follows. In the next section, we specify the setting and the
estimators considered in this paper. A short description of the results stated in the sequel
are also provided. In Section 5.3, we state our main results. More precisely, we present in
Section 5.3.1, diﬀerent assumptions used through the paper and compare them to the as-
sumptions used in previous works. Using techniques from Bunea, Tsybakov, and Wegkamp
[33], we study the performance of the estimators in the diﬀerent contexts (Goal 1 to Goal
3). Applications of these results are then considered in Section 5.4: the transductive LASSO
and the correlation selector Alquier [4]. Finally Section 5.6 is dedicated to the proofs.
5.2 Model and estimator
In this section, we present the general setting. We ﬁrst introduce the model and the estima-
tors which are considered in the sequel. We also brieﬂy present the results obtained in this
paper with some technical arguments which should help the reader to better understand
the progression of the paper.
Model. We focus on the usual linear regression model:
yi = xiβ
∗ + εi, i = 1, . . . , n, (5.1)
where the design xi = (xi,1, . . . , xi,p) ∈ Rp is deterministic, β∗ = (β∗1 , . . . , β∗p)′ ∈ Rp is the
unknown parameter vector of interest and ε1, . . . , εn are i.i.d. centered Gaussian random
variables with known variance σ2. Let X denote the matrix where the i-th line is xi and
the j-th column is Xj with i ∈ {1, . . . , n} and j ∈ {1, . . . , p}. Then:
X = (x′1, . . . , x
′
n)
′ = (X1, . . . , Xp).
For the sake of simplicity, it is often assumed that the observations are normalized in such
a way that X ′jXj/n = 1. In this paper, we will not make such an assumption, but we will
discuss the consequences of such a normalization in the various results. For this purpose,
let us introduce to following notation. For any j ∈ {1, . . . , p},
ξj =
X ′jXj
n
=
1
n
n∑
i=1
x2i,j and Ξ =
 ξ
1/2
1 0
. . .
0 ξ
1/2
p
 .
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Let us also put Y = (y1, . . . , yn)′ and ε = (ε1, . . . , εn)′, so we have the following matricial
form for Model (5.1): Y = Xβ∗ + ε. As mentioned in Section 5.1, we assume that Pβ∗ is
sparse and base our approach in exploiting this sparsity of the model through the sparsity
index ‖Pβ∗‖0 =
∑
j=1...,p I((Pβ
∗)j 6= 0).
Estimator. Considering the case where p ≫ n, dimension reduction is fundamental. It
aims at producing consistent estimators while being easy to interpret. The estimators de-
ﬁned in this paper share the same constraint ‖Ξ−1X ′ (Y −Xβ) ‖∞ ≤ s where s > 0 is a
tuning parameter to be speciﬁed later. Let us call this constraint the Dantzig Constraint
(DC(s)), as it appears in the deﬁnition of the Dantzig selector Candès and Tao [35] when
ξj = 1. This constraint consists in a threshold on the correlation between a covariate
Xj , j ∈ {1, . . . , p} and the residual Y −Xβ. Let us deﬁne the set:
DC(s) = {β ∈ Rp : ∥∥Ξ−1X ′ (Y −Xβ)∥∥∞ ≤ s}, (5.2)
where s > 0 is a tuning parameter depending on n and p to be speciﬁed later. This set is also
interpreted as a conﬁdence region for β∗ Alquier [4] and produce a geometrical motivation
for the study of the following estimators:
Program I: βˆ = argmin
β∈DC(s)
‖Zβ‖22, (5.3)
Program II: β˜ = argmin
β∈DC(s)
‖ΞPβ‖1, (5.4)
where Z ∈ Rm×p with m ∈ N and DC(s) is the Dantzig Constraint given by (5.2). For
unicity reasons, Let us assume from now on the following condition:
− Kernel condition. The matrix Z is such that kerZ = kerX.
The connection between the estimators βˆ and β˜ deﬁned respectively in (5.3) and (5.4) is
made in the following way. The Kernel condition implies1 that there exists an invertible
matrix P ∈ Rp×p such that
(X ′X)P = (Z ′Z). (5.5)
When this matrix P coincides with the matrix P used in the deﬁnition of β˜ in (5.4), Pro-
gram I and Program II will produce estimators that have, in theory and in practice,
about the same performances. In this paper, both of the solutions βˆ and β˜ are used to
predict Zβ∗ whenever Pβ∗ is sparse.
Sketch of main results and technical tools. Most of the results which are stated
1See the section dedicated to proofs, more precisely Section 5.6.1 page 126 for a proof.
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here rely on the exploitation the sparsity index ‖Pβ∗‖0, under assumptions on a symmetric
matrix W , deﬁned2 such that
(Z ′Z)W (X ′X) = (X ′X). (5.6)
In the sequel, in the high dimensional case (when p ≫ n) and under the sparsity assump-
tion ‖Pβ∗‖0 ≪ p, we respond mainly to three objectives described in Section 5.1. Here is a
sketch of the main results:
Goal 1 - Prediction: To ensure to reconstruction of Zβ∗, we prove that, with high proba-
bility, ‖Zβ − Zβ∗‖22 ≤ C log (p) ‖Pβ∗‖0 where C is a positive constant and β is either βˆ or
β˜ deﬁned in (5.3) and (5.4) respectively.
Goal 2 - Estimation: We hope that the solution β (where β is either βˆ or β˜ deﬁned in (5.3)
and (5.4) respectively) is such that Pβ is close to Pβ∗. We state that with high probability
‖Pβ − Pβ∗‖1 ≤ C
√
log (p)/n ‖Pβ∗‖0 where C is a positive constant.
Goal 3 - Selection: Variable selection consistency seems less interesting in our study as
soon as P 6= Ip. However, we set that with high probability ‖Pβ − Pβ∗‖∞ ≤ C
√
log (p)/n
where C is a positive constant. One then can easily provide variable selection consistency
results using such an inequality.
The results stated in the present paper can be interpret as Sparsity Inequalities (SIs), bounds
which depend on the oracle vector β∗ through the sparsity index ‖Pβ∗‖0. Furthermore, let
us mention that one technical argument to provide our result is based on a dual form of
Program I: given X, Z and β∗, the relation (5.5) permits us to introduce Γ, deﬁned as
Γ = {γ ∈ Rp : X ′Xγ = Z ′Zβ∗}.
This set consists of all vectors γ which belong to the space in which the transformation of
β∗ is sparse. We can deﬁne the sparsest vector in Γ by
γ∗ ∈ argmax
γ∈Γ
Card {j ∈ {1, ..., p}, γj = 0} = argmax
γ∈Γ
‖γ‖0 . (5.7)
As the matrix P is invertible, denote β∗∗ ∈ Rp the vector such that β∗∗ = P−1γ∗ and
consequently, we have ‖γ∗‖0 = ‖Pβ∗∗‖0, the sparsity index. Because of the Kernel condition,
we have3 Zβ∗ = Zβ∗∗. Then estimating β∗∗ instead of β∗ does not aﬀect the prediction
objective Goal 1. From now on, for the sake of simplicity, let Pj denote the j-th row of P ,
so we can write, for any j ∈ {1, ..., p}: γ∗j = Pjβ∗∗. One of the main points in the proofs is
to link the study of Program I, with the study of
Program I-Dual γˆ = argmin
γ∈Rp
{
‖Y −Xγ‖22 + 2s ‖Ξγ‖1 + γ′Mγ
}
, (5.8)
2Here again, the existence of such a W is given in Section 5.6.1.
3See Section 5.6.1.
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for some matrix M ∈ Rp×p related to Z. An explicit form of M will be provided in
Section 5.3.2. Here again, note the form of the program when ξj = 1 for j = 1, . . . , p:
argmin
γ∈Rp
{
‖Y −Xγ‖22 + 2s ‖γ‖1 + γ′Mγ
}
.
In this paper we present two applications based on the sparsity induced by the transforma-
tion Pβ. We consider in Section 5.4.1 the Correlation Selector introduced by Alquier [4].
We also consider the Transductive LASSO. In such a case, one choice for Z may be the
unlabeled dataset (More details are given in Section 5.4.2).
5.3 Main results
In this section we state all the theoretical results according to the solutions of Program I
and Program II. We start with presenting diﬀerent assumptions used through the paper
in Section 5.3.1. This is the occasion to compare our hypotheses with the ones already used
in the previous works mentioned above. Then, we study the performance of the estimators
βˆ and β˜ deﬁned by Programs I and II respectively. We also relate the solutions of Pro-
grams I to those of Program I-Dual thanks to a link between Z and M (Section 5.3.2).
5.3.1 Assumptions
We present here the assumptions we need to state the Sparsity Inequalities provided in
Sections 5.3.3 and 5.3.4. Note that they essentially involve the matrix Ω deﬁned as follows:
Ω =
1
n
(X ′X)W (X ′X). (5.9)
We denote by Ωj,k, the (j, k) coeﬃcient of Ω. We just remind that the deﬁnition of Ω
involves the matrix W , given by (5.6). Using this notation we introduce the assumptions
with more precision. The ﬁrst assumption is used to respond to the prediction Goal 1 and
estimation Goal 2 objectives.
− Assumption (A1). There is a constant c > 0 such that, for any α ∈ Rp such that∑
j:γ∗j=0
ξ
1
2
j |αj | ≤ 3
∑
j:γ∗j 6=0
ξ
1
2
j |αj | ,
where γ∗ is given by (5.7), we have∑
j:γ∗j 6=0
α2j ≤ cα′Ωα. (5.10)
When we deal with variable selection Goal 3, we replace Assumption (A1) by the following:
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− Assumption (A2). Let us assume that , for any j ∈ {1, ..., p}, ξj = 1 and that
ρ = sup
j∈{1,...,p}
sup
k 6=j
|Ωj,k| ≤
infγ∗j 6=0Ωj,j
14‖γ∗‖0 . (5.11)
We now give some comments about the assumptions. First, note that both of these assump-
tions are modiﬁcations of the well-known mutual coherence condition introduced by Donoho,
Elad, and Temlyakov [51] - but the mutual coherence condition is about the Gram matrix
n−1X ′X while the assumptions presented here involve the matrix Ω. Assumption (A2) is
closer to the mutual coherence condition than Assumption (A1). It is also more restric-
tive. For a selection purpose Goal 3, the mutual coherence assumption is used in Lounici
[101]. Moreover Assumption (A1) can be seen as a modiﬁcation of more general assump-
tions that can be found in Bickel, Ritov, and Tsybakov [17], Bunea [28], Bunea, Tsybakov,
and Wegkamp [32] and Bunea, Tsybakov, and Wegkamp [33]. For example, using a slight
modiﬁcation of a proof given in Bickel, Ritov, and Tsybakov [17], we can prove the following
result.
Lemma 5.1. Assumption (A2) ⇒ Assumption (A1) with constant c = 2infγ∗
j
6=0 Ωj,j
.
For the sake of completeness, the proof is given in Section 5.6 in its full length. It
is known that in the high dimensional case (p ≫ n), such assumptions are hard to relax
when the considered estimators are solution of a convex minimization problem as in (5.3)
and (5.4); see Bickel, Ritov, and Tsybakov [17] and Bunea, Tsybakov, and Wegkamp [33,
Remarks 4 and 5] for other comments on that topic. In the case where n ≥ p, if Z ′Z and
X ′X are invertible matrices, then we can ﬁnd a constant c such that, for any α ∈ Rp,
α′α ≤ cα′Ωα. Of course, this implies that Assumption (A1) is satisﬁed with this speciﬁc
choice of the constant c.
5.3.2 Dual form of Program I
Let us put (remember that W is given by (5.6)):
M = (X ′X)W (X ′X)− (X ′X). (5.12)
Theorem 5.1. All the solutions βˆ of Program I are given by (Z ′Z)βˆ = (X ′X)γˆ where γˆ
is any solution of Program I-Dual, with M given by (5.12). Moreover, when γˆ is unique,
all the solutions of Program I give the same value to Xβˆ, and also to Zβˆ.
The proof is given in Section 5.6. Note that, taking Z = X gives M = 0 and allows
the choice P = Ip. So, γˆ is a solution the the LASSO program and we can take βˆ = γˆ.
Theorem 5.1 can be seen as a generalization of the dual form of the LASSO given by Alquier
[4] and Osborne, Presnell, and Turlach [118].
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5.3.3 Sparse inequalities and sup-norm bound for Program I
In this section, we provide sparse inequalities (SIs) and a sup-norm bound for Program I.
First Theorem 5.2 provides bounds on the squared error (corresponding to Goal 1) and to
the distance between the estimated and true parameters (corresponding to Goal 2). The
main key is to use the sparsity index ‖γ∗‖0 = ‖Pβ∗∗‖0 where γ∗ is given by (5.7).
Theorem 5.2. Let us consider the linear regression model (5.1). Let γˆ be any solution of
the the quadratic Program I-Dual. Let βˆ = P−1γˆ, so by Theorem 5.1, βˆ is a solution of
Program I. Let us choose κ > 2
√
2 and s = κσ
√
n log(p). Under Assumption (A1), with
probability larger than 1− p1−κ
2
8 , we have∥∥∥Z(βˆ − β∗∗)∥∥∥2
2
=
∥∥∥Z(βˆ − β∗)∥∥∥2
2
≤ 16cκ2σ2 log(p)
∑
Pjβ∗∗ 6=0
ξj , (5.13)
and
‖Ξ (γˆ − γ∗)‖1 =
∥∥∥ΞP (βˆ − β∗)∥∥∥
1
≤ 16cκσ
√
log(p)
n
∑
Pjβ∗∗ 6=0
ξj . (5.14)
The proof of this result can be found in Section 5.6.
Corollary 5.1. Under the conditions of Theorem 5.2, if we moreover assume that the matrix
X is normalized in order to have ξj = 1 for any j, then we have, with probability larger than
1− p1−κ
2
8 , ∥∥∥Z(βˆ − β∗)∥∥∥2
2
≤ 16cκ2σ2 log(p) ‖Pβ∗∗‖0 , (5.15)
and ∥∥∥P (βˆ − β∗∗)∥∥∥
1
≤ 16cκσ
√
log(p)
n
‖Pβ∗∗‖0 . (5.16)
Theorem 5.2 and its corollary state that with high probability, we can consistently
perform prediction Goal 1 and estimation Goal 2, exploiting the sparsity of the projected
β∗, that is γ∗ = Pβ∗∗. Note that the obtained rates are near optimal up to a logarithmic
factor. Indeed, in our setting, it is proved in Bunea, Tsybakov, and Wegkamp [32, Theorem
5.1] that the optimal rate for the l2 risk (5.15) is log (
p
‖Pβ∗∗‖0 + 1) ‖Pβ
∗∗‖0.
We provide now a bound on the sup-norm ‖γ∗ − γˆ‖∞. As described in Remark 5.1,
such a result would help us to easily get an estimator of γ∗ which is consistent in variable
selection Goal 3. That is, an estimator which succeed to recover the true support of γ∗,
the sparse projection of β∗.
Theorem 5.3. Let us consider the linear regression model (5.1). Let γˆ be any solution
of the quadratic Program I-Dual. Let us choose κ > 2
√
2 and s = κσ
√
n log(p). Under
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Assumption (A2), with probability larger than 1−p1−κ
2
8 , we have simultaneously Inequalities
(5.15), (5.16) and
‖γˆ − γ∗‖∞ ≤
3κσ
inf1≤j≤pΩj,j
√
log(p)
n
. (5.17)
The proof of this result can be found in Section 5.6. Note also that these results generalize
the results obtained by Bunea [28], Bunea, Tsybakov, and Wegkamp [33] and Lounici [101]
as the LASSO can be seen as special cases of our estimator.
5.3.4 Sparsity Inequalities and sup-norm bound for Program II
For readability, let us recall Program II:
argminβ∈Rp ‖ΞPβ‖1
s.t.
∥∥Ξ−1X ′ (Y −Xβ)∥∥∞ ≤ s.
Here again we want to estimate Zβ∗ = Zβ∗∗ when Pβ∗∗ is assumed to be sparse (as in
Theorem 5.2). In such a context, analog results to those obtained in Section 5.3.3 can be
obtained. First we state:
Theorem 5.4. Let us assume that Assumption (A1) is satisfied. Let β˜ be a solution of
Program II. Let us choose κ > 2
√
2 and s = κσ
√
n log(p). Then with probability larger
than 1− p1−κ
2
8 , we have ∥∥∥Z(β˜ − β∗)∥∥∥2
2
≤ 9cκ2σ2 log(p)
∑
Pjβ∗∗ 6=0
ξj ,
and ∥∥∥ΞP (β˜ − β∗∗)∥∥∥
1
≤ 6cκσ
√
log(p)
n
∑
Pjβ∗∗ 6=0
ξj .
The proof is given in Section 5.6. In the same way as for the solution of Program I,
we can provide an analog to Theorem 5.3.
Theorem 5.5. With the notations of the previous theorem, under Assumption (A2), if we
moreover assume that the matrix X is normalized in order to have ξj = 1 for any j, with
probability greater than 1− p1−κ
2
8 , we have simultaneously∥∥∥Z(β˜ − β∗)∥∥∥2
2
≤ 9cκ2σ2 log(p) ‖Pβ∗∗‖0 ,
∥∥∥P (β˜ − β∗∗)∥∥∥
1
≤ 6cκσ
√
log(p)
n
‖Pβ∗∗‖0 ,
and ∥∥∥P (β˜ − β∗∗)∥∥∥
∞
≤ 2κσ
inf1≤j≤pΩj,j
√
log(p)
n
.
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Note that these results generalize the results obtained by Bickel, Ritov, and Tsybakov
[17], Lounici [101] as the Dantzig selector can be seen as special cases of our estimator.
Remark 5.1. Thanks to Theorems 5.3 and 5.5, we can easily construct a sign-consistent
estimator (an estimator γ of the vector γ∗ given by (5.7) such that it shares asymptotically
and in probability, not only the same support (sparsity set) but also the same sign of its com-
ponents with γ∗). This estimator γ is defined as a thresholded version of γˆ where γˆ is either
solution of Program I or is equal to Pβ˜ with β˜ solution of Program II. The threshold
used is respectively equal to the bound in the sup-norm result appearing in Theorem 5.3 and
5.5. Some more technical tools to establish the result are needed and we refer to Bunea [28]
and Lounici [101] for more details.
5.4 Applications
We present now two applications of the estimators considered in the previous sections.
5.4.1 The Correlation Selector
In Alquier [4], an estimator is introduced for the case where most of the Xj ’s have a null
correlation with Y while we think that all together, these covariates can provide a good
prevision for Y : namely, we assume that the (X ′X)β∗ is sparse.
Here (in this subsection only), let us assume that (X ′X) is invertible - this implies that
p ≤ n. Let us also assume that X is normalized, so ξj = 1 for any j. Then, if we take
Z = (X ′X) then we can take P = (X ′X) too and Ω = Ip/n, this means that Assumptions
(A1) and (A2) are satisﬁed in any case. So, Program I involves the minimization of
‖(X ′X)β‖22 while Program II involves the minimization of ‖(X ′X)β‖1. Actually, it is
proved by Alquier [4] that the estimator deﬁned by
βˆCS = argmin
β∈Rp
‖(X ′X)β‖qq s.t.
∥∥X ′ (Y −Xβ)∥∥∞ ≤ s
for any q ≥ 1 does not depend on q. Theorem 5.5 gives, with probability larger than
1− n1−κ
2
8 , ∥∥∥∥X ′Xn (βˆCS − β∗)
∥∥∥∥2
2
≤ 9κ2σ2 log(p)
n
∥∥(X ′X)β∗∥∥
0
, (5.18)∥∥∥∥X ′Xn (βˆCS − β∗)
∥∥∥∥
1
≤ 6κσ
√
log(p)
n
∥∥(X ′X)β∗∥∥
0
,
and ∥∥∥∥X ′Xn (βˆCS − β∗)
∥∥∥∥
∞
≤ 2κσ
√
log(p)
n
.
Note that Inequality (5.18) was already proved by Alquier [4], but that the proof by
Alquier [4] could not be extended to the cases of the ℓ1-norm and ℓ∞-norm. However,
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the proof by Alquier [4] allows to extend Inequality (5.18) to the case where p ≥ n without
hypotheses; here, Ω = I/n would not be possible in this case and so we would have additional
hypotheses. Finally, notice that Inequality (5.18) does not involve a natural norm. However,
adding one more hypotheses, we obtain the following result.
Corollary 5.2. Let us assume that there is a ζ > 0 such that ζ(X ′X)/n − Ip is definite
positive. Then we have, with probability larger than 1− n1−κ
2
8 ,∥∥∥X(βˆCS − β∗)∥∥∥2
2
≤ 9ζκ2σ2 log(p)∥∥(X ′X)β∗∥∥
0
.
5.4.2 The transductive LASSO
By an application of Theorem 5.1, the equivalence between Program I, applied with and
Z = X, and the LASSO, is clear. However, Theorem 5.2 allows to extend the LASSO to
the so-called transductive setting introduced by Vapnik [145].
In this setting, we have Y = Xβ
∗
+ ε where X is a matrix containing the observation
vectors xi and β
∗
is "sparse". However, we are not interested in the estimation of β
∗
or
Xβ
∗
: we have another set of m points - say xn+1,. . . , xn+m. We choose
Z = (x′n+1, . . . , x
′
n+m)
′,
satisfying kerZ = kerX and so the objective is the estimation of Zβ
∗
, that is the prediction
of the value of the regression function on a particular set of points. We have also P such
that X ′XP = Z ′Z and W such that (Z ′Z)W (X ′X) = (X ′X).
It is argued by Vapnik [145] that in this setting, a bound on the general performances
of an estimator of β
∗
is (often) useless and that the statistician should focus on a particular
method to estimate Zβ
∗
, that can be easier.
Note that a direct application of Theorem 5.2 (for example) would lead to an unsatisfying
result as it would not assume that β
∗
is sparse, but Pβ
∗
. The problem can be solved in the
following way. Note that
Y = Xβ
∗
+ ε = (XP )(P
−1
β
∗
) + ε = Xβ∗ + ε
where we put X = XP , β∗ = P−1β∗, and
Zβ
∗
= (ZP )(P
−1
β
∗
) = Zβ∗
where Z = ZP . Note that the choice W = P−1W (P−1)′ satisﬁes (Z ′Z)W (X ′X) = (X ′X).
Note that ξj will still denote the j-th diagonal element of X ′X/n. When we apply
Theorem 5.2 to this setting, we have to make hypotheses about
Ω =
1
n
(X ′X)W (X ′X) =
1
n
P
′
(X
′
X)PP
−1
W (P
−1
)′P ′(X ′X)P
=
1
n
P
′
(X
′
X)W (X
′
X)P =
1
n
(Z
′
Z).
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So we will not need any assumption about X!
Corollary 5.3. Let us assume that there is a constant c > 0 such that, for any α ∈ Rp
satisfying
∑
j:β
∗
j=0
ξ
1
2
j |αj | ≤ 2
∑
j:β
∗
j 6=0 ξ
1
2
j |αj |, we have α′α ≤ (c/n)α′(Z
′
Z)α. Let βˆ be any
solution of the the quadratic program
argmin
β∈Rp
‖Zβ‖22 s.t.
∥∥Ξ−1X ′ (Y −Xβ)∥∥∞ ≤ s
and let 4 β˜ = Pβˆ. Let us choose κ > 2
√
2 and s = κσ
√
n log(p). Then with probability
greater than 1 − p1−κ
2
8 , we have the total error on the prevision of xn+iβ∗ for 1 ≤ i ≤ n
that is given by ∥∥∥Z(β˜ − β∗)∥∥∥2
2
≤ 16cκ2σ2 log(p)
∑
β
∗ 6=0
ξj .
Note that in the theorems about LASSO, there are always hypotheses about the matrix
X that is given to the statistician. Here, the only hypotheses is about Z that is chosen by
the statistician. For example, if Z ′Z is not enough well conditioned, it is possible to "add
vectors" in Z, namely, to choose a larger m. This is a real improvement. However, there is
a price to pay for this improvement, as explained now.
Remark that the matrix Z is not normalized. If one is to impose such a normalization, the
more natural thing to do is to impose that the diagonal elements of Z ′Z are constant. But
in this case, one can check that (in general) it is no longer possible to normalize X in such
a way that ξj = 1 for any j. So, without any assumption about a link between Z and X
that would allow to have more information on X, it is not possible to control
∑
β
∗ 6=0 ξj by
‖β∗‖0.
5.5 Conclusion
Based on a geometrical remark by Alquier [4], we studied the family of estimators deﬁned
by
argmin
β∈DC(s)
‖Mβ‖qq
that includes the LASSO, the Dantzig Selector, the Correlation Selector and the transductive
LASSO in some particular cases: q = 1 and q = 2 for a quite general matrix M, and q ≥ 1
for the particular case M = (X ′X).
4Equivalently, we could define
β˜ = argmin
β
n
−2Y ′Xβ + β′Z
′
Zβ + 2s ‖Ξβ‖
1
o
.
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Future works could include the theoretical study of our estimator for a general matrix
M and q /∈ {1, 2}, as well as an extension of the LARS algorithm to compute eﬃciently the
solutions of Program (5.3) and (5.4).
5.6 Proofs
5.6.1 Basic algebra results
In this subsection, we prove the basic algebra results claimed in the introduction.
Proof that the kernel condition implies the existence of P . As (Z ′Z) is symmetric, we can
diagonalize it in an orthogonal basis, given by a matrix Q: there is a q ∈ {0, ..., p} and
λ1, ..., λq > 0 with
(Z ′Z) = Q′
(
D 0
0 0
)
Q, with D =
 λ1 . . . 0... . . . ...
0 . . . λq
 .
Remark also that this implies that Ker(Z ′Z) ⊥ Im(Z ′Z). Now, remark that the kernel
condition implies that Ker(X ′X) = Ker(Z ′Z) and, because (X ′X) is symmetric, we have
Ker(X ′X) ⊥ Im(X ′X). This implies that Im(Z ′Z) = Im(X ′X). So, (X ′X) can be
"partially diagonalized" in the basis Q, in the sense that
(X ′X) = Q′
(
B 0
0 0
)
Q
where B is some invertible q × q matrix. Now, let us put
P = Q′
(
B−1D 0
0 Ip−q
)
Q.
We can easily check that P is invertible and that
(X ′X)P = Q′
(
B 0
0 0
)
QQ′
(
B−1D 0
0 Ip−q
)
Q = Q′
(
D 0
0 0
)
Q = (Z ′Z).
Proof of the existence of W . This proof uses the same arguments, we just put
W = Q′
(
D−1 0
0 Ip−q
)
Q
and we check that (Z ′Z)W (X ′X) = (X ′X) and that W is symmetric.
Proof of Zβ∗ = Zβ∗∗. We have (Z ′Z)β∗ = (X ′X)γ∗ = (Z ′Z)β∗∗ by deﬁnition. So (Z ′Z)(β∗−
β∗∗) = 0 and so (β∗ − β∗∗)′(Z ′Z)(β∗ − β∗∗) = 0 and Z(β∗ − β∗∗) = 0.
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5.6.2 Proof of Theorem 5.1
Proof. Let us remark that Program I can be written
min
β∈Rp
β(Z ′Z)β s. t.
∥∥Ξ−1X ′(Y −Xβ)∥∥∞ ≤ s (5.19)
Let us write the Lagrangian of this program:
L(β, λ, µ) = β(Z ′Z)β + λ′Ξ−1 [X ′(Xβ − Y )− sE]+ µ′Ξ−1 [X ′(Y −Xβ)− sE]
with E = (1, ..., 1)′, and for any j, λj ≥ 0, µj ≥ 0 and λjµj = 0. Any solution β = β(λ, µ)
of Program I must satisfy
0 =
∂L
∂β
(β, λ, µ) = 2β′(Z ′Z) + (λ− µ)′Ξ−1(X ′X),
so
(Z ′Z)β = (X ′X)
1
2
Ξ−1(µ− λ).
Note that the conditions λj ≥ 0, µj ≥ 0 and λjµj = 0 means that there is a γj ∈ R such
that γj = ξ
1
2
j (µj − λj)/2, |γj | = ξ
1
2
j (λj +µj)/2, and so λj = 2(γj/ξ
1
2
j )− and µj = 2(γj/ξ
1
2
j )+,
where (a)+ = max(a; 0) and (a)− = max(−a; 0). Let also γ denote the vector which j-th
component is exactly γj , we obtain:
(Z ′Z)β = (X ′X)γ. (5.20)
Note that this also implies that:
β′(Z ′Z)β = β′(X ′X)γ = β′(Z ′Z)W (X ′X)γ = γ′(X ′X)W (X ′X)γ.
Using these relations, the Lagrangian may be written:
L(β, λ, µ) = γ′(X ′X)W (X ′X)γ + 2γ′X ′Y − 2γ′(X ′X)β − 2s
p∑
j=1
ξ
1
2
j |γj |
= 2γ′X ′Y − γ′(X ′X)W (X ′X)γ − 2s ‖Ξγ‖1
Note that λ and β, and so γ, should maximize this value. Hence, γ is to minimize
−2γ′X ′Y + γ′(X ′X)W (X ′X)γ + 2s‖Ξγ‖1 + Y ′Y
Now, note that
Y ′Y − 2γ′X ′Y = ‖Y −Xγ‖22 − γ′(X ′X)γ
and then γ is also to minimize
‖Y −Xγ‖22 + 2s ‖Ξγ‖1 + γ′
[
(X ′X)− (X ′X)W (X ′X)] γ,
what is claimed in the theorem. Let γ denote a solution of this program. Equation (5.20)
implies that if β is a solution of Program I then (Z ′Z)β = (X ′X)γ. Let β we another
solution of Program I, note that we also have (Z ′Z)β = (X ′X)γ. Then (Z ′Z)(β − β) = 0
so (β − β) belongs to kerZ and so to kerX. This ends the proof.
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5.6.3 Proof of Lemma 5.1
Proof. Remember that Assumption (A2) implies among others that ξj = 1 for any j. Let
α ∈ Rp satisfy: ∑j:γ∗j=0 |αj | ≤ 3∑j:γ∗j 6=0 |αj |. We have:
α′Ωα =
∑
j:γ∗j 6=0
Ωj,jα
2
j +
∑
j:γ∗j=0
∑
k:γ∗
k
=0
Ωj,kαjαk
+2
∑
j:γ∗j 6=0
∑
k:γ∗
k
=0
Ωj,kαjαk +
∑
j:γ∗j 6=0
∑
k: γ∗
k
6=0
k 6=j
Ωj,kαkαj
≥
∑
j:γ∗j 6=0
Ωj,jα
2
j + 2
∑
j:γ∗j 6=0
∑
k:γ∗
k
=0
Ωj,kαjαk +
∑
j:γ∗j 6=0
∑
k: γ∗
k
6=0
k 6=j
Ωj,kαjαk.
So we have∑
j:γ∗j 6=0
Ωj,jα
2
j ≤ α′Ωα− 2
∑
j:γ∗j 6=0
∑
k:γ∗
k
=0
Ωj,kαjαk −
∑
j:γ∗j 6=0
∑
k: γ∗
k
6=0
k 6=j
Ωj,kαjαk
≤ α′Ωα+
(
sup
γ∗j 6=0
sup
k 6=j
|Ωj,k|
)[
2
(∑
γ∗j 6=0
|αj |
)(∑
γ∗
k
=0
|αk|
)
+
(∑
γ∗j 6=0
|αj |
)2]
≤ α′Ωα+ 7
(
sup
γ∗j 6=0
sup
k 6=j
|Ωj,k|
)(∑
γ∗j 6=0
|αj |
)2
= α′Ωα+ 7ρ
(∑
γ∗j 6=0
|αj |
)2
. (5.21)
On the other hand, using the Cauchy-Schwarz inequality, we have(∑
γ∗j 6=0
|αj |
)2
≤ ‖γ∗‖0
∑
γ∗j 6=0
α2j ≤
‖γ∗‖0
infγ∗j 6=0Ωj,j
∑
γ∗j 6=0
Ωj,jα
2
j . (5.22)
Combining (5.21) and (5.22), we obtain∑
j:γ∗j 6=0
Ωj,jα
2
j ≤
1
1− 7 ‖γ∗‖0infγ∗
j
6=0 Ωj,j
ρ
α′Ωα.
Now, remember that we assumed that ρ ≤
infγ∗
j
6=0 Ωj,j
14‖γ∗‖0 by hypotheses and conclude by∑
γ∗j 6=0
α2j ≤
1
infγ∗j 6=0Ωj,j
∑
j:γ∗j 6=0
Ωj,jα
2
j ≤
2α′Ωα
infγ∗j 6=0Ωj,j
.
5.6.4 A useful Lemma
Lemma 5.2. Let Λn,p be the random event defined by
Λn,p =
{
∀j ∈ {1, ..., p}, 2|Vj | ≤ sξ
1
2
j
}
, (5.23)
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where Vj =
∑n
i=1 xi,jεi. Let us choose a κ > 2
√
2 and s = κσ
√
n log(p). Then
P (Λn,p) ≥ 1− p1−κ
2
8 .
Proof. Remember that ξj = 1n
∑n
i=1 x
2
i,j . Since Vj =
∑n
i=1 xi,jεi ∼ N (0, nξjσ2), an elemen-
tary Gaussian inequality gives
P
(
max
l=1,...,p
s−1ξ
− 1
2
j |Vl| ≥ 2−1
)
≤ p max
l=1,...,p
P
(
s−1ξ
− 1
2
j |Vl| ≥ 2−1
)
≤ p exp (−κ2 log(p)/8) = p1−κ2/8.
5.6.5 Proof of Theorem 5.2
The proof follows the technique used by Bunea, Tsybakov, and Wegkamp [33]. We begin
by a preliminary lemma.
Lemma 5.3. Let us consider the regression model (5.1). Let γˆ be a solution of Pro-
gram (5.8). Let us assume that Λn,p, the event defined in Lemma 5.2, is satisfied. Then∥∥∥Z(βˆ − β∗)∥∥∥2
2
+ s ‖Ξ(γˆ − γ∗)‖1 ≤ 4s
∑
j:γ∗j 6=0
ξ
1
2
j
∣∣γˆj − γ∗j ∣∣. (5.24)
Proof of Lemma 5.3. Let us remember the criterion (5.8):
argmin
γ∈Rp
{
‖Y −Xγ‖22 + 2s ‖Ξγ‖1 + γ′Mγ
}
with Y = Xβ∗ + ε and M is given by (5.12). First, let us prove that Xβ∗ = XW (X ′X)γ∗,
we start from the relation (Z ′Z)β∗ = (X ′X)γ∗ = (Z ′Z)W (X ′X)γ∗ so β∗ −W (X ′X)γ∗ ∈
ker(Z ′Z) = kerZ = kerX and then Xβ∗ = XW (X ′X)γ∗. Therefore we have
‖Y −Xγ‖22 = ‖XW (X ′X)γ∗ −Xγ + ε‖22 = ‖X[W (X ′X)− Ip]γ∗ +X(γ∗ − γ) + ε‖22
= (γ∗)′[(X ′X)W − Ip](X ′X)[W (X ′X)− Ip]γ∗ + ‖Xγ∗ −Xγ‖22
+ ‖ε‖22 + 2
{
(γ∗)′[(X ′X)W − Ip](X ′X)(γ∗ − γ)
+ ε′X[W (X ′X)− Ip)γ∗ + ε′X(γ∗ − γ)
}
.
Then, since M = (X ′X)W (X ′X)− (X ′X), we have
argmin
γ∈Rp
{
‖Y −Xγ‖22 + 2s ‖Ξγ‖1 + γ′Mγ
}
= argmin
γ∈Rp
{
‖Xγ∗ −Xγ‖22 + 2s ‖Ξγ‖1 + γ′Mγ − 2ε′Xγ + 2(γ∗)′M(γ∗ − γ)
}
.
129
Using now the deﬁnition of γˆ (it minimizes the above quantity) we obtain
‖X(γˆ − γ∗)‖22 ≤ 2s
p∑
j=1
ξ
1
2
j
(∣∣γ∗j ∣∣− |γˆj |)+ 2 n∑
i=1
εixi(γˆ − γ∗)
+
[
(γ∗)′Mγ∗ − γˆ′Mγˆ − 2(γ∗)′M(γ∗ − γˆ)
]
≤ 2s
p∑
j=1
ξ
1
2
j
(∣∣γ∗j ∣∣− |γˆj |)+ 2 n∑
i=1
εixi(γˆ − γ∗)− (γ∗ − γˆ)′M(γ∗ − γˆ).
As a consequence, replacing M by its deﬁnition we obtain
(γ∗ − γˆ)′(X ′X)W (X ′X)(γ∗ − γˆ) ≤ 2s
p∑
j=1
ξ
1
2
j
(|γ∗j | − |γˆj |)+ 2 n∑
i=1
εixi(γˆ − γ∗).
Note that
(γ∗ − γˆ)′(X ′X)W (X ′X)(γ∗ − γˆ) = (β∗ − βˆ)′(Z ′Z)W (X ′X)(γ∗ − γˆ)
= (β∗ − βˆ)′(X ′X)(γ∗ − γˆ) = (β∗ − βˆ)′(Z ′Z)(β∗ − βˆ), (5.25)
then our bound so far is∥∥∥Z(βˆ − β∗)∥∥∥2
2
≤ 2s
p∑
j=1
ξ
1
2
j
(|γ∗j | − |γˆj |)+ 2 n∑
i=1
εixi(γˆ − γ∗). (5.26)
Moreover, on the event Λn,p, we have
2
n∑
i=1
εixi (γˆ − γ∗) = 2
p∑
j=1
Vj
(
γˆj − γ∗j
) ≤ p∑
j=1
sξ
1
2
j
∣∣γˆj − γ∗j ∣∣. (5.27)
It follows from (5.26) and (5.27) that∥∥∥Z(βˆ − β∗)∥∥∥2
2
+ s
p∑
j=1
ξ
1
2
j
∣∣γˆj − γ∗j ∣∣ ≤ 2s p∑
j=1
ξ
1
2
j
∣∣γˆj − γ∗j ∣∣+ 2s p∑
j=1
ξ
1
2
j |γ∗j | − 2s
p∑
j=1
ξ
1
2
j |γˆj |
≤ 2s
∑
j:γ∗j 6=0
ξ
1
2
j
∣∣γˆj − γ∗j ∣∣+ 2s ∑
γ∗j 6=0
ξ
1
2
j
(|γ∗j | − |γˆj |)
≤ 4s
∑
j:γ∗j 6=0
ξ
1
2
j
∣∣γˆj − γ∗j ∣∣.
This is the result claimed in the lemma.
We are now ready to give the
Proof of Theorem 5.2. We apply Lemmas 5.2 and 5.3 and state that Inequality (5.24)∥∥∥Z(βˆ − β∗)∥∥∥2
2
+ s
p∑
j=1
ξ
1
2
j
∣∣γˆj − γ∗j ∣∣ ≤ 4s ∑
j:γ∗j 6=0
ξ
1
2
j
∣∣γˆj − γ∗j ∣∣.
130
holds with probability at least 1− p1−κ
2
8 . This equation implies in particular that∑
j:γ∗j=0
ξ
1
2
j
∣∣γˆj − γ∗j ∣∣ ≤ 3 ∑
j:γ∗j 6=0
ξ
1
2
j
∣∣γˆj − γ∗j ∣∣,
then taking α = γˆ − γ∗ in Assumption (A1), we obtain
∥∥∥Z(βˆ − β∗)∥∥∥2
2
+ s
p∑
j=1
ξ
1
2
j
∣∣γˆj − γ∗j ∣∣ ≤ 4s
√√√√√
∑
γ∗j 6=0
ξj
∑
γ∗j 6=0
(
γˆj − γ∗j
)2
≤ 4s
√√√√√
∑
γ∗j 6=0
ξj
 c
n
(γˆ − γ∗)′Ω(γˆ − γ∗) = 4s
√√√√√
∑
γ∗j 6=0
ξj
 c
n
‖Z(βˆ − β∗)‖22,
where we used (5.25) in the last equality. As a consequence,∥∥∥Z(βˆ − β∗)∥∥∥
2
≤ 4s
√
c
n
∑
γ∗j 6=0
ξj
and so ∥∥∥Z(βˆ − β∗)∥∥∥2
2
≤ 16s
2c
n
∑
γ∗j 6=0
ξj = 16cκ
2σ2 log(p)
∑
γ∗j 6=0
ξj
while
s ‖Ξ(γˆ − γ∗)‖1 ≤ 4s
√
c
n
‖Z(βˆ − β∗)‖22
∑
γ∗j 6=0
ξj
which implies that
‖Ξ(γˆ − γ∗)‖1 ≤ 4
√
16c2κ2σ2 log(p)
n
∑
γ∗j 6=0
ξj .
This ends the proof.
5.6.6 Proof of Theorem 5.4
First, we give the following lemma.
Lemma 5.4. We have, on the event Λn,p,
‖Z(β˜ − β∗)‖22 ≤
3s
2
∥∥∥ΞP (β˜ − β∗∗)∥∥∥
1
≤ 3s
∑
Pjβ∗∗ 6=0
ξ
1
2
j
∣∣∣Pj (β˜ − β∗∗)∣∣∣ . (5.28)
Proof of Lemma 5.4. We have
‖Z(β˜ − β∗)‖22 = ‖Z(β˜ − β∗∗)‖22 = (β˜ − β∗∗)′(Z ′Z)(β˜ − β∗∗)
= [P (β˜ − β∗∗)]′(X ′X)(β˜ − β∗∗) = [ΞP (β˜ − β∗∗)]′Ξ−1(X ′X)(β˜ − β∗∗)
≤ ‖ΞP (β˜ − β∗∗)‖1‖Ξ−1(X ′X)(β˜ − β∗∗)‖∞ ≤ 3s
2
‖ΞP (β˜ − β∗∗)‖1, (5.29)
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where we use the Dantzig constraint in the last inequality. Note that, by deﬁnition of β˜,
0 ≤ ‖ΞPβ∗∗‖1 − ‖ΞPβ˜‖1 =
∑
Pjβ∗∗ 6=0
ξ
1
2
j |Pjβ∗∗| −
∑
Pjβ∗∗ 6=0
ξ
1
2
j
∣∣∣Pj β˜∣∣∣− ∑
Pjβ∗∗=0
ξ
1
2
j
∣∣∣Pj β˜∣∣∣
≤
∑
Pjβ∗∗ 6=0
ξ
1
2
j
∣∣∣Pjβ∗∗ − Pj β˜∣∣∣− ∑
Pjβ∗∗=0
ξ
1
2
j
∣∣∣Pjβ∗∗ − Pj β˜∣∣∣,
that leads to Inequality (5.28).
Proof of Theorem 5.4. We apply here Lemmas 5.2 and 5.4 and we obtain that with proba-
bility at least 1− p1−κ
2
8 , we have Inequality (5.28). Now, let us remark that
‖Z(β∗ − β˜)‖22 ≤
3s
2
‖ΞP
(
β∗∗ − β˜
)
‖1 ≤ 3s
∑
Pjβ∗∗ 6=0
ξ
1
2
j
∣∣∣Pjβ∗∗ − Pj β˜∣∣∣
≤ 3s
√√√√√
 ∑
Pjβ∗∗ 6=0
ξj
 ∑
Pjβ∗∗ 6=0
∣∣∣Pjβ∗∗ − Pj β˜∣∣∣2

≤ 3s
 ∑
Pjβ∗∗ 6=0
ξj
 12 √ c
n
‖Z(β∗ − β˜)‖22.
So we have,
‖Z(β˜ − β∗)‖22 ≤ 9s2
c
n
∑
Pjβ∗∗ 6=0
ξj ,
and as a consequence
3s
2
∥∥∥ΞP (β∗∗ − β˜)∥∥∥
1
≤ 3s
 ∑
Pjβ∗∗ 6=0
ξj
 12 √ c
n
‖Z(β∗ − β˜)‖22 ≤ 9s2
c
n
∑
Pjβ∗∗ 6=0
ξj ,
this ends the proof.
5.6.7 Proof of Theorems 5.3 and 5.5
Let us remind that Assumption (A2), involved in both theorems, implies among others that
ξj = 1 for any j, so Ξ is the identity matrix.
Proof of Theorem 5.3. We can rewrite the fact that βˆ = P γˆ satisﬁes the Dantzig constraint:∥∥∥∥Ω(γˆ − γ∗)− X ′εn
∥∥∥∥
∞
≤ s
n
. (5.30)
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Recall that Λn,p = {maxj=1,...,p 2|Vj | ≤ s} with Vj = X ′jε, then applying (5.30), we have on
Λn,p and for any j ∈ {1, . . . , p},
∣∣Ωj,j(γˆj − γ∗j )∣∣ = ∣∣∣∣{Ω(γˆ − γ∗)}j − p∑
k=1
k 6=j
Ωj,k(γˆk − γ∗k)
∣∣∣∣
≤ s
n
+
∣∣∣∣X ′jεn
∣∣∣∣+ p∑
k=1
k 6=j
|Ωj,k(γˆk − γ∗k)|
≤ 3s
2n
+
p∑
k=1
k 6=j
|Ωj,k(γˆk − γ∗k)| ≤
3s
2n
+ ‖γˆ − γ∗‖1
(
sup
k 6=j
|Ωj,k|
)
which implies that
‖γˆ − γ∗‖∞ ≤
1
infj Ωj,j
[
3s
2n
+ ‖γˆ − γ∗‖1
(
sup
j
sup
k 6=j
|Ωj,k|
)]
. (5.31)
Now, remind that supj supk 6=j |Ωj,k| = ρ is upper bounded by Assumption (A2). More-
over, Assumption (A2) implies, by Lemma 5.1, that Assumption (A1) is satisﬁed with
c = 2/(infj Ωj,j), so we can apply Theorem 5.2 to upper bound ‖γˆ − γ∗‖1. This leads to
‖γˆ − γ∗‖∞ ≤
1
infj Ωj,j
[
3s
2n
+ 16cκσ‖γ∗‖0
√
log(p)
n
× infj Ωj,j
14‖γ∗‖0
]
writing c = 2/(infj Ωj,j) and s = κσ
√
n log(p) we obtain:
‖γˆ − γ∗‖∞ ≤
3κσ
infj Ωj,j
√
log(p)
n
,
that is the inequality stated in Theorem 5.3.
Proof of Theorem 5.5. The preceding proof is also valid for Theorem 5.5. The only diﬀer-
ence is that, at Inequality (5.31), upper bound the l1 norm using Theorem 5.4 instead of
Theorem 5.2. This replaces the constant 16 by a 6.
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Chapter 6
Transductive versions of the LASSO
and the Dantzig Selector
Abstract: We consider the linear regression problem, where the number p of covariates is
possibly larger than the number n of observations (xi, yi)i≤i≤n, under sparsity assumptions.
On the one hand, several methods have been successfully proposed to perform this task, for
example the LASSO introduced by Tibshirani [135] or the Dantzig Selector introduced by
Candès and Tao [35]. On the other hand, consider new values (xi)n+1≤i≤m. If one wants to
estimate the corresponding yi’s, one should think of a speciﬁc estimator devoted to this task,
referred by Vapnik [145] as a "transductive" estimator. This estimator may diﬀer from an
estimator designed to the more general task "estimate on the whole domain". In this work,
we propose a generalized version both of the LASSO and the Dantzig Selector, based on
the geometrical remarks about the LASSO by Alquier [4] and Alquier and Hebiri [7]. The
"usual" LASSO and Dantzig Selector, as well as new estimators interpreted as transductive
versions of the LASSO, appear as special cases. These estimators are interesting at least from
a theoretical point of view: we can give theoretical guarantees for these estimators under
hypotheses that are relaxed versions of the hypotheses required in the papers about the
"usual" LASSO. These estimators can also be eﬃciently computed, with results comparable
to the ones of the LASSO.
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6.1 Introduction
In many modern applications, a statistician often have to deal with very large datasets.
Regression problems may involve a large number of covariates p, possibly larger than the
sample size n. In this situation, a major issue is dimension reduction, which can be per-
formed through the selection of a small amount of relevant covariates. For this purpose,
numerous regression methods have been proposed in the literature, ranging from the clas-
sical information criteria such as AIC (Akaike [2]) and BIC (Schwartz [127]) to the more
recent sparse methods, known as the LASSO (Tibshirani [135]), and the Dantzig Selector
(Candès and Tao [35]). Regularized regression methods have recently witnessed several
developments due to the attractive feature of computational feasibility, even for high di-
mensional data (i.e., when the number of covariates p is large). We focus on the usual linear
regression model:
yi = xiβ
∗ + εi, i = 1, . . . , n, (6.1)
where the design xi = (xi,1, . . . , xi,p) ∈ Rp is deterministic, β∗ = (β∗1 , . . . , β∗p)′ ∈ Rp is
the unknown parameter and ε1, . . . , εn are i.i.d. centered Gaussian random variables with
known variance σ2. Let X denote the matrix with i-th line equal to xi, and let Xj denote
its j-th column, with i ∈ {1, . . . , n} and j ∈ {1, . . . , p}. So:
X = (x′1, . . . , x
′
n)
′ = (X1, . . . , Xp).
For the sake of simplicity, we will assume that the observations are normalized in such a
way that X ′jXj/n = 1. We denote by Y the vector Y = (y1, . . . , yn)
′.
For all α ≤ 1 and any vector v ∈ Rd, we set ‖ · ‖α, the norm: ‖v‖α = (|v1|α+ . . .+ |vd|α)1/α.
In particular ‖ · ‖2 is the euclidean norm. Moreover for all d ∈ N, we use the notation
‖v‖0 =
∑d
i=11(vi 6= 0).
The problem of estimating the regression parameter in the high dimensional setting have
been extensively studied in the statistical literature. Among others, the LASSO introduced
by Tibshirani [135] (denoted by βˆL), the Dantzig Selector of Candès and Tao [35] (denoted
by βˆDS) and the non-negative garrote (by Yuan and Lin [160], denoted by βˆNNG) have
been proposed to deal with this problem for a large p, even for p > n. These estimators
give very good practical results. For instance in the paper by Tibshirani [135], simulations
and tests on real data have been provided for the LASSO. We also refer to the papers by
Koltchinskii [91, 92], Meier, van de Geer, and Bühlmann [110], van de Geer [143], Dalalyan
and Tsybakov [46] and Chesneau and Hebiri [44] for related work with diﬀerent estimators:
non-quadratic loss, penalties slightly diﬀerent from ℓ1 and random design.
From a theoretical point of view, Sparsity Inequalities (SI) have been proved for these esti-
mators under diﬀerent assumptions. That is upper bounds of order of O (σ2‖β∗‖0 log(p)/n)
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for the errors (1/n)‖Xβˆ −Xβ∗‖22 and ‖βˆ − β∗‖22 have been derived, where βˆ is one of the
estimators mentioned above. In particular these bounds involve the number of non-zero
coordinates in β∗ (multiplied by log(p)), instead of dimension p. Such bounds garanty that
under some assumptions, Xβˆ and βˆ are good estimators ofXβ∗ and β∗ respectively. Accord-
ing to the LASSO βˆL, these SI are given for example by Bunea, Tsybakov, and Wegkamp
[32] and Bickel, Ritov, and Tsybakov [17], whereas Candès and Tao [35] and Bickel, Ritov,
and Tsybakov [17] provided SI for the Dantzig Selector βˆDS . On the other hand, Bunea
[28] establishes conditions which ensure βˆL and β∗ have the same null coordinates. Analog
results for βˆDS can be found in the paper by Lounici [101].
Now, let us assume that we are given additional observations xi ∈ Rp for n+1 ≤ i ≤ m
(with m > n), and introduce the matrix Z = (x′1, . . . , x
′
m)
′. Assume that the objective of
the statistician is precisely to estimate Zβ∗: namely, he cares about predicting what would
be the labels attached to the additional xi’s. It is argued by Vapnik [145] that in such a case,
a speciﬁc estimator devoted to this task should be considered: the transductive estimator.
This estimator diﬀers from an estimator tailored for the estimation of β∗ or Xβ∗ like the
LASSO. Indeed one usually builds an estimator βˆ(X,Y ) and then computes Zβˆ(X,Y ) to
estimate Zβ∗. The approach taken here is to consider estimators βˆ(X,Y, Z) exploiting the
knowledge of Z, and then to compute Zβˆ(X,Y, Z).
Some methods in supervised classiﬁcation or regression were successfully extended to the
transductive setting, such as the well-known Support Vector Machines (SVM) by Vapnik
[145], the Gibbs estimators by Catoni [39]. It is argued in the semi-supervised learning
literature (see for example the paper by Chapelle, Schölkopf, and Zien [41] for a recent
survey) that taking into account the information on the design given by the new additional
xi’s has a stabilizing eﬀect on the estimator.
In this chapter, we study a family of estimators which generalizes the LASSO and the
Dantzig Selector. The considered family depends on a q × p matrix A, with q ∈ N, whose
choice allows to adapt the estimator to the objective of the statistician. The choice of the
matrix A allows to cover transductive setting.
The rest of the chapter is organized as follows. In the next section, we motivate the use
of the studied family of estimators through geometrical considerations stated by Alquier and
Hebiri [7]. In Sections 6.3 and 6.4, we establish Sparsity Inequalities for these estimators.
A discussion on the assumptions needed to prove the SI is also provided. In particular,
it is shown that the estimators devoted to the transductive setting satisfy these SI with
weaker assumptions that those needed by the LASSO or the Dantzig Selector, when m >
p > n. That is, when the number of news points is large enough. The implementation
of our estimators and some numerical experiments are the purpose of Section 6.5. The
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results clearly show that the use of a transductive version of the LASSO may improve the
performance of the estimation. All proofs of the theoretical results are postponed to Section
6.7.
6.2 Preliminaries
In this section we state geometrical considerations (projections on a conﬁdence region) for
the LASSO and the Dantzig Selector. These motivate the introduction of our estimators.
Finally we discuss the diﬀerent objectives considered in this chapter.
Let us remind that a deﬁnition of the LASSO estimate is given by
arg min
β∈Rp
{
‖Y −Xβ‖22 + 2λ‖β‖1
}
. (6.2)
A dual form (Osborne, Presnell, and Turlach [118]) of this program is also of interest:
argminβ∈Rp ‖Xβ‖22
s.t. ‖X ′(Y −Xβ)‖∞ ≤ λ;
(6.3)
actually it is proved by Alquier [4] that any solution of Program 6.3 is a solution of Program
6.2 and that the set {Xβ} is the same where β is taken among all the solutions of Program
6.2 or among all the solutions of 6.3. So both programs are equivalent in terms of estimating
Xβ∗.
Now, let us remind the deﬁnition of the Dantzig Selector:
argminβ∈Rp ‖β‖1
s.t. ‖X ′(Y −Xβ)‖∞ ≤ λ.
(6.4)
Alquier [4] observed that both Programs 6.3 and 6.4 can be seen as a projection of
the null vector 0p onto the region {β : ‖X ′(Y −Xβ)‖∞ ≤ λ} that can be interpreted as a
conﬁdence region, with conﬁdence 1−η, for a given λ that depends on η (see Lemma 6.1 here
for example). The diﬀerence between the two programs is the distance (or semi-distance)
used for the projection.
Based on these geometrical considerations, we proposed by Alquier and Hebiri [7] to
study the following transductive estimator:
argminβ∈Rp ‖Zβ‖22
s.t. ‖X ′(Y −Xβ)‖∞ ≤ λ;
(6.5)
that is a projection on the same conﬁdence region, but using a distance adapted to the trans-
ductive estimation problem. We proved a Sparsity Inequality for this estimator exploiting
a novel sparsity measure.
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In this chapter, we propose a generalized version of the LASSO and of the Dantzig
Selector, based on the same geometrical remark. More precisely for q ∈ N∗, let A be a
q × p matrix. We propose two general estimators, βˆA,λ (extension of the LASSO, based
on a generalization of Program 6.2) and β˜A,λ (transductive Dantzig Selector, generalization
of Program 6.4). These novel estimators depend on two tuning parameters: λ > 0 is a
regularization parameter, it plays the same role as the tuning parameter involved in the
LASSO, and the matrix A that will allow to adapt the estimator to the objective of the
statistician. More particularly, depending on the choice of the matrix A, this estimator can
be adapted to one of the following objectives:
• denoising objective: the estimation of Xβ∗, that is a denoised version of Y . For
this purpose, we consider the estimator βˆA,λ, with A = X. In this case, the estimator
will actually be equal to the LASSO βˆL and β˜A,λ, with the same choice A = X will
be equal to the Dantzig Selector;
• transductive objective: the estimation of Zβ∗, by βˆA,λ or β˜A,λ, with A =
√
n/mZ.
We will refer the corresponding estimators as the "Transductive LASSO" and "Trans-
ductive Dantzig Selector";
• estimation objective: the estimation of β∗ itself, by βˆA,λ, with A =
√
nI. In this
case, it appears that both estimators are well deﬁned only in the case p < n and are
equal to a soft-thresholded version of the usual least-square estimator.
For both estimators and all the above objectives, we prove SI (Sparsity Inequalities).
Moreover, we show that these estimators can easily be computed.
6.3 The "easy case": Ker(X) = Ker(Z)
In this section, we deal with the "easy case", where Ker(A) = Ker(X) (think of A = X,
A =
√
nI or A =
√
n/mZ). This setting is natural at least in the case p < n where both
kernels are equal to {0} in general. We provide SI (Sparsity Inequality, Theorem 6.1) for
the studied estimators, based on the techniques developed by Bickel, Ritov, and Tsybakov
[17].
6.3.1 Definition of the estimators
Definition 6.1. For a given parameter λ ≥ 0 and any matrix A such that Ker(A) =
Ker(X), we consider the estimator given by
βˆA,λ ∈ arg min
β∈Rp
{
−2Y ′X(X˜ ′X)−1(A′A)β + β′(A′A)β + 2λ‖ΞAβ‖1
}
,
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where (X˜ ′X)−1 is exactly (X ′X)−1 if (X ′X) is invertible, and any pseudo-inverse of this
matrix otherwise, and where ΞA is a diagonal matrix whose (j, j)-th coefficient is ξ
1
2
j (A)
with ξj(A) = 1n [(A
′A)(X˜ ′X)−1(A′A)]j,j.
Remark 6.1. Equivalently we have
βˆA,λ ∈ arg min
β∈Rp
{∥∥∥Y˜A −Aβ∥∥∥2
2
+ 2λ‖ΞAβ‖1
}
,
where Y˜A = A(X˜ ′X)−1X ′Y .
Actually, we are going to consider three particular cases of this estimator in this work,
depending on the objective of the statistician:
• denoising objective: the LASSO, denoted here by βˆX,λ, given by
βˆX,λ ∈ arg min
β∈Rp
{
‖Y −Xβ‖22 + 2λ‖β‖1
}
= arg min
β∈Rp
{−2Y ′Xβ + β′X ′Xβ + 2λ‖β‖1}
(note that in this case, ΞX = I since X is normalized);
• transductive objective: the Transductive LASSO, denoted here by βˆ√
n/mZ,λ
, given
by
βˆ√ n
m
Z,λ ∈ arg minβ∈Rp
{ n
m
∥∥∥Y˜Z − Zβ∥∥∥2
2
+ 2λ‖Ξ n
m
Z′Zβ‖1
}
;
• estimation objective: βˆ√nI,λ, deﬁned by
βˆ√nI,λ ∈ arg min
β∈Rp
{
n
∥∥∥Y˜I − β∥∥∥2
2
+ 2λ‖Ξ√nIβ‖1
}
.
Let us give the analogous deﬁnition for an extension of the Dantzig Selector.
Definition 6.2. For a given parameter λ > 0 and any matrix A such that Ker(A) =
Ker(X), we consider the estimator given by
β˜A,λ =

argminβ∈Rp ‖β‖1
s.t.
∥∥∥Ξ−1A A′A((X˜ ′X)−1X ′Y − β)∥∥∥∞ ≤ λ.
(6.6)
Here again, we are going to consider three cases, for A = X, A =
√
n/mZ and A =
√
nI,
and it is easy to check that for A = X we have exactly the usual deﬁnition of the Dantzig
Selector (Program 6.4). Moreover, here again, note that we can rewrite this estimator:
β˜A,λ =

argminβ∈Rp ‖β‖1
s.t.
∥∥∥Ξ−1A A′(Y˜A −Aβ)∥∥∥∞ ≤ λ.
The following proposition provides an interpretation of our estimators when A =
√
nI.
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Proposition 6.1. Let us assume that (X ′X) is invertible. Then βˆ√nI,λ = β˜√nI,λ and
this is a soft-thresholded least-square estimator: let us put βˆLSE = (X ′X)−1X ′Y then
βˆ√nI,λ is the vector obtained by replacing the j-th coordinate bj = βˆLSEj of βˆ
LSE by
sgn(bj) (|bj | − λξj(nI)/n)+, where we use the standard notation sgn(x) = +1 if x ≥ 0,
sgn(x) = −1 if x < 0 and (x)+ = max(x, 0).
Proposition 6.2 deals with a dual deﬁnition of the estimator βˆA,λ.
Proposition 6.2. When Ker(A) = Ker(X), the solutions β of the following program:
argminβ∈Rp ‖Aβ‖22
s.t.
∥∥∥Ξ−1A A′((Y˜A −Aβ)∥∥∥∞ ≤ λ
all satisfy Xβ = XβˆA,λ and Aβ = AβˆA,λ.
Proofs can be found in Section 6.7, page 150.
6.3.2 Theoretical results
Let us ﬁrst introduce our main assumption. This assumption is stated with a given p × p
matrix M and a given real number x > 0.
Assumption H(M,x): there is a constant c(M) > 0 such that, for any α ∈ Rp such that∑
j:β∗j=0
ξj(M) |αj | ≤ x
∑
j:β∗j 6=0 ξj(M) |αj | we have
α′Mα ≥ c(M)n
∑
j:β∗j 6=0
α2j . (6.7)
First, let us explain brieﬂy the meaning of this hypothesis. In the case, where M is
invertible, the condition
α′Mα ≥ c(M)n
∑
j:β∗j 6=0
α2j
is always satisﬁed for any α ∈ Rp with c(M) larger than the smallest eigenvalue of M/n.
However, for the LASSO, we have M = (X ′X) and M cannot be invertible if p > n. Even
in this case, Assumption H(M,x) may still be satisﬁed. Indeed, the assumption requires
that Inequality (6.7) holds only for a small for a small subset of Rp determined by the
condition
∑
j:β∗j=0
ξj(M) |αj | ≤ x
∑
j:β∗j 6=0 ξj(M) |αj | . For M = (X
′X), this assumption
becomes exactly the one taken by Bunea, Tsybakov, and Wegkamp [32]. In that paper, the
necessity of such an hypothesis is also discussed.
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Theorem 6.1. Let us assume that Assumption H(A′A, 3) is satisfied and that Ker(A) =
Ker(X). Let us choose 0 < η < 1 and λ = 2σ
√
2n log (p/η). With probability at least 1− η
on the draw of Y , we have simultaneously∥∥∥A(βˆA,λ − β∗)∥∥∥2
2
≤ 72σ
2
c(A′A)
log
(
p
η
) ∑
j:β∗j 6=0
ξj(A),
and ∥∥∥ΞA (βˆA,λ − β∗)∥∥∥
1
≤ 24
√
2σ
c(A′A)
(
log (p/η)
n
) 1
2 ∑
j:β∗j 6=0
ξj(A).
In particular, the ﬁrst inequality gives
• if Assumption H(X ′X, 3) is satisﬁed, with probability at least 1− η,
1
n
∥∥∥X (βˆX,λ − β∗)∥∥∥2
2
≤ 72σ
2
nc(X ′X)
‖β∗‖0 log
(
p
η
)
;
• if Assumption H( nmZ ′Z, 3) is satisﬁed, and if Ker(Z) = Ker(X), with probability at
least 1− η,
1
m
∥∥∥Z (βˆZ,λ − β∗)∥∥∥2
2
≤ 72σ
2
nc( nmZ
′Z)
∑
j:β∗j 6=0
ξj
(√
n/mZ
)
log
(
p
η
)
;
• and if (X ′X) is invertible, with probability at least 1− η,∥∥∥βˆ√nI,λ − β∗∥∥∥2
2
≤ 72σ
2
nc(nI)
∑
j:β∗j 6=0
ξj(nI) log
(
p
η
)
.
This result shows that each of these three estimators satisfy at least a SI for the task
it is designed for. For example, the LASSO is proved to have "good" performance for the
estimation of Xβ∗ and the Transductive LASSO is proved to have good performance for
the estimation of Zβ∗. However we cannot assert that, for example, the LASSO performs
better than the Transductive LASSO for the estimation of Zβ∗.
Remark 6.2. For A = X, the particular case of our result applied to the LASSO is quite
similar to the result given by Bunea, Tsybakov, and Wegkamp [32] on the LASSO. Actually,
Theorem 6.1 can be seen as a generalization of the result by Bunea, Tsybakov, and Wegkamp
[32] and it should be noted that the proof used to prove Theorem 6.1 uses arguments intro-
duced by Bunea, Tsybakov, and Wegkamp [32].
Remark 6.3. As soon as A′A is better determined than X ′X, Assumption H(A, x) is
less restrictive than H(X ′X,x). In particular, in the case where m > n, Assumption
H((n/m)Z ′Z, x) is expected to be less restrictive than Assumption H(X ′X,x).
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Now we give the analogous result for the estimator β˜A,λ.
Theorem 6.2. Let us assume that Assumption H(A′A, 1) is satisfied and that Ker(A) =
Ker(X). Let us choose 0 < η < 1 and λ = 2σ
√
2n log (p/η). With probability at least 1− η
on the draw of Y , we have simultaneously∥∥∥A(β˜A,λ − β∗)∥∥∥2
2
≤ 72σ
2
c(A′A)
log
(
p
η
) ∑
j:β∗j 6=0
ξj(A),
and ∥∥∥ΞA (β˜A,λ − β∗)∥∥∥
1
≤ 12
√
2σ
c(A′A)
(
log (p/η)
n
) 1
2 ∑
j:β∗j 6=0
ξj(A).
6.4 An extension to the general case
In this section, we only deal with the transductive setting, A =
√
n/mZ. Let us remind
that in such a framework, we observe X which consists of some observations xi associated
to labels Yi in Y , for i ∈ {1, . . . , n}. Moreover we have additional observations xi for i ∈
{n+1, . . . ,m} with m > n. We also recall that Z contains all the xi for i ∈ {1, . . . ,m} and
that the objective is to estimate the corresponding labels Yi, let us put Y˜ = (Y1, . . . , Ym)′.
6.4.1 General remarks
Let us have look at the deﬁnition of βˆ√
n/mZ,λ
, for example as given in Remark 6.1:
βˆ√ n
m
Z,λ ∈ arg minβ∈Rp
{ n
m
∥∥∥Y˜Z − Zβ∥∥∥2
2
+ 2λ‖Ξ n
m
Z′Zβ‖1
}
,
where actually Y˜Z = Z
(
X˜ ′X
)−1
XY can be interpreted as a preliminary estimator of Y˜ .
Hence, in any case, we propose the following procedure.
Let us assume that, depending on the context, the user has a natural (and not necessary
eﬃcient) estimator of Y˜ = (Y1, . . . , Yn+m)′. Note this estimator Yˇ .
Definition 6.3. The Transductive LASSO is given by:
βˆYˇ ,
√
n
m
Z,λ ∈ arg minβ∈Rp
{ n
m
∥∥Yˇ − Zβ∥∥2
2
+ 2λ‖Ξ n
m
Z′Zβ‖1
}
,
and the Transductive Dantzig Selector is defined as:
β˜Yˇ ,
√
n
m
Z,λ =

argminβ∈Rp ‖β‖1
s.t.
∥∥∥∥ nmΞ−1√n/mZZ ′(Yˇ − Zβ)
∥∥∥∥
∞
≤ λ.
In the next subsection, we propose a context where we have a natural estimator Yˇ and
give a SI on this estimator.
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6.4.2 An example: small labeled dataset, large unlabeled dataset
The idea of this example is to consider the case where the examples xi for 1 ≤ i ≤ n are
"representative" of the large populations xi for 1 ≤ i ≤ m.
Consider, Z = (x′1, . . . , x
′
m)
′ where the x′is are the points of interest: we want to estimate
Y˜ = Zβ∗. However, we just have a very expensive and noisy procedure, that, given a point
xi, returns Yi = xiβ∗ + εi, where the εi’s are N (0, σ2) independent random variables. In
such a case, the procedure cannot be applied for the whole dataset Z = (x′1, . . . , x
′
m)
′. We
can only make a deal with a "representative" sample of size n. A typical case could be
n < p < m.
First, let us introduce a slight modiﬁcation of our main hypothesis. It is also stated with
a given p× p matrix M and a given real number x > 0.
Assumption H ′(M,x): there is a c(M) > 0 such that, for any α ∈ Rp such that∑j:β∗j=0 |αj | ≤
x
∑
j:β∗j 6=0 |αj | we have
α′Mα ≥ c(M)n
∑
j:β∗j 6=0
α2j .
We can now state our main result.
Theorem 6.3. Let us assume that Assumption H ′((n/m)Z ′Z, 1) is satisfied. Let us choose
0 < η < 1 and λ1 = λ2 = 10−1σ
√
2n log (p/η). Moreover, let us assume that
∀u ∈ Rp with ‖u‖1 ≤ ‖β∗‖1,
∥∥∥((X ′X)− n
m
(Z ′Z)
)
u
∥∥∥
∞
<
σ
10
√
2n log
(
p
η
)
. (6.8)
Let Yˇλ1 = Zβ˜X,λ1 be a preliminary estimator of Y˜ , based on ths Dantzig Selector given
by (6.6) (with A = X). Then define the Transductive LASSO by
βˆ∗n
m
Z,20λ2
=

argminβ∈Rp nm ‖Zβ‖22
s.t.
∥∥ n
mZ
′(Yˇλ1 − Zβ)
∥∥
∞ ≤ 20λ2,
and the Transductive Dantzig Selector
β˜∗n
m
Z,λ2
=

argminβ∈Rp ‖β‖1
s.t.
∥∥ n
mZ
′(Yˇλ1 − Zβ)
∥∥
∞ ≤ λ2.
With probability at least 1− η on the draw of Y , we have simultaneously
1
m
∥∥∥Z(β˜∗n
m
Z,λ2
− β∗)
∥∥∥2
2
≤ 16σ
2
nc((n/m)Z ′Z)
log
(
p
η
)
‖β∗‖0,
∥∥∥β˜∗n
m
Z,λ2
− β∗
∥∥∥
1
≤ 8σ
c((n/m)Z ′Z)
(
log (p/η)
n
) 1
2
‖β∗‖0,
144
and moreover, if H ′((n/m)Z ′Z, 5) is also satisfied,
1
m
∥∥∥Z(βˆ∗n
m
Z,20λ2
− β∗)
∥∥∥2
2
≤ 88σ
2
nc((n/m)Z ′Z)
log
(
p
η
)
‖β∗‖0,
∥∥∥βˆ∗n
m
Z,20λ2
− β∗
∥∥∥
1
≤ 54σ
c((n/m)Z ′Z)
(
log (p/η)
n
) 1
2
‖β∗‖0.
First, let us remark that the preliminary estimator Yˇλ1 is deﬁned using the Dantzig
Selector β˜X,λ1 . We could give exactly the same kind of results using a the LASSO βˆX,λ1 as
a preliminary estimator.
Now, let us give a look at the new hypothesis, Inequality (6.8). We can interpret this
condition as the fact that the xi’s for 1 ≤ i ≤ n are eﬀectively representative of the wide
population: so X ′X/n is "not too far" from Z ′Z/m. We will end this section by a result
that proves that this is eﬀectively the case in a typical situation.
Proposition 6.3. Assume that m = kn for an integer value k ∈ N \ {0, 1}. Let us assume
that X and Z are build in the following way: we have a population χ1 = (χ1,1, . . . , χ1,p) ∈
Rp,. . . , χm ∈ Rp (the points of interest). Then, we draw uniformly without replacement, n
of the χi’s to be put in X: more formally, but equivalently, we draw uniformly a permutation
σ of {1, . . . ,m} and we put X = (x′1, . . . , x′n)′ = (χ′σ(1), . . . , χ′σ(n))′ and Z = (x′1, . . . , x′m)′ =
(χ′σ(1), . . . , χ
′
σ(m))
′.
Let us assume that for any (i, j) ∈ {1, . . . ,m} × {1, . . . , p}, χ2i,j < κ for some κ > 0, and
that p ≥ 2. Then, with probability at least 1− η, for any u ∈ Rp,∥∥∥(X ′X − n
m
Z ′Z
)
u
∥∥∥
∞
≤ ‖u‖1
2κk
k − 1
√
2 log
p
η
.
In particular, if we have
‖u‖1 ≤ ‖β∗‖1 and κ ≤ k − 1
10 k
σ
‖β∗‖1
then we have ∥∥∥(X ′X − n
m
Z ′Z
)
u
∥∥∥
∞
≤ σ
10
√
2n log
(
p
η
)
.
Let us just mention that the assumptionm = kn is not restrictive. It has been introduced
for the sake of simplicity.
6.5 Experimental results
Implementation. Since the paper by Tibshirani [135], several eﬀective algorithms to
compute the LASSO have been proposed and studied (for instance Interior Points methods
by Kim, Koh, Lustig, Boyd, and Gorinevsky [88], LARS by Efron, Hastie, Johnstone,
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and Tibshirani [61], Pathwise Coordinate Optimization by Friedman, Hastie, Höﬂing, and
Tibshirani [67], Relaxed Greedy Algorithms by Huang, Cheang, and Barron [80]). For the
Dantzig Selector, a linear method was proposed in the ﬁrst paper by Candès and Tao [35].
The LARS algorithm was also successfully extended by James, Radchenko, and Lv [84] to
compute the Dantzig Selector.
Then there are many algorithms to compute βˆA,λ and β˜A,λ, when A = X. Thanks to
Proposition 6.1, it is also clear that we can easily ﬁnd an eﬃcient algorithm for the case
A =
√
nI.
The general form of the estimators βˆA,λ and β˜A,λ given by Deﬁnitions 6.1 and 6.2, allows
to use one of the algorithms mentioned previously to compute our estimator in two cases.
For example, from Remark 6.1, we have:
βˆA,λ ∈ arg min
β∈Rp
{∥∥∥Y˜A −Aβ∥∥∥2
2
+ 2λ‖ΞAβ‖1
}
,
then we just have to compute Y˜A, to put B = AΞ−1A , to use any program that computes the
LASSO to determine
γˆ ∈ arg min
γ∈Rp
{∥∥∥Y˜A −Bγ∥∥∥2
2
+ 2λ‖γ‖1
}
and then to put βˆA,λ = Ξ−1A γ.
In the rest of this section, we compare the LASSO and the transductive LASSO on the
classical toy example introduced by Tibshirani [135] and used as a benchmark.
Data description. In the model proposed by Tibshirani, we have
Yi = xiβ
∗ + εi
for i ∈ {1, . . . , n}, β∗ ∈ Rp and the εi are i.i.d. N (0, σ2). Finally, the (xi)i∈{1,...,m} are
generated from a probability distribution: they are independent and identically distributed
xi ∼ N

 0...
0
 ,

1 ρ . . . . . . ρp−1
ρ 1 ρ . . . ρp−2
...
. . . . . . . . .
...
ρp−2 . . . ρ 1 ρ
ρp−1 . . . . . . ρ 1

 ,
for a given ρ ∈]− 1, 1[.
As in the paper by Tibshirani [135], we set p = 8. In a ﬁrst experiment, we take (n,m) =
(7, 10), ρ = 0.5, σ = 1 and β∗ = (3, 1.5, 0, 0, 2, 0, 0, 0) ("sparse"). Then, in order to check the
robustness of the results, we consider successively ρ = 0.5 by ρ = 0.9 (correlated variables),
σ = 1 by σ = 3 (noisy case), β∗ = (3, 1.5, 0, 0, 2, 0, 0, 0) by β∗ = (5, 0, 0, 0, 0, 0, 0, 0) ("very
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sparse" case), (n,m) = (7, 10) by (n,m) = (7, 20) (larger unlabeled set), (n,m) = (20, 30)
(p < n, easy case) and ﬁnally (n,m) = (20, 120).
We use the version of the Transductive LASSO proposed in Section 6.4: for a given λ1,
we ﬁrst compute the LASSO estimator βˆX,λ1 . In the sequel, the Transductive LASSO is
given by
βˆTL(λ1, λ2) =

argminβ∈Rp nm ‖Zβ‖22
s.t.
∥∥∥ nmZ ′(ZβˆX,λ1 − Zβ)∥∥∥∞ ≤ λ2,
for a given λ2. We compare this two step procedure with the procedure obtained using the
usual LASSO only: βˆL(λ) = βˆX,λ for a given λ that may diﬀer from λ1. In both cases,
the solutions are computed using PCO algorithm. We compute βˆL(λ) and βˆTL(λ1, λ2)
for (λ, λ1, λ2) ∈ Λ3 where Λ3 = {1.2k, k = −50,−49, . . . , 30}. In the next subsection, we
examine the performance of each estimator according to the value of the regularization pa-
rameters.
Results. We illustrate here some of the results obtained in the considered cases.
Case (n,m) = (7, 10), ρ = 0.5, σ = 1 and β∗ "sparse":
We simulated 100 experiments and studied the distribution of
PERF (X) =
min(λ1,λ2)∈Λ2 ‖X(βˆTL(λ1, λ2)− β∗)‖22
minλ∈Λ ‖X(βˆL(λ)− β∗)‖22
,
PERF (Z) =
min(λ1,λ2)∈Λ2 ‖Z(βˆTL(λ1, λ2)− β∗)‖22
minλ∈Λ ‖Z(βˆL(λ)− β∗)‖22
,
and
PERF (I) =
min(λ1,λ2)∈Λ2 ‖βˆTL(λ1, λ2)− β∗‖22
minλ∈Λ ‖βˆL(λ)− β∗‖22
,
over all the experiments.
For example, we plot (Figure 6.1) the histogram of PERF (X) (actually, the three distri-
butions where quite similar). We observe that in 50% of the simulations,min(λ1,λ2)∈Λ2 ‖X(βˆTL(λ1, λ2)−
β∗)‖22 = min(λ1,0)∈Λ2 ‖X(βˆTL(λ1, 0) − β∗)‖22 = minλ∈Λ ‖X(βˆL(λ) − β∗)‖22. In these cases,
the Transductive LASSO does not improve at all the LASSO. But in the others 50%, the
Transductive LASSO actually improve the LASSO, and the improvement is sometimes re-
ally important. We give an overview of the results in Table 6.1.
The other cases :
The following conclusions emerge of the experiments: ﬁrst, β∗ = (5, 0, . . . , 0) leads to a more
signiﬁcative improvement of the Transductive LASSO compared to the LASSO (Table 6.1).
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Figure 6.1: Histogram of PERF (X) with (n,m) = (7, 10), ρ = 0.5, σ = 1 and β∗ =
(3, 1.5, 0, 0, 2, 0, 0, 0).
This good performance of the Transductive LASSO can also be observed when (n,m) =
(7, 10) and (n,m) = (7, 20). However in the case n > p (easy case), i.e., (n,m) = (20, 30)
and (n,m) = (20, 120), the improvement of the Transductive LASSO with respect to the
LASSO becomes less signiﬁcant (Table 6.1).
Finally, ρ and σ have of course a signiﬁcant inﬂuence on the performance of the LASSO.
However these parameters do not seem to have any inﬂuence on the relative performance of
the Transductive LASSO with respect to the LASSO (see for instant the three last rows in
Table 6.1, where we kept (n,m) = (20, 30)).
Quite surprisingly, the relative performance of both estimators does not strongly depend on
the estimation objective β∗, Xβ∗ or Zβ∗, but on the particular experiment we deal with.
According to the realized study and for all the objectives, the Transductive LASSO performs
better than the LASSO in about 50% of the experiments. Otherwise, λ1 = 0 is the optimal
tuning parameter and then, the LASSO and the Transductive LASSO are equivalent.
Also surprising is that as often as not, the minimum in
min
(λ1,λ2)∈Λ2
‖X(βˆTL(λ1, λ2)− β∗)‖22 < min
(λ1,0)∈Λ2
‖X(βˆTL(λ1, 0)− β∗)‖22,
does not significantly depend on λ1 for a very large range of values λ1. This is quite inter-
esting for a practitioner as it means that when we use the Transductive LASSO, we deal
with only a singular unknown tuning parameter (that is λ2) and not two.
Discussion on the regularization parameter. Finally, we would like to point out the
importance of the tuning parameter λ (in a general term). Figure 6.2 illustrates a graph
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Table 6.1: Evaluation of the mean ME and the quantile Q3 of order 0.3 of PERF (I),
PERF (X) and PERF (Z). In these experiments, σ always equals 1. The case sparse
corresponds to β∗ = (3, 1.5, 0, 0, 2, 0, 0, 0) while the case very sparse corresponds to β∗ =
(5, 0, 0, 0, 0, 0, 0, 0).
PERF (I) PERF (X) PERF (Z)
β∗ (n,m) ρ σ ME Q3 ME Q3 ME Q3
very sparse (7, 10) 0.5 1 0.74 0.71 0.76 0.71 0.75 0.70
sparse (7, 10) 0.5 1 0.83 0.76 0.86 0.80 0.88 0.88
sparse (7, 20) 0.5 1 0.84 0.79 0.84 0.81 0.88 0.89
sparse (20, 30) 0.5 1 0.91 0.90 0.93 0.93 0.93 0.95
sparse (20, 30) 0.9 1 0.91 0.93 0.94 0.95 0.93 0.96
sparse (20, 30) 0.5 3 0.90 0.89 0.92 0.92 0.92 0.93
of a typical experiment. There are two curves on this graph, that represent the quantities
(1/n)‖X(βˆL(λ) − β∗)‖22 and (1/m)‖Z(βˆL(λ) − β∗)‖22 with respect to λ. We observe that
both functions do not reach their minimum value for the same value of λ (the minimum is
highlighted on the graph by a dot), even if these minimum are quite close.
Figure 6.2: Performance vs. λ.
Since we consider variable selection methods, the identiﬁcation of the true support {j :
β∗j 6= 0} of the vector β∗ is also in concern. One expects that the estimator βˆ and the
true vector β∗ share the same support at least when n is large enough. This is known
as the variable selection consistency problem and it has been considered for the LASSO
estimator in several works (see the papers by Bunea [28] Meinshausen and Bühlmann [112],
Meinshausen and Yu [114], Wainwright [152] and Zhao and Yu [164]). Recently, Lounici
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[101] provided the variable selection consistency of the Dantzig Selector. Other popular
selection procedures, based on the LASSO estimator, such as the Adaptive LASSO by Zou
[166], the SCAD by Fan and Li [63], the S-LASSO by Hebiri [78] and the Group-LASSO
by Bach [12], have also been studied under a variable selection point of view. Following
our previous work (Alquier and Hebiri [7]), it is possible to provide such results for the
Transductive LASSO.
The variable selection task has also been illustrated in Figure 6.2. We reported the
minimal value of λ for which the LASSO estimator identiﬁes correctly the non zero compo-
nents of β∗. This value of λ is quite diﬀerent from the values that minimizes the prediction
losses. This observation is recurrent in almost all the experiments: the estimation Xβ∗,
Zβ∗ and the support of β∗ are three diﬀerent objectives and have to be treated separately.
We cannot expect in general to ﬁnd a choice for λ which makes the LASSO, for instance,
has good performance for all the mentioned objective simultaneously.
6.6 Conclusion
In this chapter, we propose an extension of the LASSO and the Dantzig Selector for which
we provide theoretical results with less restrictive hypothesis than in previous works. These
estimators have a nice interpretation in terms of transductive prediction. Moreover, we
study the practical performance of the proposed transductive estimators on simulated data.
It turns out that the beneﬁt using such methods is emphasized when the model is sparse
and particularly when the samples sizes (n labeled points and m unlabeled points) and
dimension p are such that n < p < m.
6.7 Proofs
In this section, we state the proofs of our main results.
6.7.1 Proof of Propositions 6.1 and 6.2
Proof of Proposition 6.1. Let us assume that (X ′X) is invertible. Then just remark that
the criterion minimized by βˆ√nI,λ is just
n
∥∥∥βˆLSE − β∥∥∥2
2
+ 2λ‖ΞnIβ‖1 =
p∑
j=1
{[
βˆLSEj − βj
]2
+
2λξj(
√
nI)
n
|βj |
}
.
So we can optimize with respect to each coordinate βj individually. It is quite easy to check
that the solution is, for βj ,
sgn
(
βˆLSEj
)(∣∣∣βˆLSEj ∣∣∣− λξj(√nI)n
)
+
.
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The proof for βˆ√nI,λ is also easy as it solves
argminβ∈Rp ‖β‖1
s.t.
∥∥∥nΞ−1nI (βˆLSE − β)∥∥∥∞ ≤ λ.
Proof of Proposition 6.2. Let us write the Lagrangian of the program
argminβ∈Rp ‖Aβ‖22
s.t.
∥∥∥Ξ−1A (A′A)((X˜ ′X)−1X ′Y − β)∥∥∥∞ ≤ λ,
L(β, γ, µ) = β(Z ′Z)β + γ′
[
Ξ−1A (A
′A)((X˜ ′X)−1X ′Y − β)− λE
]
+ µ′
[
Ξ−1A (A
′A)(β − (X˜ ′X)−1X ′Y )− λE
]
with E = (1, . . . , 1)′, and for any j, γj ≥ 0, µj ≥ 0 and γjµj = 0. Any solution β = β(γ, µ)
must satisfy
0 =
∂L
∂β
(β, λ, µ) = 2β(A′A) + (γ − µ)Ξ−1A (A′A)
so
(A′A)β = (A′A)Ξ−1A
µ− γ
2
.
Note that the conditions γj ≥ 0, µj ≥ 0 and γjµj = 0 means that there is a ζj ∈ R
such that ζj = ξ
1
2
j (A)(µj − γj)/2, |ζj | = ξ
1
2
j (A)(γj + µj)/2, and so γj = 2(ζj/ξ
1
2
j (A))− and
µj = 2(ζj/ξ
1
2
j (A))+, where (a)+ = max(a; 0) and (a)− = max(−a; 0). Let also ζ denote the
vector which j-th component is exactly ζj , we obtain
(A′A)β = (A′A)ζ,
or, using the condition Ker(A) = Ker(X), Xβ = Xζ and Aβ = Aζ. This leads to
L(β, γ, µ) = −2Y ′X(X˜ ′X)−1(A′A)ζ + ζ ′(A′A)ζ + 2λ‖ΞAζ‖1,
and note that the ﬁrst order condition also implies that γ and µ (and so ζ) maximize L.
This ends the proof.
6.7.2 A useful Lemma
The following lemma will be used in the proofs of Theorems 6.1 and 6.2.
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Lemma 6.1. Let us put ε = (ε1, . . . , εn)′. If Ker(A) = Ker(X) we have, with probability at
least 1− η,
∀j ∈ {1, . . . , p},
∣∣∣∣[A′A(X˜ ′X)−1X ′ε]j
∣∣∣∣ ≤ ξj(A)σ√2n log pη ,
or, in other words,
‖Ξ−1A (A′A)((X˜ ′X)−1X ′Y − β∗)‖∞ ≤ σ
√
2n log
p
η
.
Proof of the lemma. By deﬁnition, ε ∼ N (0, σ2I) and so
(A′A)(X˜ ′X)−1X ′ε ∼ N (0, σ2(A′A)(X˜ ′X)−1(A′A)).
So, for all j, [(A′A)(X˜ ′X)−1X ′ε]j comes from a N (0, σ2ξ2j (A)) distribution. This implies
the ﬁrst point, the second one is trivial using Y = Xβ∗ + ε.
6.7.3 Proof of Theorems 6.1 and 6.2
Proof of Theorem 6.1. By deﬁnition of βˆA,λ we have
− 2Y ′X(X˜ ′X)−1(A′A)βˆA,λ +
(
βˆA,λ
)′
(A′A)βˆA,λ + 2λ‖ΞA′AβˆA,λ‖1
≤ 2Y ′X(X˜ ′X)−1(A′A)β∗ + (β∗)′(A′A)β∗ + 2λ‖ΞAβ∗‖1.
Since Y = Xβ∗ + ε, we obtain
2(β∗)′X ′X(X˜ ′X)−1(A′A)
(
β∗ − βˆA,λ
)
+
(
βˆA,λ
)′
(A′A)βˆA,λ − (β∗)′(A′A)β∗
+ 2ε′X(X˜ ′X)−1(A′A)
(
β∗ − βˆA,λ
)
≤ 2λ‖ΞAβ∗‖1 − 2λ‖ΞAβˆA,λ‖1.
Now, if Ker(X) = Ker(A) then we have X ′X(X˜ ′X)−1(A′A) = (A′A) and then the previous
inequality leads to(
β∗ − βˆA,λ
)′
(A′A)
(
β∗ − βˆA,λ
)
≤ 2ε′X(X˜ ′X)−1(A′A)
(
βˆA,λ − β∗
)
+ 2λ‖ΞAβ∗‖1 − 2λ‖ΞAβˆA,λ‖1. (6.9)
Now we have to work on the term 2ε′X(X˜ ′X)−1(A′A)
(
βˆA,λ − β∗
)
. Note that
2ε′X(X˜ ′X)−1(A′A)
(
βˆA,λ − β∗
)
= 2
p∑
j=1
(
βˆA,λ − β∗
)
j
[
(A′A)(X˜ ′X)−1X ′ε
]
j
≤ 2
p∑
j=1
∣∣∣∣(βˆA,λ − β∗)j
∣∣∣∣ ∣∣∣∣[(A′A)(X˜ ′X)−1X ′ε]j
∣∣∣∣
≤ 2σ
√
2n log
(
p
η
) p∑
j=1
ξ
1
2
j (A)
∣∣∣∣(βˆA,λ)j − β∗j
∣∣∣∣
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with probability at least 1−η, by Lemma 6.1. We plug this result into Inequality (6.9) (and
replace λ by its value 2σ
√
2n log(p/η)) to obtain(
β∗ − βˆA,λ
)′
(A′A)
(
β∗ − βˆA,λ
)
≤ 2σ
√
2n log
(
p
η
) p∑
j=1
ξ
1
2
j (A)
{∣∣∣∣(βˆA,λ)j − β∗j
∣∣∣∣+ 2(∣∣β∗j ∣∣− ∣∣∣∣(βˆA,λ)j
∣∣∣∣)
}
and then (
β∗ − βˆA,λ
)′
(A′A)
(
β∗ − βˆA,λ
)
+2σ
√
2n log
(
p
η
) p∑
j=1
ξ
1
2
j (A)
∣∣∣∣(βˆA,λ)j − β∗j
∣∣∣∣
≤ 4σ
√
2n log
(
p
η
) p∑
j=1
ξ
1
2
j (A)
{∣∣∣∣(βˆA,λ)j − β∗j
∣∣∣∣+ ∣∣β∗j ∣∣− ∣∣∣∣(βˆA,λ)j
∣∣∣∣
}
= 4σ
√
2n log
(
p
η
) ∑
j:β∗j 6=0
ξ
1
2
j (A)
{∣∣∣∣(βˆA,λ)j − β∗j
∣∣∣∣+ ∣∣β∗j ∣∣− ∣∣∣∣(βˆA,λ)j
∣∣∣∣
}
≤ 8σ
√
2n log
(
p
η
) ∑
j:β∗j 6=0
ξ
1
2
j (A)
∣∣∣∣(βˆA,λ)j − β∗j
∣∣∣∣ . (6.10)
This implies, in particular, that β∗−βˆA,λ is an admissible vector α in Assumption H(A′A, 3)
because
p∑
j=1
ξ
1
2
j (A)
∣∣∣∣(βˆA,λ)j − β∗j
∣∣∣∣ ≤ 4 ∑
j:β∗j 6=0
ξ
1
2
j (A)
∣∣∣∣(βˆA,λ)j − β∗j
∣∣∣∣ .
On the other hand, thanks to Inequality (6.10), we have(
β∗ − βˆA,λ
)′
(A′A)
(
β∗ − βˆA,λ
)
≤ 6σ
√
2n log
(
p
η
) ∑
j:β∗j 6=0
ξ
1
2
j (A)
∣∣∣∣(βˆA,λ)j − β∗j
∣∣∣∣
≤ 6σ
√√√√2n ∑
j:β∗j 6=0
[(
βˆA,λ
)
j
− β∗j
]2 ∑
j:β∗j 6=0
ξj(A) log
(
p
η
)
≤ 6σ
√√√√ 2
c(A′A)
(
β∗ − βˆA,λ
)′
(A′A)
(
β∗ − βˆA,λ
) ∑
j:β∗j 6=0
ξj(M) log
(
p
η
)
, (6.11)
where we used Assumption H(A′A, 3) for the last inequality. Then(
β∗ − βˆA,λ
)′
(A′A)
(
β∗ − βˆA,λ
)
≤ 72 σ
2
c(A′A)
log
(
p
η
) ∑
j:β∗j 6=0
ξj(A). (6.12)
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A similar reasoning as in (6.11) leads to
2σ
√
2n log
(
p
η
) p∑
j=1
ξ
1
2
j (A)
∣∣∣∣(βˆA,λ)j − β∗j
∣∣∣∣
≤ 8σ
√√√√ 2
c(A′A)
(
β∗ − βˆA,λ
)′
(A′A)
(
β∗ − βˆA,λ
) ∑
j:β∗j 6=0
ξj(M) log
(
p
η
)
.
Finally, combine this last inequality with (6.12) to obtain the desired bound for
∥∥∥ΞA (β∗ − βˆA,λ)∥∥∥
1
.
This ends the proof.
Proof of Theorem 6.2. We have
(β˜A,λ − β∗)′(A′A)(β˜A,λ − β∗) = [ΞA(β˜A,λ − β∗)]′Ξ−1A (A′A)(β˜A,λ − β∗)
≤ ‖ΞA(β˜A,λ − β∗)‖1‖Ξ−1A (A′A)(β˜A,λ − β∗)‖∞
≤ ‖ΞA(β˜A,λ − β∗)‖1
{
‖Ξ−1A (A′A)((X˜ ′X)−1X ′Y − β∗)‖∞
+ ‖Ξ−1A (A′A)((X˜ ′X)−1X ′Y − β˜A,λ)‖∞
}
, (6.13)
by the constraint in the deﬁnition on β˜A,λ we have
‖Ξ−1A (A′A)((X˜ ′X)−1X ′Y − β˜A,λ)‖∞ ≤ λ,
while Lemma 6.1 implies that for λ = 2σ
√
2n log(p/η) we have
‖Ξ−1A (A′A)((X˜ ′X)−1X ′Y − β∗)‖∞ ≤
λ
2
,
with probability at least 1− η; and so:
(β˜A,λ − β∗)′(A′A)(β˜A,λ − β∗) ≤ 3λ
2
‖ΞA(β˜A,λ − β∗)‖1.
Moreover note that, by deﬁnition,
0 ≤ ‖ΞAβ∗‖1 − ‖ΞAβ˜A,λ‖1
=
∑
β∗j 6=0
ξ
1
2
j (A)
∣∣β∗j ∣∣− ∑
β∗j 6=0
ξ
1
2
j (A)
∣∣∣(β˜A,λ)j∣∣∣− ∑
β∗j=0
ξ
1
2
j (A)
∣∣∣(β˜A,λ)j∣∣∣
≤
∑
β∗j 6=0
ξ
1
2
j (A)
∣∣∣β∗j − (β˜A,λ)j∣∣∣− ∑
β∗j=0
ξ
1
2
j (A)
∣∣∣β∗j − (β˜A,λ)j∣∣∣ ,
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this implies that β∗− (β˜A,λ) is an admissible vector in the relation that deﬁnes Assumption
H(A′A, 1). Let us combine this result with Inequality (6.13), we obtain
(β˜A,λ − β∗)′(A′A)(β˜A,λ − β∗) ≤ 3λ
2
‖ΞA(β∗ − β˜A,λ)‖1
≤ 3λ
∑
β∗j 6=0
ξ
1
2
j (A)
∣∣∣β∗j − (β˜A,λ)j∣∣∣
≤ 3λ
√√√√√
∑
β∗j 6=0
ξj(A)
∑
β∗j 6=0
∣∣∣β∗j − (β˜A,λ)j∣∣∣2

≤ 3λ
∑
β∗j 6=0
ξj(A)
 12 √ 1
nc(A′A)
(β˜A,λ − β∗)′(A′A)(β˜A,λ − β∗). (6.14)
So we have,
(β˜A,λ − β∗)′(A′A)(β˜A,λ − β∗) ≤ 9λ2 1
nc(A′A)
∑
β∗j 6=0
ξj(A),
and as a consequence, Inequality (6.14) gives the upper bound on ‖ΞA(β˜A,λ − β∗)‖1, and
this ends the proof.
6.7.4 Proof of Theorem 6.3
Proof of Theorem 6.3. The proof is almost the same as in the previous case. For the sake
of simplicity, let us write β˜∗ instead of β˜∗√
n/mZ,λ2
and the same for βˆ∗. We ﬁrst give a look
at the Dantzig Selector:
n
m
(
β˜∗ − β∗
)′
Z ′Z
(
β˜∗ − β∗
)
≤
∥∥∥β˜∗ − β∗∥∥∥
1
∥∥∥ n
m
Z ′Z
(
β˜∗ − β∗
)∥∥∥
∞
≤
∥∥∥β˜∗ − β∗∥∥∥
1
{∥∥∥ n
m
Z ′
(
Zβ˜∗ − Yˇλ1
)∥∥∥
∞
+
∥∥∥ n
m
Z ′
(
Zβ∗ − Yˇλ1
)∥∥∥
∞
}
≤
∥∥∥β˜∗ − β∗∥∥∥
1
{∥∥∥ n
m
Z ′
(
Zβ˜∗ − Yˇλ1
)∥∥∥
∞
+
∥∥X ′ (Xβ∗ − Y )∥∥∞
+
∥∥∥X ′ (Xβ˜X,λ1 − Y )∥∥∥∞ + ∥∥∥( nmZ ′Z −X ′X)(β∗ − β˜X,λ1)∥∥∥∞
}
. (6.15)
By Lemma 6.1, for λ1 = 10−1σ
√
2n log(p/η) we have
‖X ′Y −X ′Xβ∗‖∞ ≤ 10λ1,
with probability at least 1− η. On the other hand, we have
‖β∗ − β˜X,λ1‖1 ≤ ‖β∗‖1 + ‖β˜X,λ1‖1 ≤ 2‖β∗‖1,
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by deﬁnition of the Dantzig Selector. Then, let u = (β∗− β˜X,λ1)/2 and use Inequality (6.8)
for this speciﬁc u. This ensures that∥∥∥( n
m
Z ′Z −X ′X
)(
β∗ − β˜X,λ1
)∥∥∥
∞
≤ 2λ1. (6.16)
The deﬁnition of the Dantzig Selector also implies that∥∥∥X ′ (Xβ˜X,λ1 − Y )∥∥∥∞ ≤ λ1,
and ﬁnally the deﬁnition of the estimator leads to∥∥∥ n
m
Z ′
(
Zβ˜∗ − Yˇλ1
)∥∥∥
∞
≤ λ2 = λ1,
and as a consequence, Inequality (6.15) becomes
n
m
(
β˜∗ − β∗
)′
Z ′Z
(
β˜∗ − β∗
)
≤ 14λ1
∥∥∥β˜∗ − β∗∥∥∥
1
.
Using the fact that ‖β˜∗‖1 ≤ ‖β∗‖1 gives
n
m
(
β˜∗ − β∗
)′
Z ′Z
(
β˜∗ − β∗
)
≤ 14λ1
∥∥∥β˜∗ − β∗∥∥∥
1
≤ 28λ1
∑
β∗j 6=0
∣∣∣β∗j − (β˜∗)j∣∣∣
≤ 28λ1
√√√√√∣∣∣{j : β∗j 6= 0}∣∣∣
∑
β∗j 6=0
∣∣∣β∗j − (β˜∗)j∣∣∣2

≤ 28λ1
∣∣{j : β∗j 6= 0}∣∣ 12
√
1
nc(n/m(Z ′Z))
n
m
(
β˜∗ − β∗
)′
Z ′Z
(
β˜∗ − β∗
)
. (6.17)
To establish the last inequality, we used Assumption H ′((n/m)Z ′Z, 1). Then we have,
n
m
(
β˜∗ − β∗
)′
Z ′Z
(
β˜∗ − β∗
)
≤ 282λ21
∣∣{j : β∗j 6= 0}∣∣ 1nc(n/m(Z ′Z)) ,
This inequality, combined with (6.17), end the proof for the Dantzig Selector.
Now, let us deal with the LASSO case. The dual form of the deﬁnition of the estimator
leads to
− 2 n
m
Yˇλ1Zβˆ
∗ +
n
m
(βˆ∗)′Z ′Zβˆ∗ + 40λ2‖βˆ∗‖1
≤ −2 n
m
Yˇλ1Zβ
∗ +
n
m
(β∗)′Z ′Zβ∗ + 40λ2‖β∗‖1
and so
− 2 n
m
β˜X,λ1Z
′Zβˆ∗ +
n
m
(βˆ∗)′Z ′Zβˆ∗ + 40λ2‖βˆ∗‖1
≤ −2 n
m
β˜X,λ1Z
′Zβ∗ +
n
m
(β∗)′Z ′Zβ∗ + 40λ2‖β∗‖1.
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As a consequence,
n
m
(
βˆ∗ − β∗
)′
Z ′Z
(
βˆ∗ − β∗
)
≤ 2 n
m
(
βˆ∗ − β∗
)′
Z ′Z
(
β˜X,λ1 − β∗
)
+ 40λ2
(
‖β∗‖1 − ‖βˆ∗‖1
)
.
Now, we try to upper bound
(
βˆ∗ − β∗
)′
Z ′Z
(
β˜X,λ1 − β∗
)
. We remark that
n
m
(
βˆ∗ − β∗
)′
Z ′Z
(
β˜X,λ1 − β∗
)
≤
∥∥∥βˆ∗ − β∗∥∥∥
1
∥∥∥ n
m
(Z ′Z)
(
β˜X,λ1 − β∗
)∥∥∥
∞
≤
∥∥∥βˆ∗ − β∗∥∥∥
1
[∥∥∥(( n
m
Z ′Z −X ′X
)(
β˜X,λ1 − β∗
)∥∥∥
∞
+
∥∥∥X ′X (β˜X,λ1 − β∗)∥∥∥∞
]
≤ 13λ1
∥∥∥βˆ∗ − β∗∥∥∥
1
,
where we used (6.16) and the fact that∥∥∥X ′X (β˜X,λ1 − β∗)∥∥∥∞ ≤ ∥∥∥X ′ (Xβ˜X,λ1 − Y )∥∥∥∞ + ∥∥X ′ε∥∥∞ ≤ λ1 + 10λ1 = 11λ1.
Then we have
n
m
(
βˆ∗ − β∗
)′
Z ′Z
(
βˆ∗ − β∗
)
≤ 26λ1
∥∥∥βˆ∗ − β∗∥∥∥
1
+ 40λ2
(
‖β∗‖1 − ‖βˆ∗‖1
)
,
and so
n
m
(
βˆ∗ − β∗
)′
Z ′Z
(
βˆ∗ − β∗
)
+ 14λ1
∥∥∥βˆ∗ − β∗∥∥∥
1
≤ 40λ1
(∥∥∥βˆ∗ − β∗∥∥∥
1
+ ‖β∗‖1 − ‖βˆ∗‖1
)
.
Up to a multiplying constant, the rest of the proof of Theorem 6.3 is the same as the last
lines in the proof of Theorem 6.1. Then we omit it here.
6.7.5 Proof of Proposition 6.3
Proof of Proposition 6.3. First, let us remark that
∥∥∥(X ′X − n
m
Z ′Z
)
u
∥∥∥
∞
= n sup
1≤i≤p
p∑
j=1
uj
(
X ′iXj
n
− Z
′
iZj
m
)
≤ n ‖u‖1 sup
1≤i,j≤p
∣∣∣∣X ′iXjn − Z ′iZjm
∣∣∣∣ .
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Now, using the "exchangeable-distribution inequality" by Catoni [39] we obtain, for a given
pair (i, j), for any τ > 0, with probability at least 1− η,
X ′iXj
n
− Z
′
iZj
m
≤ τk
2
2n(k + 1)2
(
1
m
m∑
k=1
X2i,kX
2
j,k
)
+
log 1η
τ
≤ τk
2κ2
2n(k + 1)2
+
log 1η
τ
=
κk
k − 1
√
2 log 1η
n
,
for τ = (log(1/η)(k − 1)2n/kκ2)1/2 and so, by a union bound argument, with probability
at least 1− η, for any pair (i, j),
∣∣∣∣X ′iXjn − Z ′iZjm
∣∣∣∣ ≤ κkk − 1
√
2 log 2p
2
η
n
≤ 2κk
k − 1
√
2 log pη
n
,
(where we used p ≥ 2).
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Chapter 7
Estimation with Sparse Conformal
Predictors
Abstract: Conformal predictors, introduced by Vovk, Gammerman, and Shafer [150], serve
to build prediction intervals by exploiting a notion of conformity of the new data point with
previously observed data. In the present paper, we propose a novel method for constructing
prediction intervals for the response variable in multivariate linear models. The main em-
phasis is on sparse linear models, where only few of the covariates have signiﬁcant inﬂuence
on the response variable even if their number is very large. Our approach is based on com-
bining the principle of conformal prediction with the ℓ1 penalized least squares estimator
(LASSO). The resulting conﬁdence set depends on a parameter ε > 0 and has a coverage
probability larger than or equal to 1− ε. The numerical experiments reported in the paper
show that the length of the conﬁdence set is small. Furthermore, as a by-product of the
proposed approach, we provide a data-driven procedure for choosing the LASSO penalty.
The selection power of the method is illustrated on simulated data.
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7.1 Introduction
Consider observations (xi, yi) ∈ Rp×R for i ≥ 1 from a linear regression model yi = x′iβ+ξi,
where β ∈ Rp is the unknown parameter and the ξi’s are the noise variables. Suppose we
have already collected the dataset En = ((x1, y1), . . . , (xn−1, yn−1), xnew) where xnew ∈ Rp
denotes a new observation. Our goal is to predict the label ynew corresponding to xnew based
on En and then exploiting the information in xnew. This setup is known as the transduction
problem (Vapnik [146]). Our estimation strategy is based on local arguments in order to
produce a better estimation for ynew (Györﬁ, Kohler, Krzyżak, and Walk [73]). More pre-
cisely, we will follow the approach of conformal prediction presented by Vovk, Gammerman,
and Shafer [150] which relies on two key ideas: one is to provide a conﬁdence prediction
(namely, a conﬁdence set containing ynew with high probability) and the other is to account
for the similarity of the new data xnew compared to the previously observed xi’s. The no-
tion of conformal predictor was ﬁrst described by Vovk, Gammerman, and Saunders [149].
Moreover, Vovk, Gammerman, and Shafer [150] illustrate this approach on the example of
ridge regression. Along the paper, this predictor will be referred to as Conformal Ridge
Predictor1 (CoRP). In the present contribution, we propose to adapt conformal predictors
to the sparse linear regression model, that is a model where the regression vector β ∈ Rp
contains only a few of nonzero components. We introduce a novel conformal predictor called
the Conformal Lasso Predictor (CoLP) which takes into account the sparsity of the model.
Its construction is based on the LASSO estimator (Tibshirani [135]). The LASSO estimator
for linear regression corres! ponds to an ℓ1-penalized least square estimator and it has been
extensively studied over the last few years (Knight and Fu [90], Meinshausen and Bühlmann
[112], Bunea, Tsybakov, and Wegkamp [33] and Zhao and Yu [164], among others) and sev-
eral modiﬁcations have been proposed (Zou [166], Yuan and Lin [159], Zou and Hastie [167],
Tibshirani, Saunders, Rosset, Zhu, and Knight [136] and Hebiri [78] among others). One
attractive aspect of the LASSO is that it aims both to provide accurate estimating while
enjoying variable selection when the model is sparse. In the approach considered in the
present paper, the resulting Conformal Lasso Predictor has a large coverage probability and
are small in term of its length in the same time. When we deal with regularized methods
like the Ridge or the LASSO estimators, the choice of the penalty is an important task.
Contrary to the Conformal Ridge Predictor for which no rule was established to pick the
Ridge-penalty (Vovk, Gammerman, and Shafer [150]), the construction of the Conformal
Lasso Predictor provides a data-driven way for choosing the LASSO-penalty. Moreover, it
turn out that this choice is adapted to variable selection as supported by the numerical
1The Conformal Ridge Predictor was called the Ridge Regression Confidence Machine in the book of
Vovk, Gammerman, and Shafer [150].
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experiments.
The paper is organized as follows. We concisely introduce conformal prediction and
the LASSO procedure in Section 7.2 and Section 7.3 respectively. In Section 7.4, we give
the explicit form of the Conformal Lasso Predictor. An algorithm producing the CoLP is
presented in Section 7.5. Then in Section 7.6 we discuss a generalization of the Conformal
Lasso Predictor to other selection-type procedures; we call these generalized procedures
Sparse Conformal Predictors. Finally, in Section 7.7, we illustrate the performance of Sparse
Conformal Predictors through some numerical experiments.
7.2 Conformal prediction
Let us brieﬂy describe the approach based on conformal prediction developed in the book
by Vovk, Gammerman, and Shafer [150] where they develop the idea of conformal pre-
diction. In order to predict the label ynew of a new observation xn = xnew, the simi-
larity of pairs of the form (xnew, y), where y ∈ R, to the former observations (xi, yi) for
i = 1, . . . , n − 1 is exploited. This is the purpose of introducing a nonconformity score
α(y) = (α1(y), . . . , αn(y))
′ which is based on En. Each component αi describes the eﬃ-
ciency of explaining the observation (xi, yi) by a procedure based on the augmented sample
{(x1, y1), . . . , (xn−1, yn−1), (xnew, y)}. In order to obtain a relative information between dif-
ferent nonconformity scores αi, we shall use the notion of p-value, as introduced by Vovk,
Gammerman, and Shafer [150], deﬁned as:
p(y) =
1
n
| {i ∈ {1, . . . , n} : αi(y) ≥ αn(y)} | , (7.1)
where for any set A, we denote its cardinality by |A|. The above quantity lies between 1/n
and 1. Moreover, we note that the smaller this p-value is, the less likely the tested pair
(xnew, y) is (in other words, y is an outlier when associated to xnew). An explicit form of
the nonconformity score and the p-value will be given in Section 7.4 when we will adapt it
to the CoLP.
Remark 7.1. The notion of p-value introduced in the present paper differs from the classical
one. To make the connection with hypothesis testing in mathematical statistics (Casella and
Berger [36]), consider the following hypotheses:{
H0 : the pair (xnew, y) is conformal,
H1 : the pair (xnew, y) is not conformal.
Assume the observation Y = y is given. The function p(y) permits to construct a statistical
test procedure with critical region Rε = {y : p(y) ≤ ε} and H0 is rejected if y ∈ Rε.
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A nice feature of this nonconformity score is that it can be related to the conﬁdence of the
prediction for ynew. We now recall the concept of conformal predictor introduced by Vovk,
Gammerman, and Shafer [150]. Set ε ∈ (0, 1). Given the new observation xnew, we search
for a subset Γε = Γε(En) of R, in which the expected value of ynew lies with a probability of
1− ε. The conformal predictor Γε is deﬁned as the set of labels y ∈ R such that p(y) > ε.
In other words, Γε consists of labels y which make the pair (xnew, y) more conformal than
a proportion ε of the previous pairs (xi, yi) for i = 1, . . . , n − 1. Note moreover that the
smaller ε, the more conﬁdent the predictor. That is to say, for any ε1, ε2 > 0:
Γε1 ⊂ Γε2 whenever ε1 ≥ ε2 .
In the present analysis, apart from prediction, we develop an approach for selecting relevant
variables. For this reason, we consider three criteria measuring the quality of our procedure:
validity, accuracy, and selection. The ﬁrst two were introduced by Vovk, Nouretdinov Ilia,
and Gammerman [151]. The fact that we consider the issue of sparsity leads us to include
the selection power of the predictor.
Validity. This criterion accounts for the power of conformal prediction. The simplest
approach is to count the number of times where yn does not belong to the set Γε. We
take the notation:
errεn =
{
1 if yn /∈ Γε(En)
0 otherwise.
Note that in an on-line perspective, one focuses on the cumulative error ERRεn =∑n
i=1 err
ε
i . Asymptotic validity properties of this cumulative error have been studied
by Vovk [147] and Vovk, Gammerman, and Shafer [150, chapters 2 and 8]. In the
present work, we will be interested in evaluating the error errεn for a ﬁxed n, rather
than the cumulative one.
Accuracy. The length of the conﬁdence predictor provides a natural measure of the accu-
racy. We will see that such a measure is adapted to the variable selection purpose.
Note that other choices are possible. We shall discuss this point in Section 7.5.
Selection. Finally, in the case of sparse linear regression, it is important to include a
measure of the capacity of the estimator to select relevant variables, namely those for
which the regression parameter β has nonzero components.
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7.3 The LASSO Procedure
The LASSO estimator (Tibshirani [135]) has originally been introduced in the linear regres-
sion model:
yi = x
′
iβ
∗ + ξi, i = 1, . . . , n− 1 (7.2)
where the design xi = (xi,1, . . . , xi,p)′ ∈ Rp is deterministic, β∗ = (β∗1 , . . . , β∗p)′ ∈ Rp is the
unknown regression vector and the ξi’s are independent and identically distributed (i.i.d.)
centered Gaussian random variables with known variance σ2. Then the goal is to use
the observations to provide an approximation of the label ynew of a new observation xnew
through the estimation of the regression vector β∗. The LASSO estimator is deﬁned as
follows:
βˆλ = argmin
β∈Rp
n−1∑
i=1
(
yi − x′iβ
)2
+ λ
p∑
j=1
|βj |, (7.3)
where λ ≥ 0 is a tuning parameter. Based on βˆλ, an estimation of the response ynew of
the new observation xn = xnew is produced by µˆλ = x′newβˆλ. For a large enough λ, the
LASSO estimator is sparse. That is many components of βˆλ equal zero. Therefore we can
naturally deﬁne a sparsity (or active) set as Aλ = {j ∈ {1, . . . , p} : βˆλ 6= 0}. A LASSO
modiﬁcation of the LARS algorithm (Efron, Hastie, Johnstone, and Tibshirani [61]) can
iteratively provide approximations of the LASSO estimator for a few values of the tuning
parameters λ = λ0, . . . , λK such that ∞ = λ0 > . . . > λK = 0 (the indices refer to the
algorithm steps and K denotes the last step). These points are the so-called transition
points.
From now on, let us write βˆk and Ak for the LASSO estimator βˆλ and the sparsity set Aλ
evaluated at the transition point λ = λk. Obviously, the estimator βˆk is an |Ak|-dimensional
vector where |Ak| is the cardinality of the set Ak. Furthermore, we denote by sk the |Ak|-
dimensional sign vector whose components are the signs of the components of the LASSO
estimator evaluated at the transition point λk (i.e., (sk)j = 1 if (βˆk)j > 0, (sk)j = −1 if
(βˆk)j < 0 where j ∈ Ak). Finally, let us denote by xk, the (n − 1) × |Ak| matrix whose
columns are the variables Xj , with indices j ∈ Ak. For each λk, we assume that the matrix
(x′kxk)
−1 is invertible. Here are some characteristics of the LARS algorithm and we refer
to [2] for more details:
i) At each iteration of the algorithm (i.e., at each transition point), only one variable
Xj = (x1,j , . . . , xn−1,j)′, j = 1, . . . , p is added (or deleted) to the construction of the
estimator according to its correlation with the current residual. The algorithm begins
with only one variable and ends up with the ordinary least square (OLS) estimator2.
2When p > n, the LARS cannot select all p variables. It is limited by the sample size n. In such a case,
the last iteration does not correspond to the OLS.
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ii) For each λ ∈ (λk+1, λk], the LASSO estimator can be expressed in the following form:
βˆλ(y,xk, sk) = (x
′
kxk)
−1(x′ky −
λ
2
sk), (7.4)
where y = (y1, . . . , yn−1)′. Note that (7.4) is obtained by minimizing (7.3) over the
set Ak. Let us also mention that the set Ak and the sign vector sk remain unchanged
when λ varies in the interval (λk+1, λk].
iii) As highlighted by (7.4), the LASSO estimator is piecewise linear in λ and linear in y
for every ﬁxed λ (Rosset and Zhu [126]). Using the LASSO modiﬁcation of the LARS
algorithm, this property helps us to provide the regularization path of the LASSO
estimator, which is deﬁned as {βˆλ : λ ∈ [0,∞)} (each point of the regularization path
corresponds to the evaluation of the regression vector estimator for a given value of
λ). Indeed, the slope of the LASSO regularization path changes at a ﬁnite number of
points which coincide with the transition points λ1, . . . , λK .
iv) Piecewise linearity is an important property of the LASSO modiﬁcation of the LARS
algorithm. Indeed, let λ ∈ (λk+1, λk] where λk+1 and λk are two transition points. In
this interval, the LASSO estimator βˆλ uses the same variables (variables with indices
in Ak). By using (7.4), it is easy to see Zou, Hastie, and Tibshirani [169] that the
linearity of the LASSO estimator implies that, for any λ ∈ (λk+1, λk]:
n−1∑
i=1
(
yi − x′iβˆλ
)2
>
n−1∑
i=1
(
yi − x′iβˆλk+1
)2
.
This last observation indicates that the transition points are the most interesting
points in the regularization path.
All these nice properties encourage the use of the LASSO as a selection procedure. In the
sequel, we will consider the LASSO modiﬁcation of the LARS algorithm which provides an
approximate solution to the LASSO.
Remark 7.2. Through the paper, one should keep in mind the analogy between each iteration
k of the modification of the LARS algorithm and its corresponding tuning parameter value λk.
Decrease of tuning parameter λ is reflected through the increase of the number of iterations
of the modification of the LARS algorithm.
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7.4 Sparse predictor with conformal Lasso
For the reasons exposed above, we focus on the transition points λ1, . . . , λK and construct
conformal predictors for each of these λk. We then propose to select the best conformal
predictor among them according to its performance in terms of accuracy (cf. Section 7.2).
Now let us detail the construction of the CoLP for each λk. To this end, denote by Xj =
(x1,j , . . . , xn−1,j , xnew,j)′, j = 1, . . . , p the augmented variable j. Deﬁne the augmented
matrix x˜ = (x1, . . . , xn−1, xnew)′ = (X1, . . . , Xp) and the augmented response vector y˜ =
(y1, . . . , yn−1, y)′ where y is a candidate value for ynew. Using the notation introduced
in Section 7.3, for the ﬁxed λk, we also deﬁne the LASSO estimator βˆk(y˜, x˜k, sk) from
expression (7.4) with the augmented data. From now on, we denote this estimator by βˆk.
Deﬁne µˆk := x˜kβˆk. Moreover, the matrix Hk will be the n× n projection matrix onto the
subspace generated by x˜k and I identity matrix of the same size. For each λk, we deﬁne a
corresponding nonconformity score αk =
(
αk1 , . . . , α
k
n
)′ by:
αk(y) := |y˜ − µˆk| = | (I−Hk) y˜ + λk
2
x˜k
(
x˜′kx˜k
)−1
sk|
= |Ak +Bk y|,
where | · | is meant here componentwise and{
Ak = (a
k
1, . . . , a
k
n)
′ := (I−Hk) (y1, . . . , yn−1, 0)′ + λk2 x˜k (x˜′kx˜k)−1 sk,
Bk = (b
k
1, . . . , b
k
n)
′ := (I−Hk) (0, . . . , 0, 1)′, (7.5)
Note that each component αki (y) is piecewise linear with respect to y. Then the correspond-
ing p-value pk(y) as deﬁned by (7.1) clearly can change only at points y where the sign of
αki (y)− αkn(y) changes. Hence, we do not have to evaluate all the possible values of y. We
only focus on points y for which the i-th nonconformity measure αki (y) equals α
k
n(y). For
this purpose, we deﬁne, for each observation i ∈ {1, . . . , n}
Ski =
{
y : αki (y) ≥ αkn(y)
}
, (7.6)
which corresponds to the range of values y such that the new pair (xnew, y) has a better
conformity score than the i-th pair (xi, yi). Moreover, let lki and u
k
i denote two real deﬁned
respectively as
lki = min{−
aki − akn
bki − bkn
;−a
k
i + a
k
n
bki + b
k
n
}, and uki = max{−
aki − akn
bki − bkn
;−a
k
i + a
k
n
bki + b
k
n
}, (7.7)
where aki and b
k
i are given by (7.5).
Proposition 7.1. Let us fix a k ∈ {1, . . . ,K} and an i ∈ {1, . . . , n− 1}. Assume that both
bki and b
k
n are non-negative. Then
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i) if bki 6= bkn, we have either Ski = [lki ;uki ] or Ski = (−∞; lki ] ∪ [uki ;−∞), with lki and uki
given by (7.7).
ii) if bki = b
k
n 6= 0, then lki = uki = −a
k
i+a
k
n
2bkn
and we have either Ski = (−∞; lki ] or
Ski = [l
k
i ;−∞). Moreover if aki = akn, we have Ski = R.
iii) if bki = b
k
n = 0, we have either S
k
i = R or S
k
i = ∅.
The assumption that all the bki are non-negative does not make loose any generality as
one can multiply aki , b
k
i and c
k
i by −1 if bki < 0. With this deﬁnition of Ski , we may rewrite
the deﬁnition of the conformal predictor as follows:
Γεk = {y :
n∑
i=1
I(αki (y) ≥ αkn(y)) ≥ nε} = {y :
n∑
i=1
I(Ski )(y) ≥ nε}, (7.8)
where I(·) stands for the indicator function. This approach leads to a whole collection of
conﬁdence intervals Γε1, . . . ,Γ
ε
K . We propose below a strategy for choosing one particular
Γεk, the performance of which will be studied through numerical simulations.
It is worth mentioning that in view of Vovk [148, Theorem 1] (see also Vovk, Gammer-
man, and Shafer [150, Proposition 2.3 page 26]), each of predictor Γεk would have a coverage
probability at least equal to 1 − ε, if the corresponding value λk of the tuning parameter
were deterministic. In fact, the following result holds.
Proposition 7.2. Fix the significance level ε ∈ (0, 1) and the tuning parameter λ > 0. Let
βˆλ,n(y) be the Lasso estimate for the augmented dataset (y˜, x˜) and let us define αλ(y) =
|y˜ − x˜βˆλ,n(y)|. Then, the conformal predictor
Γελ =
{
y :
n∑
i=1
I(αλi (y) ≥ αλn(y)) ≥ nε
}
,
satisfies
P(ynew ∈ Γεk) ≥ 1− ε,
for any n ∈ N.
Actually, in the proof of Proposition 7.2 detailed by Vovk [148], one needs the exchange-
ability of the pairs (x1, y1), . . . , (xn−1, yn−1), (xn, y) in the deﬁnition of the predictor. This
property is not fulﬁlled when the tuning parameter λ is chosen in the set {λ1, . . . , λK}
of Lasso’s transition points, since the elements of this set depend only on the ﬁrst n − 1
observations and not on (xn, y). We believe that under some additional assumptions a
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result similar to Proposition 7.2 can be obtained for the predictor Γεk as well, for each
k = 1, . . . ,K. This is the topic of an ongoing work. In the present paper, we content
ourselves by proposing a data-driven choice of the conformal predictor from the collection
of predictors {Γεk; 1 ≤ k ≤ K} and by exploring its empirical properties.
Remark 7.3. Of course, one can also apply the well-known sample splitting technique for
choosing the values λ1, . . . , λK based on a first sample, and then use the methodology de-
scribed below for selecting the data-driven predictor based on a second sample which is as-
sumed to be independent of the first sample. However, this technique is not attractive from
the practical standpoint, that is why we do not develop this approach.
As discussed above, we believe that all the predictors Γǫk share nearly the 1− ε validity
property, which is supported by our empirical study. We suggest to select among them the
one which has the smallest Lebesgue measure. We denote this conﬁdence set by Γǫopt, that
is
Γεopt = Γ
ε
ν , ν = argmin
k
|Γεk|. (7.9)
In general, since ν is a random variable, the 1−ε validity of all Γεk would not imply the 1−ε
validity of Γkopt, but only 1−Kε validity. However, 1−Kε is a worst case majorant obtained
by a simple application of the union bound, whereas numerical examples we considered
(some of them are reported below) suggest that the validity is much better than 1−Kε and
could even be equal to 1− ε when p ≤ n.
7.5 Implementation
We provide here a three-step algorithm which enables us to easily construct the CoLP.
We start in Step 1 by applying the LASSO modiﬁcation of the LARS algorithm to the
dataset ((x1, y1), . . . , (xn−1, yn−1)). This step provides all transition points λ1, . . . , λK , the
corresponding design matrices xk and sign vectors sk for k = 1, . . . ,K. Then, in Step 2,
we construct the conformal predictor Γεk associated to each λk. Thanks to Proposition 7.1,
for each λk, we can construct the sets Ski for i = 1 . . . , n deﬁned by (7.6). We use these sets
in order to construct the conformal predictor Γεk. To do this, we take advantage from the
fact that the function y 7→∑ni=1 I(Ski (y)) is piecewise constant. Furthermore, the endpoints
of the intervals where this function is constant belong to the set of the all endpoints of
intervals forming the sets Ski . Thus, to determine Γ
ε
k, we sort the set U consisting of the
all endpoints of the intervals described in Proposition 1 and include an interval having as
endpoints two successive elements of U in Γεk if the center of this interval belongs to at least
[nε] sets Ski .
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Algorithme 1 : Lasso Conformal Predictor
Step 1: Run the LASSO modiﬁcation of the LARS algorithm on the data set
((x1, y1), . . . , (xn−1, yn−1))
Step 2: Construct the Conformal Lasso Predictors for each λk ∈ {λ1, . . . , λK}
begin
Step 2a: Initialization : Deﬁne Ak and Bk as in (7.5). Set Uk ←− ∅
Step 2b: Harmonization
for i = 1 to n do
if bki < 0 then
aki = −aki and bki = −bki
end
end
Step 2c: Actualize the set Uk
for i = 1 to n do
if bki 6= bkn then
Add lki and u
k
i (7.7) to U
k
end
if bki = b
k
n 6= 0 and aki 6= akn then
Add lki = u
k
i (7.7) to U
k
end
end
Step 2d: Sort Uk. Let m←− |Uk|. Then y(0) ←− −∞ and y(m+1) ←− +∞
Step 2e: Evaluate Nkj for j = 1, . . . ,m. Initialize N
k
j ←− 0. Then actualize
for i = 1 to n do
for j = 1 to m do
if |aki + bki y| ≥ |akn + bkn y| for y ∈ (y(j), y(j+1)) then
Increment Nkj = N
k
j + 1
end
end
end
Step 2f: For a ﬁxed threshold ε > 0, output the conformal predictor
Γεk = ∪j:Nj
n
>ε
[y(j), y(j+1)]
end
Step 3: Output the Conformal Lasso Predictor Γεopt as the smallest (w.r.t. their
Lebesgue measure) conﬁdence set among the constructed conformal predictors
Finally, in a Step 3, we provide the CoLP, says Γεopt, which is deﬁned as the smallest
conﬁdence set, according to its Lebesgue measure, among the constructed conformal pre-
dictors Γεk, k = 1, . . . ,K. According to Proposition 7.2, each Γ
ε
k is valid. Moreover the
criterion for choosing the CoLP is adapted to variable selection as conformal predictors
constructed here for diﬀerent values of λk, k = 1, . . . ,K bring into play diﬀerent variables.
This is illustrated in Figure 7.1 (left) where we constructed the conformal predictors when
n = 300. One can observe that all the conformal predictors are valid since they contain
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Figure 7.1: Left: Conformal predictors Γεk evolution through the iterations of the LASSO
modification of the LARS algorithm when n = 300 (the first iteration corresponds to λmax and
the last one corresponds to λmin). The CoLP is drawn in cyan and corresponds to the 34-th
iteration. The horizontal blue line corresponds to the value of ynew. Right: Validity analysis
(errεn) of the conformal predictors Γ
ε
k through the iterations of the LASSO modification of the
LARS algorithm when n = 50 (the first iteration corresponds to λmax and the last one corresponds
to λmin). The CoLP is marked by a black square and corresponds to the 57-th iteration. The
vertical line represents a separation between a stable and an unstable zone.
the true value of the label ynew. Hence our construction is suitable when the sample size
is larger than the number of variables (i.e., n > p) but may be not appropriated when
p ≥ n. Figure 7.1 (right) shows an example where almost all the constructed conformal
predictors Γεk, k = 1, . . . ,K, using the above algorithm are valid. Only six are not. One
of them is the selected CoLP (iteration 57 in Figure 7.1 (right)) which corresponds to the
smallest predictor. In such cases (p ≥ n), a correction can be made and other choices for the
accuracy measure are possible. We discuss this criterion in Section 7.7. Let us add that we
only illustrated the validity of the conformal predictors in Figure 7.1 (right) as the unstable
zone (on the right side of the vertical line) makes the representation hard to be analyzed.
More details are given in Section 7.7.
Remark 7.4. In Step 1 of Algorithm 1, we use the LARS algorithm for its ability to
generate a small number of tuning parameter values of interest. It is an important aspect
as it considerably reduces the computational cost. On-line versions could be implemented
by plugging in an on-line version of the LASSO solution as in the paper of Garrigues and
El Ghaoui [70]. The analysis of such on-line versions is the object of work under progress.
7.6 Extension to others procedures
In this section we generalize the construction of the conﬁdence predictor to a family of
estimators which includes selection-type procedures as the Elastic-Net (Zou and Hastie
[167]) and the Smooth-Lasso (Hebiri [78]). As for CoLP (Section 7.4), we are interested in
170
two properties of estimators: the piecewise linearity w.r.t. the response y (to easily compute
the nonconformity scores αi, i = 1, . . . , n), and the piecewise linearity w.r.t the tuning
parameter λ (Rosset and Zhu [126]) (to reduce computational eﬀort by using a modiﬁcation
of the LARS algorithm).
We use the same notation as in Section 7.3 for the LASSO estimator. Set βˆ to be an
estimator of the regression vector β based on x and y. Let also s be the sign vector of the
estimator βˆ. On the other hand, using the notation in Section 7.4, we set µˆ = x˜βˆ where
this time βˆ is based on the augmented dataset x˜ and y˜.
Assumption 1. The estimator µˆ can be written as:
µˆ = u(x˜, s)y˜ + v(x˜, s), (7.10)
where u(·) and v(·) are piecewise constant functions w.r.t. y˜.
As soon as Assumption 1 holds, we can construct a conformal predictor correspond-
ing to the estimator µˆ. Then many estimators can be considered. The CoLP and CoRP
obviously belong to this class of predictors and we introduce here the Conformal Elastic
Net Predictor (CENeP) which is a conformal predictor constructed based on the Elastic-
Net modiﬁcation of the LARS instead of the LASSO one (Step1 in Algorithm 1). This
predictor is deﬁned by u(x˜, s) = x˜k(x˜′kx˜k + µkIk)
−1x˜′k and v(x˜, s) = −λkx˜k(x˜′kx˜k)−1sk
where λk and µk correspond respectively to the LASSO and Ridge tuning parameters in the
deﬁnition of the Elastic-Net estimator and Ik is the |Ak| × |Ak| identity matrix (Zou and
Hastie [167]). In the same way, we can deﬁne the Conformal Smooth Lasso Predictor (CoS-
moLaP) based on a Smooth-Lasso modiﬁcation of the LARS algorithm (Hebiri [78]). Here
u(x˜, s) = x˜k(x˜
′
kx˜k + µkJk)
−1x˜′k and v(x˜, s) = −λkx˜k(x˜′kx˜k)−1sk. The diﬀerence between
the CoSmoLaP deﬁnition the CENeP one is the identity matrix Ik which is replaced by the
|Ak| × |Ak| matrix Jk whose components are such that (Jk)i,i = 1 if i = 1 or i = |Ak| and
(Jk)i,i = 2 otherwise. Moreover for (i, j) ∈ {1, . . . ,Ak}2 with i 6= j, we have (Jk)i,j = −1 if
|i − j| = 1 and zero otherwise. Note that the deﬁnition of Jk makes the CoSmoLaP more
appropriated to model with successive correlation between successive variables.
As for CoLP, we can deﬁne the nonconformity score of an expected label y associated
to the estimator µˆ as follows:
(α1(y), . . . , αn(y))
′ := |y˜ − µˆ|
= | (I− u(x˜, s)) y˜ − v(x˜, s)|
= |A+B y|,
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with {
A = (a1, . . . , an)
′ := (I− u(x˜, s)) (y1, . . . , yn−1, 0)′ − v(x˜, s),
B = (b1, . . . , bn)
′ := (I− u(x˜, s)) (0, . . . , 0, 1)′,
and I is the n×n identity matrix. The quantities A and B are the analogues of Ak and Bk
respectively, when we considered the CoLP at the transition point λk, k = 1, . . . ,K. Then
replacing Ak and Bk by respectively A and B in Step 2.a of Algorithm 1, we obtain the
conformal predictors associated to the estimator µˆ.
Note that the dependency in the tuning parameter, noted λ, can be included in u(x˜, s)
(as for CoRP) or v(x˜, s) or in both of them (as for the CoLP). For instance, in the con-
struction of the CoLP, this dependency is underlined in the matrix x˜k and the sign vector
sk as they were computed by the LARS algorithm for a speciﬁed value λk of the tuning
parameter λ.
Computational cost of the construction of conformal predictors has also to be considered.
Three main points interfere. First, one run of the LARS algorithm requires the same cost
as the computation of the least square estimation. Then we have to consider the number of
conformal predictors we have to construct: each value of the tuning parameter λ provides
a conformal predictor Γλ using the algorithm described in Section 7.5. The ﬁnal conformal
predictor Γopt is then the one with the minimal length. As for the CoRP, the main problem
is: how many λ’s do we have to test? One way is to use a grid of value for λ which lets
open the problem of the choice of the grid and the window of this grid.
On the other hand, we saw how the LARS algorithm permits to reduce considerably the
number of tuning parameters to be considered. Indeed the grid of tuning parameters values
is directly described by the transition points λ1, . . . , λK obtained from the run of the LARS
algorithm. Finally, let us consider the construction of the conformal predictor itself: this
point has been treated in Vovk et al. Vovk, Gammerman, and Shafer [150, Chapter 2.3 and
4.1]. It turns out that sparse conformal predictors and the CoLP requires computation time
O(n2) and can be reduced to O(n log(n)).
7.7 Experimental Results
In the section we present the experimental performances of the Sparse Conformal Predictors
(SCP) w.r.t. their validity, their accuracy and also their selection power. As benchmark,
we use the CoRP3 for its validity and accuracy and the original LASSO and Elastic-Net
3We construct the CoRP associated to same tuning parameters as the CoLP (i.e., the transition points
λk observed in Section 7.5). Note that the performance would not be inflected as conformal predictors
according to this method are almost embedded and changes sensitively while the tuning parameter varies.
See Vovk, Gammerman, and Shafer [150, page 39] for more details.
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estimators for their selection4 power.
We consider three SCPs: the Conformal Lasso Predictor (CoLP was introduced in Sec-
tions 7.4 and 7.5) and the Conformal Elastic Net Predictor (CENeP was described in Sec-
tion 7.6). The last SCP called Conformal Ridge Lasso Predictor (CoRLaP) is a mix of
the CoRP and the CoLP. To construct the CoRLaP, we use the variables selected by the
LASSO modiﬁcation of the LARS algorithm (Step 1 in Algorithm 1 described in Sec-
tion 7.5). Then we use these variables to construct a CoRP. This conformal predictor can
be seen as a restricted CoRP. All conformal predictors are constructed with conﬁdence level
1− ε = 90%.
7.7.1 Simulation Experiments
We consider four simulations from the linear regression model
y = X′β + σξ, ξ ∼ N (0, 1), X = (X1, . . . ,X50)′ ∈ R50,
with β ∈ R50. Hence p = 50 through the simulations. Noise level σ and the sample size n
are let free. They will be speciﬁed during experiments.
Example (a) [n/σ]: Very Sparse and Correlated. Here only β1 is nonzero and equals 5.
Moreover, the design correlations matrix Σ is described by Σj,k = exp(−|j − k|) for
(j, k) ∈ {15, . . . , 35}2 and Σj,k = I(j = k) otherwise where I(·) is the indicator func-
tion.
Example (b) [n/σ]: Sparse and Correlated. The correlations are deﬁned as in Example (a)
and the regression vector is given by βj = −5 + 0.2j for j = 1, . . . , 5; βj = 4 + 0.2j
for j = 10, . . . , 25 and zero otherwise.
Example (c) [n/σ]: Sparse and Highly correlated. We have βj = 5 for j ∈ {1, . . . , 15}
and zero otherwise. We construct three groups of correlated variables: Σj,k is close
to 1 when (j, k) belongs to {1, . . . , 5}2, {6, . . . , 10}2 or {11, . . . , 15}2; Σj,k = 1 for
(j, k) ∈ {16, . . . , p}2 if j = k and zero otherwise.
Example (d) [n/σ]: Non Sparse and correlated. Here βj = 3 + 0.2j for j ∈ {1, . . . , p} and
the correlations are described by Σj,k = exp(−|j − k|) for (j, k) ∈ {1, . . . , p}2.
4We use a BIC-type criterion to select the optimal tuning parameter. Such a criterion is adapted to
variable selection.
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Figure 7.2: Analysis of conformal predictors length (y-axis) through the LASSO modification
of the LARS algorithm iterations (x-axis: the first iteration corresponds to λmax and the last
one corresponds to λmin) in Example (c)[300/1] (top left) and in Example (c)[50/1] (top right).
The iteration associated to the CoLP is marked by a blue star. Predictors which are non valid
are marked by a black circle. The panel of bottom shows the lengths of intervals in a logarithmic
scale.
We consider separately the three points of interest: accuracy, validity and selection.
Accuracy. First of all, let us consider the length of the predictors Γεk, k = 1, . . . ,K obtained
at the end of Step 2 in Algorithm 1 described in Section 7.5. We remind that
each of these predictors is associated to an iteration of a modiﬁcation of the LARS
algorithm, that is the transition points λk, k = 1, . . . ,K. Figure 7.2 illustrates the
predictors lengths for the construction of the CoLP, when applied to Example (c)[n/1]
with n = 300 and n = 50. When n = 300, we note that the length of the Γεks
sensitively changes from one iteration to the following and that the larger predictor
has a reasonable length compared to the smallest one (about 10 times larger). Then
the construction is stable. We also observe that in the neighborhood of the optimal
iteration (that is iteration 20), the conformal predictors have approximately the same
size. Such an observation can also be made when we take a look at Figure 7.1 (left)
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Table 7.1: Validity frequencies [with precision ±95%] of the CoRP, CoLP, CoRLaP, CENeP,
the Early-Stopped CoLP and the 2-PN CoLP based on 1000 replications.
Example σ CoRP CoLP CoRLaP CENeP
(a)[300/σ] 1 0.897± 0.019 0.876± 0.020 0.854± 0.022 0.878± 0.020
7 0.894± 0.019 0.908± 0.018 0.894± 0.019 0.899± 0.019
15 0.893± 0.019 0.893 ± 0.019 0.879± 0.020 0.887± 0.020
(b)[300/σ] 1 0.901± 0.018 0.875± 0.020 0.869± 0.021 0.874± 0.021
(c)[300/σ] 1 0.900± 0.019 0.900± 0.019 0.891± 0.019 0.901± 0.018
(d)[300/σ] 1 0.892± 0.019 0.895± 0.019 0.895± 0.019 0.895± 0.019
(a)[50/σ] 3 0.887± 0.020 0.668± 0.029 0.414± 0.030 0.789± 0.025
(a)[20/σ] 3 0.865± 0.021 0.596± 0.030 0.304± 0.028 0.685± 0.029
Example σ CoRP CoLP Stopped-CoLP 2-PN-CoLP
(a)[50/σ] 7 0.853± 0.022 0.620± 0.030 0.815± 0.024 0.881± 0.020
(b)[50/σ] 1 0.875± 0.020 0.558± 0.031 0.814± 0.024 0.907 ± 0.018
(c)[20/σ] 15 0.875± 0.020 0.608± 0.030 0.769± 0.026 0.893± 0.019
(d)[20/σ] 1 0.900± 0.019 0.602± 0.030 0.793± 0.025 0.892± 0.019
when applied to Example (b)[300/1]. On the other hand, when n = 50, it appears
that the predictors length grows drastically at some iteration (around iteration 85).
We even can not compare the lengths of the bigger and smaller predictors (more
than 104 times larger). In the same time, it seems that the construction becomes
unstable as violent variations often happen after this iteration 85. We will consider
in the next point the validity of these predictors. However let us mention that in
Example (c)[50/1], the CoLP which is the smallest Γεk and then the selected predictor
is not valid (in Figure 7.2 (right), the selected predictor at iteration 93 is not valid).
This aspect can also be observed in Figure 7.1 (right) (the graph corresponds to
Example (b)[50/1]) where the selected CoLP at iteration 57 is not valid. Similar
violent variations of the corresponding predictors lengths would have been observed
after iteration 49 if we have provided a graph as Figure 7.2 (right).
Validity. Now, we consider the validity of the selected predictors (cf. Step 3 in Algo-
rithm 1). As shown in Table 7.1, we observe that variations on the noise level, the
variables correlations and the sparsity of the model do to not perturb the validity
whereas the sample size relatively to the dimension p does. When n = 300 > p, all
the procedures seem to be quite similar and produce good predictors. In the other
cases, i.e., when n = p = 50 and n = 20 < p, the selected conﬁdence predictors have
worst performance than expected (validity with smaller proportion than 1−ε = 90%).
Moreover, Sparse Conﬁdence Predictors perform worst than the CoRP as observed in
Table 7.1. As pointed in the accuracy part, one explication can be observed in Fig-
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Figure 7.3: Variable selection analysis for the CoLP, the CoRLaP and the CENeP in Exam-
ple (b)[300/1] (variables 1 to 5 and 10 to 25 are relevant; see variables in dark blue on the plot).
On the left, we consider the CoLP and the CoRLaP selected variables (x-axis) with respect to
the LASSO modification of the LARS algorithm iterations (y-axis: the first iteration corresponds
to λmax and the last one corresponds to λmin). On the right, we consider the CENeP selected
variables (x-axis) with respect to the Elastic-Net modification of the LARS algorithm iterations
(y-axis: the first iteration corresponds to λmax and the last one corresponds to λmin). The se-
lected iteration is marked by red diamonds for the CoLP, green squares for CoRLaP and black
squares for the CENeP.
ure 7.2 as the selected predictor which also is not valid (iteration 93) corresponds to
an iteration in the unstable zone (that is, after iteration 85). Then in order to reduce
the gap between SCP and CoRP in the cases p ≥ n, we suggest to modify the selection
criterion in Step 3 in two ways. i) Early Stopping CoLP: do not consider (and do not
construct) all the conformal predictors Γεk. Stop the construction of the predictors Γ
ε
k
as soon as the length of Γεk (predictor at iteration k) has a length at least 10 times
larger than Γεk−1; ii) N Previous Neighbors CoLP: we can enforce the Early Stopping
rule by considering as ﬁnal predictor: Γεopt =
⋃
j: 0≤k−j<N Γ
ε
j , where k is the index of
the (selected) smallest predictor and N is the number of neighbors we consider. Note
that this method does not alter selection properties as Γεk is usually constructed with
more variables than Γεj , j < k. It further does not alter a lot the accuracy as the Early
Stopping rule ensures that we are in stable zone (cf. Figure 7.2 (right) and Figure 7.1
(right)). Table 7.1 sums up the performances of the early-stopped CoLP and the 2-PN
CoLP in term of validity. We observe the good adaptation of both methods to the case
p = n and we remark that 2-PN CoLP nicely produce valid predictor even in the case
p > n. This improvement in the term of validity can also be illustrated by Figure 7.1
(right) where we observe that in Example (b)[50/1], the early-stopped CoLP is valid
whereas the original CoLP is not.
Selection. The selection ability of Sparse Conformal Predictors is here in concern. First,
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note that the selected variables in SCPs are directly linked to the selection ordering
through the iterations of the LASSO or Elastic-Net modiﬁcation of the LARS algo-
rithm. Then, if the used modiﬁcation of the LARS algorithm fails to recover the true
model, we can not hope to get a predictor which contains only the true variables.
Figure 7.3 illustrates the evolution of the variable selection of CoLP, CoRLaP and the
LASSO on one hand and the CENeP and the Elastic-Net on the other hand, in Exam-
ple (b)[300/1]. It turns out that CoLP and CENeP select larger model that expected
(that is, some noise variables are selected), as the LASSO and the Elastic-Net do.
Moreover CoRLaP uses to select a smaller subset of variables than the CoLP. Then
it often produces a better variable selection performance than the other methods. It
often provides closer model to the true one. Compared to the LASSO, it seems that
the CoLP and the CoRLaP perform better in this example. However, we can not
conclude the superiority of the CoLP on the LASSO in term of variable selection. A
similar conclusion can be given when we compare the CENeP and the Elastic-Net.
Nevertheless, the CENeP seems to select little larger models than the Elastic-Net.
Finally, analogously to the superiority of the Elastic-Net compared to the LASSO, we
can remark that the CENeP manages to have better selection performances compared
to the CoLP and the CoRLaP when a group structure may exist between diﬀerent
variables (for instance in Example (d)[n/σ]). This is due to the LASSO modiﬁcation
of the LARS algorithm which uses to select some noise variables before relevant ones
in such cases.
7.7.2 Real data
We applied SCPs on 150 randomly permutations of the House Boston dataset5, in which
we randomly choose one row to be the new pair (xnew, ynew). The original dataset consists
of 506 observations with 13 variables. When we consider variable selection, we note that
almost all SCPs are constructed without the variable X7 = (x1,7, . . . , x505,7). This variable
is selected with frequencies lower than 3%. The CoRLaP also does not consider the variable
X3 as relevant with a frequence equal to 17%. Conforming to Section 7.7.1, we would better
consider X3 irrelevant as the CoRLaP uses to produce better performance when variable
selection is in concern. Then we conclude that the proportion of non-retail business acres
per town and the proportion of owner-occupied units built prior to 1940 do not interfere
in the value of owner-occupied homes. We also can notice that variable selection sligtly
improved accuracy of conformal predictors in all presented experiments. Here, we can for
instance remark that the median lengths of the CoLP, the CoRLaP and the CENeP are
5The data and their description are available at http://archive.ics.uci.edu/ml/datasets/Housing.
177
respectively 13.61, 13.50 and 13.58, whereas CoRP length is 14.45.
7.8 Conclusion
We presented Sparse Conformal Predictors, a family of ℓ1 regularized conformal predictors.
We focused on LASSO and Elastic-Net versions of these Sparse Conformal Predictors. We
illustrated their performance in term of accuracy, validity and variable selection. We con-
cluded that such Sparse Conformal Predictors are valid and nicely exploit the sparsity of
the model when the sample size is larger than the the number of variables (i.e, when n > p).
We also provided a way to adopt these sparse predictors to the case p ≥ n through a pair
of rules we called Early Stopping and N Previous Neighbors rules.
Several extensions of this work can be explored such as the construction of SCP with Adap-
tive LASSO (Zou [166]) and they will be investigated in future work.
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Annexe A
Pénalisations non convexes
Dans la section 2.1.3 du chapitre 2, nous avons énoncé des méthodes d’estimation par
pénalisation ℓ0. Celles-ci sont consistantes en sélection ou en prédiction, sans hypothèses sur
la matrice de Gram Ψn = X
′X
n . En revanche, elles sont diﬃcilement calculables en pratique
sans imposer de lourdes hypothèses sur le modèle (variables ordonnées, ensembles de spar-
sité emboîtés, petit nombre d’ensembles de sparsité considérés,etc.). Dans le section 2.2 du
chapitre 2, nous avons présenté le Lasso (2.15), une méthode de sélection de variables déﬁnie
avec une pénalité ℓ1. Il s’agit d’une convexification du critère ℓ0, grâce à quoi il existe des
algorithmes fournissant rapidement une solution (cf. Annexe B). L’estimateur Lasso a de
surcroît de bonnes performances théoriques. Toutefois, l’ensemble des résultats établis pour
cet estimateur nécessitent des hypothèses sur la matrice de Gram Ψn.
Dans le cadre des problèmes de régression linéaire avec un paramètre de régression sparse,
nous pouvons également considérer des méthodes d’estimation intermédiaires ayant pour
objectif de réduire ou supprimer l’hypothèse sur la matrice de Gram imposée par le Lasso,
tout en proposant une implémentation en un temps raisonnable.
Nous nous proposons l’étude d’estimateurs pénalisés de la forme :
βˆ(λn) ∈ argmin
β∈Rp
‖Y −Xβ‖2n + pen(β, n), (A.1)
où la fonction de pénalité pen(β, n) sera précisée selon la méthode considérée dans les
prochaines sections.
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A.1 Poids exponentiels
Les estimateurs à poids exponentiels (EPE) ont largement été étudiés ces dernières
années (Alquier [5], Audibert [9], Catoni [38, 37, 39], Juditsky, Rigollet, et Tsybakov [87],
Leung et Barron [99], Nemirovski [116], Tsybakov [139], Yang [158] et Yuditski˘ı, Nazin, Tsy-
bakov, et Vayatis [161]). Nous nous intéressons ici, aux EPE adaptés au contexte de sparsité.
Dans leurs travaux, Dalalyan et Tsybakov [46, 47, 48] montrent que les EPE, bien que non
sparses, exploitent la sparsité du modèle et vériﬁent des IS en prédiction. Ces IS s’obtiennent
en choisissant convenablement la loi a priori du paramètre β∗ à estimer. Pour capturer la
sparsité du modèle, cette loi a priori doit avoir une queue de distribution lourde. En outre, les
auteurs considèrent la loi de Student à 3 degrés de liberté. Formellement, l’EPE considéré,
noté βˆEPE , est tel que :
βˆEPEj =
∫
Rp
βjπ(dβ) j = 1, . . . , p, (A.2)
où π est la densité a posteriori déﬁnie par :
q(dβ) =
exp
(−n‖Y −Xβ‖2n/γ)f(β)dβ∫
Rp
exp (−n‖Y −Xb‖2n/γ)f(b)db
,
avec γ > 0 un paramètre de température, et f la densité de la loi a priori de β∗. La densité
f est alors choisie de telle sorte que f(β) =
∏p
j=1 τ
−1f0(βj/τ) où f0 est la densité de la loi
de Student t3 à 3 degrés de liberté et τ est un paramètre positif de dispersion. Avec un tel
choix, les auteurs fournissent des IS sans hypothèses sur la matrice de Gram Ψn. Dans leurs
derniers travaux, Dalalyan et Tsybakov [48] proposent également une méthode de calcul de
l’estimateur en un temps raisonnable par le biais d’une diﬀusion de Langevin. Pour déﬁnir
cet estimateur, les auteurs décrivent explicitement tous les paramètres inconnus.
A.2 Pénalité de type Kullback et entropie
Les méthodes considérées dans la section A.1 exploitent la sparsité de β∗ sans pour
autant que l’estimateur soit sparse. En outre, l’estimateur βˆEPE déﬁni par (A.2) peut être
vu comme le minimiseur de l’estimateur des Moindres Carrés avec une pénalisation type
Kullback. Il peut s’écrire :
βˆEPE(λn) ∈ argmin
β∈Rp
‖Y −Xβ‖2n + λn
p∑
j=1
log
(
1 +
βj
τ
)
.
L’EPE n’est pas la solution d’un problème convexe, ce qui rend celui-ci diﬃcile à résoudre
sous cette forme.
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Un autre estimateur obtenu par la minimisation d’un critère du type (A.1) avec une pénalité
en lien avec la précédente est étudié par Koltchinskii [92]. L’estimateur est déﬁni par le
critère (A.1) où la pénalité est de type entropique, elle s’écrit :
pen(β, n) = −H(β) =
p∑
j=1
βj log(βj),
et est donc convexe. Dans cette expression, H(β) désigne l’entropie de β. Koltchinskii [92]
établit, sous des hypothèses sur la matrice de Gram Ψn, des IS, et met en évidence le fait
qu’un estimateur non sparse peut atteindre des vitesses de convergence presque optimales,
i.e. égales à la vitesse optimale à un terme logarithmique près.
A.3 Pénalités presque sans biais
Nous présentons dans ce paragraphe deux pénalités déﬁnies par morceaux, permettant
d’améliorer l’estimateur Lasso en réduisant son biais. L’approche consiste à combiner au
mieux les avantages de l’estimateur Lasso et ceux des moindres carrés.
La première pénalité est étudiée par Fan [62] qui suggère d’enlever le biais nuisible du Lasso
dans le cas de l’estimation par ondelettes (dans ce cas le Lasso devient équivalent au seuillage
doux (cf. Section 2.2)). L’analyse est ensuite aﬃnée par Fan et Li [63] et par Fan et Peng
[64] qui introduisent et étudient en détails la pénalité Smoothly Clipped Absolute Deviation
Penalty (SCAD). La deuxième pénalité est introduite par Zhang [162], qui apporte quelques
améliorations à la pénalité SCAD et déﬁnit la pénalité Minimax Concave Penalty (MCP).
Nous présentons à présent plus en détails les améliorations sur l’analyse de la pénalité
apportées par les auteurs précités à l’estimateur Lasso. Supposons que la pénalité pen(β, n)
dans le critère (A.1), soit déﬁnie de la façon suivante :
pen(β, n) = λn
p∑
j=1
p(βj),
où p(·) est une fonction positive croissante sur [0,+∞[. Les propriétés sur lesquelles les
auteurs se focalisent sont :
1. Sélection. Pour obtenir des estimateurs sparses, la pénalité doit être non diﬀérentiable
à l’origine. La pénalité utilisée ici au voisinage de 0, est la pénalité ℓ1 ; c’est-à-dire
p(βj) = |βj | lorsque |βj | est petit.
2. Presque sans biais. L’introduction d’une pénalité induit généralement un biais d’esti-
mation nuisible (Fan et Li [63]). Pour les méthodes que nous considérons ici, ce biais
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est supprimé pour les grandes valeurs de |βj |. Autrement dit, p(βj) = 0 quand |βj |
dépasse un certain seuil. Pour ces valeurs de |βj |, l’estimateur devient semblable à
l’estimateur des moindres carrés.
3. Continuité. Il est préférable que la pénalité construite soit continue (éventuellement
par morceaux). Cette propriété assure une stabilité de la solution pour de petites
variations du paramètre βj .
Fig. A.1 – Fonctions de seuillage SCAD (à gauche) et de seuillage MCP (à droite).
Répondre de ces trois propriétés de sélection, de continuité et de sans biais impose aux
pénalités SCAD et MCP de ne pas être convexes (voir Figure A.1 - gauche). La pénalité de
l’estimateur SCAD est déﬁnie par :
p(βj) =
∫ βj
0
min
{
1,
(µn − x/λn)+
µn − 1
}
dx, µn > 2,
où µn est un deuxième paramètre de la méthode. Les propriétés théoriques comme la consis-
tance en sélection de variables de cet estimateur ont été considérées lorsque p ≤ n par Fan
et Peng [64]. De plus, des algorithmes itératifs ont été développés par Hunter et Li [83] et
Zou et Li [168] pour approcher la solution SCAD. Notons que, le critère SCAD n’étant pas
convexe, la solution n’est pas unique.
Par la suite Zhang [162] précise le travail de Fan et Li [63] en suggérant une pénalité qui
partage les mêmes propriétés. Il déﬁnit ainsi la pénalité MCP :
p(βj) =
∫ βj
0
(
1− x
µnλn
)
+
dx,
où µn > 0 est un paramètre de régularisation qui contrôle la complexité algorithmique du
critère. En eﬀet, ce paramètre est directement lié à la convexité de la pénalité. De par sa
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déﬁnition, la pénalité MCP réduit le nombre de points où celle-ci change de linéarité (un
seul point de changement de linéarité alors que la pénalité SCAD en a deux (cf. Figure A.1
- droite)). Ceci réduit davantage le biais associé à l’estimateur MCP, ainsi que la complexité
algorithmique de la méthode.
Pour cette étude de la pénalité MCP, Zhang [162] propose un algorithme, utilisable pour
p ≥ n sous l’hypothèse de sparsité. Son algorithme calcule les solutions MCP de manière ité-
rative en ajoutant une variable à chaque étape. L’algorithme est rapide lors des premières
étapes : le critère est convexe lorsque l’ensemble actif Aˆ associé à l’estimateur MCP est
petit (ceci s’explique par un bon choix de γ et par le fait que la convexité de la perte "do-
mine" la non-convexité de la pénalité) ; il l’est de moins en moins à mesure que le nombre
de variables actives augmente. L’auteur établit également des résultats de consistance (en
prédiction/estimation/sélection) en grande dimension sous des hypothèses sur la matrice de
Gram Ψn proche de la condition de Designs Incohérents donnée par (2.28).
A.4 Pénalités Bridge
Dans ce paragraphe, nous considérons les estimateurs (A.1), déﬁnis par le biais de la
pénalité Bridge :
pen(β, n) = λn
p∑
j=1
|βj |γ ,
où γ appartient à l’intervalle ]0, 2]. Cette pénalité, présentée par Frank et Friedman [66]
et Fu [69], admet pour cas particulier la pénalité ridge lorsque γ = 2 et la pénalité Lasso
pour γ = 1. Il est clair que pour γ ≥ 1 la pénalité est convexe alors que pour γ ≤ 1, la
pénalité oﬀre à l’estimateur la propriété de sparsité (puisque dans ce cas elle devient non
diﬀérentiable en 0). Ainsi, l’estimateur déﬁni avec la valeur γ = 1 est un candidat privilégié
puisqu’il répond aux deux propriétés à la fois.
Les propriétés théoriques de l’estimateur Bridge ont fait l’objet d’études, dont nous faisons
un recensement ici. Lorsque γ ≤ 1, les propriétés de consistance en estimation et sélection
de variables ont été prouvées dans le cas p ≤ n par Huang, Horowitz, et Ma [82]. Les auteurs
montrent également que si les variables pertinentes sont peu corrélées avec les variables non
pertinentes, et sous certaines conditions sur les paramètres n, p et γ, l’estimateur Bridge
reste consistant en sélection de variables même lorsque p ≥ n (il est alors déﬁni en deux
étapes).
Notons également le travail de Koltchinskii [93] qui considère les performances théoriques
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de l’estimateur déﬁni avec la pénalité Bridge où 1 < γ ≤ 1 + γmax avec γmax = 1log(n) .
Une motivation pour ce choix de γn est que celui-ci permet de garder une équivalence entre
les normes ℓ1 (déﬁnissant le Lasso) et ℓγ des pénalités. On constate qu’en perturbant lé-
gèrement le problème de minimisation ℓ1, on arrive à garder une équivalence avec celui-ci.
Koltchinskii [93] a essentiellement considéré l’erreur de prédiction. Il a établi des IS pour cet
objectif, sous des hypothèses sur la matrice de Gram proches de celles utilisées pour le Lasso.
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Annexe B
Aspects algorithmiques du Lasso
Dans cette annexe, nous présentons l’algorithme LARS et discutons le choix du para-
mètre de régularisation optimal λ. Commençons par quelques rappels. L’estimateur Lasso
a été déﬁni comme :
βˆL(λn) ∈ argmin
β∈Rp
‖Y −Xβ‖2n + λn‖β‖1, (B.1)
et les conditions KKT associées :
2X ′j
(
Y −XβˆL(λn)
)
= λn sgn(βˆ
L
j ) ∀j ∈ AˆL,
2
∣∣∣X ′j (Y −XβˆL(λn))∣∣∣ < λn ∀j /∈ AˆL, (B.2)
où AˆL est l’ensemble actif associé à l’estimateur βˆL. Dans le chapitre 2, nous avons observé
que la solution Lasso est linéaire par morceaux. De plus, nous avons établi que cette linéa-
rité ne change que pour un nombre ﬁni K de points. Ces points sont obtenus grâce aux
conditions KKT ci-dessus.
Définition B.1.
Soient λ(1), . . . , λ(K) les K valeurs du paramètre de régularisation λn telles que la linéarité
de l’estimateur Lasso βˆL(λn) change. L’ensemble {λ(1), . . . , λ(K)} est alors appelé l’ensemble
des points de transitions.
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Les avancées récentes en terme d’optimisation (Turlach [141] et Efron, Hastie, Johnstone, et
Tibshirani [61]) autorisent la manipulation d’estimateurs de la forme (B.1). Ainsi, il existe
plusieures méthodes d’approximation de la solution Lasso.
Certaines reposent sur une approximation à λn ﬁxé (ou de manière équivalente à t ﬁxé si
on considère la forme du Lasso déﬁnie sous contrainte (2.14)). C’est par exemple le cas des
algorithmes de descente coordonnée par coordonnée. Ces algorithmes approchent la solution
en ne modiﬁant qu’une seule composante du vecteur βˆL à la fois. Cette stratégie est d’abord
décrite pour le Lasso par Fu [69] sous le nom de Shooting algorithm, puis par Daubechies,
Defrise, et De Mol [49] et ﬁnalement par Friedman, Hastie, Höﬂing, et Tibshirani [67]. Nous
pouvons également citer l’algorithme de Osborne, Presnell, et Turlach [118] qui fournit la
solution Lasso à λn ﬁxé, ou celui de points intérieurs proposé par Chen, Donoho, et Saunders
[43].
D’autres méthodes se regroupent dans la famille d’algorithmes d’homotopie ; elles consi-
dèrent λn ou tn en tant que paramètres d’homotopie. Dans cette famille, on peut considérer
les algorithmes de Osborne, Presnell, et Turlach [119], Turlach [141] ou encore le LARS de
Efron, Hastie, Johnstone, et Tibshirani [61].
B.1 Description de l’algorithme LARS
Nous présentons dans ce paragraphe l’algorithme LARS (Least Angle Regression). Cet
algorithme, très employé, est implémenté sur diﬀérents logiciels. Le lecteur intéressé pourra
consulter le site de Tibshirani : http ://www-stat.stanford.edu/˜tibs/lasso.html, pour des
versions sur Splus ou R ; ou bien le site de Karl Skoglund pour une version Matlab du LARS.
L’algorithme LARS est un algorithme d’homotopie itératif forward, introduit par Efron,
Hastie, Johnstone, et Tibshirani [61]. Il fournit rapidement l’ensemble de toutes les solutions
Lasso :
{βˆL(λn), λn ≥ 0}. (B.3)
A chaque étape, la construction s’appuie sur le maximum de corrélation entre les variables
Xj et le résidu Y −XβˆL(λn). L’ensemble (B.3) déﬁnit le chemin de régularisation du Lasso.
L’algorithme LARS ne calcule qu’un petit nombre K de solutions Lasso appartenant au
chemin de régularisation : il s’agit des solutions Lasso évaluées auxK points de transition (cf.
Déﬁnition B.1). L’ensemble de toutes les solutions (B.3) est ensuite produit par interpolation
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linéaire. Aﬁn d’alléger les notations dans cette section, nous notons βˆ l’estimateur Lasso et
Aˆ l’ensemble actif associé.
Remarque B.1.
L’algorithme LARS construit l’estimateur Lasso (B.1) à l’aide des Conditions KKT (B.2).
Le LARS base en effet sa construction sur les corrélations X ′j(Y −Xβˆ(λn)), j = 1, . . . , p :
il fournit des estimations de β∗ lorsque λn correspond à un des K points de transitions
introduits dans la Définition (B.1). Comme la linéarité de ce chemin de régularisation ne
change qu’au niveau des points de transition {λ(1), . . . , λ(K)}, il suffit d’interpoler linéai-
rement entre ces points pour reconstruire le reste du chemin. L’algorithme LARS s’arrête
donc en K étapes.
Nous décrivons ci-dessous le calcul des K estimateurs Lasso par l’algorithme LARS. Intro-
duisons au préalable quelques notations supplémentaires. Soit K, le nombre total d’étapes
réalisées par l’algorithme LARS et k une étape quelconque. A chaque étape k, on associe le
paramètre de régularisation λ(k) (l’étape k est donc un paramètre de régularisation au même
titre que λn) et l’ensemble actif Aˆk. Pour tout a ∈ Rp, on note aAˆk le vecteur de taille |Aˆk|
correspondant à la restriction du vecteur a aux composantes d’indice j ∈ Aˆk. De même,
pour une matrice Z de taille n×p, on note ZAˆk , la matrice de taille n×|Aˆk|, constituée des
colonnes de Z dont les indices appartiennent à Aˆk. Enﬁn, on note βˆ[k]Aˆk l’estimateur Lasso
construit par l’algorithme LARS à l’étape k.
Étape 1 (correspondant à λ(0) =∞).
À cette première étape, Aˆ0 = ∅ et βˆ[0]Aˆ0 = 0. Par conséquent, le résidu vaut Y . On identiﬁe
la variable Xj ayant la plus grande corrélation avec Y , notons la X(1).
On actualise alors l’ensemble actif : Aˆ1 = Aˆ0 ∪ {(1)}. Le vecteur X(1) correspond à la
direction de déplacement à la première étape. La longeur d’avancement γ sur l’axe X(1)
correspond au plus petit réel positif tel que la deuxième condition KKT (B.2) ne soit plus
satisfaite pour une variable Xj , avec j /∈ Aˆ1. Notons cette variable X(2). C’est le "premier
instant" où une variable inactive devient active.
A ce niveau de la procédure, la première Condition KKT (B.2) fait que les variables X(1)
et X(2) ont la même corrélation (en valeur absolue) avec le résidu Y −XAˆ1 βˆ
[1]
Aˆ1 . A la ﬁn de
cette première étape, le vecteur βˆ[1]Aˆ1 est un réel et vaut γ, on a à présent Aˆ
2 = Aˆ1 ∪ {(2)}.
Étape 2.
On considère à présent les variables X(1) et X(2) et Aˆ2 = {(1), (2)}. L’algorithme calcule
le vecteur équiangulaire entre les vecteurs X(1) et X(2) (i.e. le vecteur bissectrice entre les
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deux vecteurs X(1) et X(2)). Ce vecteur correspond à la direction de déplacement choisie,
dont la longeur d’avancement est γ, avec γ = min{γ, γ˜}, où γ et γ˜ désignent respectivement
les plus petits réels positifs tels que, la première et deuxième Condition KKT (B.2) ne sont
plus satisfaites. Deux cas sont alors possibles :
– si γ = γ, la variable pour laquelle le minimum est atteint, disons X(l) avec (l) ∈ Aˆ2,
devient inactive, i.e. Aˆ3 = Aˆ2 \ {(l)}. Dans ce cas, l’ensemble actif ne contient plus
qu’une variable et l’algorithme retourne à l’Étape 1 ;
– si γ = γ˜, la variable pour laquelle le minimum est atteint, disons X(3) avec (3) ∈
(Aˆ2)C , devient active, i.e. le résidu Y −XAˆ2 βˆ
[2]
Aˆ2 admet une corrélation égale (en valeur
absolue) avec chacune des variables X(1), X(2) et X(3). On a donc Aˆ3 = Aˆ2 ∪ {(3)}.
Étape k.
On considère les variables actives X(1), . . . , X(m) sélectionnées par l’algorithme à l’Étape
k − 1, i.e. Aˆk = {(1), (2), . . . , (m)}. L’algorithme calcule le vecteur équiangulaire entre les
vecteurs décrits par les variables actives. Ce vecteur correspond à la direction d’avancement,
dont la longueur est déterminée à partir des Conditions KKT : γ = min{γ, γ˜}. De la même
manière que précédemment, le choix de γ se fait selon que la première ou la deuxième
Condition KKT n’est plus satisfaite en premier. Dans le premier cas, une variable est écartée
de Aˆk et l’algorithme opère à l’étape suivante comme à l’Étape k − 1. Dans le second cas,
une variable de (Aˆk)C est ajoutée à Aˆk.
Étape K : la dernière étape.
À cette dernière étape, deux cas sont possibles :
– si p ≤ n, l’algorithme s’arrête en donnant comme solution, l’estimateur des moindres
carrés, après avoir estimé l’ensemble du chemin de régularisation (B.3), et arrêté pour
une valeur du paramètre de régularisation λ(K) = 0.
– si p > n, l’algorithme LARS ne peut pas atteindre de petites valeurs pour le paramètre
de régularisation. Ainsi λ(K) > 0 et l’algorithme ne sélectionne pas l’ensemble de toutes
les variables, car il est restreint par le nombre d’observations n, inférieur à p.
Le lecteur intéressé pourra se référer à Efron, Hastie, Johnstone, et Tibshirani [61, page 8]
pour plus de détails sur le calcul explicite des longueurs d’avancement à chaque étape.
Remarque B.2.
1. La version originale de l’algorithme LARS ne prend pas en compte la première Condi-
tion KKT (B.2). La version présentée ici est une adaptation du LARS à l’estimateur
Lasso.
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2. Entre deux étapes de cet algorithme, les corrélations entre toutes les variables actives et
le résidu sont égales en valeur absolue. D’un point de vue géométrique, ceci s’explique
par le fait qu’à chaque étape de l’algorithme LARS, la direction d’avancement est
équiangulaire entre les variables sélectionnées. De ce fait, la contribution de toutes les
variables sur le résidu évolue de manière identique.
Des généralisations de cet algorithme à d’autres problèmes ou à d’autres estimateurs ont
fait l’objet de quelques travaux intéressants. Parmi ceux-ci, nous pouvons citer celui de
Rosset et Zhu [126] qui propose des conditions nécessaires et suﬃsantes sur la perte et la
pénalité utilisées dans la déﬁnition de l’estimateur, pour que ce dernier admette un chemin
de régularisation linéaire par morceaux. Le Lasso (B.1) déﬁni avec la perte ℓ2 et la pénalité
ℓ1 satisfait ces conditions. La propriété de linéarité par morceaux est fortement recherchée
pour réduire le temps de calcul de l’ensemble des solutions d’un estimateur. Les auteurs
fournissent également un algorithme de type LARS pour résoudre ces problèmes. D’autres
extensions de cet algorithme sont également considérées par Zou et Hastie [167], Zou [166],
Yuan et Lin [160], James, Radchenko, et Lv [84] parmi d’autres.
B.2 Choix du paramètre λn optimal
L’algorithme LARS fournit une solution approchée du chemin de régularisation du
Lasso (B.3). Il permet en particulier de trouver K solutions correspondant aux points de
transition {λ(1), . . . , λ(K)}. L’estimateur ﬁnal est alors sélectionné parmi les K solutions en
fonction de l’objectif de l’étude (prédiction/estimation/sélection).
Le critère de sélection de l’estimateur ﬁnal doit prendre en compte l’objectif de l’étude
(Leng, Lin, et Wahba [98]). Nous pouvons par exemple utiliser, parmi les méthodes de ré-
échantillonnage (Efron [57, 59]), la validation croisée et ses multiples variantes (Shao [128],
Allen [3] et Stone [133]), mais également les critères de type ℓ0 comme ceux considérés dans
le chapitre 2.
Ces méthodes de sélection sont très répandues et leurs performances connues. Ainsi, les
méthodes de validation croisée tendent à sélectionner des estimateurs utilisant un nombre
excessif de variables (cf. Meinshausen et Bühlmann [112] et Leng, Lin, et Wahba [98]).
La divergence entre les diﬀérentes solutions obtenues par ces méthodes de sélection de l’es-
timateur ﬁnal, est d’autant plus importante que certaines variables Xj , j ∈ {1, . . . , p} sont
corrélées. Dans ce cas, en eﬀet, l’algorithme LARS, comme la plupart des algorithmes uti-
lisés pour résoudre le problème d’optimisation (B.1), échouent dans l’estimation du chemin
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de régularisation (B.3). Le principal désagrément en présence de fortes corrélations se pré-
sente dans les performances en sélection de variables. En eﬀet, les fortes corrélations entre
variables perturbent l’ordre de sélection de celles-ci. Lorsqu’une variable est sélectionnée,
les variables qui lui sont corrélées sont considérées comme étant non pertinentes. Elles sont
écartées dans la plupart des cas de l’étude.
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Résumé : Le problème général étudié dans cette thèse est celui de la régression linéaire en grande
dimension. On s’intéresse particulièrement aux méthodes d’estimation qui capturent la sparsité
du paramètre cible, même dans le cas où la dimension est supérieure au nombre d’observations.
Une méthode populaire pour estimer le paramètre inconnu de la régression dans ce contexte est
l’estimateur des moindres carrés pénalisés par la norme ℓ1 des coefficients, connu sous le nom de
LASSO. Les contributions de la thèse portent sur l’étude de variantes de l’estimateur LASSO pour
prendre en compte soit des informations supplémentaires sur les variables d’entrée, soit des modes
semi-supervisés d’acquisition des données. Plus précisément, les questions abordées dans ce travail
sont : i) l’estimation du paramètre inconnu lorsque l’espace des variables explicatives a une structure
bien déterminée (présence de corrélations, structure d’ordre sur les variables ou regroupements entre
variables) ; ii) la construction d’estimateurs adaptés au cadre transductif, pour lequel les nouvelles
observations non étiquetées sont prises en considération. Ces adaptations sont en partie déduites par
une modification de la pénalité dans la définition de l’estimateur LASSO. Les procédures introduites
sont essentiellement analysées d’un point de vue non-asymptotique ; nous prouvons notamment
que les estimateurs construits vérifient des Inégalités de Sparsité Oracles. Ces inégalités ont pour
particularité de dépendre du nombre de composantes non-nulles du paramètre cible. Un contrôle
sur la probabilité d’erreur d’estimation du support du paramètre de régression est également établi.
Les performances pratiques des méthodes étudiées sont par ailleurs illustrées à travers des résultats
de simulation.
Mots-clés : Régression linéaire, sélection de variables, pénalisation, LASSO, Group Lasso, In-
égalité de Sparsité Oracle, transduction, prédiction conforme.
Discipline : Mathématiques
Abstract : In this thesis, we consider the linear regression model in the high dimensional setup.
In particular, estimation methods which exploit the sparsity of the model are studied even when the
dimension is larger than the sample size. The ℓ1 penalized least square estimator, also known as the
LASSO, is a popular method in such a framework which succeeds in providing sparse estimators.
The contributions of the thesis concern extensions of the LASSO which take into account either
additional information on the entries, or a semi-supervised data acquisition mode. More precisely,
the questions considered in this work are : i) the estimation of the regression parameter when
correlation or other structures may exist between the variables (presence of correlations, order
structure on the variables or grouping of variables) ; ii) the construction of estimators adapted to
the transductive setting. These extensions are derived from a modification of the penalty term in
the definition of the LASSO. The performance of the methods is theoretically explored from a non-
asymptotic point of view ; we prove that the estimators satisfy Sparsity Oracle Inequalities. Moreover
variable selection consistency is also established. Furthermore, the practical performance of these
procedures is illustrated through numerical experiments on simulated datasets.
Key words : Linear regression, variable selection, penalization, LASSO, Group Lasso, Sparsity
Oracle Inequality, transduction, conformal prediction.
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