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We compute the volume of the N2 − 1 dimensional set MN of density matrices of size N with
respect to the Bures measure and show that it is equal to that of a N2 − 1 dimensional hyper-
hemisphere of radius 1/2. For N = 2 we obtain the volume of the Uhlmann hemisphere, 1
2
S3 ⊂ R4.
We find also the area of the boundary of the set MN and obtain analogous results for the smaller
set of all real density matrices. An explicit formula for the Bures-Hall normalization constants is
derived for an arbitrary N .
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I. INTRODUCTION
Modern applications of quantum mechanics renewed interest in the properties of the set of density matrices of finite
size. Its geometry depends on the metric used [1, 2]. However, the simplest possible choices exhibit some drawbacks:
the trace metric, defined by the trace distance
DTr(ρ, σ) = ||ρ− σ||1 := Tr|ρ− σ| = Tr
√
(ρ− σ)2, (1.1)
is monotone [3], but not Riemannian, while the Hilbert–Schmidt metric, induced by the Hilbert–Schmidt scalar
product, 〈A|B〉 = TrA†B and related to the H–S distance,
DHS(ρ, σ) = ||ρ− σ||2 :=
√
Tr[(ρ− σ)2] , (1.2)
is Riemannian but not monotone [4]. This fact provides an additional motivation to investigate other possible metrics
and distances in the space of mixed quantum states.
Nowadays it is widely accepted that the Bures metric [5, 6], is distinguished by its rather special properties: it is
a Riemannian, monotone metric, which is Fisher–adjusted [1]: in the subspace of diagonal matrices it induces the
statistical distance [7]. Moreover, it is also Fubini–Study–adjusted, since it agrees with this metric at the space of
pure states [8]. The Bures distance between any two mixed states is a function of their fidelity [6, 9] and various
properties of this distance are a subject of considerable interest (see [8, 10, 11, 12, 13, 14, 15, 16]).
A given distance between density matrices induces a certain measure in this space. The probability measure in
the space of mixed quantum states induced by the Bures metric was defined by Hall [17]. He demonstrated that the
eigenvectors of a random state of size N generated according to this measure are distributed according to the Haar
measure on U(N), derived an explicit expression for the joint probability density for eigenvalues of a random state
generated according to this measure and found for N = 2 the normalization constant CN for the joint probability
density of the eigenvalues. Further Bures–Hall normalization constants C3 and C4 were calculated by Slater [18], but
the problem of finding the constants CN for arbitrary N remained unsolved.
The aim of this work is to compute the volume of the set MN of all density matrices of size N and the hyperarea
of its boundary according to the Bures measure. This work is complementary to our parallel paper [19], in which the
volume was computed according to the Hilbert-Schmidt measure, but the notation and the structure of both papers
are not exactly the same. In this work we treat in parallel two different cases: of complex density matrices, and its
particular subset, of real density matrices. Both cases are labeled by the ’repulsion exponent’ β = 2 for the complex
case and β = 1 for the real case.
The paper is organized as follows. In section II the Bures distance is defined and its remarkable properties are
reviewed. In section III we derive the Bures measure and express the volume and the surface of the space of mixed
states as a function of the Hall normalization constants. Key results of the paper are presented in section IV, in which
we compute the normalization constants CN for arbitrary N , see (4.11), and calculate explicitly the Bures volume
of MN , see Eq. (4.12). In section V we perform a similar analysis of the space of real density matrices. A concise
presentation of the results obtained is provided by Eq. (5.15), from which one may read out the volume of the sets of
complex and real density matrices, the surface of their boundaries and their ’edges’.
2II. BURES METRIC
We shall start the discussion considering the set of pure states |ψ〉 belonging to an N–dimensional Hilbert space
HN . This set has the structure of a complex projective space, CPN−1, and there exists a distinguished, unitarily
invariant measure, which corresponds to the geodesic distance on this manifold. It is called Fubini–Study distance
[20, 21],
DFS(|ϕA〉, |ϕB〉) = arccos(2κ− 1) = 2arccos(
√
κ), (2.1)
where κ = |〈ϕA|ϕB〉|2 denotes the transition probability. This quantity was generalized for an arbitrary pair of mixed
quantum states by Uhlmann [6]
F (ρA, ρB) =
[
Tr
(√
ρA ρB
√
ρA
)1/2]2
= ||√ρA√ρB||21 (2.2)
and its remarkable proprieties were studied by Jozsa [9] who called it fidelity [53]. It is a symmetric, non-negative,
continuous, concave function of both states and is unitarily invariant. For any pair of pure states the fidelity reduces
to their overlap, F = TrρAρB = |〈ψA|ψB〉|2 = κ. Hence a function of fidelity, called Bures length [8] or angle [22],
DA(ρA, ρB) := arccos
√
F (ρA, ρB) =
1
2
arccos
(
2F (ρA, ρB)− 1
)
, (2.3)
coincides for any pair of pure states with their Fubini–Study distance (2.1).
Fidelity may also be defined [9] as the maximal overlap between the purifications of two mixed states, |〈ΦA|ΦB〉|2,
where |Φi〉 ∈ HN2 = HN ⊗HN and both mixed states are obtained by partial tracing over the auxiliary subsystem
E , ρi = TrE |Φi〉〈Φi|. Fidelity allows one to characterize the ”closeness” of a pair of mixed states: it is equal to unity
only if both states do coincide. Another function of fidelity,
DB(ρA, ρB) =
(
2− 2
√
F (ρA, ρB)
)1/2
=
√
2− 2Tr
√√
ρAρB
√
ρA (2.4)
satisfies all axioms of a distance and is called Bures distance [5]. Hence Bures metric is Fubini–Study adjusted, since
for pure states it induces the same geometry. Several relevant papers on this subject are due to Uhlmann [6, 8, 10],
who showed that the topological metric of Bures is Riemannian. Hu¨bner provided a detailed analysis of the N = 2 [11]
and N = 3 case [13], while Dittmann analyzed differential geometric properties of the Bures metric [12]. Relations
of the Bures metric to information theory can be seen in papers by Fuchs and Caves [23], Vedral and Plenio [24]
while the closely related fidelity is often used in the comprehensive book by Nielsen and Chang [22]. It was shown by
Braunstein and Caves [7] that for neighbouring density matrices the Bures distance is proportional to the statistical
distance introduced by Wootters [25] in the context of measurements which optimally resolve neighbouring quantum
states.
For diagonal matrices, ρA = diag(~a) and ρB = diag(~b), the expression for the Bures distance simplifies and becomes
a function of the Bhattacharyya coefficient [26], B(~a,~b),
D2B(ρA, ρB) = 2− 2
N∑
i=1
√
aibi = 2− 2B(~a,~b) . (2.5)
This is the Euclidean distance between two points on a unit circle, the corresponding vectors form the angle θ such
that cos θ = ~a · ~b. The geodesic distance along the circle ϑ = 2 arccos(1 − D2B/2) = 2DA, is called in this case
the statistical distance, since it provides a measure of distinguishability between both probability distributions by
statistical sampling. Another function is called the Hellinger distance [27]
DH(~a,~b) =
√√√√ N∑
i=1
(
√
ai −
√
bi)2 =
√
2− 2B(~a,~b) . (2.6)
It is clear that for any two diagonal density matrices their fidelity reduces to the squared Bhattacharyya coefficient,
F (ρ, σ) = B2(~a,~b), while the Bures distance between both states coincides with the Hellinger distance between both
vectors of eigenvalues, DB(ρ, σ) = DH(~a,~b).
3FIG. 1: Geometry of the set of the mixed states for N = 2: a) – the 3-ball embedded in R3 induced by the Hilbert-Schmidt
distance, b) – hemisphere of S3 embedded in R4, (shown as a cross-section of R4 taken at y = 0), induced by the Bures distance.
The maximally mixed state ρ∗ is located at the center of the ball (a), and at the hyper-pole of S
3 (b). The set of pure states
is represented by the Bloch sphere S2 (a) and by the Uhlmann equator S2 ∈ S3 (b). The cross-section of M2 with the plane
z = 0 produces a full circle in the equatorial plane (a), or a half of a hyper-meridian joining the states ρW and ρE (b).
Let us write the Bures distance for infinitesimally closed diagonal states defined by the vectors ~a and ~a′ = ~a+d~a,
ds2B =
(
DB(ρA, ρ
′
A)
)2
= 2− 2
N∑
i=1
ai
√
1 +
dai
ai
. (2.7)
Since
∑N
i=1 ai = 1 and
∑N
i=1 dai = 0, so computing the Bures line element ds
2
B we need to expand the square root
up to the second order, and obtain
ds2B =
1
4
N∑
i=1
daidai
ai
= Tr
(
d
√
ρ
)2
(2.8)
– precisely the metric on a sphere, or also, the statistical metric on the simplex, also called Fisher-Rao metric [28].
Hence the Bures metric is Fisher–adjusted – restricted to the simplex of diagonal matrices it agrees with this metric.
For N = 2 the simplex of diagonal matrices is one-dimensional, and from the point of view of Bures metric it forms
a semicircle.
It is instructive to compare the geometry induced by the Bures (2.4) and the Hilbert-Schmidt metric (1.2). Any
N = 2 density matrix ρ may be expressed in the Bloch representation
ρ =
1
2
(
I+ ~τ · ~σ) (2.9)
where ~σ denotes a vector of three Pauli matrices, {σx, σy, σz}, while the Bloch vector ~τ = {x, y, z} belongs to R3.
With respect to the HS metric the set of mixed states M2 forms the Bloch ball B3 with the set of all pure states
at its boundary, called Bloch sphere. The H–S distance between any mixed states of a qubit is proportional to the
Euclidean distance inside the ball, so the H–S metric induces the flat geometry in M2. The radius of the Bloch ball
depends on the normalization of the Bloch vector, and is equal to unity while using the definition (2.9).
Working in a Cartesian coordinate system we may rewrite (2.9) as
ρ =
1
2
(
1 + z x− iy
x+ iy 1− z
)
, x2 + y2 + z2 ≤ 1 (2.10)
Setting ρA = ρ, ρB = ρ+ dρ in the expression for the Bures distance (2.4) and expanding to second order we obtain
one–fourth times the round metric on the 3-sphere,
ds2B =
1
4
(
dx2 + dy2 + dz2 +
(xdx + ydy + zdz)2
1− x2 − y2 − z2
)
. (2.11)
4Uhlmann noticed this fact in [10] and suggested embedding of the three dimensional space of the N = 2 mixed states
in R4. The transformation
ρ(x, y, z)→ 1
2
(
x, y, z, u :=
√
1− x2 − y2 − z2
)
(2.12)
blows up the 3-ball into the Uhlmann hyper-hemisphere of S3 of radius R2 = 1/2. The maximally mixed state ρ∗,
mapped into a hyper-pole, is equally distant from all pure states located at the hyper-equator - see Fig. 1. The
hyper-equator is equivalent to an ordinary two dimensional sphere and hence isometric to CP 1. The comparison
between both metrics is very transparent for real density matrices: the space of all rebits, which in the HS-metric has
the structure of the 2-ball, in the Bures metric has the from of a hemisphere of S2.
Since the radius RB of the Uhlmann hemisphere is equal to 1/2 we obtain immediately the Bures volume V and
the Bures area S for N = 2
V
(2)
2 = volB
(M2) = 1
2
S3R
3
B =
π2
8
, S
(2)
2 = volB
(
∂M2
)
= S2R
2
B = π, (2.13)
where Sk denotes the volume of the unit sphere S
k. This result was obtained by Caves [29], who also expressed the
Bures volume of the set of mixed states in form of an integral. In the further sections of our work we are going to
compute such integrals to derive an explicit result for the Bures volume for an arbitrary matrix size N .
The last property of the Bures metric, we are going to review, concerns monotonicity. In the classical case of
commuting diagonal density matrices, one studies the space of probability vectors ~a = {a1, ...aN}, where ai ≥ 0 and∑N
i=1 ai = 1. This space is isomorphic with an N − 1 dimensional simplex ∆N−1. A discrete dynamics in this space,
~a′ = T~a, is given by an arbitrary stochastic matrix T of size N . This matrix contains non–negative entries, Tij ≥ 0,
and the stochasticity condition,
∑N
j=1 Tji = 1 for i = 1, ..., N assures that the output vector ~a
′ is normalized. A
distance in the space ∆N−1 of N–dimensional probability vectors is called monotone, if it does not increase under the
action of any stochastic matrix T ,
Dmon
(
~a,~b
) ≥ Dmon(T~a, T~b). (2.14)
If a geodesic distance in the probability simplex is monotone, the corresponding Riemannian metric is called monotone.
Chentsov showed [30] that every monotone Riemannian distance in this space is a function of the Fisher statistical
distance [28], or the Bhattacharyya coefficient B defined in (2.5).
The quantum case is more complicated. Any discrete dynamics may be described by a quantum operation, Φ :
MN →MN , which is trace preserving, TrΦ(ρ) = Trρ = 1, and completely positive. Positivity means that Φ(ρ) ≥ 0,
i.e. Φ sends positive operators into positive operators. From a physical point of view it is necessary to assure that an
operation is well defined on the system coupled to an ancilla - an auxiliary system which describes the environment.
Hence one requires that Φ is completely positive, which means that any extension of the map by an identity operator,
Φ⊗I, is positive [31]. Completely positive trace preserving maps play the role of stochastic matrices T in the quantum
case, and are thus called stochastic maps. In full analogy to (2.14) any distance D in the space of mixed quantum
states M(N) is called monotone if it does not grow under the action of a stochastic map,
Dmon
(
ρ, σ
)≥ Dmon(Φ(ρ),Φ(σ)) . (2.15)
If a monotone distance is geodesic the corresponding metric on MN is called monotone.
In contrast to the classical case, there exist infinitely many monotone Riemannian metrics on the space of mixed
quantum states. However, as shown by Morozova and Chentsov [32] and Petz and Suda´r [1], they may be characterized
by a symmetric function c(x, y). In general, the length of a vector (matrix) Bij may be position dependent; at a
diagonal point A = diag(a1, a2, ..., aN) the squared length of B is given by [1]
||B||2A =
N∑
j=1
Bjj
aj
+ 2
N∑
j<k=1
c(aj , ak)|Bjk|2 . (2.16)
For a diagonal matrix B the second term vanishes and the first term gives back the unique statistical metric on the
simplex. The off–diagonal elements, which enter the second term in (2.16), allow for more freedom in the choice of
a monotone Riemannian metric. The Morozova-Chentsov function satisfies c(sx, sy) = s−1c(x, y). The symmetry of
this two–argument function c enables to express it by a function of a single parameter, c(x, y) = f(x/y)/y, such that
f(1/t) = f(t)/t.
A function f is called operator monotone, if for any matricesG, H the relation 0 ≤ G ≤ H implies 0 ≤ f(G) ≤ f(H).
Here G ≤ H denotes that their difference is semi positive, H − G ≥ 0. Taking for G and H real numbers we see
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FIG. 2: Morozova–Chentsov functions f(t): minimal function for maximal metric (dotted line), Kubo–Mori metric (dashed
line), and maximal function for the minimal, Bures metric (upper line). These metrics are Fisher–adjusted, f(1) = 1, while
Bures metric is also Fubini–Study adjusted, f(0) = 1/2.
that operator monotonicity implies that f maps R+ → R+ and is concave. The result of Morozova and Chentsov
[32], completed and extended by Petz and Suda´r [1, 33], states that every monotone metric may be written in the
form (2.16) up a proportionality constant. Conversely, this equation determines a monotone Riemannian metric, if
the function f(t) = 1/c(t, 1) is: a) operator monotone, and b) self–transposed, f(1/t) = f(t)/t. Such functions f are
called Morozova–Chentsov functions. Comparison of different metrics is meaningful under a certain normalization.
Usually one requires: c) f(1) = 1, since for diagonal matrices such a metric agrees with the statistical (Fisher) metric,
and is called Fisher–adjusted. There exists infinitely many functions f satisfying all three conditions a)–c), and
leading to Fisher–adjusted metrics [1]. Let us mention three examples here:
fmin(t) =
2t
t+ 1
, fKM(t) =
t− 1
ln t
, fmax(t) =
1 + t
2
(2.17)
containing both extremal cases and the intermediate Kubo-Mori (Bogolioubov) metric used in quantum statistical
mechanics [34] and distinguished by the fact that both affine connections with respect to this metric are mutually
dual [35]. These functions, plotted in Fig. 2, correspond to
cmin(x, y) =
x+ y
2xy
, cKM(x, y) =
lnx− ln y
x− y , cmax(x, y) =
2
x+ y
, (2.18)
so the inverse, 1/c, is equal to the harmonic, logarithmic and arithmetic mean, respectively. It is known that among
all normalised, self-transposed, operator monotone functions f there is a minimal and a maximal one [36]. They are
distinguished above by the appropriate labels. The maximal concave function fmax(t), the straight line t/2 + 1/2,
induces the Bures metric and the Bures distance [1, 37].
If f(0) = 1/2 the metric induces the natural Riemannian metric on the subspace CPN−1 of pure states and is called
Fubini-Study adjusted [1, 8]. The Bures metric is the only monotone metric which is simultaneously Fisher–adjusted
and Fubini–Study–adjusted. This property, valid for any matrix size N , is easiest to discuss for N = 2. All metrics
defined by (2.16) are rotationally invariant, i.e. the uniform angular distribution (of eigenvectors of the density matrix)
is independent of the radial distribution (of its eigenvalues). In the one–qubit case the metric depends only on the
radius r =
√
x2 + y2 + z2 in the unit Bloch ball, and may be divided into the radial and the normal (tangential)
components [33],
ds2 =
1
1− r2 dr
2 +
1
1 + r
g
(1− r
1 + r
)
dn2 with g(t) =
1
f(t)
(2.19)
The radial component is independent of the function f . It is easy to see that the value of f(t) at t = 0 determines
the metric at the subspace of pure states, r = 1. If f(0) = 0, then the metric diverges at the manifold of pure states,
which is the case for fKM and fmin.
The relation between the Morozova-Chentsov function and the metric g = 1/f shows that the larger the (normalized)
function f , the smaller the metric and the corresponding distance. The Bures metric given by the maximal function
fmax(t), is therefore the minimal Fisher–adjusted, monotone Riemannian metric. These properties single out the
6Bures metric and provide an additional motivation to study the geometry it induces in the set of mixed quantum
states.
III. BURES MEASURE
A. Infinitesimal distance
We are going to compute the Bures distance (2.4) between two infinitesimally close density matrices of size N . Let
us set ρA = ρ, ρB = ρ+ δρ: √
ρ
1/2
A ρB ρ
1/2
A = ρ+X + Y (3.1)
where the matrix X is of order 1 in δρ, while Y is of order 2. Squaring this equation we obtain to first and second
order
ρ1/2δρ ρ1/2 = Xρ+ ρX , −X2 = Y ρ+ ρY (3.2)
or in the basis in which ρ is diagonal with eigenvalues ρν > 0
Xνµ = δρνµ
ρ
1/2
ν ρ
1/2
µ
ρν + ρµ
, Yνµ = −(X2)νµ 1
ρν + ρµ
. (3.3)
Since Trρ = 1, hence Trδρ = 0 and TrX = Tr δρ/2 = 0, while
TrY = −
∑
νµ
1
2ρν
|Xνµ|2 = −
∑
νµ
1
4
|δρνµ|2
ρν + ρµ
. (3.4)
Thus we arrive at the result of Hu¨bner [11] for the Bures metric
(ds)2B = (D(ρ, ρ+ δρ))
2 =
1
2
∑
νµ
|δρνµ|2
ρν + ρµ
. (3.5)
Note, that if ρν = 0 and ρµ = 0, δρνµ does not appear and therefore terms where the denominator vanishes have to
be excluded.
B. The volume
Let us rewrite the metric (3.5) distinguishing the diagonal elements
(ds)2B =
N∑
ν=1
|δρνν |2
4ρν
+
∑
ν<µ
|δρνµ|2
ρν + ρµ
. (3.6)
For diagonal matrices the second term vanishes and the above expression reduces to (2.8). Since Trρ = 1 so∑N
ν=1 δρνν = 0 and not all δρνν are independent. Eliminating δρNN we obtain
N∑
ν=1
(δρνν)
2
ρν
=
N−1∑
ν=1
(δρνν)
2
ρν
+ (
N−1∑
ν=1
δρνν)
2 1
ρN
. (3.7)
The metric (3.7) in the (N − 1)–dimensional subspace is of the form gik = (δik/ρi + 1/ρN) with determinant det g =
(ρ1+ρ2+ ...+ρN )/(ρ1ρ2...ρN ) = 1/ detρ using Trρ = 1. Thus the volume element gains a factor
√
detg = (det ρ)−1/2:
dVB =
1
2N2−1
(det ρ)−1/2
N−1∏
ν=1
dρνν
∏
ν<µ
2
ρν + ρµ
∏
ν<µ
(√
2 dRe(ρνµ)
√
2 dIm(ρνµ)
)
. (3.8)
7The total volume of the set MN is given by:
VB = 2
1−N2
∫
Dρ
δ(Trρ− 1)
det ρ1/2
θ(ρ)
∏
ν<µ
2
ρν + ρµ
(3.9)
with θ(ρ) = θ(ρ1)...θ(ρN ) a step function that restricts integration to nonnegative ρ. We introduced the volume
element
Dρ =
N∏
ν=1
dρνν
∏
ν<µ
(√
2 dRe(ρνµ)
√
2 dIm(ρνµ)
)
. (3.10)
which differs from the usual definition by a factor 2N(N−1)/2. It follows from the metric for unrestricted Hermitian
matrices:
(ds)2 =
N∑
ν=1
(δρνν)
2 + 2
∑
ν<µ
|δρνµ|2 . (3.11)
Above we considered the case of Hermitian density matrices (β = 2). In the case of real density matrices (β = 1)
there are no imaginary parts Imρνµ.
C. Radial coordinates
Let us diagonalize the matrices ρ
ρ = UΛU−1 or ρ = OΛO−1 (3.12)
with U unitary for β = 2, O orthogonal for β = 1, Λ = diag(ρ1, ρ2, ..., ρN ). Then we have
dρ = U [dΛ + U−1dUΛ− ΛU−1dU ]U−1 or dρ = O[dΛ +O−1dOΛ − ΛO−1dO]O−1 . (3.13)
Let us first rewrite the Bures metric in a basis independent way,
(ds)2B =
1
2
∫ ∞
0
dt Tr(dρe−ρtdρe−ρt) . (3.14)
This means it contains left and right multiplications with ρ. Inserting now the expressions for dρ we see that again
we can go to the representation where ρ is diagonal and obtain metrics in the cases of complex density matrices,
(ds)2 =
N∑
ν=1
(dρν)
2
4ρν
+
∑
ν<µ
(ρν − ρµ)2
ρν + ρµ
|(U−1dU)νµ|2 , (3.15)
and real density matrices
(ds)2 =
N∑
ν=1
(dρν)
2
4ρν
+
∑
ν<µ
(ρν − ρµ)2
ρν + ρµ
|(O−1dO)νµ|2 . (3.16)
In both cases the Bures measure has the following product form
dV
(β)
B = dµ
(β)(ρ1, ρ2, ..., ρN)× dνβ . (3.17)
The first factor depends only on the eigenvalues ρi, while the latter, determining the distribution of the eigenvectors
of the density matrix, is the unique, unitarily invariant, Haar measure on U(N) for β = 2 or on O(N) for β = 1. In
the general case of complex density matrices, (β = 2), the Bures measure in the simplex of eigenvalues reads
PB(Λ) = PB(ρ1, ρ2, ..., ρN) = CN
δ
(
ρ1 + ρ2 + ...+ ρN − 1)√
ρ1ρ2 · · · ρN
∏
ν<µ
(ρν − ρµ)2
ρν + ρµ
, (3.18)
8where the normalization constant CN assures that the integral of P over all eigenvalues equals to unity. The measure
was derived by Hall [17], and was later analyzed in [38, 39]. To compute the area of the surface of the set of complex
density matrices, and to find the volume of the set of real density matrices we will need a family of generalized
constants CN (α, β) defined by
1
CN (α, β)
=
∫ ∞
0
N∏
ν=1
dρν
ρ
1/2
ν
δ(ρ1 + ...+ ρN − 1)
[
1...N∏
ν<µ
(ρν − ρµ)2
ρν + ρµ
]β/2 N∏
κ=1
ρα−1κ . (3.19)
The standard Hall constants entering (3.18) become a special case of this definition, CN = CN (1, 2). They will be
needed to compute the Bures volume of MN .
Integrating the Bures measure over the eigenvectors distributed according to the Haar measure on U(N) or O(N)
we obtain
dV
(β)
B = 2
1−N [1+(N−1)β/2] det ρ−1/2
N−1∏
ν=1
dρν
∏
ν<µ
[
2(ρν − ρµ)2
ρν + ρµ
]β/2
V
(β)
Flag(N) . (3.20)
where V
(β)
Flag(N) denotes the volume of the flag manifold, Fl
C
N = U(N)/U(1)
N or FlRN = O(N)/O(1)
N for β = 2, 1.
Although these volumes
V
(2)
Flag(N) = Vol
(
FlCN
)
=
(2π)N(N−1)/2
Γ(1)Γ(2)...Γ(N)
and V
(1)
Flag(N) = Vol
(
FlRN
)
=
(2π)N(N−1)/4πN/2
Γ(1/2)Γ(2/2)...Γ(N/2)
(3.21)
were computed by Hua several years ago [40], we provide their short derivation in [19] and show that various results
for the volumes of the unitary groups and flag manifolds present in the literature [29, 41, 42, 43] are due to different
choice of normalization. Formally we may write the volumes in the form:
V
(β)
Flag(N) =
N∏
j=1
(2π)(j−1)β/2
Γ(β/2)
Γ(jβ/2)
, (3.22)
which shows that it is the product of the volumes of projective spaces with increasing dimension j− 1, real for β = 1,
complex for β = 2, and the radius rescaled by a factor
√
2 coming from the factor 2βN(N−1)/4 – see appendix of [19].
Since the unitary or orthogonal rotations produce all permutations, in (3.20) we have to restrict to a certain order
of eigenvalues, ρ1 < ρ2 < ... < ρN . In order to lift this condition we need to divide the result by the number of
permutations, equal to N !,
V
(β)
B = 2
1−N [1+(N−1)β/2]
∫ ∞
0
dρ1...dρN
det ρ1/2
δ(Trρ− 1)
∏
ν<µ
[
2(ρν − ρµ)2
ρν + ρµ
]β/2 V (β)Flag(N)
N !
. (3.23)
D. The surface
The surface consists of the N pieces with one eigenvalue = 0. To calculate the metric on the surface (with ρ1 = 0)
we put first dρ1 = 0 and then ρ1 = 0 (remember that terms with vanishing denominator have to be excluded):
(ds)2 =
N∑
ν=2
(dρν)
2
4ρν
+
2...N∑
ν<µ
(ρν − ρµ)2
ρν + ρµ
|(U−1dU)νµ|2 +
N∑
µ=2
ρµ|(U−1dU)1µ|2 . (3.24)
Then with the same reasoning as above the surface element is given by
dS = 21−(N−1)(1+Nβ/2)
N−1∏
ν=2
dρν
ρ
1/2
ν
[
2...N∏
ν<µ
2(ρν − ρµ)2
ρν + ρµ
N∏
κ=2
2ρκ
]β/2
V
(β)
Flag(N) (3.25)
and the total surface:
S
(β)
N = S
(β)
N,1 = 2
1−(N−1)(1+Nβ/2)
∫ N∏
ν=2
dρν
ρ
1/2
ν
δ(ρ2 + ...+ ρN − 1)
(N − 1)!
[
2...N∏
ν<µ
2(ρν − ρµ)2
ρν + ρµ
N∏
κ=2
2ρκ
]β/2
V
(β)
Flag(N) , (3.26)
where we have taken into account all permutations of the N − 1 non–zero eigenvalues.
9E. The edges and hyperedges
There are N(N − 1)/2 edges which correspond to two vanishing eigenvalues. Hence there are (N − 2)! different
permutations of positive, generically different eigenvalues which form the edges. To calculate the metric on the edges
we put first dρ1 = dρ2 = 0 and then ρ1 = ρ2 = 0:
(ds)2 =
N∑
ν=3
(dρν)
2
4ρν
+
3...N∑
ν<µ
(ρν − ρµ)2
ρν + ρµ
|(U−1dU)νµ|2 +
N∑
µ=3
ρµ(|(U−1dU)1µ|2 + |(U−1dU)2µ|2) . (3.27)
We see that there do not appear terms (U−1dU)νµ with ν, µ = 1, 2. Thus the corresponding coset space which has to
be integrated over is the flag manifold U(N)/[U(2)×U(1)N−2] for β = 2 or O(N)/[O(2)×O(1)N−2] for β = 1. Since
their volume is equal to the ratio Vol(FlN )/Vol(Fl2), the edge element is then given by
dS
(β)
N,2 = 2
−d2
N−1∏
ν=3
dρν
ρ
1/2
ν
[
3...N∏
ν<µ
2(ρν − ρµ)2
ρν + ρµ
N∏
κ=3
(2ρκ)
2
]β/2
V
(β)
Flag(N)
V
(β)
Flag(2)
(3.28)
with the dimension dn
dn = (N − n)(1 + (N + n− 1)β/2)− 1 . (3.29)
The total area of the edges is
S
(β)
N,2 = 2
−d2
∫ ∞
0
N∏
ν=3
dρν
ρ
1/2
ν
δ(ρ3 + ...+ ρN − 1)
(N − 2)!
[
3...N∏
ν<µ
2(ρν − ρµ)2
ρν + ρµ
N∏
κ=3
(2ρκ)
2
]β/2
V
(β)
Flag(N)
V
(β)
Flag(2)
. (3.30)
It is straightforward to generalize this to hyperedges: the manifold of states of rank N − n with n = 0, 1, ...N − 1 has
the volume
S
(β)
N,n = 2
−dn
∫ ∞
0
N∏
ν=n+1
dρν
ρ
1/2
ν
δ(ρn+1 + ...+ ρN − 1)
(N − n)!
[
n+1...N∏
ν<µ
2(ρν − ρµ)2
ρν + ρµ
N∏
κ=n+1
(2ρκ)
n
]β/2
V
(β)
Flag(N)
V
(β)
Flag(n)
. (3.31)
IV. BURES VOLUME
A. Normalization constants
The above formulae for the volumes of manifolds of states of rank N − n may be expressed in a compact way with
use of the generalized Hall constants (3.19)
S
(β)
N,n =
2−dn+(N−n)(N+n−1)β/4
(N − n)!CN−n(1 + nβ/2, β)
V
(β)
Flag(N)
V
(β)
Flag(n)
. (4.1)
We are going to compute the constants CN (α, β) for integer α, β and then continue analytically to general positive α
and β. Let us go to variables ρi = t
2
i . Then the integral (3.19) is an integral over the full sphereR
2 = t21+t
2
2+...+t
2
N = 1
with an homogeneous function in R of order βN(N − 1)/2 + 2N(α − 1) as integrand. The radial integral may be
replaced by a Γ function, which amounts to replacing δ(R2 − 1) by e−R2 . The result is the same up to a factor.
Afterwards we may go back to the variables ρi and obtain
Γ[N(2α+ (N − 1)β/2− 1)/2]
CN (α, β)
=
∫ ∞
0
N∏
ν=1
dρν
ρ
1/2
ν
e−(ρ1+...+ρN )
[
1...N∏
ν<µ
(ρν − ρµ)2
ρν + ρµ
]β/2 N∏
κ=1
ρα−1κ . (4.2)
In the next step we want to eliminate the denominators in (4.2). In this section we discuss the case β = 2 of
complex density matrices,
1
(ρ1...ρN )1/2
∏
ν<µ
1
ρν + ρµ
=
∫
e−
∑
ρiX
2
ii−
∑
i<j
|Xij |
2(ρi+ρj)
N∏
i=1
dXii√
π
∏
i<j
d ReXij d ImXij
π
(4.3)
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Using the volume element DX of a Hermitian Matrix X (3.10) we may rewrite this as
1
(ρ1...ρN )1/2
∏
ν<µ
1
ρν + ρµ
= π−N
2/2 2−N(N−1)/2
∫
DX e−Tr ρX
2
. (4.4)
This expression is basis independent and provides a way to describe the Bures probability distribution in a random
matrix description. With this we may write for β = 2
Γ(N2/2 +N(α− 1))
CN (α, 2)
= π−N
2/2 2−N(N−1)/2
N !
V
(2)
Flag(N)
∫
Dρ θ(ρ) det ρα−1
∫
DX e−Tr ρ(1+X
2) . (4.5)
Now we use a formula which is an extension of the Ingham-Siegel integral [45]
[
det
(
δ
δρ
+ ǫ
)]−N
δ(ρ) = ANθ(ρ) e
−Tr ǫρ (4.6)
valid for a positive Hermitian matrix ǫ and with a constant AN . Let us derive this formula:[
det
(
δ
δρ
+ ǫ
)]−N
δ(ρ) = π−N
2
∫
dψ1...dψN e
−[ψ†
1
(δ/δρ+ǫ)ψ1+...+ψ
†
N
(δ/δρ+ǫ)ψN ] δ(ρ) (4.7)
with N -dimensional complex vectors ψ1, ..., ψN . The translation operator shifts the argument ρ of the δ–function by
the matrix ψ1 ⊗ ψ†1 + ...+ ψN ⊗ ψ†N . Then the integration can be done and yields[
det
(
δ
δρ
+ ǫ
)]−N
δ(ρ) = e−Tr ǫρ π−N
2
∫
dψ1...dψN δ(ρ− (ψ1 ⊗ ψ†1 + ...+ ψN ⊗ ψ†N )) .
For ρ > 0 we may rescale ψ → √ρψ. The Jacobian cancels out and the result is equation (4.6). The constant AN can
be calculated from integrating this equation (4.6) over ρ. With partial integration we find
2N(N−1)/2
det ǫN
= AN
∫
Dρ θ(ρ) e−Tr ǫρ .
This is valid for any Hermitian matrix ǫ > 0. The coefficient AN is independent of the matrix ǫ. To calculate AN we
put ǫ = I. The integral can again be done using the Laguerre ensemble:
1
AN
=
V
(2)
Flag(N)
2N(N−1)/2N !
N∏
j=1
Γ(1 + j)Γ(j) = πN(N−1)/2 Γ(1)...Γ(N) . (4.8)
B. Main results
Using equations (4.5, 4.6, 4.8) we may write
Γ(N2/2 +N(α− 1))
CN (α, 2)
=
π−N
2/2 2−N(N−1)/2
AN
N !
V
(2)
Flag(N)
∫
Dρ
∫
DA det ρα−1
[
det
(
δ
δρ
+ 1 +A2
)]−N
δ(ρ) . (4.9)
For α = 1 we obtain immediately by partial integration:
Γ(N2/2)
CN (1, 2)
=
π−N
2/2N !
ANV
(2)
Flag(N)
∫
DA
det(1 +A2)N
=
π−N
2/2
AN
∫ N∏
i=1
dai
(1 + a2i )
N
∏
i<j
(ai − aj)2 . (4.10)
The last integral may be calculated in the complex plane and yields: (2π)NN !2−N
2
, such that the Bures–Hall constants
are given by
CN = CN (1, 2) =
2N
2−N Γ(N2/2)
πN/2 Γ(1)...Γ(N + 1)
. (4.11)
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This coincides with the known values for the Bures–Hall constants, C2 = 2/π, C3 = 35/π and C4 = 2
1135/π2 and
confirms some conjectures of Slater concerning C5 and C6 [18]. The Bures volume of the set of complex density
matrices of size N is now given by
V
(2)
N =
21−N(N+1)/2
CN (1, 2)
V
(2)
Flag(N)
N !
= 21−N
2 πN
2/2
Γ(N2/2)
(4.12)
and for N = 2 reduces to (2.13). Note that the factor 21−N
2
enters from the beginning in the definition. It disappears,
if we increase ds (3.6) by a factor of 2. The Bures volume is exactly equal to the (N2 − 1)-dimensional volume of an
(N2 − 1) dimensional hemisphere with radius 1/2. Equations (4.11) and (4.12) constitute the central results of this
work.
C. Area of surface and edges
For the surface and the edges of the Bures manifold we need α 6= 1. Scaling ρ→ ǫ−1/2 ρ ǫ−1/2 for ǫ any Hermitian
matrix > 0 shows that the integral (4.9) can be obtained from
∫
Dρ det ρα−1
[
det
(
δ
δρ
+ ǫ
)]−N
δ(ρ) = BN det ǫ
1−N−α (4.13)
with BN independent of ǫ. To compute BN we put ǫ = I and go back using equation (4.6). This again leads to an
integral over the Laguerre ensemble and we obtain:
BN = AN
V
(2)
Flag(N)
N !
N∏
j=1
Γ(1 + j)Γ(α+ j − 1) = 2N(N−1)/2
N∏
j=1
Γ(α+ j − 1)
Γ(j)
. (4.14)
Such an integral appeared already for the H–S metric [19]. Thus we have
Γ[N2/2 +N(α− 1)]
CN (α, 2)
=
π−N
2/2N !
AN V
(2)
Flag(N)
∫
DX
det(1 +X2)N+α−1
=
N∏
j=1
Γ(α+ j − 1)
Γ(1/2)
∫ +∞
−∞
N∏
i=1
dxi
(1 + x2i )
N−1+α
∏
j<k
(xj − xk)2 . (4.15)
Thus the ensemble is reduced to a kind of the Lorentz ensemble. The last integral can be found in the book by Mehta
[44], (page 350) following from the Selberg’s integral:
J(1, 1, N + α− 1, N + α− 1, 1, N) = πN2−N2+N−2N(α−1)
N∏
j=1
Γ(1 + j)Γ(N + 2α− 1− j)
Γ(N + α− j)2 . (4.16)
As a result we obtain
Γ(N2/2 +N(α− 1))
CN (α, 2)
= πN/22−N
2+N−2N(α−1)
N∏
j=1
Γ(1 + j)Γ(2α− 2 + j)
Γ(α+ j − 1) . (4.17)
From equation (4.1) we obtain for the volumes of submanifolds of rank N−n of the space of complex density matrices
S
(2)
N,n =
2−dn+(N−n)(N+n−1)/2
CN−n(1 + n, 2)(N − n)!
V
(2)
Flag(N)
V
(2)
Flag(n)
. (4.18)
The result is rather simple [54]
S
(2)
N,n = 2
−dn π
(dn+1)/2
Γ[(dn + 1)/2]
N−n−1∏
j=0
j!(j + 2n)!
[(j + n)!]2
(4.19)
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and reduces to (4.12) for n = 0. Here dn = N
2−n2− 1 denotes the dimensionality of each submanifold. Observe that
the above prefactor equals to the volume of a dn–dimensional hyper-hemisphere with radius 1/2. The above results
allows us to find the ratio between the surface and the volume,
γB =
S
(2)
N,1
S
(2)
N,0
=
2√
π
Γ(N2/2)
Γ(N2/2− 1/2) N . (4.20)
It behaves as N2 and in the limit of large matrix size it grows proportionally to the dimensionality N2 − 1 of the
space of mixed states. Note that such a ratio for the hemispheres of dimensionality N2 is proportional to N . For
pure states n = N − 1 we obtain the volume
S
(2)
N,N−1 = Vol(CP
N−1) =
πN−1
(N − 1)! , (4.21)
which is equal to the volume of a 2(N − 1) dimensional real ball of radius 1 and this equals the volume of a (N − 1)–
dimensional complex projective space, which is a correct consequence of the Bures metric for pure states. By the way,
up to a scale factor this is the same for the Hilbert-Schmidt metric [19]. Differences come only for mixed states.
V. REAL DENSITY MATRICES & LORENTZ TYPE ENSEMBLE
To compute the volume of the set of real density matrices we need to find the generalized Hall constants (3.19) for
β = 1. To do so we write
1
(ρ1...ρN )1/2
∏
ν<µ
1
(ρν + ρµ)1/2
=
∫
e−
∑
ρiX
2
ii−
∑
i<j X
2
ij(ρi+ρj)
N∏
i=1
dXii√
π
∏
i<j
dXij√
π
(5.1)
Let us introduce the volume element of a real symmetric matrix X with the metric
(ds)2 = Tr(dX)2 =
N∑
i=1
(dXii)
2 + 2
∑
i<j
dX2ij , (5.2)
DX =
∏
i
dXii
∏
j<k
(dXjk
√
2). (5.3)
Then we have
1
(ρ1...ρN )1/2
∏
ν<µ
1
(ρν + ρµ)1/2
= π−N(N+1)/4 2−N(N−1)/4
∫
DX e−Tr ρX
2
. (5.4)
With this we may write the formula for β = 1
Γ(N(α − 1/2 + (N − 1)/2))
CN (α, 1)
= (2π)−N(N+1)/4 2N/2
∫ ∞
0
dρ1...dρN
∏
ν<µ
|ρν − ρµ|1 det ρα−1
∫
DA e−Tr(ρ(1+A
2) . (5.5)
Now with ǫ a real symmetric positive matrix we want to calculate for real symmetric ρ:[
det
(
δ
δρ
+ ǫ
)]−N/2
δ(ρ) = π−N
2/2
∫
dψ1...dψN e
−[ψ⊤
1
(δ/δρ+ǫ)ψ1+...+ψ
⊤
N(δ/δρ+ǫ)ψN ] δ(ρ)
= e−Tr ǫρ π−N
2
∫
dψ1...dψN δ(ρ− (ψ1 ⊗ ψ⊤1 + ...+ ψN ⊗ ψ⊤N )) , (5.6)
with real vectors ψ1, ..., ψN . For ρ > 0 we may rescale ψ → √ρψ, then the volume element is ∝ det ρN/2 and the
δ-function ∝ det ρ−(N+1)/2. This implies[
det
(
δ
δρ
+ ǫ
)]−N/2
δ(ρ) = KN θ(ρ) e
−Tr ǫρ det ρ−1/2 (5.7)
13
with KN a constant independent of ǫ. With partial integration we find
2N(N−1)/4
det ǫN/2
= KN
∫
Dρ θ(ρ) e−Tr ǫρ det ρ−1/2 .
To calculate KN we put ǫ = I and find again with the help of the Laguerre ensemble [44] (page 354)
1
KN
=
V
(1)
Flag(N)
2N(N−1)/4N !
N∏
j=1
Γ(1 + jβ/2)Γ[1/2 + (j − 1)β/2]
Γ(1 + β/2)
. (5.8)
To obtain the generalized normalization constants for β = 1 and arbitrary α we may write
Γ
[
N
(
2α− 1 + (N − 1)/2)/2]
CN (α, 1)
=
(2π)−N(N−1)/42N/2N !
KNV
(1)
Flag(N)
∫
Dρ
∫
DX det ρα−1/2
[
det
(
δ
δρ
+ 1 +X2
)]−N/2
δ(ρ) .
(5.9)
Scaling ρ→ ǫ−1/2 ρ ǫ−1/2 for ǫ any real symmetric matrix > 0 shows the identity
∫
Dρ det ρα−1
[
det
(
δ
δρ
+ ǫ
)]−N/2
δ(ρ) = LN det ǫ
(1−N−2α)/2 (5.10)
with LN a constant independent of the matrix ǫ. To compute LN we put ǫ = I and go back. Again we obtain an
integral over the Laguerre ensemble with the result:
LN = 2
N(N−1)/4
N∏
j=1
Γ[α+ (j − 1)/2]
Γ[1/2 + (j − 1)/2] . (5.11)
This formula is very similar to (4.14) for the constant BN in the complex case. In fact it is not difficult to rewrite
both results in one expression as a function of β. This allows us to write down an equation, which is valid as well in
the complex or in the real case, for β = 2 and β = 1, respectively,
Γ
[
N
(
2α− 1 + (N − 1)β/2)/2]
CN (α, β)
=
N∏
j=1
Γ[α+ (j − 1)β/2]
Γ(1/2)
∫ +∞
−∞
N∏
i=1
dxi
(1 + x2i )
(N−1)β/2+α
∏
j<k
|xj − xk|β . (5.12)
As result we have a Lorentz type ensemble. The last integral can be found in the book by Mehta (page 350) with
γ = (N − 1)β/2 + α:
J(1, 1, γ, γ, β/2, N) = πN2N((N−1)β/2+2−2γ)
N−1∏
j=0
Γ[1 + (j + 1)β/2] Γ[2γ − (N + j − 1)β/2− 1]
Γ(1 + β/2) [Γ(γ − jβ/2)]2 . (5.13)
Inserting this into equ.(5.12) we obtain
Γ
[
N
(
2α− 1 + (N − 1)β/2)/2]
CN (α, β)
=
πN/2
2N((N−1)β/2+2(α−1))
N∏
j=1
Γ(1 + jβ/2) Γ[(N − j)β/2 + 2α− 1]
Γ(1 + β/2) Γ[(N − j)β/2 + α] . (5.14)
From the above equality expression we may read out the explicit form of the generalized Hall constants CN (α, β).
They allow us to obtain a fairly general expression for the Bures volume of the submanifold of the states of rank
N − n of the set of complex (β = 2) or real (β = 1) density matrices
S
(β)
N,n = 2
−dn
π(dn+1)/2
Γ((dn + 1)/2)
N−n∏
j=1
Γ(jβ/2) Γ[1 + (2n+ j − 1)β/2]
Γ[(n+ j)β/2] Γ[1 + (n+ j − 1)β/2] (5.15)
where dn = (N − n)[1 + (N + n− 1)β/2]− 1 represents the dimensionality of the manifold. In a sense, this formula
may be considered as a brief summary of the paper: for n = 0 the last factor simply equals unity and (5.15) gives the
Bures volume of the entire space of density matrices, equal to that of a d0-dimensional hyper–hemisphere with radius
14
1/2. In the case n = 1 we obtain the volume of the surface of this set, while for n = N − 1 we get the volume of the
set of pure states
S
(β)
N,N−1 =
π(N−1)β/2Γ(β/2)
Γ(Nβ/2)
, (5.16)
which for β = 1(2) gives correctly the volume of the real (complex) projective space of dimension N − 1. This result
can be seen directly from equations (3.31,3.22). In the case of a real projective space the volume is equal to that of a
hemisphere of dimension N − 1 and radius 1: πN/2/Γ(N/2). The final formulas are probably correctly continued to
general positive β, though we have strictly proven them only for β = 1, 2.
VI. CONCLUDING REMARKS
In this work we have computed the volume of the set of complex (real) density matrices with respect to the Bures
measure. Interestingly, this volume is equal to that of a hyper-hemisphere of radius 1/2 and the same dimensionality.
However, this fact does not mean that the geometry of the set of complex density matrices induced by the Bures
metric is identical with the geometry of a hemisphere of dimensionality N2 − 1 embedded in RN2 . This is the case
for N = 2, for which the set M2 is isomorphic with the Uhlmann hemisphere 12S3, of a constant constant positive
curvature, embedded in R4.
On the other hand, in the general case, N ≥ 3, the curvature of the set M2 induced by the Bures metric is not
constant. To explain this fact, rigorously analyzed by Dittmann [46], consider the set of pure states for N = 3. This
manifold forms a complex projective space, CP 2, and contains, on one hand, the sphere S2 = CP 1 and on the other,
the real projective space RP 2. The latter is equivalent to a hemisphere, (with all antipodal points identified), so it
has a different geodesic length and curvature different than CP 1. Hence the set of mixed states for N > 2 analyzed
with respect to the Bures metric, which preserves the geometry of the manifold of pure states, cannot have a constant
curvature. Note that the Hilbert–Schmidt distance induces a flat geometry of the space of mixed states, (i.e. with
the curvature equal to zero), for an arbitrary dimensionality N .
The Bures measure, related to statistical distance, Fisher information and Jeffreys’ prior, is often used to define and
compute the probability that a random density matrix satisfies a certain condition. For instance such an approach was
applied to find the probability that a random state acting on a given composed Hilbert space is separable [47, 48, 49].
In this work we computed the Bures-Hall normalization constants, which may be useful to extend such calculations
for higher–dimensional problems.
Results presented in this work may also be considered as a contribution to the theory of random matrices. A closest
work in this field is due to Eynard and Kristjansen [50], who analyzed the O(n) model on a random lattice. We
introduced a different class of ensembles of random matrices defined by the joint probability density of eigenvalues
P (β)(ρ1, ρ2, ..., ρN ) = CN (1, β)
δ
(
ρ1 + ρ2 + ...+ ρN − 1)√
ρ1ρ2 · · · ρN
∏
ν<µ
|ρν − ρµ|β
(ρν + ρµ)β/2
, (6.1)
with normalization constants computed in (5.14), which for β = 2 and β = 1 gives the Bures measure on the set
of complex and real density matrices, respectively. The density of eigenvalues for these ensembles will be studied in
a forthcoming publication [51]. It might be also instructive to analyze a family of such ensembles by allowing the
parameter β to admit arbitrary real values. In the limit β → 0 this distribution tends to the Dirichlet distribution of
order 1/2. It describes the distribution of squared components of a real random vector, i.e. a column (or a row) of a
random ortogonal matrix generated according to the Haar measure on O(N) [39, 52].
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