Abstract. Let X = C n . In this paper we present an algorithm that computes the cup product structure for the de Rham cohomology ring H dR (U; C ) where U is the complement of an arbitrary Zariski-closed set Y in X.
1. Introduction and the V -filtration 1.1. The main purpose of this paper is to give an algorithm that determines the multiplicative structure of the singular cohomology ring H (U; C ) on the complement U of a complex variety Y in a ne space X = C n . We shall utilize the fact that singular and algebraic de Rham cohomology H dR (?; C ) coincide and compute the latter. The computations will be done via Dmodule theory, in particular by using the V -ltration (see Subsection 1.7).
The fundamental algorithmic techniques for D-module theoretic restriction and integration (see Subsections 1.6, 1.7) based on the V -ltration were introduced in the landmark papers 10, 11] . They were used for example to compute local cohomology modules 11, 15] , the dimensions of the de Rham cohomology groups of complements of hypersurfaces 12] and general a ne varieties 16] . In short, these latter two papers consider the algebraic de 2 ). An algorithm to compute C (Y ) as complex of nitely generated modules over the Weyl algebra was given in 15] .
The structure of the paper is as follows. In the remainder of this section we give basic de nitions and principles. Section 2 is devoted to the hypersurface case. There we give an algorithm to compute the ring structure of H dR (X n Y ; C ) if Y = Var(f) for f 2 ?(X; O X ). In Section 3 we introduce the reader to a new technique of computing free V -strict resolutions of complexes.
It generalizes the module case in a di erent way than Cartan-Eilenberg resolutions do and constructs apparently much smaller resolutions than the method from 16] .
In Section 4 nally we give an algorithm to compute the multiplicative structure of H dR (X n Y ; C ) for general Zariski closed Y in X.
The algorithmic main components of this paper are Corollary 3.3 for the computation of a free V -strict complex quasi-isomorphic to a given one, and the Transfer Theorem (Theorem 2.5), which explicitly relates the cohomology classes of the de Rham complex on U to the cohomology classes of the complex computed in 11, 12, 16].
1.2. We need to x some notation. D n will denote the n-th Weyl algebra C hx 1 ; @ 1 ; : : : ; x n ; @ n i where @ i ; (1.1) If U = X, then we set C to be the complex concentrated in degree zero whose entry C 0 is R n .
The action extends to an action of D n on the eld of fractions of R n in a natural way. For all f 2 R n there is an operator P f (s) 1.3. Let U = ( C ) stand for the algebraic Cech-de Rham complex on U. This is de ned iteratively by C 0 = C , setting C i+1 equal to the total complex of C i ! C i^d x i+1 where the map C j i ! C j i^d x i+1 is given by (?1) j @ i+1 (?), and ( C ) = C n .
The origin of U is as follows. De ne on X a complex DR X of sheaves by DR 0 = O X , DR i+1 = Tot (DR i @ i+1
?! DR i^d x i+1 ) and DR X = DR n . DR X is a resolution of the constant sheaf C , and if X an denotes the associated analytic space then DR X an = DR X O X O X an induces a resolution of the constant sheaf C on all U an X an .
By 9], sheaf cohomology with coe cients in the constant sheaf C coincides with singular cohomology with complex coe cients. By standard homological algebra, H (U; C ) can therefore be computed as the hypercohomology of (DR X an )j U an . By algebraic-analytic comparison theorems we may instead compute the hypercohomology of (DR X )j U =: DR U . By 5], Theor eme 5.9.2, this can be done with Cech cohomology on a suitable cover.
We choose the cover U = S r =0 (X n Var(f )) of a ne sets. ( C ) is the resulting complex for the computation of Cech cohomology. 1.6. We need to de ne some special objects in the category of D n -modules. = D n =(@ 1 ; : : : ; @ n ) D n is a right D n -module and is as an R n -module non-canonically isomorphic to R n . Let S k be the set of strictly increasing sequences of length k of integers strictly between 0 and n+1. Let If 2 Z n we write j j for P n i=1 i . We letF k (D n ) be the subgroup
of D n using multi-index notation, and for a given operator P 2 D n we de nẽ V n deg(P ) = minfkjP 2F k (D n )g: SoF k (D n ) = fP 2 D n jṼ n deg(P ) kg. This gives an increasingṼ nltration on D n which we generalize to free modules Unless speci ed otherwise, all tensor products in the sequel will be over D n .
The case of a hypersurface
In this section we assume that r = 0 and hence that U is a ne. We set f = f 0 , M = R n f ?1 ] and we assume that M is generated by 1=f as D nmodule (which can always be arranged by replacing f by a suitable power of f). Let (This is a very special case of the Transfer Theorem since the complex C has only one nonzero entry.) To this end we consider the double complex (2.4) In our example we have tacitly been assuming the following things which we need to explain a bit. where P 0 is ofṼ n -degree at most k 1 and P 00 2 (@ 1 ; : : : ; @ n ) A i (we will see in 2.7 how construct such a Q and P 0 from a given P). A m ]) are quasi-isomorphic according to Lemma 2.5. Thus, c 00 is simply a bad representative for c 00 .
The following algorithm shows how to nd for such a c 00 a good representative, namely one inF k 1 ( A m ]), and in e ect nds implicitly the Q and explicitly the P 0 in the fourth part of Lemma 2.6 for a given P. ( We obtain thus Algorithm 2.9 (The ring structure of a hypersurface complement). Input: f 2 R n . Output: A multiplication table for H dR (X n Var(f); C ). Proof. The proof is straightforward. Noetherianness implies that all K i , J i are nitely generated. By de nition, i+1 i = 0 since i maps into ker( i+1 ). By construction, is a chain map. By de nition, i : K i ! ! ker( i ) and K i ker( i ). Hence is surjective on cohomology level. J i surjects onto N i+1 , hence all P 2 ker( i+1 ) with i+1 (P ) 2 im( i ) are in im( i ) so that is injective on cohomology.
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The proposition, which is perhaps well known, allows the following construction relevant for us. Proof. It is clear that the resulting complex is V n -adapted. In order to check V n -strictness we then have to make sure that each element of V n -degree say d in the image of i is realized as the image of an element of V n -degree d. But this is guaranteed by the fact that J i maps its generators onto a V n -strict Gr obner basis for the image N i+1 . (Compare Section 2 in 11]. ) 2
We note that since kernels and inverse images are computable with Gr obner basis techniques, this gives an alternative method to compute V -strict resolutions for complexes. Remark 3.5. In 16] , Example 3.21 we showed that the method for computing V n -strict quasi-isomorphic free complexes given in 16] may produce unnaturally large complexes if the input is already a V n -strict free resolution.
It is clear that our new method (from Corollary 3.3) does not su er from this aw because the new algorithm will simply compute the same resolution as the given one (or perhaps a smaller one).
But also otherwise the new method appears to be better: We compute a V 3 -strict resolution for this complex using the method of the corollary. Theorem 4.1 ( 2] , p.174, compare also Remark 2.3.). If ! 0 2 j 0 ( C k 0 ) and ! 00 2 j 00 ( C k 00 ) then one can de ne a bilinear product ! 0 ! 00 2 j 0 +j 00 ( C k 0 +k 00 ) as the form for which (U ( 0 ;:::; k 0 +k 00) ) = (?1) k 0 j 00 ! 0 (U ( 0 ;:::; k 0) )^! 00 (U ( k 0;::: ; k 0 +k 00) ): This product descends to a product on cohomology in ( C ) and then agrees with the usual cup product in singular cohomology under the de Rham isomorphism.
We will now establish an algorithm similar to Algorithm 2.9. We assume that we already computed C explicitly, which may be computed as follows:
1. nd generators for C l , 2. write C l = (D n ) a l =I l , 3. compute matrices over D n that represent the di erentials in C in this presentation of C . This is explained in detail in 15].
Let (A ; ) be a freeṼ n -strict complex surjecting onto ( C ; ) via the quasi-isomorphism 0 constructed either as in our Section 3 or by the techniques of 16], Section 3. The induced maps in the double complexes A and C will be denoted by i;j = i j , i;j = i j and " i;j = (?1) j " i A j (resp. (?1) j " i C j ).
In the remainder of this section we will explain the following algorithm. The situation is however slightly more complicated because if 1 c 2 ker( j ( C l ! C l+1 )) then we would like the corresponding 1 P to be in ker( j (A l ! A l+1 ) ). This means of course that P 2 A l , l (P ) = 0 and 0 (P ) = c since i is D n -free. Here is how this can be done: Step 4 is explained in 11, 16].
Step 5 is linear algebra over the base eld.
Step 6 is the Transfer Theorem; the multiplications take place inside ( C ) according to Theorem 4.1.
Step 7 is the Transfer Theorem and Subsections 4.1, 4.2, 4.3 (for the computation of good lifts from C to A ).
Step 8 is Algorithm 2.7. If not all f are homogeneous, we can still pull back the V n -degree from C r to R n F I ?1 ], but the e ects may not be so drastic as in the homogeneous case. Choosing this natural shift has good e ects on the complexity.
In our example this natural degree is 2 for the generator of K 0 as can easily be seen form the fact that ker( C 0 ! C 1 ) is generated by 
