Abstract. In this work we study the orbital stability of periodic traveling-wave solutions for dispersive models. The study of traveling waves started in the mid-18th century when John S. Russel established that the flow of water waves in a shallow channel has constant evolution. In recent years, the general strategy to obtain orbital stability consists in proving that the traveling wave in question minimizes a conserved functional restricted to a certain manifold. Although our method can be applied to other models, we deal with the regularized Schamel equation, which contains a fractional nonlinear term. We obtain a smooth curve of periodic traveling-wave solutions depending on the Jacobian elliptic functions and prove that such solutions are orbitally stable in the energy space. In our context, instead of minimizing the augmented Hamiltonian in the natural codimension two manifold, we minimize it in a "new" manifold, which is suitable to our purposes.
Introduction
This paper sheds new contributions in the sense of obtaining orbital stability of periodic traveling waves for nonlinear dispersive models. Although, we pay particular attention to the regularized Schamel equation, u t − u xxt + (u + |u| 3/2 ) x = 0, (1.1) such ideas can be applied to a large class of dispersive models (see [6] and [16] ). The Korteweg-de Vries (KdV) equation,
the regularized long-wave or Benjamin-Bona-Mahony (BBM) equation
and their various modifications are widely used models describing the propagation of nonlinear waves. Originally, (1.3) was derived by Benjamin, Bona, and Mahony in [10] as an alternative model to the KdV equation for small-amplitude, long wavelength surface water waves. For one hand, (1.1) can be viewed as a regularized version of the Schamel equation 4) in much the same way that the BBM equation can be regarded as a regularized version of the KdV equation. Equation (1.4) was derived by Schamel [33] , [34] as a model to describe the propagation of weakly nonlinear ion acoustic waves which are modified by the presence of trapped electrons. Both KdV and BBM equations also model the one dimensional waves in a cold plasma (see e.g., [13] ), with the difference that BBM equation describes much better the behavior of very short waves (see also [36] ). The approach in [13] is based on the use of approximate Hamiltonians. So, depending on the region of validity, a new equation for nonlinear ion waves is obtained. In a general setting, the canonical equations for one-dimensional waves, in dimensionless form, read as      u t − u xxt = −∂ x δH a δv , 5) where H a = H a (u, v) is the approximate Hamiltonian and u and v are related to the ion mass density and ion mass velocity, respectively. If we take the Hamiltonian to be By putting u + v = w, u − v = z, adding the equations in (1.6), and neglecting z, we find (up to constants) the BBM-like approximation for unidirectional waves as in (1.1) (in the variable w).
Remark 1.1. Although we will not discuss here, the region of validity of H a can be addressed as in [14] . It is to be observed that the approximate Hamiltonian may be corrected to
By following the above steps, we obtain the equation
7)
where a and b are real constants. The nonlinearity appearing in (1.7) is in agreement with [34] (see also [20] and references therein for more recent results in this direction), where the author observed that in some physical situations, the nonlinearity in (1.4) should be corrected to (u 2 +|u| 3/2 ) x . Following the ideas of our work, one can also study the existence and orbital stability of periodic traveling waves to (1.7).
Equations (1.1) and (1.4) as less studied than (1.3) and (1.2), mainly because the fractional power in the nonlinear part brings a lot of difficulties which, in several aspects, cannot be handle with standard techniques. We point out, however, that the spectral stability of periodic traveling-wave solutions for (1.4) was studied in [15] .
From the mathematical point of view, the generalized BBM equation
has become a major topic of study in recent years and much effort has been expended on various aspects of (1.8). The issues include the initial-value (initial-boundary-value) problem, existence and stability of solitary and periodic traveling waves and global behavior of solutions. Thus, (1.1) can also be viewed as (1.8) with f (u) = u + |u| 3/2 . In this context, (1.1) has appeared, for instance, in [35] where the authors study the initial-value problem in the usual L 2 -based Sobolev spaces and the nonlinear stability of solitary traveling waves (see also [12] , [26] , [27] and references therein). Our main goal in this work is to establish the existence and orbital stability of an explicit family of periodic traveling-wave solutions associated with (1.1). The traveling waves we are interested in are of the form u(x, t) = φ(x − ct), where φ is a periodic function of its argument and c > 1 is a real parameter representing the wave speed. By replacing this form of u in (1.1), one sees that φ must solve the nonlinear ODE − cφ ′′ + (c − 1)φ − φ 3/2 + A = 0, (1.9) where A is an integration constant.
The constant A in (1.9) plays a crucial role in the theory of nonlinear stability. Indeed, assume we are dealing with an invariant by translation Hamiltonian nonlinear evolution equation of the form u t = J∇E(u), where E is the energy functional. Suppose the associated periodic traveling waves satisfy a conservative equation like
for some smooth function h. Here c represents the wave speed and A is an arbitrary constant. On one hand, when A = 0 the, by now, classical stability theories [9] , [21] , [37] , [38] pass to showing that φ is a local minimum of E restrict to a suitable manifold depending on the conserved quantity originated by translation invariance, say, Q. At this point, the coercivity of the functional F = E + cQ develops a fundamental role and many works concerning the stability of periodic waves have appeared in the literature (see e.g., [1] - [8] , [19] , [22] [29]- [31] and references therein). On the other hand, the situation when A = 0 is a little bit more delicate; the minimization of F is not enough to produce the desired results and, in general, we need to add an extra conserved quantity to F. Thus, it is reasonable to work with a functional having the form F = E + cQ + AV, where V is another conservation law. The quantity V in general does not come from an invariance of the equation. As a consequence, the theories mentioned above can not be directly applied and this forces us to revisit its core in order to cover the nonlinear stability in such situations (see also [3] and [8] ). Although in a different way, the case A = 0 was addressed, for instance in [25] , [26] and [28] , where the orbital stability of a three-or two-parameter family of periodic traveling waves associated with KdV-type and generalized BBM equations were established (see also [8] ). In these works, the authors do not use the explicit form of the waves and prove the existence of local families of traveling waves by using the standard theory of ODE's. Their method has the advantage that it avoids a lot of hard calculations which appear when explicit solutions are studied. However, as we will see below, our approach has the advantage that we can prove the needed spectral properties in a very simple way.
Let us now turn attention to the main steps of our constructions. As we already mentioned, our aim consists in making some changes in the classical theories developed in [9] , [21] , and [37] , in order to deal with explicit periodic solutions of (1.9) obtained when A = 0. With this in mind, we prove that (1.9) has a solution of the form
where CN denotes the Cnoidal Jacobi elliptic function, k ∈ (0, 1) represents the elliptic modulus and α, β, and γ are suitable constants depending, a priori, on c and A. After some algebraic manipulations, one can write all parameters in terms of k, so that a smooth curve of explicit L-periodic solutions k ∈ J → φ k can be obtained. In particular, the parameters c and A can also be written as functions of k.
The conserved quantities appearing here are
Note that E is a smooth functional in any region that does not contain the origin of
According to our discussion above and taking into account (1.9), the functional F becomes
13) and we will need to minimize F (c,A) constrained to a suitable manifold Σ k , defined below. To this end, spectral properties of the linearized operator
(1.14)
will be necessary. Since we can see c and A as functions of k, we can write
We obtain the spectral properties we need, taking into account that the periodic eigenvalue problem associated with the operator (1/c)L k can be reduced to an eigenvalue problem associated with a Lamé-type equation, namely,
To summarize all the constructions we need, we will prove that the following four properties hold.
(P 0 ) There exists a nontrivial smooth curve of L-periodic solutions of (1.
, where J ⊂ (0, 1) is an interval to be determined later.
has a unique negative eigenvalue, which is simple.
(P 2 ) Zero is a simple eigenvalue of L k with associated eigenfunction φ ′ k .
(P 3 ) The quantity Φ defined by Φ :
Once property (P 0 ) has been proved, our strategy is to show that properties (P 1 ) − (P 3 ) combine to establish the orbital stability of that traveling waves (see Section 5) . Although our theory demands computations involving the explicit traveling waves, it is simpler to be applied once it does not demand the existence of a two-parameter family of traveling waves.
The paper is organized as follows. In Section 2, we prove a global well-posedness result for the Cauchy problem associated with (1.1). Since we are not interested in optimal regularity, we only prove a global well-posedness result in the energy space
, which is sufficient to our purpose. In Section 3, we show the existence of an explicit curve of traveling waves, which establishes property (P 0 ). In Section 4, we prove the operator L k has a unique negative and simple eigenvalue and that 0 is a simple eigenvalue, by showing thus properties (P 1 ) and (P 2 ). The strategy to do this, is to reduce the periodic eigenvalue problem associated with L k to another problem involving the so-called Lamé equation. Finally, in last section, Section 5, we prove property (P 3 ) and show how such a condition implies the orbital stability of the traveling waves presented in (P 0 ).
. The norm and inner product in L 2 per will be denoted by · and (·, ·) L 2 per , respectively. By ·, · we mean the duality pairing H 1 per -H −1 per . The symbols SN(·, k), DN(·, k), and CN(·, k) represent the Jacobi elliptic functions of snoidal, dnoidal, and cnoidal type, respectively. Recall that SN(·, k) is an odd function, while DN(·, k), and CN(·, k) are even functions. For k ∈ (0, 1), K(k) and E(k) will denote the complete elliptic integrals of the first and second type, respectively (see e.g., [17] ).
Global well-posedness
In this section we establish local and global well-posedness results for the periodic Cauchy problem associated with (1.1), namely,
To simplify the notation, in what follows in this section, we set L = 2π. Our strategy to prove the local well-posedness of (2.1) consists in using the smoothness properties of the operator K, defined via its Fourier transform as
and to apply the contraction mapping principle to the equivalent integral equation, which is given by
Our local well-posedness result reads as follows. 
Proof. Let T > 0 be a fixed time, to be chosen later, and define the space
endowed with the norm u X T = sup
Local Existence: In order to apply the contraction mapping principle, we first prove there are r 0 > 0 and T > 0 such that A : B r 0 −→ B r 0 is a contraction. Here B r 0 denotes the closed ball in X T centered at the origin with radius r 0 . Note that, if
In addition, |w|
and there exists C 0 > 0 such that
where we used Sobolev's embedding in the last inequality. Therefore, it follows from (2.4) and (2.5) that for any u 0 ∈ H 1 per ([0, 2π]) and t ∈ [0, T ],
On the other hand, (2.3) and the Mean Value Theorem implies the existence of θ ∈ (0, 1) such that, for all u, v ∈ X T ,
Thus, by using (2.7) and arguing as in (2.6), we deduce
Finally, if u, v ∈ B r 0 , we have from (2.6) and (2.8),
By choosing r 0 := 2 u 0 H 1
It follows from the last two inequalities that A : B r 0 −→ B r 0 is well-defined and is a contraction. Consequently, there exists a unique u ∈ B r 0 such that
Uniqueness: Suppose u and v are two solutions of (2.2), defined on a common interval, say, [0, T ], with initial data u 0 and v 0 , respectively. Arguing as before, we obtain
Therefore, from Gronwall's inequality, we see that
Continuous Dependence: Next we prove that for any
such that the map G that associates to each v 0 ∈ W the solution of (2.2) with v 0 instead of u 0 is continuous.
In order to see that G is well defined, it is needed to show the mapping v 0 → T v 0 is lower semi-continuous at u 0 , where T v 0 := T (v 0 ) is the existence time of the solution with initial data v 0 . In other words, we have to prove there exists a neighborhood W of u 0 , so that for every v 0 ∈ W , the solution v with initial data v 0 exists for all t ∈ [0, T ′ ].
With this in mind, we define W as
whereC is defined as before. Note that, if v 0 ∈ W , then
From the local existence, we have
Therefore, the existence time T v 0 must satisfy T v 0 > T ′ and the function G is well defined. The continuity of G follows from (2.9). The proof of the proposition is thus completed.
We now can state the main result of this section.
Theorem 2.2 (Global well-posedness). For every
, the solution u obtained in Proposition 2.1 can be extended for all t ≥ 0. In particular u ∈ C([0, ∞);
The proof is based on an iterative process taking into account the conservation of the quantity Q in (1.11). Define v 0 = u(T ) and consider the integral equation
(2.10)
From Proposition 2.1, it follows that there existT > 0 and a unique solution v for (2.10)
we see that, for all T < s ≤T ,
By making the change of variable ξ − T = τ , we obtain
for all T < s ≤T . This implies that u can be extended to the interval [0, T +T ] and
where we used the conserved quantity in (1.11). Repeating this process we get
). This completes the proof of the theorem.
Existence of an explicit curve of periodic solutions
Our goal in this section is to explicit a smooth curve of periodic solution for (1.9) with A = 0. The plan to accomplish this consists in using the well known quadrature method. Multiplying (1.9) by φ ′ and integrating once, we get
where B is an integration constant. Throughout our construction, we assume B = 0.
Since we are interested in positive solutions, we change variables by defining ψ through the relation φ = ψ 2 . So, ψ must satisfy
where P is the polynomial P (x) = −x 3 +
Equation (3.2) is very similar to that when we look for periodic traveling waves to the KdV equation (see e.g., [8] ). Indeed, since we look for a particular solution of (3.2), we assume that P has three real roots, say, β 1 , β 2 and β 1 , satisfying β 1 < 0 < β 2 < β 3 , in such a way we can write P (ψ) = (ψ − β 1 )(ψ − β 2 )(β 3 − ψ). Thus, it must be the case that
and ψ satisfies
By using standard properties of the elliptic functions and arguing as in [8] , we see that (3.4) possesses a cnoidal-type solution, namely,
where the elliptic modulus is defined by
Remark 3.1. In order to ensure the existence of periodic solutions for (3.1), it suffices to assume that
2 − Aφ has a local minimum (see e.g., [23] ). Thus, for a suitable choice of the parameters c, A, and B, we can also obtain periodic solutions. The main reason why we choose B = 0 and find the solution in (3.5) lies on the fact that we can establish the spectral properties of the linearized operator in a simple way. As we will see below, such operator plays a crucial role in the analysis of orbital stability. When one deals with more general solutions, depending on (c, A, B), it is a difficult task to determine the non-positive spectrum of the linearized operator. See also our Remark 5.8.
The next lemma provides useful informations on the solutions of system (3.3) in the situation we need. 
possesses a solution with β 1 < 0 < β 2 < β 3 , then
Conversely, if c > 1 is a fixed constant and β 2 satisfies
then, defining
and
where
Proof. The proof relies on straightforward algebraic calculations, so we omit the details.
Remark 3.3. It is clear if β 1 , β 2 , β 3 is a solution of (3.7) then it also is a solution of (3.3), inasmuch as we define A to be 2β 1 β 2 β 3 /5.
Note that the solution in (3.5) depends on various parameters. However, with the construction in Lemma 3.2 at hand, we can view it as a function depending only on the parameters c and β 2 . As a result, we obtain the following.
For any (c, β 2 ) ∈ P, let β 1 , β 3 be as in Lemma 3.2. Then, the function φ (c,β 2 ) = φ defined by
with k as in (3.6), solves (1.9).
Proof. By using (3.5) and Lemma 3.2, it suffices to recall that φ = ψ 2 .
Next, we pay particular attention to the period of the function in (3.8) . In view of the relations in Lemma 3.2, it is not difficult to check that the period of φ is
where K(k) is the complete elliptic integral of the first kind and
In order to see that the period in (3.9) ranges over an unbounded interval, we establish the following.
Lemma 3.5. Let T be the function that associates to each (c, β 2 ) ∈ P the period of the function φ = φ (c,β 2 ) , that is,
Proof. First notice that (3.10) provides the relations
By taking the derivative of T with respect to β 2 , we obtain
. By observing that
and using relations (3.11) and (3.12), we conclude that
Thus, in order to prove that ∂T ∂β 2 < 0, it is enough to show that s(k) < 0. But, since s(k) → 0, as k → 0, it suffices to prove that s ′ (k) < 0, for any k ∈ (0, 1). Notice that
So, s ′ (k) < 0 if and only if (1 − 2k 2 )E(k) + (k 2 − 1)K(k) < 0, which is equivalent to
This last inequality follows because 1 − 2k
The proof is thus completed.
Now fix any c > 1. It follows from Lemma 3.5 that the function
is strictly decreasing on the interval 0,
. Moreover, (3.10) and (3.9) yield
where we have used that K(0) = π/2 and K(k) → +∞, as k → 1. A consequence of the above analysis is the following: fix any real number L > 4π and choose a constant c > 1 satisfying 4π c c−1 < L; then there exists a unique β 2 ∈ 0,
Gathering all the informations above together, we can establish the main result of this section, which reads as follows. be the unique number such that T φ (β 0 2 ) = L. Then, the following statements hold. 
where c ∈ J(c 0 ), β 2 = Λ(c), and
, is a smooth function.
Proof. The proof of (i) follows as an application of the implicit function theorem, taking into account Lemma 3.5. Parts (ii) and (iii) follow immediately from part (i) and the arbitrariness of c 0 . The interested reader will find some details, for instance in [4] , [5] , or [30] .
In order to make the computations in the proof of the orbital stability easier, we reparameterize, for each L > 4π fixed, the smooth curve of periodic solutions obtained in the previous theorem as a function of the modulus k. To do so, we note the parameters c and β 2 (c) can be viewed as functions of k. In fact, let L > 4π be fixed. After some algebraic manipulations with the relations 13) given in Theorem 3.6, we obtain
Observe that the function k
In a similar fashion, we deduce that
Also, recalling that we have defined the constant A to be 2β 1 β 2 β 3 /5, we have
, is a smooth L-periodic solution of (1.9). In addition, the mapping
Proof. Combine the definition of β 2 in (3.18) with Theorem 3.6, using the explicit form of φ = φ (c,β 2 ) in (3.8).
It should be noted that Corollary 3.7 establishes property (P 0 ) proposed in the introduction with J = (0, k L ).
Spectral Analysis
Let φ = φ k be an L-periodic solution of (1.9) given in Corollary 3.7. Let L k be the operator defined on
In this section, we show that properties (P 1 ) and (P 2 ) hold. It is well known from Floquet's theory (see e.g., [18] ) that the spectrum of L k is composed by a sequence of real numbers, say, {λ n }, n = 0, 1, . . ., satisfying λ n → ∞, as n → ∞, and
where equality means the eigenvalue is double. Furthermore, if χ n denotes an eigenfunction associated with the eigenvalue λ n , then χ 0 has no zeros in [0, L], and χ 2n+1 and χ 2n+2 has exactly 2n + 2 zeros in [0, L). Taking the derivative with respect to x in (1.9) (with φ replaced by φ k ), we see that zero is an eigenvalue of L k with associated eigenfunction φ ′ k . Also, a careful looking in the explicit form of φ k reveals that φ ′ k has exactly two zeros in the interval [0, L). Thus, it must be the case that zero is the second or third eigenvalue in the list (4.1). In order to show that (P 1 ) holds, we need to establish that it is the second one.
We start by considering the periodic eigenvalue problem associated
It is clear that α is an eigenvalue ofL k if and only if λ = cα is an eigenvalue of L k . For short, we write φ k as
With this notation, the eigenvalue problem (4.2) becomes 
But, using the definitions of c, a and b in (3.15), (4.4) and (4.5), respectively, we have
Thus, replacing (4.8)-(4.10) in (4.7) and using the relation SN 2 + CN 2 = 1, we obtain
The differential equation in (4.11) is known as the Lamé equation, which arises from the theory of potential of an ellipsoid. Its eigenfunctions are given in terms of the so-called Lamé polynomials.
Spectral Analysis of the problem (4.11).
In this subsection, we study the eigenvalue problem (4.11), by showing we can use the technique developed by Ince [24] to give the first five eigenvalues and its respective eigenfunctions. In fact, according to [24, page 53], the function
is an eigenfunction of (4.11) associated with the eigenvalue h, provided h is a root of the quadratic equation
Here and hereafter in this section, for the sake of shortness, we drop the parameter k in the elliptic functions. Since
are two real roots of (4.13), it follows that 17) are two eigenfunctions to (4.11). Also according to [24, page 49], the function
is an eigenfunction of (4.11) associated with the eigenvalue h, provided now h is a root of the cubic equation
Equation (4.18) can be solved by using, for instance, the trigonometric method. Indeed, by setting
one can see that 
also are eigenfunctions of (4.11). Now, it is not difficult to check that the eigenvalues h i , i = 1, . . . , 5, can be ordered in the form 
4.2.
Spectral Analysis of the operator L k . Here we prove that indeed the operator L k satisfies properties (P 1 ) and (P 2 ). From (4.12), we have
Hence, the eigenvalues of L k are of the form
By replacing in (4.26), the h i , i = 1, . . . , 5, given in last subsection, according to the order (4.25), we find out that
are the first five eigenvalues of L k with associated eigenfunctions given, respectively, by
where y = x/η. This means that L k has a unique negative eigenvalue which is simple and λ 1 = 0 is the second eigenvalue, which also is simple. Properties (P 1 ) and (P 2 ) are thus established.
Remark 4.1. According to the constructions above,
which is in agreement with our initial remark that φ ′ k is an eigenfunction of L k associated with the eigenvalue zero.
Remark 4.2. The spectral analysis of the operator L k can also be deduced in view of the theory developed recently in [28] , [31] , [32] . Indeed, one can check that L k is an isoinertial family of operators with inertial index given by the pair (1, 1) , which means that L k has a unique negative eigenvalue and zero is a simple eigenvalue. Since such approach uses numerical arguments, we prefer to show properties (P 1 ) and (P 2 ) by using the arguments in view of the Lamé equation.
Orbital stability
Our goal in this section is to prove the orbital stability for the L-periodic travelingwave solutions we have shown to exist in Corollary 3.7. Before proceeding let us make clear what we mean by orbital stability. First of all note that (1.1) is invariant by spatial translations. Roughly speaking, we say that a solution φ of (1.9) is orbitally stable if, for each u 0 ∈ H 1 per ([0, L]) close to φ, the global solution given in Theorem 2.2 with initial data u 0 remains close to φ up to a translation. More precisely.
Definition 5.1. Let φ be an L-periodic solution of (1.9). We say that φ is orbitally stable by the flow of (1.
then the solution u(t) of (1.1), with initial data u 0 , exists globally and satisfies
Otherwise, we say that φ is H 1 per -unstable. In what follows in this section, φ k will be an L-periodic solution given in Corollary 3.7. Also, c = c(k) and A = A(k) will be the functions defined in (3.15) and (3.17) . Note that Hence, we can define the smooth functional
where the derivatives of c and A are evaluated at k, and Q and V are given in (1.11) and (1.12), respectively. Our main theorem concerning orbital stability reads as follows.
, the periodic traveling wave φ k is orbitally stable by the flow of (1.
. Before proving Theorem 5.2, we need a series of lemmas. Let us start by showing that property (P 3 ) holds.
Then,
Proof. First we note that Q and V have Fréchet derivative at φ k given by
On the other hand, by taking the derivative with respect to k in (1.9), we obtain
that is,
Thus, from (5.3) and (5.4), we get
This implies that Φ can be written as
i.e.,
In order to determine the sign of Φ, we take the derivative with respect to x in (4.3) to obtain ∂φ k ∂x
where, for short, we used the notation
. Now, by using the relations SN 2 + CN 2 = 1 and DN 2 + k 2 SN 2 = 1, we can express (5.6) as
Integrating φ k , φ 2 k and
By making the change of variables ξ =
2K(k)
L x and using that CN 2n is an even function, we obtain
where (see formulas §312.02, §312.04 and §312.05 in [17] )
The quantitiesC 2 ,C 4 andC 2n+2 , for n = 2, 3, 4, provide an explicit formula for Q(φ k ) and V (φ k ) and then for Φ as well. Indeed, after some calculations involving (3.15), (3.17), (4.4), (4.5), (5.7), (5.8), (5.9), and (5.10) one can write
The functions h 1 and h 2 are obtained in view of (5.8) and (5.9), respectively. Hence, taking derivatives with respect to k in the above functions, we obtain, from (5.5),
Since c > 1, we see that −Φ > 0 if and only if
Recalling that ∂c ∂k > 0, for (5.11) it suffices that
The most difficult calculations are those related to the quantity f 2 . So, we show next that f 2 (k) > 0. Let us start with the derivatives. Since
where p i , i = 0, 1, · · · , 11, are well-known functions defined in the Appendix.
As a consequence, we see that f 2 (k) > 0 is equivalent to
The functions m i , i = 1, 2, 3, 4, depend on p i and are also defined in the Appendix. Since m 1 (k) < 0 and L > 4π, in order to show (5.12), it suffices that
Note that the function r(k) does not depend of the period L and it is a combination of polynomials with K(k), E(k), and the function √ k 4 − k 2 + 1. Thus, we can indeed prove that r(k) is negative for all k ∈ (0, 1).
Since r(k) is very small for k small, to see that it is negative for k small, we can use the asymptotic expansion of K(k), E(k), and √ k 4 − k 2 + 1. In fact, recalling that (see e.g., [17] )
This shows, therefore, that f 2 is positive. By using similar arguments, we can also show the positivity of f 1 and f 3 . In particular, for k small,
The proof of the lemma is thus completed.
Remark 5.4. In the proof of Lemma 5.3, we have used that m 1 (k) < 0 in order to ensure that we can replace L 2 in (5.12) by 16π 2 (recall that L > 4π). Since m 1 (k) depends only on K(k) and E(k), one can prove that m 1 (k) < 0 following similar arguments as those above.
Next, we turn attention to show how properties (P 1 )-(P 3 ) imply Theorem 5.2. The functional F (c,A) in (1.13) is defined in such a way that (1.9) is its Euler-Lagrange equation. Taking into account that c and A are functions of k, we now consider the functional
(5.14)
In
Given any ε > 0, U ε (φ k ) denotes the ε-neighborhood of φ k with respect to ρ, that is,
We also introduce the manifold Σ k as
Now, we state two classical lemmas. The proofs in our case are very close to the original ones.
Lemma 5.5. There exist ε > 0 and a C 1 map ω :
Proof. The proof is based on an application of Implicit Function Theorem. See [11, Lemma 4.1] or [3, Lemma 7.7] for details.
Under assumptions (P 0 )-(P 3 ) there exists C > 0 such that
Proof. The proof is quite standard by now, so we omit the details. We refer the interested reader to [21, Theorem 3.3] or [3, Lemma 7.8] . It should be noted that the assumption d ′′ (c) > 0 in such references must be replaced by Φ < 0.
In the next lemma we prove that φ k is a local minimum of the functional F k restrict to the manifold Σ k . It worth mentioning that its proof relies on the classical ideas with some changes in the spirit of [25, Lemma 4.6] .
Lemma 5.7. Under the above assumptions, there exist ε > 0 and a constant C = C(ε) such that
Proof. Since F k is invariant by translations, we have F k (u) = F k (u(· + r)), for all r ∈ R. Thus, it suffices to prove that
where ω is given in Lemma 5.5. By fixing u ∈ U ε (φ k ) ∩ Σ k (with ε as in Lemma 5.5) and making use of Lemma 5.5, it follows that there exists C 1 ∈ R such that
Let us prove that C 1 = O( v 2 ). In fact, using the invariance by translation of M k , a Taylor expansion gives
On the other hand, since y ∈ T k , we have 17) where N is a constant depending only on k. Therefore, since M k (u) = M k (φ k ), it follows from (5.16) and (5.17) that
(5.18) Because φ k is strictly positive and F k is smooth away from zero, a Taylor expansion at u(· + ω(u)) = φ k + v yields
Since
In view of (5.18), we obtain positive constants C 2 , C 3 , and C 4 , depending only on k, such that |C
This last two inequalities together with (5.20) imply
Therefore, combining (5.19) with (5.21), we obtain
By using that y ∈ T k , we have y ∈ A. Thus, Lemma 5.6 gives
By using the definition of v and (5.18) it is easily seen that
provided v is small enough (if necessary we can take a smaller ε > 0). Finally, (5.22) and (5.23) combine to establish that
which, for ε > 0 sufficient small, gives
and completes the proof of the lemma.
Remark 5.8. If we follow the same strategy as in [25] , we can also show that F k is coercive on the codimension two manifold
However, in this situation our Theorem 5.2 would be restricted to perturbations inΣ k . Since we only dispose of a one-parameter family of periodic waves, we do not know how to use a triangle-type inequality in order to prove Theorem 5.2 for general perturbations in
Having disposed of this preliminaries steps, we now turn to prove our main theorem.
Proof of Theorem 5.2. The proof follows standard lines with some modifications. Assume by contradiction that φ k is H 1 per -unstable. Then, for each n ∈ N, we can choose an initial data w n := u n (0) ∈ U 1 n (φ k ) and ε > 0 such that
where u n (t) is the solution of (1.1) with initial data w n . Here, we choose ε > 0 from Lemma 5.7. By continuity in t, we can also choose the first time t n > 0, such that
The plan now is to obtain a contradiction with (5.24). For that, let f n be the function defined as
Since f n (0) = 0, a n > 0 and M k (φ k ) > 0, it follows that there exists, for each n ∈ N, an α n > 0 such that f n (α n ) = M k (φ k ). The fact that M k (φ k ) > 0 can be proved in view of the explicit form of the quantities involved following the arguments in Lemma 5.3. Since it demands too many calculations we omit the details. As a consequence, we obtain a sequence of positive numbers (α n ) n∈N , such that
Therefore, the sequence (α n u n (t n )) n∈N belongs to the manifold Σ k . This sequence will be the main ingredient to obtain a contradiction. First, let us show that (α n ) n∈N admits at least one subsequence which converges to 1. In order to make the notation simpler, we set Q k := ∂c ∂k Q and V k := ∂A ∂k V.
The continuity of Q and V provides, as n → ∞,
(5.27) Also, since Q and V are conserved quantities, 
and, in view of (5.26), the last line in (5.29) goes to 0, as n → ∞, we deduce that z n := α 2 n Q k (w n ) + α n V k (w n ) −→ a + b, as n → ∞.
(5.30)
Next we claim that (α n ) n∈N is a bounded sequence. On the contrary, suppose (α n ) n∈N is unbounded. Because Q k (w n ) > 0 and Q k (w n ) and V k (w n ) are bounded we obtain, up to a subsequence, z n = α n (α n Q k (w n ) + V k (w n )) −→ +∞, as n → ∞, which contradicts (5.30). Therefore, there exist a subsequence, which we still denote by (α n ) n∈N and α 0 ≥ 0 such that α n −→ α 0 , as n → ∞. Since α 0 ≥ 0, we therefore obtain α 0 = 1. Now, we will use the sequence (α n u n (t n )) n∈N and its properties, to prove the next two claims.
Claim 1: ρ(u n (t n ), α n u n (t n )) −→ 0, as n → ∞.
In fact, by definition, ρ(u n (t n ), α n u n (t n )) = inf r∈R u n (·, t n ) − α n u n (· + r, t n ) H 1 per ≤ u n (t n ) − α n u n (t n ) H 1
On the other hand, since ρ(u n (t n ), φ k ) = ε 2 , there exists r ∈ R such that
which is to say that u n (t n ) H 1 per n∈N is uniformly bounded. Taking the limit in (5.31), as n → ∞, and taking into account that α n −→ 1, we obtain the claim.
Claim 2: ρ(α n u n (t n ), φ k ) −→ 0, as n → ∞. In fact, from Claim 1 and (5.24), we see that ρ(α n u n (t n ), φ k ) ≤ ρ(α n u n (t n ), u n (t n )) + ρ(u n (t n ), φ k ) < ε 3 + ε 2 = 5ε 6 < ε, for all n large enough. This means that for n large enough, α n u n (t n ) ∈ U ε (φ k ). Moreover, we have already seen in (5.25) that α n u n (t n ) ∈ Σ k . These two facts tell us that α n u n (t n ) ∈ Σ k ∩ U ε (φ k ). Consequently, Lemma 5.7 implies
Taking the limit, as n → ∞, in the last inequality, the continuity of F k and the boundedness of (α n u n (t n )) n∈N in H 1 per ([0, L]), yield Claim 2.
Finally, Claims 1 and 2 combine to give ε 2 = ρ(u n (t n ), φ k ) ≤ ρ(u n (t n ), α n u n (t n )) + ρ(α n u n (t n ), φ k ) −→ 0, as n → ∞, which is a contradiction. The proof of Theorem 5.2 is thus established.
Remark 5.9. It should be noted that our family of periodic waves in Corollary 3.7 is a zero-energy family, which means that the constant B in (3.1) was set to be zero. As we note in Remark 3.1, one can also obtain periodic solutions with B = 0. However, our approach does not apply in this general situation and we do not know if such waves are stable or not. Related to this, Johnson [26] studied the spectral and orbital stability of periodic waves for the generalized BBM equation (1.8) with f (u) = u + g(u) for some C 2 function g. The author considered the full family of periodic waves (depending on c, A, and B) and gave a criterion to establish the orbital stability of such waves depending on the sign of certain determinants, which encode some geometric information about the underlying manifold of periodic solutions.
