In this paper, we give an explicit formula of Chevalley type, in terms of the Bruhat graph, for the quantum multiplication with the class of the line bundle associated to the antidominant minuscule fundamental weight −̟ k in the torus-equivariant quantum K-group of the partial flag manifold G/PJ (where J = I \ {k}) corresponding to the maximal (standard) parabolic subgroup PJ of minuscule type in type A, D, E, or B. This result is obtained by proving a similar formula in a torus-equivariant K-group of the semi-infinite partial flag manifold QJ of minuscule type, and then by making use of the isomorphism between the torus-equivariant quantum K-group of G/PJ and the torus-equivariant K-group of QJ , recently established by Kato.
Introduction.
Let Q rat denote the (whole) semi-infinite flag manifold, which is the reduced ind-scheme whose set of C-valued points is G(C((z)))/(T · N (C((z)))) (see [Kat2] for details), where G is a simplyconnected simple algebraic group over C with Borel subgroup B = T N , T maximal torus and N unipotent radical. In this paper, we concentrate on the semi-infinite Schubert (sub)variety Q := Q(e) ⊂ Q rat associated to the identity element e of the affine Weyl group W af = W ⋉ Q ∨ , with W = s i | i ∈ I the Weyl group and Q ∨ = i∈I Zα ∨ i the coroot lattice of G; we also call Q the semi-infinite flag manifold. The study of an equivariant K-group of Q was started in [KaNS] , in which a Chevalley formula for dominant weights was obtained. Shortly afterward, in [NOS] , we proved a Chevalley formula for anti-dominant weights in a T -equivariant K-group K ′ T (Q) of Q.
A breakthrough in the study of the equivariant K-group of Q was achieved in [Kat1] (see also [Kat3] ), in which Kato established a C[P ]-module isomorphism from the (small) T -equivariant quantum K-group QK T (G/B) of the finite-dimensional flag manifold G/B onto the T -equivariant K-group K ′ T (Q) of Q, where P = i∈I Z̟ i is the weight lattice of G and Z[P ](⊂ C[P ]) is identified with the representation ring of T . This C[P ]-module isomorphism sends each (opposite) Schubert class in QK T (G/B) to the corresponding semi-infinite Schubert class in K ′ T (Q). Moreover, it respects the quantum multiplication ⋆ in QK T (G/B) and the tensor product in K ′ T (Q); to be more precise, it respects the quantum multiplication ⋆ with the class of the line bundle [O G/B (−̟ k )] and the tensor product with the class of the line bundle [O Q (−̟ k )] for each k ∈ I. In view of this result, the formula for the quantum multiplication with [O G/B (−̟ k )], k ∈ I, in QK T (G/B) is immediately obtained from a Chevalley formula in K ′ T (Q) obtained in [NOS] ; see [LNS] for details.
Let k ∈ I be such that the fundamental weight ̟ k is minuscule, and set J := I \ {k}. The purpose of this paper is to give an explicit formula of Chevalley type, in terms of the Bruhat graph, for the quantum multiplication ⋆ with the class of the line bundle [O G/P J (−̟ k )] in the (small) T -equivariant quantum K-group QK T (G/P J ) = K T (G/P J )⊗C[Q k ], where K T (G/P J ) is the T -equivariant K-group of the (finite-dimensional) partial flag manifold G/P J , with P J ⊃ B the maximal (standard) parabolic subgroup of G associated to the subset J = I \{k}, and C[Q k ] is the polynomial ring in the (Novikov) variable Q k corresponding to the simple coroot α ∨ k . In this paper, we deal with the cases that G (or its Lie algebra g := Lie (G) ) is of types A, D, E, and B; in our forthcoming paper [KoNS] , we deal with the case that G is of type C but ̟ k is an arbitrary fundamental weight, and also the case that G is of type B and ̟ k is a cominuscule weight. Let us state the main result (Theorem I below) of this paper. Let W J = W I\{k} denote the set of minimal(-length) representatives for W/W J , with W J = s i | i ∈ J = I \ {k} the stabilizer of ̟ k in W ; for w ∈ W , we denote by ⌊w⌋ ∈ W J the representative of the coset wW J . For x ∈ W J , we denote by BG ⊳
x the set of all directed paths p : y 0
( 1.4) Moreover, in the second sum on the right-hand side of (1.4), no cancellations occur. (2) If x ≥ ⌊s θ ⌋, then
(1.5)
Remark. As the special case that x = e, we obtain the formula
can be thought of as the identity element of K ′ T ×C * (Q J ) (or K ′ T (Q J )) with respect to the tensor product. Now, we explain how to prove our results above. Recall that ̟ k is minuscule, and J = I \{k}. Let Q rat J denote the (whole) the semi-infinite partial flag manifold, which is the reduced indscheme whose set of C-valued points is G(C((z)))/(T · [P J , P J ](C((z)))) (see [Kat2] for details); in this paper, we concentrate on the semi-infinite Schubert (sub)variety Q J := Q J (e) ⊂ Q rat J associated to the identity element e ∈ W J , which we also call the semi-infinite partial flag manifold. Following [Kat3] , we define a T × C * -equivariant K-group K ′ T ×C * (Q J ) of Q J to be the C[q, q −1 ][P ]-module consisting of all finite C[q, q −1 ][P ]-linear combinations of the semiinfinite Schubert classes [O Q J (x) ] for x = vt β ∨ ∈ W af , with v ∈ W J and β ∨ ∈ Z ≥0 α ∨ k ; the semi-infinite Schubert classes [O Q J (x) ] for x = vt β ∨ ∈ W af , with v ∈ W J and β ∨ ∈ Z ≥0 α ∨ k , turn out to form a C[q, q −1 ][P ]-basis of K ′ T ×C * (Q J ). Also, let Fun Z̟ k (C((q −1 ))[P ]) denote the C[q, q −1 ][P ]-module of all functions on Z̟ k with values in C((q −1 ))[P ], and set Fun ess Z̟ k (C((q −1 ))[P ]) := Fun Z̟ k (C((q −1 ))[P ])/Fun neg Z̟ k (C((q −1 ))[P ]), where Fun neg Z̟ k (C((q −1 )) [P ] ) is the C[q, q −1 ][P ]-submodule of Fun Z̟ k (C((q −1 ))[P ]) consisting of those f ∈ Fun Z̟ k (C((q −1 )) [P ] ) such that there exists some γ ∈ Z̟ k for which f (µ) = 0 for all µ ∈ γ + Z ≥0 ̟ k . Then, for each x = vt β ∨ ∈ W af , with v ∈ W J and β ∨ ∈ Z ≥0 α ∨ k , the assignment Z̟ k ∋ µ → gch H 0 (Q J , O Q J (x) ⊗ O Q J (µ)) ∈ C((q −1 )) [P ] defines an element of Fun ess Z̟ k (C((q −1 ))[P ]), which we denote by f x ( · ); here, we denote by gch H 0 (Q J , O Q J (x) ⊗ O Q J (µ)) the graded character of the T × C * -module H 0 (Q J , O Q J (x) ⊗ O Q J (µ)), which is identical to the graded character of the Demazure submodule V − x (µ) of the level-zero extremal weight module V (µ) over the quantum affine algebra U v (g af ) if µ ∈ Z ≥0 ̟ k , and is zero if µ / ∈ Z ≥0 ̟ k (see [Kat2] and also [Kat3] for details), where g af is the (untwisted) affine Lie algebra whose underlying simple Lie algebra is g. Here we warn the reader that the line bundles O Q J (µ) associated to µ ∈ Z̟ k are normalized (as in [Kat1] ) in such a way that gch H 0 (Q J , O Q J (µ)) = gch V − e (µ) holds for µ ∈ Z ≥0 ̟ k ; this convention differs from that of [KaNS] by the twist coming from the involution −w • . Thus we obtain a C[q, q −1 ][P ]-linear map:
given by Φ ([O Q J (x) ]) = f x ( · ) for each x = vt β ∨ ∈ W af , with v ∈ W J and β ∨ ∈ Z ≥0 α ∨ k , which is injective since the graded characters gch V − vt β ∨ (µ), v ∈ W J and β ∨ ∈ Z ≥0 α ∨ k , are linearly independent over C[q, q −1 ][P ] when they are regarded as functions of sufficiently large µ ∈ Z ≥1 ̟ k (see [Kat3] ).
From the explicit identities obtained in [NOS] (in the case of anti-dominant weights) for the graded characters of Demazure submodules of level-zero extremal weight modules, it can be shown (see [Kat3] ) that there exist
̟ k and such that the following diagram commutes for all λ ∈ Z ≥1 ̟ k :
can be thought of as the tensor product with the class of the line bundle
In view of the commutativity of the diagram above and the injectivity of the C[q, q −1 ][P ]-linear map Φ, the proof of our Chevalley formula (Theorem II) for −̟ k in K ′ T ×C * (Q J ) is reduced to the proof of the corresponding identity of Chevalley type (Theorem III below) for the graded characters of Demazure submodules of level-zero extremal weight modules over the quantum affine algebra U v (g af ); we derive this identity from the results in [NOS] through a detailed analysis of the quantum Bruhat graph. Indeed, since the left-hand side of (1.4) or (1.5) is Ξ
by the commutativity of the diagram above; by the definitions, this is identical to the graded character gch V − x (µ − ̟ k ) (regarded as a function of µ ∈ Z ≥1 ̟ k ), which is just the left-hand side of (1.6) or (1.7) below. Also, the image under Φ of the right-hand side of (1.4) (resp., (1.5)) is, by the definitions, identical to the right-hand side of (1.6) (resp., (1.7)) (regarded as a function of µ ∈ Z ≥1 ̟ k ). Because these two functions of µ ∈ Z ≥1 ̟ k coincide by Theorem III below, we deduce (1.4) (resp., (1.5)) from the injectivity of the C[q, q −1 ][P ]-linear map Φ.
Theorem III (= Theorem 3.1). Assume that g is a simple Lie algebra of type A, D, E, or B. Let k ∈ I be such that ̟ k is a minuscule fundamental weight, and set µ := N ̟ k , with N ∈ Z ≥1 . Then, for x ∈ W J with J = I \ {k}, the following identities for the graded characters of Demazure submodules of level-zero extremal weight modules hold:
Moreover, in the second sum on the right-hand side of (1.6), no cancellations occur.
(2) If x ≥ ⌊s θ ⌋, then
This paper is organized as follows. In Section 2, we first fix basic notation used throughout this paper. Then we recall some basic facts about the quantum Bruhat graph and quantum Lakshmibai-Seshadri paths. Also, we review a character identity of Chevalley type in [NOS] , from which a Chevalley formula for anti-dominant weights follows. In Section 3, we restate Theorem III above as Theorem 3.1. Also, we show Theorem III in the case that x = e. In Section 4, we first show some lemmas on quantum Lakshmibai-Seshadri paths of shape ̟ k , a minuscule fundamental weight, and Bruhat or quantum edges in the quantum Bruhat graph. Then, after reviewing some basic facts about Demazure operators, we show some technical results on coefficients in the character identity of Chevalley type for anti-dominant minuscule fundamental weights, which are needed in the (inductive) proof of Theorem III. In Section 5, we prove Theorem III (with x = e) in the case that g = Lie(G) is of type A, D, or E. In Section 6, we prove Theorem III (with x = e) in the case that g = Lie(G) is of type B. In Appendix A, we give an example of Theorem I in type A 6 .
2. Character identity of Chevalley type for anti-dominant weights.
2.1. Basic notation. Let g be an (arbitrary) finite-dimensional simple Lie algebra over C with Cartan subalgebra h; we denote by · , · : h * × h → C the canonical pairing of h * := Hom C (h, C) and h. Denote by {α ∨ i } i∈I ⊂ h and {α i } i∈I ⊂ h * the set of simple coroots and simple roots of g, respectively, and set Q := i∈I Zα i , Q ∨ := i∈I Zα ∨ i . Let ∆, ∆ + , and ∆ − be the set of roots, positive roots, and negative roots of g, respectively, and denote by ∆ + long and ∆ + short the set of positive long roots and positive short roots of g, respectively; if g is simply-laced, then ∆ + long = ∆ + and ∆ + short = ∅ by our convention. Let θ ∈ ∆ + denote the highest root of g; recall that θ ∈ ∆ + long . We set ρ : For w ∈ W , we denote by ⌊w⌋ = ⌊w⌋ J ∈ W J the minimal coset representative for the coset wW J in W/W J ; note that Inv(⌊w • ⌋) = ∆ + \ ∆ + J . The following lemma is well-known. Lemma 2.2. Let Λ ∈ P + be such that J Λ := i ∈ I | Λ, α ∨ i = 0 is identical to J. Let w ∈ W J and j ∈ I.
(1) If wΛ, α ∨ j > 0, then w −1 α j ∈ ∆ + \ ∆ + J . In this case, s j w ∈ W J , and s j w > w.
In this case, s j w = ws p ∈ W J for some p ∈ J, and ⌊s j w⌋ = w.
2.2. Reflection orders. In this subsection, we review some basic facts about reflection orders on ∆ + ; for details, see [Dy] .
Let w • = s jp s j p−1 · · · s j 2 s j 1 be a reduced expression of the longest element w • of W . If we set
Moreover, if we define a total order ⊳ by β p ⊳ · · · ⊳ β 2 ⊳ β 1 , then ⊳ is a reflection order on ∆ + . Thus we have a map from the set of reduced expressions of w • to the set of reflection orders on ∆ + ; in fact, this map is bijective (see [Dy, (2.13 ) Proposition], and also [Pa, Theorem on page 662 and Corollary on page 663]).
Let w ∈ W . Then there exists v ∈ W such that w • = vw and ℓ(w • ) = ℓ(v) + ℓ(w). The set of reflection orders ⊳ on ∆ + satisfying the condition that β ⊳ γ for all β ∈ ∆ + \ Inv(w) and γ ∈ Inv(w) is in bijection with the set of reduced expressions of w • of the form
note that Inv(w) = s j 1 · · · s j q−1 α jq | 1 ≤ q ≤ a . Similarly, if w • = vw 2 w 1 , with v, w 2 , w 1 ∈ W , and ℓ(w • ) = ℓ(v)+ℓ(w 2 )+ℓ(w 1 ), then Inv(w 1 ) ⊂ Inv(w 2 w 1 ), and the set of reflection orders ⊳ on ∆ + satisfying the condition that β ⊳γ 1 ⊳γ 2 for all β ∈ ∆ + \Inv(w 2 w 1 ), γ 1 ∈ Inv(w 2 w 1 )\Inv(w 1 ), and γ 2 ∈ Inv(w 1 ) is in bijection with the set of reduced expressions of w • of the form
Definition 2.4 ([BFP, Definition 6.1]). The quantum Bruhat graph, denoted by QBG(W ), is the ∆ + -labeled directed graph whose vertices are the elements of W , and whose directed edges are of the form: w β − → v for w, v ∈ W and β ∈ ∆ + such that v = ws β , and such that either of the following holds:
An edge satisfying (B) (resp., (Q)) is called a Bruhat (resp., quantum) edge. The Bruhat graph, denoted by BG(W ), is the ∆ + -labeled directed graph obtained from QBG(W ) by removing all quantum edges.
Remark 2.5. For w ∈ W and β ∈ ∆ + , we see that
Hence, if w β − → v is a quantum edge in QBG(W ), then β is a quantum root. Moreover, if s β = s j 1 s j 2 · · · s jr is a reduced expression of s β (note that r = 2 ρ, β ∨ − 1), then ℓ(ws j 1 s j 2 · · · s jt ) = ℓ(w) − t for all 0 ≤ t ≤ r.
− − → y r be a directed path in QBG(W ). We set start(p) := y 0 and end(p) = y r . Also, we define the length ℓ(p) and the weight wt(p) of p by For x, y ∈ W , we define wt(x ⇒ y) and ℓ(x ⇒ y) to be the weight wt(p) and the length ℓ(p) of a shortest directed path p from x to y in QBG(W ), respectively; we know that wt(x ⇒ y) does not depend on the choice of a shortest directed path p (see, e.g., [LNS 3 2, Sect. 4.1]).
Remark 2.6. Let x, y ∈ W . We see that y ≥ x in the Bruhat order if and only if all the edges in a shortest directed path p from x to y are Bruhat edges, that is, if and only if p is a directed path in BG(W ). In this case, ℓ(x ⇒ y) = ℓ(p) = ℓ(y) − ℓ(x), and wt(x ⇒ y) = wt(p) = 0.
Let ⊳ be an arbitrary reflection (convex) order on ∆ + (see Section 2.2). A directed path
is said to be label-increasing (with respect to ⊳) if β 1 ⊳ β 2 ⊳ · · · ⊳ β r . We know the following theorem from [BFP] (see also [LNS 3 1, Theorem 7.3]).
Theorem 2.7. For all x, y ∈ W , there exists a unique label-increasing directed path p :
βr − − → y r = y from x to y in QBG(W ). Moreover, it is a shortest directed path from x to y, and is lexicographically minimal among all shortest directed paths from x to y in the following sense : for each shortest directed path q :
Remark 2.8. Let x, y ∈ W be such that y ≥ x in the Bruhat order. By Theorem 2.7 and Remark 2.6, the (unique) label-increasing directed path from x to y in QBG(W ) is a directed path of length ℓ(y) − ℓ(x) in BG(W ).
The next lemma follows from [BB, Corollary 2.5.2] .
Lemma 2.9. Let J be a subset of I. Let y ∈ W J and γ ∈ ∆ + \ ∆ + J be such that y γ − → ys γ is a directed edge in QBG(W ). If the edge y γ − → ys γ is a Bruhat edge, then ys γ ∈ W J .
Let J be a subset of I. Let ⊳ be an arbitrary reflection (convex) order on ∆ + satisfying the condition that β ⊳ γ for all β ∈ ∆ + J and γ ∈ ∆ + \ ∆ + J ;
(2.4) recall that Inv(⌊w • ⌋) = ∆ + \ ∆ + J (see Section 2.2). For each y ∈ W J , denote by BG ⊳ y (resp., QBG ⊳ y ) the set of all label-increasing directed paths p in the Bruhat graph BG(W ) (resp., in the quantum Bruhat graph QBG(W )) such that that start(p) = y, and such that all the labels of edges in p are contained in ∆ + \ ∆ + J :
(2.5) Note that BG ⊳ y ⊂ QBG ⊳ y . Remark 2.10. Keep the notation and setting above.
(1) By the uniqueness of a label-increasing directed path in Theorem 2.7, the map end :
(2) Let p ∈ BG ⊳ y be of the form (2.5). We see by Lemma 2.9 that y u ∈ W J for all 0 ≤ u ≤ s. In particular, end(p) ∈ W J , and hence end(BG ⊳ y ) ⊂ W J . Lemma 2.11. Keep the notation and setting above. Neither end(BG ⊳ y ) nor end(QBG ⊳ y ) depends on the choice of a reflection order ⊳ satisfying condition (2.4). Namely, if ≺ is also a reflection order on ∆ + satisfying condition (2.4), then end(BG ⊳ y ) = end(BG ≺ y ) and end(QBG ⊳ y ) = end(QBG ≺ y ). Proof. Let p ∈ QBG ⊳ y , and let q be the label-increasing directed path from y to w := end(p) with respect to ≺. We claim that q ∈ QBG ≺ y . Recall from Theorem 2.7 that p and q are both shortest directed paths from y to w; we write them as follows:
Because p is lexicographically less than or equal to q with respect to ⊳ in the sense of Theorem 2.7, we have γ 1 β 1 . Since β 1 ∈ ∆ + \ ∆ + J , and ⊳ satisfies condition (2.4), we deduce that γ 1 ∈ ∆ + \∆ + J . Since ≺ also satisfies condition (2.4), it follows that γ u ∈ ∆ + \∆ + J for all 1 ≤ u ≤ r. Thus we obtain q ∈ QBG ≺ y , as desired. This proves end(QBG ⊳ y ) ⊂ end(QBG ≺ y ); the opposite inclusion can be shown similarly. If p ∈ BG ⊳ y , then we have w ≥ y. By Remark 2.6, the directed path q is a directed path in BG(W ), and hence q ∈ BG ≺ y . This proves end(BG ⊳ y ) ⊂ end(BG ≺ y ); the opposite inclusion can be shown similarly. This proves the lemma.
Finally, let us recall the following lemma from [LNS 3 1, Lemma 5.14] .
Lemma 2.12. Let u, w ∈ W , and β ∈ ∆ + . Assume that we have a directed edge u β − → w in QBG(W ). Let j ∈ I.
(1) If w −1 α j ∈ ∆ − and u −1 α j ∈ ∆ + , then the directed edge u β − → w is a Bruhat edge, and β = u −1 α j , w = s j u.
( 
(2.6) Namely, w 1 ≤ * v w 2 if and only if there exists a shortest directed path in QBG(W ) from w 1 to v passing through w 2 ; or equivalently, if and only if the concatenation of a shortest directed path from w 1 to w 2 and one from w 2 to v is one from w 1 to v.
Proposition 2.14 ([NOS, Proposition 2.25]). Let v ∈ W , and let J be a subset of I. Then each coset uW J for u ∈ W has a unique maximal element with respect to ≤ * v ; we denote it by max(uW J , ≤ * v ). Lemma 2.15. Let ⊳ be a reflection order on ∆ + satisfying condition (2.4). Let v, w ∈ W , and w ′ ∈ wW J . Then, w ′ = max(wW J , ≤ * v ) if and only if all the labels in the label-increasing (shortest) directed path from w ′ to v in QBG(W ) are contained in ∆ + \ ∆ + J . Proof. We first show the "only if" part. Assume that w ′ = max(wW J , ≤ * v ), and let
We next show the "if" part. Let
for all 1 ≤ u ≤ r by the assumption. Here we remark that the full subgraph of QBG(W ) whose vertex set is wW J is isomorphic, as a ∆ + J -labeled directed graph, to the quantum Bruhat graph QBG(W J ) associated to the parabolic subgroup W J , via ⌊w⌋z → z for z ∈ W J . Also, we note that the restriction of the reflection order ⊳ on ∆ + to the subset ∆ + J is a reflection order on ∆ + J .
Therefore, it follows from Theorem 2.7 (applied to QBG(W J )) that for an arbitrary element w ′′ ∈ wW J , there exists a directed path
in the full subgraph above (and hence in QBG(W )) from w ′′ to w ′ such that γ u ∈ ∆ + J for all 1 ≤ u ≤ s and γ 1 ⊳ · · · ⊳ γ s ; notice that this directed path is a shortest directed path from w ′′ to w ′ . Hence, by (2.4), the concatenation of the directed paths (2.9) and (2.8) is the labelincreasing (shortest) directed path from w ′′ to v passing through w ′ . Thus, we have showm that w ′′ ≤ * v w ′ . This proves the lemma.
2.5. Lakshmibai-Seshadri paths. In this subsection, we fix µ ∈ P + , and set
Definition 2.16. The parabolic quantum Bruhat graph, denoted by QBG(W J ), is the (∆ + \ ∆ + J )-labeled directed graph whose vertices are the elements of W J , and whose directed edges are of the form:
and such that either of the following holds:
An edge satisfying (B) (resp., (Q)) is called a Bruhat (resp., quantum) edge. The parabolic Bruhat graph, denoted by BG(W J ), is the (∆ + \ ∆ + J )-labeled directed graph obtained from QBG(W J ) by removing all quantum edges.
Definition 2.17. Let 0 < σ < 1 be a rational number. We define QBG σµ (W J ) (resp., BG σµ (W J )) to be the subgraph of QBG(W J ) (resp., BG(W J )) with the same vertex set but having only those directed edges of the form w
Definition 2.18 ([LNS 3 2, Definition 3.1]). A quantum Lakshmibai-Seshadri path of shape µ (resp., a Lakshmibai-Seshadri path of shape µ) is a pair η = (x ; σ) = (x 1 , . . . , x s ; σ 0 , σ 1 , . . . , σ s ), s ≥ 1, (2.11) of a sequence x 1 , . . . , x s of elements in W J , with x u = x u+1 for any 1 ≤ u ≤ s − 1, and an increasing sequence 0 = σ 0 < σ 1 < · · · < σ s = 1 of rational numbers satisfying the condition that there exists a directed path in QBG σuµ (W J ) (resp., BG σuµ (W J )) from x u+1 to x u for each u = 1, 2, . . . , s − 1.
Denote by QLS(µ) and LS(µ) the sets of all quantum Lakshmibai-Seshadri paths and all Lakshmibai-Seshadri paths of shape µ, respectively; note that LS(µ) ⊂ QLS(µ). For η ∈ QLS(µ) of the form (2.11), we set ι(η) := x 1 , κ(η) := x s , and
We set
(2.15) 2.6. Character identity of Chevalley type for antidominant weights. Let g af = C[z, z −1 ]⊗ g ⊕ Cc ⊕ Cd be the (untwisted) affine Lie algebra over C associated to the finite-dimensional simple Lie algebra g, where c is the canonical central element and d is the scaling element (or degree operator), with Cartan subalgebra h af = h ⊕ Cc ⊕ Cd. We regard an element µ ∈ h * := Hom C (h, C) as an element of h * af by setting µ, c = µ, d := 0, where · , · : h * af × h af → C denotes the canonical pairing of h * af := Hom C (h af , C) and h af . Let {α ∨ i } i∈I af ⊂ h af and {α i } i∈I af ⊂ h * af be the set of simple coroots and simple roots of g af , respectively, where I af := I ⊔ {0}; note that α i , c = 0 and α i , d = δ i,0 for i ∈ I af . Denote by δ ∈ h * af the null root of g af ; recall that α 0 = δ − θ. Let W af be the (affine) Weyl group of g af , with e the identity element. For each ξ ∈ Q ∨ , let t ξ ∈ W af denote the translation in h * af by ξ (see [Kac, Sect. 6.5] 
We take an arbitrary
which is defined to be the integrable U v (g af )-module generated by a single element v λ with the defining relation that "v λ is an extremal weight vector of weight λ". Here, recall from [Kas1, Sect. 3 .1] and [Kas2, Sect. 2.6] that v λ is an extremal weight vector of weight λ if and only if (v λ is a weight vector of weight λ and) there exists a family {v x } x∈W af of weight vectors in V (λ) such that v e = v λ , and such that for each i ∈ I af and x ∈ W af with n := xλ, α ∨ i ≥ 0 (resp., ≤ 0), the equalities E i v x = 0 and F (n)
Remark 2.19. Keep the notation and setting above. Take J = J λ as in (2.10). We deduce from [NS, Lemma 4 
(λ) for y ∈ W and ξ ∈ Q ∨ ; for the notation ⌊y⌋ = ⌊y⌋ J and [ξ] = [ξ] J , see Section 2.1.
Following [KaNS, Sect. 2 .4], we define the graded character gch
Theorem 2.20 ([NOS, Corollary 3.15]). Let µ ∈ P + and x ∈ W . For all λ ∈ P + such that λ − µ ∈ P + , the following identity holds :
( 2.17) 3. Character identity of Chevalley type for anti-dominant minuscule fundamental weights.
Assume that g is simply-laced or of type B n . Let k ∈ I be such that ̟ k is minuscule, that is, ̟ k , β ∨ ∈ −1, 0, 1 for all β ∈ ∆; the fundamental weights corresponding to black vertices in the Dynkin diagrams below are the minuscule fundamental weights:
We set J := J ̟ k = I \ {k}. Fix an (arbitrary) reflection order ⊳ satisfying condition (2.4); recall from Lemma 2.11 that for each y ∈ W J , the set end(BG ⊳ y ) does not depend on the choice of a reflection order ⊳ satisfying condition (2.4). In addition, we set
For all N ≥ 1, the following hold:
(
( 3.2) Moreover, in the second sum on the right-hand side of (3.2), no cancellations occur, or equivalently,
Here we show Theorem 3.1 in the case that x = e.
Proposition 3.2. Keep the notation and setting of Theorem 3.1. If x = e (note that x ≥ ⌊s θ ⌋), then the character identity (3.3) holds.
Proof. Since the reflection order ⊳ satisfies (2.4) (with J = I \ {k}), we see that α k is the largest element in ∆ + with respect to ⊳. It is easily seen that BG ⊳ x = BG ⊳ e is the set e (directed path of length 0), e α k − − → s k . Therefore, the right-hand side of (3.3) can be written as:
which is identical to gch V − e ((N − 1)̟ k ) on the left-hand side of (3.3) by [NOS, Proposition 5.3 ]. This proves the proposition.
In the rest of this paper, we will prove Theorem 3.1 in the case that x = e. We divide our proof as follows. In Section 5, we give a proof in simply-laced types. In Section 6, we give a proof in type B n . Before giving these proofs, we show some technical lemmas in Section 4, which are valid in both types.
Recursive relations for coefficients in the character identity.
As in Section 3, assume that g is simply-laced or of type B n . Let k ∈ I be such that ̟ k is minuscule, and set J = J ̟ k = I \ {k}.
4.1. Quantum Lakshmibai-Seshadri paths of shape ̟ k . Since ̟ k is minuscule, we have ̟ k , β ∨ ∈ 0, 1 for all β ∈ ∆ + . Therefore, QBG σµ (W J ) (and hence BG σµ (W J )) has no directed edges for any rational number 0 < σ < 1. Hence we obtain the following.
Thus we obtain η = (x ; 0, 1). Therefore, by (2.14), we see that max(xW J , ≤ * v ) = x. Let ⊳ be a reflection order on ∆ + satisfying condition (2.4). It follows from Lemma 2.15 that max(xW J , ≤ * v ) = x if and only if all the labels in the label-increasing directed path from x to v in QBG(W ) are contained in ∆ + \ ∆ + J . Therefore, by Theorem 2.20, Remarks 2.10 (1) and 2.19, we deduce that
for all N ∈ Z ≥1 ; for the notation ⌊ · ⌋ = ⌊ · ⌋ J and [ · ] = [ · ] J , see Section 2.1. Recall from Lemma 2.11 that end(QBG ⊳ y ) does not depend on the choice of a reflection order ⊳ satisfying condition (2.4).
4.2.
Lemmas on Bruhat edges in the quantum Bruhat graph (1). Recall that ̟ k is minuscule and J = I \ {k}. We know the following (see, e.g., [G, Lemma 11.1.16] ).
Proposition 4.2. The restriction of the Bruhat order to W J agrees with the restriction of the left weak Bruhat order to W J . Namely, if y, w ∈ W J satisfy w ≥ y, then there exist a sequence y = y 0 , y 1 , . . . , y p = w of elements of W J and a sequence j 1 , j 2 , . . . , j p of elements of I such that y q = s jq y q−1 and ℓ(y q ) = ℓ(y q−1 ) + 1 for all 1 ≤ q ≤ p.
Remark 4.4. Keep the notation and setting of Lemma 4.3. We see that
Hence, from the equalities y 1 z 1 s k = y = y 0 z 0 s k , it follows that z 1 = z 0 . This proves the lemma.
Recall that w J,• is the longest element of W J . We write ⌊w J,
Also, since z k s k = ⌊w J,• s k ⌋ ≤ w J,• s k , we deduce by the Subword Property for the Bruhat order (see, e.g., [BB, Theorem 2.2.2] ) that z k ∈ W J ; in the notation of Lemma 4.3, we have Φ J (⌊w J,• s k ⌋) = e and Φ J (⌊w J,• s k ⌋) = z k . Proof. Recall that zs k = Φ J (y)s k ∈ W J (see Remark 4.4). Since z ∈ W J , we have w J,• ≥ z, and hence w J,• s k ≥ zs k . Thus we obtain z k s k = ⌊w J,• s k ⌋ ≥ ⌊zs k ⌋ = zs k , as desired (see, e.g., [BB, Proposition 2.5 .1]).
We set y ′ := Φ J (y) ∈ W J . If z k s k = zs k , then it is obvious that y = y ′ zs k = y ′ z k s k ≥ z k s k , which proves the "only if" part; recall that ℓ(y) = ℓ(y ′ ) + ℓ(zs k ) = ℓ(y ′ ) + ℓ(z k s k ). Assume now that y ≥ z k s k . Since y, z k s k ∈ W J , and y ≥ z k s k , it follows from Proposition 4.2 that there exist z k s k = y 0 , y 1 , . . . , y p = y ∈ W J and j 1 , j 2 , . . . , j p ∈ I such that y q = s jq y q−1 and ℓ(y q ) = ℓ(y q−1 )+1 for all 1 ≤ q ≤ p; notice that y q−1 ̟ k , α ∨ jq > 0 for 1 ≤ q ≤ p, since y q = s jq y q−1 ∈ W J and ℓ(y q ) = ℓ(y q−1 ) + 1. In view of Lemma 4.3, it suffices to show that s jp · · · s j 2 s j 1 ∈ W J . Suppose, for a contradiction, that there exists 1 ≤ q ≤ p such that s j q−1 · · · s j 2 s j 1 ∈ W J and s jq · · · s j 2 s j 1 ∈ W J . In this case, (s j q−1 · · · s j 2 s j 1 ) −1 α jq ∈ ∆ + J . Therefore, we see that
which is a contradiction. Thus we have proved the "if" part. This proves the lemma.
Lemma 4.6. Let y ∈ W J \ {e}, and set z :
Proof. Since z k s k , zs k ∈ W J (see Remark 4.4) and z k s k > zs k , it follows from Proposition 4.2 that there exist zs k = y 0 , y 1 , . . . , y p = z k s k ∈ W J and j 1 , j 2 , . . . , j p ∈ I such that y q = s jq y q−1 and ℓ(y q ) = ℓ(y q−1 ) + 1 for all 1 ≤ q ≤ p; note that p ≥ 1. We claim that j 1 ∈ J. Indeed, we see that
where zα k is contained in α k + i∈J Zα i . Combining these, we deduce that p q=1 α jq ∈ i∈J Zα i , which implies that j 1 , . . . , j p ∈ J; in particular, we obtain j 1 ∈ J, as desired. Next, we claim that β := y −1 0 α j 1 = (zs k ) −1 α j 1 ∈ Inv(z k s k ). Indeed, since ℓ(s j 1 zs k ) = ℓ(zs k ) + 1, we have β = (zs k ) −1 α j 1 ∈ ∆ + . Also, it follows that z k s k (β) = s jp · · · s j 2 s j 1 zs k (β) = s jp · · · s j 2 s j 1 (α j 1 ).
Since s jp · · · s j 2 s j 1 is reduced, we obtain z k s k (β) ∈ ∆ − , and hence β ∈ Inv(z k s k ), as desired.
Here, we see that ys β = Φ J (y)zs k s β = Φ J (y)s j 1 zs k , which implies that ℓ(ys β ) ≤ ℓ(Φ J (y)) + ℓ(s j 1 ) + ℓ(zs k ) = ℓ(y) + 1 (see Remark 4.4). Since yβ = Φ J (y)α j 1 , and Φ J (y) ∈ W J , j 1 ∈ J, it follows from (2.3) that yβ ∈ ∆ + . Hence ℓ(ys β ) > ℓ(y). Therefore, we find that ℓ(ys β ) = ℓ(y)+1, which implies that β = α k (recall that y = e), and hence y β − → ys β is a Bruhat edge. This proves the lemma. Proof. Notice that ys β ∈ W J \ {e} by Lemma 2.9. We have ys β = Φ J (ys β )Φ J (ys β )s k by Lemma 4.3. Since ys β ≥ z k s k , we see that Φ J (ys β ) = z k by Lemma 4.5. Since ys β ≥ y and ℓ(ys β ) = ℓ(y) + 1, it follows from the Subword Property for the Bruhat order that y has a reduced expression obtained from a reduced expression of ys β by removing one simple reflection. Here we recall that ℓ(ys β ) = ℓ(Φ J (ys β )) + ℓ(Φ J (ys β )) + ℓ(s k ). Suppose, for a contradiction, that y = wΦ J (ys β )s k = wz k s k , where w is obtained from a reduced expression of Φ J (ys β ) by removing one simple reflection. In this case, since ℓ(y) = ℓ(w) + ℓ(z k s k ), it follows that y ≥ z k s k , which contradicts the assumption. Since y ∈ W J \ {e}, the rightmost simple reflection of any reduced expression of y must be s k . Hence we deduce that y = Φ J (ys β )zs k and ℓ(y) = ℓ(Φ J (ys β )) + ℓ(z) + ℓ(s k ), where z is obtained from a reduced expression of Φ J (ys β ) = z k by removing one simple reflection. Let z k s k = s ia s i a−1 · · · s i 2 s i 1 be a reduced expression of z k s k (note that i 1 = k), and assume that zs k = s ia s i a−1 · · · s i b+1 s i b−1 · · · s i 2 s i 1 for some 2 ≤ b ≤ a. In this case, we have
This proves the lemma.
Lemma 4.8. Let y ∈ W J \ {e} and β ∈ Inv(z k s k ) be such that y β − → ys β is a Bruhat edge in QBG(W ); note that ys β ∈ W J \ {e} by Lemma 2.9. Then, Φ J (y) = Φ J (ys β ).
Since Φ J (ys β ), Φ J (y) ∈ W J , we deduce that Φ J (ys β ) = Φ J (y). This proves the lemma.
Demazure operators.
Definition 4.9. For i ∈ I, we define a C((q −1 ))-linear operator D i = D − i on C((q −1 ))[P ] as follows: for ξ ∈ P ,
We can easily verify the following lemma. We know the following proposition from [NOS, Proposition 6.6 and Remark 6.7].
Proposition 4.11. Let x ∈ W , i ∈ I, and λ ∈ P + .
4.4.
Recursive relations for coefficients in the character identity. Recall that ̟ k is minuscule and J = J ̟ k = I \ {k}. By (4.1), gch V − x ((N − 1)̟ k ) can be written as
where c x v,m ∈ Z, and c x v,m = 0 for all but finitely many (v, m) ∈ W J × Z ≥0 .
Lemma 4.12. Let j ∈ I be such that x̟ k , α ∨ j = 1. It holds that c x v,m = 0 for all v ∈ W J such that v̟ k , α ∨ j = 0 and all m ∈ Z ≥0 .
Proof. For simplicity of notation, we set c v,m := c x v,m . Let j ∈ I be such that x̟ k , α ∨ j = 1. By Proposition 4.11 (2), we have
Also, we see that
Because the graded characters gch V wt mα ∨ k (N ̟ k ) for (w, m) ∈ W J ×Z ≥0 are linearly independent (note that all the sums on the left-hand side of the equation above are finite sums), it follows that c v,m = 0 for all v ∈ W J such that v̟ k , α ∨ j = 0 and all m ∈ Z ≥0 . This proves the lemma.
Lemma 4.13. Let j ∈ I be such that x̟ k , α ∨ j = −1; notice that s j x ∈ W J . (1) It holds that c
Proof. Let j ∈ I be such that x̟ k , α ∨ j = −1. We see by Proposition 4.11 (1) and Lemma 4.10 that
Also, by Proposition 4.11, we deduce that
here, observe that the left-hand side of this equation is identical to
Hence we obtain the equalities in parts (1) and (2), as desired. This proves the lemma.
5.
Proof of the character identity of Chevalley type in simply-laced types.
In this section, we assume that g is simply-laced. As in Section 3, let k ∈ I be such that ̟ k is minuscule, and set J = J ̟ k = I \ {k}. We may assume that x = e by Proposition 3.2. 5.1. Quantum edges in the quantum Bruhat graph (1).
Lemma 5.1. Let y ∈ W J and γ ∈ ∆ + \ ∆ + J . We have a quantum edge y γ − → ys γ in QBG(W ) if and only if y = e and γ = α k = γ Q (see (3.1)).
Proof. If y ∈ W J \ {e}, then there exists a reduced expression of y whose rightmost simple reflection is s k . This fact immediately implies the "if" part. Let us show the "only if" part. Assume that γ = α k . Then, s γ has a reduced expression of the form s γ = · · · s p s q s p · · · for some p, q ∈ I, with p = q, such that s p s q s p = s q s p s q . From the equalities ℓ(ys γ ) = ℓ(y)− 2ρ, γ ∨ +1 = ℓ(y) − ℓ(s γ ) (see Remark 2.5), we see that if ys γ = s j 1 s j 2 · · · s js is a reduced expression of ys γ , then y = s j 1 s j 2 · · · s js =ysγ · · · s p s q s p · · · =sγ is a reduced expression of y. However, this contradicts the fact that every element in W J is fully commutative (see [G, Proposition 11 .1.1 (i)]). Thus we have shown that γ = α k . This proves the lemma. (1). Let ⊳ be a reflection order on ∆ + satisfying condition (2.4); remark that α k ∈ ∆ + \ ∆ + J is the largest element in ∆ + with respect to ⊳. Let x ∈ W J \ {e}. Recall the notation BG ⊳ x and QBG ⊳ x from Section 2.3; remark that end(p) = e for any p ∈ BG ⊳
Sets of label-increasing directed paths
which proves the character identity (3.2) in Theorem 3.1 (1) in simply-laced types.
Cancellations in equation
Lemma 5.2. Keep the notation and setting above.
Proof. Suppose, for a contradiction, that the assertion is false. Let x be a maximal element (with respect to the Bruhat order) of the set
Take j ∈ I such that x̟ k , α ∨ j = 1 > 0 (recall that ̟ k is minuscule); note that s j x ∈ W J and ℓ(s j x) = ℓ(x) + 1. Let v ∈ W J be such that #(G ⊳ x ) v ≥ 2 and c x v,1 = 0. By Lemma 4.12 (1), we have v̟ k , α ∨ j = 0; note that s j v ∈ W J . Case 1. Assume that v̟ k , α ∨ j > 0. We define an injective map ( 
x ) v with y := end(p), we define q to be the label-increasing (shortest) directed path from s j x to s j y in QBG(W ) (see Theorem 2.7). We claim that q ∈ (G ⊳ s j x ) s j v . Indeed, recall that q is of the form:
(5.5) note that ⌊y⌋ = v. Since y̟ k , α ∨ j = v̟ k , α ∨ j > 0 by the assumption in Case 1, we have y −1 α j ∈ ∆ + . Similarly, we see that x −1 α j ∈ ∆ + . If y −1 u α j ∈ ∆ + for all 1 ≤ u ≤ s, then we see by Lemma 2.12 (2) that there exists a directed path q ′ in QBG(W ) from s j x to s j y of the following form:
Moreover, by the uniqueness of a label-increasing directed path from s j x to s j y, we deduce that q = q ′ , and hence q ∈ (G ⊳ s j x ) s j v in this case. Assume that y −1 u α j ∈ ∆ − for some 1 ≤ u ≤ s; remark that s ≥ 1 in this case, since y −1 0 α j ∈ ∆ + and y −1 s+1 α j ∈ ∆ + . If we set a := min 1 ≤ u ≤ s | y −1 u α j ∈ ∆ − , then it follows from Lemma 2.12 that γ a = y −1 a−1 α j , and that there exists a directed path q ′′ in QBG(W ) from s j x to y = end(p) of the following form:
notice that q ′′ ∈ QBG ⊳ s j x . Here, since x −1 α j ∈ ∆ + and y −1 α j ∈ ∆ + , it follows from [LNS 3 1, Lemma 7.7 (4)] that ℓ( q) = ℓ(s j x ⇒ s j y) = ℓ(x ⇒ y) = ℓ(q) = s + 1 ≥ 2, and wt( q) = wt(s j x ⇒ s j y) = wt(x ⇒ y) = wt(q) = 0. Let us write q as:
where β 1 ⊳ β 2 ⊳ · · · ⊳ β s+1 . We show that β 1 ∈ ∆ + \ ∆ + J . Notice that x −1 0 α j ∈ ∆ − and x −1 s+1 α j ∈ ∆ − . Suppose, for a contradiction, that x −1 u α j ∈ ∆ − for all 1 ≤ u ≤ s. In this case, we see by Lemma 2.12 (2) that there exists a directed path q ′ in QBG(W ) from x to y of the following form:
By the uniqueness of a label-increasing directed path from x to y, we deduce that q ′ = q; in particular, s j x a = y a . However, ∆ + ∋ (s j x a ) −1 α j = y −1 a α j ∈ ∆ − , which is a contradiction. Thus there exists 1 ≤ u ≤ s such that x −1 u α j ∈ ∆ + . If we set b := max 1 ≤ u ≤ s | x −1 u α j ∈ ∆ + , then we see by Lemma 2.12 that there exists a directed path q ′′ in QBG(W ) from s j x to y of the following form:
By the uniqueness of a label-increasing directed path from s j x to y, we deduce that q ′′ = q ′′ . Hence β 1 is either γ 1 (if a ≥ 2) or γ 2 (if a = 1). Thus we obtain β 1 ∈ ∆ + \ ∆ + J , as desired. Since the reflection order ⊳ satisfies condition (2.4), it follows that β u ∈ ∆ + \ ∆ + J for all 1 ≤ u ≤ s + 1, which implies that q ∈ QBG ⊳ s j x . Also, since wt( q) = 0 as seen above, we find that q / ∈ BG ⊳ s j x , and hence q ∈ G ⊳ s j x . It is easily seen that ⌊end( q)⌋ = ⌊s j y⌋ = ⌊s j v⌋ = s j v. Hence we conclude that q ∈ (G ⊳ s j x ) s j v . It remains to show that the map ( 
Note that end(q 1 ) = end(q 2 ) by Remark 2.10 (1). Since end( q 1 ) = s j end(q 1 ) and end( q 2 ) = s j end(q 2 ) by the definitions above, we deduce that end( q 1 ) = end( q 2 ). Hence, by Remark 2.10 (1), we deduce that q 1 = q 2 , as desired. By the injectivity of the map above, we
By the maximality of x, we have c s j x s j v,1 = 0. By Lemma 4.13 (3), we obtain c x v,1 = c s j x s j v,1 = 0, which contradicts the assumption that c x v,1 = 0. Case 2. Assume that v̟ k , α ∨ j < 0. We define an injective map
x ) v is of the form (5.5). Note that x −1 α j ∈ ∆ + and y −1 α j ∈ ∆ − in this case. If we set a := min 1 ≤ u ≤ s + 1 | y −1 u α j ∈ ∆ − , then it follows from Lemma 2.12 that there exists a directed path in QBG(W ) from s j x to y of the form:
By the same argument as in Case 1, we can show that the map
We see by Lemma 4.13 (2) and the maximality of x that c x v,1 = −c s j x v,1 = 0. However, this contradicts the assumption that c x v,1 = 0. This completes the proof of the lemma. By Lemma 5.2 and (5.4) , we deduce that
In order to prove the assertion on cancellations (following (3.2)) and the character identity (3.3) in Theorem 3.1 (in simply-laced types), it suffices to show the following proposition; its proof is given in the next subsection.
Proof of Proposition 5.3. As in Proposition 5.3, we assume that x ∈ W J \ {e}. Recall that ̟ k is minuscule and J = I\{k}. Also, we recall from Section 4.2 that ⌊w J,
Lemma 5.4. If g is simply-laced and ̟ k is minuscule, then the element ⌊w J,• s k ⌋ = z k s k is identical to ⌊s θ ⌋.
Proof. It is easy to verify that w J,• α k = θ. From this, we see that ⌊w J,
recall that q is of the form:
where y s ∈ W J , and ⌊end(q)⌋ = ⌊y s+1 ⌋ = v. Since y s ≥ x ≥ z k s k = ⌊s θ ⌋ in the Bruhat order, it follows from Lemmas 4.3 and 4.5 that y s = Φ J (y s )z k s k , where Φ J (y s ) ∈ W J . Since ⌊y s s k ⌋ = ⌊end(q)⌋ = v by the assumption, we deduce that Φ J (y s ) = v, and hence y s = vz k s k . Thus, y s is uniquely determined by v. By the uniqueness of a label-increasing directed path from x to vz k s k (see Theorem 2.7), we obtain #(G ⊳ x ) v = 1, as desired. This proves the proposition.
Proposition 5.6 (=Proposition 5.3 (2)). Let
Proof. It is easily verified by Lemma 2.11 that #(G ⊳ x ) v does not depend on the choice of a reflection order ⊳ satisfying (2.4). In this proof, we take a reflection order ⊳ satisfying condition (2.4) and the additional condition that
the existence of a reflection order satisfying these conditions follows from Proposition 4.2 and the fact that ⌊w • ⌋ ≥ z k s k (see also Section 2.2).
be an element of (G ⊳ x ) v ; note that y s ∈ W J \ {e} and ⌊end(q)⌋ = ⌊y s+1 ⌋ = v. First we assume that s ≥ 1, and γ s ∈ Inv(z k s k ). Since s ≥ 1, we see that y s−1 ∈ W J \ {e}. Hence it follows from Lemma 5.1 and (5.1) that
Hence we obtain #(G ⊳ x ) v ≥ # q, q ′ = 2. Next we assume that and γ s ∈ Inv(z k s k ). In this case, it follows by (5.7) that γ u ∈ Inv(z k s k ) for any 1 ≤ u ≤ s. Also, since x ≥ z k s k by the assumption, we deduce from Lemma 4.7 that y s ≥ z k s k . Since y s ∈ W J \ {e}, it follows from Lemma 4.6 that there exists β ∈ Inv(z k s k ) \ {α k } such that y s β − → y s s β is a Bruhat edge. Therefore,
is an element of G ⊳
x . Applying Lemmas 4.3 and 4.8 to y s , y s s β ∈ W J \ {e}, we can show by exactly the same argument as above that ⌊end(q ′′ )⌋ = ⌊end(q)⌋ = v. Thus we obtain
This proves the proposition.
This completes the proof of Theorem 3.1 in simply-laced types.
6. Proof of the character identity of Chevalley type in type B n .
In this section, we assume that g is of type B n , and k = n, which is a unique element in I such that ̟ k is minuscule. We set J = J ̟n = I \ {n}. We may assume that x = e by Proposition 3.2.
6.1. Lemmas on Bruhat edges in the quantum Bruhat graph (2). Recall from (3.1) that γ Q = s n α n−1 ; note that s γ Q = s n s n−1 s n ∈ W J . We set W J ≥sns n−1 sn := y ∈ W J | y ≥ s n s n−1 s n . (6.1) Also, note that W J = W {1,2,...,n−1} is the Weyl group of type A n−1 ; we denote by (W J ) J\{n−2} the set of minimal coset representatives for the cosets in W J /W J\{n−2} .
Lemma 6.1. For each y ∈ W J ≥sns n−1 sn , there exist a unique Ψ J (y) ∈ W J and Ψ J (y) ∈ W J such that y = Ψ J (y)Ψ J (y)s n s n−1 s n and ℓ(y) = ℓ(Ψ J (y)) + ℓ(Ψ J (y)) + ℓ(s n s n−1 s n ). Moreover, Ψ J (y) ∈ (W J ) J\{n−2} .
Proof. Since ̟ n is minuscule, it follows from Proposition 4.2 that for each y ∈ W J ≥sns n−1 sn , there exists a (unique) w ∈ W such that y = ws n s n−1 s n and ℓ(y) = ℓ(w) + ℓ(s n s n−1 s n ). The existence and uniqueness of Ψ J (y) ∈ W J and Ψ J (y) ∈ W J can be shown by exactly the same argument as for Lemma 4.3; replace s k in the proof of Lemma 4.3 by s n s n−1 s n .
It remains to show that Ψ J (y) ∈ (W J ) J\{n−2} ; for this, it suffices to verify that if Ψ J (y) = e, then the rightmost simple reflection in every reduced expression of Ψ J (y) is always s n−2 . Assume that Ψ J (y) = e, and write Ψ J (y) as Ψ J (y) = ws j for some w ∈ W J and j ∈ J such that ℓ(Ψ J (y)) = ℓ(w) + ℓ(s j ). Suppose, for a contradiction, that j = n − 2. Then we have y = Ψ J (y)Ψ J (y)s n s n−1 s n =    Ψ J (y)ws n−1 s n s n−1 s n = Ψ J (y)ws n s n−1 s n s n−1 if j = n − 1, Ψ J (y)ws j s n s n−1 s n = Ψ J (y)ws n s n−1 s n s j if 1 ≤ j ≤ n − 1, which contradicts the assumption that y ∈ W J . Thus we obtain j = n − 2, as desired. This proves the lemma.
Recall that w J,• ∈ W J is the longest element of W J ; also, recall from Section 4.2 that ⌊w J,• s n ⌋ = z n s n . Lemma 6.2. In type B n , the element ⌊w J,• s n ⌋ = z n s n is identical to s 1 s 2 · · · s n−1 s n . Moreover, ⌊s θ ⌋ = s 2 s 3 · · · s n−1 s n =znsn s 1 s 2 · · · s n−2 s n−1 s n = s 2 s 3 · · · s n−1 s 1 s 2 · · · s n−2 =:wn∈W J s n s n−1 s n =sγ Q .
(6.2)
Proof. Since w J,• = (s 1 s 2 · · · s n−1 )(s 1 s 2 · · · s n−2 ) · · · (s 1 s 2 )s 1 , we can show the equalities z n s n = ⌊w J,• s n ⌋ = s 1 s 2 · · · s n−1 s n by direct calculation. Let us show (6.2). Recall that θ = α 1 + 2α 2 + · · · + 2α n and ̟ n , θ ∨ = 1, and that γ Q = α n−1 + 2α n and ̟ n , γ ∨ Q = 1. We have ⌊s θ ⌋̟ n = ̟ n − θ, and w n s γ Q ̟ n = s 2 s 3 · · · s n−1 s 1 s 2 · · · s n−2 (̟ n − γ Q ) = s 2 s 3 · · · s n−1 ̟ n − (α 1 + · · · + α n−1 + 2α n ) = ̟ n − (α 1 + 2α 2 + · · · + 2α n−1 + 2α n =θ ); from this, we see that w n s γ Q ∈ W J . Also, since ⌊s θ ⌋̟ n = w n s γ Q ̟ n , and since ⌊s θ ⌋, w n s γ Q ∈ W J , we obtain ⌊s θ ⌋ = w n s γ Q , as desired. This proves the lemma. Lemma 6.3. Let y ∈ W J ≥sns n−1 sn , and set w := Ψ J (y) ∈ W J . Then, w n s n s n−1 s n ≥ ws n s n−1 s n , where the equality holds if and only if y ≥ ⌊s θ ⌋ = w n s n s n−1 s n .
Proof. Notice that w n is the longest element of (W J ) J\{n−2} . Since w ∈ (W J ) J\{n−2} by Lemma 6.1, we have w n ≥ w. Since ℓ(w n s n s n−1 s n ) = ℓ(w n ) + ℓ(s n s n−1 s n ) and ℓ(ws n s n−1 s n ) = ℓ(w)+ℓ(s n s n−1 s n ), we deduce by the Subword Property for the Bruhat order that w n s n s n−1 s n ≥ ws n s n−1 s n . Also, we can show by exactly the same argument as for Lemma 4.5 that the equality holds if and only if y ≥ ⌊s θ ⌋ = w n s n s n−1 s n . This proves the lemma.
The following lemma can be shown in exactly the same way as Lemma 4.6; recall from Lemma 6.2 that ⌊s θ ⌋ = w n s n s n−1 s n . Lemma 6.4. Let y ∈ W J ≥sns n−1 sn , and set w := Φ J (y) ∈ W J . If y ≥ ⌊s θ ⌋, or equivalently, if w n s n s n−1 s n > ws n s n−1 s n , then there exists β ∈ Inv(⌊s θ ⌋) \ {α n , s n α n−1 = γ Q , s n s n−1 α n } such that y β − → ys β is a Bruhat edge.
Using Lemma 6.1, we can show the following lemma by the same argument as for Lemma 4.7.
Lemma 6.5. Let y ∈ W J and β ∈ ∆ + \∆ + J be such that y β − → ys β is a Bruhat edge in QBG(W ). If y ≥ ⌊s θ ⌋ and ys β ≥ ⌊s θ ⌋, then β ∈ Inv(⌊s θ ⌋).
The proof of the next lemma is similar to that of Lemma 4.8; remark that β = α n , s n α n−1 = γ Q , s n s n−1 α n . Lemma 6.6. Let y ∈ W J ≥sns n−1 sn and β ∈ Inv(⌊s θ ⌋) be such that y β − → ys β is a Bruhat edge in QBG(W ); note that ys β ∈ W J ≥sns n−1 sn by Lemma 2.9. Then, Ψ J (y) = Ψ J (ys β ).
Lemma 6.7. Let y ∈ W J \{e}. If y ≥ s n s n−1 s n , then y = s p s p+1 · · · s n−1 s n for some 1 ≤ p ≤ n.
Proof. Recall from Lemma 4.3 that y = Φ J (y)Φ J (y)s n , where Φ J (y) ∈ W J and Φ J (y) ∈ W J . Assume that Φ J (y) = e, and hence y = Φ J (y)s n . Suppose, for a contradiction, that Φ J (y) ∈ W J \ {e}. Since the rightmost simple reflection of any reduced expression of Φ J (y) must be s n , it follows that ℓ(y) < ℓ(Φ J (y)) + ℓ(s n ), which is a contradiction. Thus we obtain Φ J (y) = e, and hence y = s n . Assume that Φ J (y) = e. By exactly the same argument as for Lemma 6.1, we deduce that Φ J (y) ∈ W J is the minimal coset representative for a coset in W J /W J\{n−1} . Hence we have Φ J (y) = s p s p+1 · · · s n−1 for some 1 ≤ p ≤ n − 1. Suppose, for a contradiction, that Φ J (y) ∈ W J \ {e}. Since the rightmost simple reflection of any reduced expression of Φ J (y) must be s n , it follows from the Subword Property for the Bruhat order that y = Φ J (y)s p s p+1 · · · s n−1 s n ≥ s n s n−1 s n , which contradicts the assumption. Therefore, we obtain Φ J (y) = e, and hence y = s p s p+1 · · · s n−1 s n . This proves the lemma. Lemma 6.8. Let y ∈ W J and β ∈ ∆ + \∆ + J be such that y β − → ys β is a Bruhat edge in QBG(W ). If y ≥ s n s n−1 s n and ys β ≥ s n s n−1 s n , then β = s n s n−1 α n .
Proof. Notice that y = e. By Lemma 6.7, y = s p s p+1 · · · s n−1 s n for some 1 ≤ p ≤ n. Since ys β ≥ y and ℓ(ys β ) = ℓ(y) + 1, it follows from Proposition 4.2 that there exists j ∈ I such that ys β = s j y = s j s p s p+1 · · · s n−1 s n ; note that this is a reduced expression of ys β . Since ys β ≥ s n s n−1 s n , we deduce that j = n. Thus we obtain s β = s n s n−1 s n s n−1 s n , and hence β = s n s n−1 α n . This proves the lemma. 6.2. Quantum edges in the quantum Bruhat graph (2). Lemma 6.9. Let y ∈ W J and γ ∈ ∆ + \ ∆ + J . We have a quantum edge y γ − → ys γ in QBG(W ) if and only if y = e and γ = α n , or y ≥ s n s n−1 s n and γ = s n α n−1 = α n−1 + 2α n = γ Q (see (3.1)).
Proof. We first show the "if" part. It is easily shown that if y = e and γ = α n , then y γ − → ys γ is a quantum edge. Also, we deduce from Lemma 6.1 that if y ≥ s n s n−1 s n and γ = s n α n−1 , then y γ − → ys γ is a quantum edge. Thus we have proved the "if" part. We next show the "only if" part. Since y γ − → ys γ is a quantum edge, γ is a quantum root (see Remark 2.5). Because
it follows from Lemma 2.1 (together with the assumption γ ∈ ∆ + \∆ + J ) that γ = α i +· · ·+α j−1 + 2(α j +· · ·+α n ) for some 1 ≤ i < j ≤ n, or γ = α n . Assume that γ = α i +· · ·+α j−1 +2(α j +· · ·+ α n ) for some 1 ≤ i < j ≤ n; we see by direct calculation that ℓ(s γ ) = 2 ρ, γ ∨ −1 = 4n−2i−2j+1 and γ = α i + · · · + α j−1 + 2(α j + · · · + α n ) = (s j · · · s n−1 )(s i s i+1 · · · s n−2 s n )α n−1 , which implies that s γ = (s j · · · s n−1 )(s i s i+1 · · · s n−2 s n )s n−1 (s n s n−2 · · · s i+1 s i )(s n−1 · · · s j ) is a reduced expression of s γ . Here, since y ∈ W J , and y γ − → ys γ is a quantum edge, it follows from Remark 2.5 and (2.3) that the leftmost simple reflection of any reduced expression of s γ is always s n . Hence we have j = n and i = n − 1. Therefore, we deduce that γ = α n−1 + 2α n = s n α n−1 . Thus we have shown that γ is either α n or s n α n−1 .
Let y ∈ W J be such that y γ − → ys γ is a quantum edge. We can easily verify that if γ = α n , then y = e. Assume that γ = s n α n−1 . Recall that ℓ(s γ ) = 2 ρ, γ ∨ − 1 since γ is a quantum root. We have y = (ys γ )s γ , with ℓ(y) = ℓ(ys γ ) + ℓ(s γ ). Hence, by the Subword Property for the Bruhat order, we deduce that y ≥ s γ = s n s n−1 s n . Thus we have shown the "only if" part. This proves the lemma. 6.3. Sets of label-increasing directed paths (2). Let ⊳ be a reflection order on ∆ + satisfying condition (2.4); observe that s n α n−1 and α n are the second largest element and the largest element of ∆ + with respect to ⊳, respectively. Let x ∈ W J = W I\{n} , with x = e. Recall the notation BG ⊳
x and QBG ⊳ x from Section 2.3; remark that end(p) ∈ W J \ {e} for all p ∈ BG ⊳ x . For each p ∈ BG ⊳ x , we define E Q αn (p) to be the concatenation p αn − − → end(p)s n of the directed path p with the quantum edge end(p) αn − − → end(p)s n (see Lemma 6.9). Then we deduce that
Indeed, recall that γ Q = s n α n−1 and α n are the second largest element and the largest element of ∆ + with respect to ⊳, respectively. Hence it suffices to show that if p is of the form p :
it is easily seen that γ s = α n . Also, since p ∈ A ⊳ x , we have y s = end(p) ≥ s n s n−1 s n . By Lemma 6.1, y s = Ψ J (y s )Ψ J (y s )s n s n−1 s n and ℓ(y s ) = ℓ(Ψ J (y s )) + ℓ(Ψ J (y s )) + ℓ(s n s n−1 s n ). Hence we see that ℓ(y s s γ Q ) = ℓ(y s ) − 3, which implies that y s s γ Q γ Q − − → y s is not a Bruhat edge. Therefore, we deduce that γ s = γ Q , α n , and hence E Q γ Q (p) ∈ QBG ⊳ x . Here we note that end(E Q γ Q (p)) = Ψ J (y s )Ψ J (y s ) and ℓ(Ψ J (y s )Ψ J (y s )s n ) = ℓ(Ψ J (y s )Ψ J (y s )) + 1. Hence we have a Bruhat edge end(
(6.4) remark that wt(p) = 0 and wt(E Q αn (p)) = α ∨ n for all p ∈ BG ⊳ x , and that wt(
(6.5)
Since s γ Q = s n s n−1 s n , it is easily seen that ⌊end(p)s n ⌋ = ⌊end(p)s γ Q s n ⌋ for p ∈ A ⊳ x ⊂ BG ⊳ x . Hence we deduce that
Here we remark that if x ≥ s n s n−1 s n , then BG ⊳
Thus we have proved the character identity (3.2) in Theorem 3.1 (1) in type B n ; we will prove the assertion on cancellations (following (3.2)) in type B n in the next subsection (see the comment preceding Proposition 6.10).
6.4. Cancellations in equation (6.6). Let x ∈ W J \ {e}. We set 7) and then (H ⊳
The assertion on cancellations (following (3.2)) in type B n follows from the next proposition.
Proof. Recall from Lemma 6.2 that ⌊s θ ⌋ = w n s n s n−1 s n ∈ W J , where w n ∈ W J . Also, since x ≥ ⌊s θ ⌋ ≥ s n s n−1 s n , we have BG ⊳ x = A ⊳ x , and hence H ⊳
note that y s ∈ W J ≥sns n−1 sn and ⌊end(q)⌋ = ⌊y s+1 ⌋ = v. Since y s ≥ x ≥ ⌊s θ ⌋ = w n s n s n−1 s n , it follows from Lemmas 6.1 and 6.3 that y s = Ψ J (y s )w n s n s n−1 s n , where Ψ J (y s ) ∈ W J . Since ⌊y s s γ Q ⌋ = ⌊y s+1 ⌋ = ⌊end(q)⌋ = v by the assumption, we deduce that Ψ J (y s ) = v, and hence y s = vw n s n s n−1 s n . Thus, y s = end(p) is determined uniquely by v. By the uniqueness of a label-increasing directed path from x to vw n s n s n−1 s n (see Theorem 2.7), we obtain #(H ⊳ x ) v = 1, as desired. This proves the proposition. 6.5. Proof of the character identity (3.3) in type B n . Let x ∈ W J \ {e}. We set
and then (X ⊳ x ) v := q ∈ X ⊳ x | ⌊end(q)⌋ = v for v ∈ W J . By (6.5),
Part (2) of Theorem 3.1 in type B n follows from Lemma 6.11 and Proposition 6.12 below.
Proof. We prove the assertion by descending induction on ℓ(x); the proof is similar to that of Lemma 5.2. If x = ⌊w • ⌋, then we see that
Hence we can show the assertion by direct calculation. Assume that x < ⌊w • ⌋, and let j ∈ I be such that s j x > x, or equivalently, x −1 α j ∈ ∆ + ; note that x̟ n , α ∨ j = 1 > 0 since ̟ n is minuscule, and that s j x ∈ W J . Let v ∈ W J be such that #(X ⊳ x ) v ≥ 2. If v̟ n , α ∨ j = 0, then c x v,1 = 0 by Lemma 4.12. Hence we may assume that v̟ n , α ∨ j = 0; note that s j v ∈ W J in this case. Case 1. Assume that v̟ n , α ∨ j > 0. We define an injective map (
x ) v with y := end(p), we define q to be the label-increasing (shortest) directed path from s j x to s j y in QBG(W ) (see Theorem 2.7). We claim that q ∈ (X ⊳ s j x ) s j v . Indeed, recall that q is either of the following forms:
Bruhat edge = end(q) = y; (6.12)
notice that x −1 α j ∈ ∆ + and y −1 α j ∈ ∆ + . We set t := s + 1 (resp., = s + 2) if q is of the form (6.11) (resp., (6.12)). If y −1 u α j ∈ ∆ + for all 1 ≤ u ≤ t − 1, then we see by Lemma 2.12 (2) that there exists a directed path q ′ in QBG(W ) from s j x to s j y of the following form:
Moreover, by the uniqueness of a label-increasing directed path from s j x to s j y, we deduce that q = q ′ , and hence q ∈ (X ⊳ s j x ) s j v in this case. Assume that y −1 u α j ∈ ∆ − for some 1 ≤ u ≤ t − 1; remark that t ≥ 2 in this case, since y −1 0 α j ∈ ∆ + and y −1 t α j ∈ ∆ + . If we set a := min 1 ≤ u ≤ t − 1 | y −1 u α j ∈ ∆ − , then it follows from Lemma 2.12 that γ a = y −1 a−1 α j , and that there exists a directed path q ′′ in QBG(W ) from s j x to y = end(q) of the following form:
notice that q ′′ ∈ QBG ⊳ s j x . Here, since x −1 α j ∈ ∆ + and y −1 α j ∈ ∆ + , it follows from [LNS 3 1, Lemma 7.7 (4)] that ℓ( q) = ℓ(s j x ⇒ s j y) = ℓ(x ⇒ y) = ℓ(q) = t ≥ 1, and wt( q) = wt(s j x ⇒ s j y) = wt(x ⇒ y) = wt(q) = 0. Let us write q as:
where β 1 ⊳ β 2 ⊳ · · · ⊳ β t . We will show that β 1 ∈ ∆ + \ ∆ + J . Notice that x −1 0 α j ∈ ∆ − and x −1 t α j ∈ ∆ − . Suppose, for a contradiction, that x −1 u α j ∈ ∆ − for all 1 ≤ u ≤ t − 1. In this case, we see by Lemma 2.12 (2) that there exists a directed path q ′ in QBG(W ) from x to y of the following form:
By the uniqueness of a label-increasing directed path from x to y, we deduce that q ′ = q; in particular, s j x a = y a . However, ∆ + ∋ (s j x a ) −1 α j = y −1 a α j ∈ ∆ − , which is a contradiction. Thus there exists 1 ≤ u ≤ t−1 such that x −1 u α j ∈ ∆ + . If we set b := max 1 ≤ u ≤ t−1 | x −1 u α j ∈ ∆ + , then we see by Lemma 2.12 that there exists a directed path q ′′ in QBG(W ) from s j x to y of the following form:
By the uniqueness of a label-increasing directed path from s j x to y, we deduce that q ′′ = q ′′ . Hence β 1 is either γ 1 (if a ≥ 2) or γ 2 (if a = 1). Thus we obtain β 1 ∈ ∆ + \ ∆ + J , as desired. Since the reflection order ⊳ satisfies condition (2.4), it follows that β u ∈ ∆ + \ ∆ + J for all 1 ≤ u ≤ t, which implies that q ∈ QBG ⊳ s j x . Also, since wt( q) = 0 as seen above, we find that q / ∈ BG ⊳ s j x , and hence q ∈ X ⊳ s j x . It is easily seen that ⌊end( q)⌋ = ⌊s j y⌋ = s j v. Hence we conclude that q ∈ (X ⊳ s j x ) s j v . The injectivity of the map (X ⊳ x ) v → (X ⊳ s j x ) s j v , q → q, can be shown by exactly the same argument as for the map (G ⊳ x ) v → (G ⊳ s j x ) s j v in Case 1 in the proof of Lemma 5.2. Hence #(X ⊳ s j x ) s j v ≥ #(X ⊳ x ) v ≥ 2. We see by our induction hypothesis and Lemma 4.13 (2) that c x v,1 = c s j x s j v,1 = 0. Case 2. Assume that v̟ n , α ∨ j < 0. We define an injective map (X ⊳ x ) v → (X ⊳ s j x ) v , q → q, as follows. Assume that q ∈ (X ⊳ x ) v is either of the forms (6.11) or (6.12), and define t ∈ {s+1, s+2} as in Case 1. Note that x −1 α j ∈ ∆ + and y −1 α j ∈ ∆ − in this case. If we set a := min 1 ≤ u ≤ t | y −1 u α j ∈ ∆ − , then it follows from Lemma 2.12 that there exists a directed path in QBG(W ) from s j x to y of the form: with wt( q) = wt(q) = 0. Observe that q ∈ QBG ⊳ s j x \ BG ⊳ s j x and ⌊end( q)⌋ = ⌊y⌋ = v. Thus, q ∈ (X ⊳ s j x ) v . By the same argument as in Case 1 in the proof of Lemma 5.2, we can show that the map (X ⊳ x ) v → (X ⊳ s j x ) v , q → q, is injective. Hence we have #(X ⊳ s j x ) v ≥ #(X ⊳ x ) v ≥ 2. We deduce by our induction hypothesis and Lemma 4.13 (1) Proof. It is easily verified by Lemma 2.11 and (6.9) that #(X ⊳ x ) v does not depend on the choice of a reflection order ⊳ satisfying (2.4). In this proof, we take a reflection order ⊳ satisfying condition (2.4) and the additional condition that β ⊳ γ for all β ∈ (∆ + \ ∆ + J ) \ Inv(⌊s θ ⌋) and γ ∈ Inv(⌊s θ ⌋); (6.13) the existence of a reflection order satisfying these conditions follows from Proposition 4.2 and the fact that ⌊w • ⌋ ≥ ⌊s θ ⌋ (see also Section 2.2).
Let v ∈ W J be such that #(X ⊳ x ) v = 0; we show that #(X ⊳ x ) v ≥ 2. Let q ∈ (X ⊳ x ) v . If q = E Q αn (p) for some p ∈ A ⊳ x , then we deduce that q ′ = E B αn (E Q γ Q (p)) ∈ (X ⊳ x ) v , and hence #(X ⊳ x ) v ≥ 2. Similarly, if q = E B αn (E Q γ Q (p)) for some p ∈ A ⊳ x , then we deduce that q ′ := E Q αn (p) ∈ (X ⊳ x ) v , and hence #(X ⊳ x ) v ≥ 2.
Assume that q = E Q γ Q (p) for some p ∈ A ⊳ x , and write it as:
quantum edge = end(q); note that y s ≥ s n s n−1 s n . If s ≥ 1 and γ s ∈ Inv(⌊s θ ⌋), then we define p ′ to be
If y s−1 ≥ s n s n−1 s n , or equivalently, if p ′ ∈ A ⊳ x , then we define q ′ := E Q γ Q (p ′ ), that is,
It is easily seen that q ′ ∈ X ⊳ x . Moreover, we see from Lemma 6.6 (applied to the Bruhat edge y s−1 γs − − → y s ) that ⌊y s−1 s γ Q ⌋ = ⌊Ψ J (y s−1 )Ψ J (y s−1 )⌋ = Ψ J (y s−1 ) = Ψ J (y s ) = ⌊y s s γ Q ⌋ = ⌊y s+1 ⌋ = ⌊end(q)⌋ = v, which implies that q ′ ∈ (X ⊳ x ) v . Hence we obtain #(X ⊳ x ) v ≥ # q, q ′ = 2. Assume that y s−1 ≥ s n s n−1 s n , or equivalently, p ′ ∈ BG ⊳ x \ A ⊳ x ; in this case, we deduce from Lemma 6.8 that γ s = s n s n−1 α n , which implies that ⌊y s−1 s n ⌋ = ⌊y s s γ Q ⌋ = ⌊y s+1 ⌋ = ⌊end(q)⌋ = v. Hence, if we define q ′ := E Q αn (p ′ ), that is,
then q ′ ∈ (X ⊳ x ) v , and hence #(X ⊳ x ) v ≥ # q, q ′ = 2. Assume that γ s ∈ Inv(⌊s θ ⌋). By (6.13), we see that γ u / ∈ Inv(⌊s θ ⌋) for any 1 ≤ u ≤ s. Since x ≥ ⌊s θ ⌋ by the assumption, we deduce by Lemma 6.5 that y s ≥ ⌊s θ ⌋. Recall that y s ≥ s n s n−1 s n . Hence, by Lemma 6.4, there exists γ ∈ Inv(⌊s θ ⌋) \ α n , γ Q , s n s n−1 α n such that y s γ − → y s s γ is a Bruhat edge in QBG(W ); remark that γ s ⊳ γ by (6.13). Since y s s γ > y s ≥ s n s n−1 s n , we have a quantum edge y s s γ γ Q − − → y s s γ s γ Q by Lemma 6.9. Now we define q ′ to be note that y s ≥ s n s n−1 s n , and hence y s−1 ≥ s n s n−1 s n (if s ≥ 1). Remark that these elements are of the form in Lemma 6.7. If s ≥ 1 and γ s ∈ Inv(⌊s θ ⌋), then we define q ′ to be
Then it is easily seen by Lemma 6.7 that q ′ ∈ (X ⊳ x ) v , and hence #(X ⊳ x ) v ≥ # q, q ′ = 2. Assume that γ s ∈ Inv(⌊s θ ⌋). We deduce by (6.13) that γ u / ∈ Inv(⌊s θ ⌋) for any 1 ≤ u ≤ s. Since y s = e and y s ≥ s n s n−1 s n , it follows from Lemma 6.7 that y s = s p s p+1 · · · s n−1 s n for some 1 ≤ p ≤ n. If p < n (resp., p = n), then we set γ := s n s n−1 α n (resp., γ := s n α n−1 = γ Q ). In both cases, γ ∈ Inv(⌊s θ ⌋), and we have a Bruhat edge y s γ − → y s s γ ; note that y s s γ ≥ s n s n−1 s n (resp., ≥ s n s n−1 s n ) if p < n (resp., p = n). Now we define q ′ to be where β := γ Q (resp., α n ) if p < n (resp., p = n). By (6.13), we have γ s ⊳ γ ⊳ β. It is easily verified by Lemma 6.7 that q ′ ∈ (X ⊳ x ) v , and hence #(X ⊳ x ) v ≥ # q, q ′ = 2. This proves the proposition.
This completes the proof of Theorem 3.1 in type B n .
for the definition of J wµ , see [BCMP, Sect. 3.4] . Note that the variable q in [BCMP] is identical to Q 3 in this paper. Since w = x 1 , w = x 2 , w = x 3 , w = x 4 , w = y 1 , w = y 2 , w = y 3 , w = y 4 ,
