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Abstract
Scalar transform coding and vector quantization (VQ) have been studied extensively
for their role in image data compression. Vector transform coding, a vector general-
ization of scalar transform coding, has recently been proposed for image compression.
In the originally proposed technique, a set of vectors in the image domain is trans-
formed into a differ.ent set of vectors in the transform domain by a two dimensional
vector transform. These vectors are coded using a fixed bit-allocation map derived
from the energy distribution in the vector transform domain. Vectors containing
large amounts of signal energy are assigned more bits than those containing smaller
amounts of signal energy. Simulation results show that vector transform coding can
outperform scalar transform coding and memoryless VQ. However, the original tech-
nique is not adaptive to local changes in the vector transform domain and does not
take into account the relative sensitivity of the human visual system to different
transform domain vectors. In this thesis we present a perceptually based threshold-
ing algorithm in which transform domain vectors are quantized only if their length
exceeds a specified threshold value. The set of threshold values is optimized for the
human visual system through psychovisual experimentation. Simulation results are
presented which indicate that the thresholding technique can result in better coding
performance than the fixed bit-allocation technique. In addition, a general approach
to finding different vector transforms is discussed, followed by a derivation of the vec-
tor cosine transform, a vector generalization of the discrete cosine transform (DOT).
It is shown that the vector cosine transform can outperform the previously proposed
vector transform when used with the thresholding algorithm.
1
Chapter 1
Introduction
~
Since high resolution digital images are composed of extremely large amounts of data,
they occupy a significant amount of space in digital storage media and require high
bit rates for efficient transmission. For example, a color image with a resolution
of 512 by 512 picture elements (pixels) quantized to 24 bits/pixel requires 786,432
bytes of storage space. If a sequence of such images is to be transmitted at a full
motion video rate of 30 frames (images) per second, a bit rate of 189 million bits per
second (Mb/s) would be required. One minute of this form of digital video would
occupy 1.4 Gigabytes. For some applications, monochrome (i.e. black and white)
images are sufficient. Monochrome images require 128 to 256 quantization levels (7
or 8 bits/pixel) for good quality under most viewing conditions [1]. A 512 by 512
monochrome image quantized to 8 bits/pixel occupies 262,144 bytes and requires
63 Mb/s for transmission at 30 frames/sec. In contrast, telephone quality speech
sampled at 8000 samples/sec. and quantized to 8 bits/sample requires only 0.064
Mb/s. From the above examples it is clear that a high degree of data compression is
necessary to store and transmit digital images in a cost effective manner.
A major characteristic of images is that adjacent pixels are highly correlated.
This means that images contain a high degree of spatial redundancy. It is therefore
very inefficient to code images directly in terms of their pixel values since most of
the encoded data will be redundant. Image compression is achieved by coding the
2
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image in a way that decorrelates the pixels as much as possible without significantly
distorting the image from the standpoint of the human visual system. An effective
image coding technique not only takes advantage of the redundancies in the data, but
also the characteristics of the human visual system.
Two major types of coding can be applied to a sequence of digital images for
compression purposes: intraframe coding and interframe codin~. Intraframe coding .
is used to compress still images that are not related by motion information from
one image to another. An example application for intraframe coding is the storage or
transmission of a group of digitized photographs that are to be included in a report or
publication. Interframe coding, on the other hand, is intended for the compression of
video signals where successive images (frames) usually differ only by a motion vector.
Since successive video frames are very similar, video signals are characterized by a
high degree of temporal as well as spatial redundancy. Therefore interframe coding
techniques are designed to reduce redundancy between frames as well as within a
single frame. Intraframe coding removes only spatial redundancy since no relationship
between frames is assumed. This thesis is concerned only with intraframe coding of
monochrome images. However the coding techniques to be discussed can be applied
to full color images as well since a color image can be represented by a monochrome
(luminance) component and two chrominance components.
In Chapters 2 and 3 we will summarize two methods of c~ing digital data that
I
have been studied extensively for their image compression capabilities: transform
coding and vector quantization. These techniques are the foundation of the more
advanced image compression techniques to be discussed in this thesis. The transform
coding methods discussed in Chapter 2 are based on linear transformations that take
3
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a set of scalars as input and generate a set of scalars as output. In this sense they
may be called scalar transform coding techniques. Li [2] has introduced a vector
generalization of scalar transform coding known as vector transform coding. This
technique, discussed in Chapter 4, transforms a set of vectors in the image domain into
a different set of vectors in the transform domain using a vector transform discussed
in [3]. The transformed vectors are subsequently encoded using vector quantization.
Simulation results illustrating the effectiveness of vector transform coding for image
compression are presented.
A perceptually based coding algorithm in the vector transform domain is discussed
in Chapter 5. This algorithm involves a thresholding technique whereby transform
domain vectors are not coded unless their length exceeds a certain value specified in
a threshold map. A general approach to optimizing the threshold map for the human
vision system using psychovisual experimentation is discussed. It is shown that the
perceptually based thresholding technique can remove about 25% of the data from an
image without introducing visible distortion. The results of simulations that combine
the thresholding technique with vector quantization to compress images by a factor of
32 (96% data reduction) are compared with the results of vector quantization in the
image domain, scalar transform coding using the discrete cosine transform (DCT),
and vector quantization in the scalar transform domain.
In Chapter 6 a generalized method for deriving vector transforms is presented.
This method can be used to search for vector transforms that will result in higher
performance when applied to image coding. Since the DCT is the most successful
and widely used transform in image coding, a "vector cosine transform" is derived
as a vector generalization of the DCT. Results of simulations using the vector cosine
4
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transform with the coding techniques discussed in Chapters 4 and 5 are presented
and compared with the results produced when using the original vector transform.
5
Chapter 2
Transform Coding of Images
2.1 Introduction
Transform coding is a waveform digitizing procedure where a block of N input samples
x(n), n = 0,1,'" ,N -1 is linearly transformed into a set of N transform coefficients.
At the receiver, a reconstruction of x(n) is obtained by performing an inverse trans-
form operation on the quantized coefficients. A number of review papers and books
have been published which include discussions of transform coding [1, 4, 5, 6, 7, 8].
The transform coding process is illustrated in Figure 2.1. In transform coding of
images, the input block usually consists of 8-bit pixel data obtained from pulse code
modulation (PCM).
Transform coding efficiency depends on the particular linear transform chosen and
the bit-allocation algorithm used to quantize the transform coefficients. The process
of bit-allocation is very crucial in transform coding since it is the step where the actual
data compression takes place. Lower bit rates are obtained by quantizing some of
-0 Transform f---- Quantizatioll 1---+ Channel -.. Decoding ---+ Inv. Trans. -..
Figure 2.1: Scalar Transform Coding
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the transform coefficients more coarsely than others. Each coefficient in a block of
N transform coefficients may be quantized individually (scalar quantization), or the
entire block may be quantized as a unit and represented by a single codeword (vector
quantization). The criterion for bit-allocation is to achieve as Iowa bit rate as possible
while minimizing the reconstruction error, i.e., the error between the reconstructed
samples and the original samples.
2.2 Linear Transforms
An Nth order linear transform of a one-dimensional (I-D) sequence {x(n), n
0, 1, ... , N - I} is given by
N-l
O(k) = L x(n) a(k,n)j k = 0,1"", N -1
n=O
where a(k, n) is the forward transformation kernel, and O(k) are the transform coef-
ficients. The inverse transform is given by
N-l
x(n) = L O(k) b(k,n)j
k=O
n-Ol· .. N-I
- " ,
where b(k,n) is the inverse transformation kernel. The following matrix notation is
very useful for representing a linear transform of order N:
8 = AXj x = A -18
where xT = {x(O),x(I),· .. ,x(N -I)} is the sequence of N input samples, aT =
{O(O), 0(1),,,,, O(N - I)} is the set of N transform coefficients, A is the N x N
transform matrix {a(k, n)h,n=O,l,,,.,N-l and A-I is the NxN inverse transform matrix
{b(k, n)h,n=O,l, ...,N-l'
7
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Since transform coding implies the use of quantized transform coefficients: u(i) =
Q [B(i)], the reconstructed signal is
Therefore the reconstruction error is r = x - y.
In digital images, adjacent pixels are highly correlated. To be useful for image
coding, the transform must produce decorrelated coefficients so that they may be
quantized individually. Therefore in transform coding, a correlated input sequence
is represented in terms of a less correlated (ideally uncorrelated) sequence of trans-
form coefficients. Predictive coding, on the other hand, represents a correlated input
sequence in terms of a less correlated prediction error sequence. Completely un-
correlated transform coefficients have a flat power spectrum. The upper bound for
transform coding gain is the same spectral flatness measure that bounds predictive
coding gain [4]. For image coding applications, the transform must also concentrate
the signal energy into a relatively small number of coefficients. Bit rate reduction
is accomplished by allocating very few or no bits to those coefficients which do not
contain significant amounts of signal energy. It is important to note that no informa-
tion loss occurs in the transformation process. In othe~s the entropies remain
unchanged:
H(x) = H(8) bits/block
Information loss occurs only in the quantization of the transform coefficients.
To achieve the decorrelation and energy compaction needed for image coding, the
transform must have the important properties of orthogonality and orthonormality
8
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[1, 4]. An orthogonal transform is defined by
which implies that
where I is the identity matrix of order N. A real matrix is orthogonal if and only if
its rows and columns form an orthonormal set. Given a transform matrix A, let am
be the mth row vector, or basis vector of A. Orthonormality is defined as
T {I ifm = n
a a =
m n 0 if m i= n
The orthonormality property ensures that the average sum of the coefficient variances
equals the variance of the input elements. This means that the average reconstruction
error variance equals the error variance introduced during quantization [4].
Some transforms such as the Discrete Fourier ';['ransform (DFT) are complex. A
complex transform must be unitary, i.e.
A -1 = A*T j e = Ax; x = A*Te
where * denotes complex conjugation. Unitary transforms are the complex coun-
terpart of orthogonal transforms. All orthogonal transforms are unitary. Unitary
transforms preserve signal energy:
This is known as Parseval's theorem.
9
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The Karhunen-Loeve Transform (KLT)
A linear transform that has been studied extensively for its application to image
coding is the Karhunen-Loeve Transform (KLT) [1,4, 7]. The N point KLT is defined
by the fact that its basis vectors are the eigenvectors of the N X N correlation matrix
of pixel values:
The KLT is considered an optimal transform since it produces completely decorrelated
transform coefficients and packs most of the signal energy into very few lower order
coefficients. Furthermore, the KLT minimizes the geometric mean of the coefficient
variances which are the eigenvalues of R.
The Discrete Cosine Transform (DCT)
The major drawback of the KLT is the fact that its basis vectors are dependent on the
statistics of the input data. Fast implementations are very difficult due to the high
computational complexity associated with data dependence. If a fixed correlation
matrix R is used to reduce the number of computations, the transform would no
longer be optimal. The discrete cosine transform (DOT) [9] is an attractive alternative
to the KLT due to its near-optimal performance and efficiency of computation. A
number of fast algorithms exist for computing the DOT. An N-point DOT is defined
as follows:
f2 N-l (2n + l)k7r
Forward DOT: (J(k) = YN a(k) Ex(n) cos 2N j k = 0,1"", N -1
{f; N-l (2n + l)k7rInverseDOT: x(n)= N L: a(k)(J(k)cos 2N j n=O,l,···,N-1
k=O
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a(O) = 1/../2 and a(k) = Ij k -:f 0
The DOT coefficients represent the relative strength of N unique frequencies which
comprise the input signal's spectrum. Lower order coefficients correspond to low
frequencies while higher order coefficients correspond to high frequencies. The first
coefficient (k = 0) is the zero frequency, or DO coefficient. It is shown in [1, 4] that
the DOT outperforms other transforms such as the Fourier, Walsh-Hadamard, and
Hartley transforms in approximating the performance of the KLT. The DOT, when
applied to a sequence of pixels, produces a sequence of transform coefficients which
are less correlated, meaning that the coefficients can be coded independently of one
another. In addition, most of the energy is packed into a few lower order coefficients.
This occurs because pixel values typically vary slowly from point to point across an
image. Since the human eye is less sensitive to energy with high spatial frequency than
with low spatial frequency, image compression can be achieved by coding the higher
order coefficients with fewer bits than the lower order coefficients. In many cases the
higher order coefficients can be discarded altogether (coded with zero bits). With
an appropriate bit-allocation algorithm, the DOT can remove a significant amount
of image redundancy, thus reducing the bit-rate while maintaining image quality.
Detailed discussions of bit-allocation techniques are found in [4, 8].
11
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2.3 Two-Dimensional Transforms
In images, neighboring pixels are highly correlated in both the horizontal dimension
and the vertical dimension. Transforming a sequence of pixels in the horizontal di-
mension will remove the horizontal correlations between adjacent pixels, but not the
vertical correlations. Similarly a transformation of pixels in the vertical dimension
will not remove horizontal correlations. This problem is solved by performing a two-
dimensional (2-D) transform on a square subimages (pixel blocks) of size N X N.
Typically in image coding, N = 4, 8, or 16.
A 2-D linear transform pair is given by the following generalization of a I-D linear
transform pair:
N-IN-l
O(k,l) = L L x(m,n) a(k,l,m,n)
m=O n=O
N-IN-l
x(m, n) = L L O(k,1) b(k, l, m, n)
k=O l=O
If the transform kernals are separable, the 2-D transform can be computed using 1-
D transform operations [4]. Separable transform kernals consist of distinct horizontal
and vertical operations:
a(k, l, m, n) =at/(k, m) ah(l, n) ;
b(k,l,m,n) = bt/(k,m) bh(l,n)
The computation of a 2-D transform can be broken up into two steps: first a I-D
transform is performed on each row of the N X N block, then a I-D transform is
performed on each column of the transformed block.
12
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Two-Dimensional DeT
The 2-D DCT is an example of a transform with separable kernels. It is also the most
widely used transform in image coding. The functional definitions are as follows:
2 N-l N-l (2m + 1)k7l" (2n + 1)171"
O(k,l) = N a(k)a(l) L L x(m,n) cos 2N cos 2N
m=O n=O
( )_! ~l ~l (k) (1) O(k 1) (2m + 1)k7l" (2n + 1)171"x m, n - N L..J L..J a a ,cos 2N cos 2N
k=O l=O
where k, 1, m, n = 0,1,·· . ,N - 1, a(O) = 1/-12, a(k) = 1, a(l) = 1, k,1 f:. o.
When applied to digital images, the 2-D DCT coefficient values can be regarded
as the relative amounts of the 2-D spatial frequencies contained in the N X N block
of pixels. Coefficient (0,0) has zero frequency in both dimensions and is therefore
called the DC coefficient. The remaining coefficients are called the AC coefficients.
2.4 A Transform Coding Example: The JPEG
Algorithm
In recent years there has been much activity in the area of defining international
standards for the coding of digital video signals. The three major standards that
have emerged concern still-image compression, video telephony and conferencing, and
full-motion video compression. These standards have been proposed by the Joint
Photographic Experts Group (JPEG), the International Telegraph and Telephone
Consultative Committee (CCITT), and the Moving Picture Experts Group (MPEG),
respectively. Detailed descriptions of the standards are found in [10, 11, 12, 13]. All of
the standards recommend transform coding based on the N X N DCT as the method
13
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of removing spatial redundancy within an image. Since still-image compression is the
focus of this thesis, the JPEG algorithm will be discussed in detail.
JPEG has specified four distinct modes of operation: sequential encoding, progres-
sive encoding, lossless coding, and hierarchical encoding [10, 11]. Implementations are
not required to provide all of these modes. Most of the current chip implementations
on the market support only the baseline sequential algorithm which consists of the
following steps:
1. Divide the image into blocks of 8 x 8 pixels.
2. Transform each block using the 2-D DCT.
3. Uniformly quantize each block using a selected quantization table containing
a specific quantizer step size for each component. In this process many of the
higher frequency DCT coefficients will be set to zero.
4. Reorder the quantized coefficients in a "zig-zag" fashion so that the low fre-
quency components occur first while the high frequency components occur last.
This increases the run-length of zero coefficients found in the block.
5. Encode the quantized DC components using differential pulse code modulation
(DPCM) followed by entropy coding.
6. Encode the quantized AC components using zero run-length coding, followed
by entropy coding.
In the quantization step a number of the higher frequency coefficients are set to
zero. The quantized DCT coefficient values are obtained by dividing the coefficient
14
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by the corresponding entry in the quantization table and rounding to the nearest
integer:
Sq.. = round (~:)
where Sq~ is the quantized DOT coefficient, S:z:y is the original DOT coefficient,
Q:z:y is the corresponding value from the quantization table. Thus when IS:z:y/Q:z:yl <
0.5, Sq:z:y = O. Relatively higher compression ratios can be obtained by applying
different scale factors to the quantization table {Q:z:y}. At the decoder dequantization
is performed by multiplying the quantized coefficients by the corresponding entry in
the quantization table:
where R:z:y is the dequantized DOT coefficient.
Following quantization, the DOT coefficients in each 8 x 8 block are reordered
into a sequence using a "zig-zag" pattern. The lowest spatial frequencies are placed
at the beginning of the sequence while the highest frequencies are placed at the end.
This step increases the run-length of zero coefficients since most of the quantized high
frequency components will be zero. Large run-lengths of zero coefficients are necessary
for efficient run-length coding. In the run-length coding step, a single codeword is
used to represent both the number of consecutive zeros and the non-zero coefficient
which follows. If the run of zeros extends to the end of the 8 X 8 block, an end-of-block
code is sent.
On the other hand, the DO terms, the very first coefficient (0,0) in the 8 x 8 block,
are coded by DPOM. The DO coefficients are usually large in comparison with the
15
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AC coefficients. However, successive DC coefficients vary only slightly. It is therefore
much more efficient to encode the difference
where DCk and DCk- 1 are the current and previous DC coefficients, respectively.
Most of the time Deltak will be small compared with DCk. During decoding, Deltak
is added to the predicted value, that is, the DC value from the most recently decoded
8 X 8 block. At the beginning of each image the predicted value is initialized to zero.
The outputs of the run-length coding and DPCM operations undergo entropy,
or Huffman coding, a variable length coding technique which is capable of removing
redundancy without any loss of information. Data samples which have a higher
probability of occurance than others are coded with fewer bits. Huffman codewords
have a property whereby no codeword is the prefix of another. Therefore codewords
can be transmitted or stored without separators and still be unambiguously decoded.
In the next chapter we will examine vector quantization, a method of coding digital
data whereby an entire sequence of data samples (a vector) is represented by a single
codeword. The vector quantization chapter is followed by a discussion of a vector
generalization of the scalar transform coding techniques discussed in this chapter.
16
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Vector Quantization
Vector quantization is a method of coding digital data whereby entire sequences of
data samples are represented by single codewords. The data sequences are consid-
ered vectors. In scalar quantization, on the other hand, an individual sample Xle is
quantized to a number :tie that is represented by a finite number of bits. However,
a fundamental result of Shannon's rate-distortion theory, the branch of information
theory devoted to data compression, indicates that better performance can always be
achieved by coding vectors instead of scalars.
In practice, an analog signal is first sampled and quantized to an average of T
bits per sample using a scalar quantization technique such as pulse code modulation
(PCM). The resulting data symbols are usually modified by some form of digital
processing such as filtering or transformation. To achieve data compression, the
data symbols must be quantized to a rate lower than T bits per symbol. In vector
quantization (VQ), the set of data symbols is divided into groups of N symbols
each. Each group is considered an N-dimensional vector. Before VQ, the number
of bits needed to represent an N-dimensional vector is equal to N x T. During
encoding, each data vector is mapped onto one of M different N-dimensional vectors
stored in a codebook. An index word corresponding to the codebook vector chosen is
transmitted to represent the data vector. Since the codebook contains M different
vectors, the index word can be represented using R =log2 M bits. The resulting bit
17
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rate is R/N bits per symbol versus r, the original bit rate. Decoding involves a table
lookup process in which each index word received is used to address the appropriate
vector from the codebook. in VQ, therefore, the number of possible vectors to be
transmitted or stored is reduced from a very large number to a much smaller number
M. Transmission or storage involves only R-bit index words instead of entire vectors.
Specifically the VQ technique discussed above is referred to as memoryless VQ
since each vector is coded in a memoryless way without considering the correlations
between vectors. Memoryless VQ is considered a vector generalization of pulse code
modulation (PCM).
The technique most often used to map a particular data vector onto one of the
M vectors in the codebook with minimal distortion is the Nearest Neighbor Rule.
In this technique, the square of the Euclidean distance between the data vector and
each of the codebook vectors is computed. The codebook vector which minimizes the
squared distance (also known as the squared error) is chosen to represent the data
vector. The squared distance (or squared error) between two vectors X and C is
given by the following relation:
N-l
d(X, C) = IIX - C11 2 = L (x, - CS)2
,=0
where x, and Ci are the components of vectors X and C respectively.
Since the vectors chosen from the codebook are not the same as the original data
vectors, a degree of distortion is introduced in the decoded data set. The most diffi-
cult aspect of vector quantization is the process of generating a codebook which can
represent the data vectors with minimal average distortion. While numerous tech-
niques have been developed for codebook generation, the most widely used technique
18
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is the "LBG Algorithm" [14, 15]. This iterative algorithm requires a finite set of initial
vectors, or training vectors which must be taken from the specific type of data that
is to be coded, e.g., images. Codebooks produced by the LBG algorithm are optimal
only for the training sequence used to generate them. For minimal distortion, the
images to be encoded must be part of, or very similar to the training set since the
quantization noise increases for images outside of the training set. One method of
reducing the distortion introduced in images outside of the training sequence is to use
very large training sequences consisting of many diverse images. Major drawbacks to
the use of very large training sequences, however, are increased processing time for
codebook generation, additional storage space required for the large sequence of un-
compressed training images, and increased distortion in images that are actually part
of the training sequence. The latter case is explained by the fact that the codebook
is optimized for the entire training sequence rather than just that particular image.
The LBG Algorithm may be summarized as follows:
1. Input a large sequence of training symbols.
2. Divide the training sequence into vectors.
3. Compute the centroid of all training vectors and use it as the initial code-vector.
4. Split each code-vector into two very closely spaced code-vectors. This is ac-
complished by adding ±€ to each vector component where € is a very small
number.
5. Using a minimum distortion criterion, map each training vector onto a particular
code-vector.
19
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6. Replace each code-vector with the centroid of all training vectors which mapped
onto that particular code-vector.
7. Compare the average distortion resulting from the use of the new codebook with
that of the previous codebook. If the difference exceeds a specified distortion
threshold, return to Step 5.
8. If the desired number of code-vectors has not been reached, return to Step 4,
else, the codebook design is complete.
Notice that the specific distortion criterion is not specified in the algorithm. In
general, any minimal distortion criterion may be used effectively in the LBG Al-
gorithm. The most commonly used (but not the best) distortion criterion is the
minimization of the mean squared error (MSE) between the training set and the
codebook. This distortion criterion is well understood and is straightforward to im-
plement. A better distortion criterion for image coding is one that takes into account
the characteristics of the human visual system (HVS). Minimization of the squared
error does not necessarily translate into minimization of the distortion perceived by
the human visual system. Similarly, an increase in the MSE may not cause an increase
in the amount of visible distortion. Such perceptual distortion measures, however,
are a subject of current research and consequently are not widely used at this time.
A significant amount of research has been performed in the area of combining VQ
with other image compression techniques [16]. Two of these techniques are feedback}
or predictive VQ and scalar transform domain VQ.
Since neighboring vectors are statistically dependent, better coding performance
can be achieved by reducing the intervector correlations. One form of feedback VQ
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quantizes the error vector obtained by subtracting the current vector from a prediction
of that vector. The predicted vector is a weighted sum of previously coded vectors.
This technique may be considered a vector generalization of DPCM.
Finite state VQ is another form of feedback VQ in which coding is performed by a
finite state machine. Each machine state consists of a separate quantizer with its own
codebook. At each state the current vector is quantized using the codebook for that
particular state. A state transition function determines the next state based upon
the current state and the quantized vector itself.
A major drawback of feedback VQ is that channel errors can accumulate and
cause significant decoding errors. As in scalar feedback quantization, this problem
must be handled by periodic resetting and error control coding.
In scalar transform domain VQ, an image is :first divided into subimages of rea-
sonable size. Each subimage is transformed by a two-dimensional unitary scalar
transform such as the DCT. Instead of using scalar quantization to code individual
transform coefficients, VQ is used to code groups of coefficients. Since unitary trans-
formation has the effect of compacting most of the energy within a subimage into
the lower order transform coefficients, a lower bit rate can be achieved by coding the
lower order coefficients as vectors and discarding the higher order coefficients. There
are many additional ways to group the transform coefficients into vectors. Codebooks
designed in the scalar transform domain are believed to be more nearly optimal than
those designed in the image domain because transform coefficients have better defined
distributions than the image pixels themselves [16].
The following chapter discusses a vector generalization of transform coding, a
technique which is different from scalar transform domain VQ in that vectors are
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transformed instead of scalars. In such a vector generalization, a set of vectors in the
image domain is transformed into a different set of vectors in the transform domain.
VQ is then used to code the vectors in the transform domain.
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Vector Transform Coding
The transform coding techniques discussed in Chapter 2 transform one block of scalar
quantities into a different block of scalar quantities which are subsequently encoded.
These techniques may therefore be referred to as scalar transform coding techniques.
As mentioned in the previous chapter on vector quantization (VQ), Shannon's rate-
distortion theory indicates that better performance can be achieved by coding vectors
instead of scalars. In memoryless vector quantization, an image is divided into blocks
of pixels which are considered vectors. Since the process is memoryless, the coding of
a particular vector does not depend on any previously coded vectors. Therefore the
correlations between vectors are not taken into account during the encoding process.
Memoryless VQ may thus be considered a vector generalization of pulse code mod-
ulation (PCM). Predictive VQ, on the other hand, improves upon memoryless VQ
by considering the correlations between vectors. The coding of a particular vector
depends on a set of previously coded vectors. It is therefore a vector generalization
of scalar predictive coding techniques. Vector quantization may also be performed in
the scalar transform domain. In transform domain VQ, a "scalar" transform such as
the DCT converts a block of pixels from the image domain to the transform domain.
Vector quantization is then used to code the transform coefficients. Since the trans-
form itself is inherently scalar, this technique is not a true vector generalization of
,
scalar transform coding.
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Codebooks Codebooks
1 1
-----I' VT -. VQ -. Channel -. Decoding -. Inverse VT -..
Figure 4.1: Vector Transform Coding
Li [2] has introduced a true vector generalization of scalar transform coding known
as vector transform coding. This technique is based on a "vector transformation"
which converts a sequence of vectors in the image domain into a different sequence of
vectors in the transform domain. In contrast, a "scalar" transform such as the DCT
operates on a sequence of scalar quantities.
Vector transform coding combines the vector transform (VT) with vector quan-
tization (VQ) as shown in Figure 4.1. An image is first divided into small blocks of
pixels with each block considered as a vector. Adjacent vectors are grouped into sets.
The vector transform converts each set of image vectors into another set of vectors.
VQ is performed in the vector transform domain using a set of predefined codebooks.
The codebook indexes are then transmitted or stored. At the reproduction end, the
indexes are used to address the same set of codebooks as used in the encoder. Finally
the inverse vector transform is applied to the quantized transform domain vectors to
reconstruct the image.
The development of a vector transform coding technique is a two step process. The
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first step involves finding a vector transform that both decorrelates the vectors and
concentrates the energy in fewer vectors in the transform domain than in the image
domain. These properties are the vector extensions of the decorrelation and energy
packing properties of scalar transforms such as the DOT. A generalized method for
finding different vector transforms is discussed in Chapter 6. The second step is to
find a bit-allocation and coding algorithm in the vector transform domain that takes
advantage of the decorrelation and energy packing properties to achieve a lower data
rate.
It has been shown in [2] that a vector transform originally developed for digital
filtering [3] has the desired decorrelation and energy packing properties. An added
advantage of this vector transform is that it can be implemented very efficiently in
hardware. The vector transform and its two-dimensional (2-D) extension are dis-
cussed in sections 4.1 and 4.2 respectively. In section 4.3, a bit-allocation and coding
algorithm in the vector transform domain is presented. Simulation results of vector
transform coding are discussed in section 4.4.
4.1 The Vector Transform
The vector transform and its inverse as introduced in [2] are defined as follows:
1 N-l
xT = - I: xIw-nk
n VN k=O
where N is a power of two and W is an ~ X If matrix defined as follows:
25
CHAPTER 4. VECTOR TRANSFORM CODING
0 1 0 0 0
0 0 1 0 0
w=
0 0 0 1 0
0 0 0 O· 1
-1 0 0 0 0 If-xlf
{xn } is a sequence of N consecutive column vectors. The vector transform takes {xn }
as input and generates {Xk } as output, which is also a sequence of N consecutive
column vectors. Each column vector in {xn } and {Xk} contains ~ components. In
image coding, however, it is more desirable to divide an image into square vectors to
take advantage of the redundancy in both the horizontal and vertical directions. The
vector transform and its inverse can then be re-defined as follows:
1 N-l
X(k) = IN Ex(n)Wnk
1 N-l
x(n) = !'iT L X(k)W-nk
yN k=O
where {x(n)} is a sequence of N consecutive square vectors (matrices). The vector
transform takes {x(n)} as input and generates {X(k)} as output, which is also a
sequence of N consecutive square vectors. Each square vector in {x(n)} and {X(k)}
contains ~ X ~ components.
It has been shown in [2] that the vectors in the vector transform domain are much
less correlated than the vectors in the image domain. In addition, signal energy is con-
centrated in fewer vectors in the vector transform domain than in the image domain.
As pointed out in [2]' the vector transform described above can be implemented very
efficiently in hardware.
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The vector transform defined above is "one-dimensional" in the sense that the
input and output of the transform is a sequence of consecutive square vectors. Such
a sequence can consist of blocks of pixels placed next to one another across either
the horizontal or vertical dimensions of the image. Therefore the vector transform
only takes into consideration the correlations between vectors in either the horizontal
or vertical direction. A two-dimensional (2-D) vector transform is more desirable
since better performance can be attained by taking into consideration the correlations
between vectors in both the horizontal and vertical directions.
4.2 Two-dimensional Vector Transformation
As discussed in Chapter 2, the row/column decomposition technique is often used to
compute a 2-D scalar transform using a I-D scalar transform provided the transform
kernals are separable. A vector generalization of this technique can be used to com-
pute a 2-D vector transform. A set of square vectors of size ~ x ~ can be grouped
into blocks of N x N vectors. Given one of the N x N blocks of square vectors,
N adjacent vectors in the horizontal direction can be taken as an input sequence to
the vector transform to generate N vectors in the transform domain. This operation
is then repeated for the remaining N - 1 consecutive rows of vectors. Next, vector
transforms are performed on the N columns of vectors obtained by the previous N
vector transforms. The result is a set of N 2 vectors in the transform domain. Fig-
ure 4.2 illustrates the 2-D vector transformation concept for the case of N = 8 (4 x 4)
vectors.
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XO,O Xl,O X2,O X3,O X4,O xs,o xs,o X7,O
XO,l Xl,l X2,l X3,l X4,l XS,l XS,l X7,l
XO,2 Xl,2 X2,2 X3,2 X4,2 XS,2 XS,2 X7,2
XO,3 Xl,3 X2,3 X3,3 X4,3 XS,3 XS,3 X7,3
XO,4 Xl,4 X2,4 X3,4 X4,4 XS,4 XS,4 X7,4
XO,S Xl,S X2,S X3,S X4,S XS,S XS,S X7,S
XO,S Xl,S X2,S X3,S X4,S XS,S XS,S X7,S
XO,7 Xl,7 X2,7 X3,7 X4,7 XS,7 XS,7 X7,7
lJ.
2-D Vector Transform
JJ.
X OO Xl,O X 20 X 3 ,O X 40 XS,O XS,O X7,O, , ,
X OI Xl,l X 21 X 3,l X 4,l XS,l XS,l X7,l, ,
X 02 X 12 X 2,2 X 3 ,2 X 42 X S2 X S,2 X 7,2, , , ,
X O,3 X 13 X 23 X 3,3 X 43 X S3 X S,3 X7,3, , , ,
X 04 X 14 X 24 X 3,4 X 4,4 X S,4 X S,4 X7,4,
'.
,
X OS Xl,S X 2S X 3,S X 4 ,S X s S XS,S X7,S, , ,
X 06 Xl,S X 26 X 3,S X 46 X SS XS,6 X7,S, , , ,
X 07 X 17 X 27 X 3,7 X 47 X S7 X 6,7 X 7,7, , , , ,
Figure 4.2: 2-D Vector Transformation (N = 8, 4 X 4 vectors)
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4.3 Bit-allocation and Coding
Since the vectors in the transform domain have different energy concentrations and
are much less correlated than vectors in the image domain, different codebooks should
be used to quantize them. For a given group of N X N vectors transformed by the 2-D
vector transform, the vectors having a higher energy concentration should be allocated
more bits than the vectors having a lower energy concentration. This means that
larger codebooks are required to quantize the higher energy vectors. Specifically, a
codebook used for VQ contains 2"11 codewords, where bk is the number of bits alloc'ated
to the kth vector.
Suppose we wish to code an image to an average of R bits per pixel. Since each
vector is composedof ~ x ~ pixels, there will be an average of ~2 R bits per vector.
Therefore, the total number of bits available for coding a set of N x N vectors in the
vector transform domain is ~. R. Bit-allocation in the vector transform domain is the
process of distributing the ~.R bits among the N x N vectors such that the vectors
containing smaller amounts of signal energy are quantized with fewer bits than the
higher energy vectors.
A discussion of optimum bit allocation as applied to transform coding is found in
[4]. Optimal bit allocation for vector sources is discussed in [17]. An optimal formula
discussed in [2] for allocating bits directly to N column vectors with ~ components
in transform domain is as follows:
N N ( 1 N-l )
bk = 2"R +"4 10g2 O'~ - N E10g2 O'~
where bk is the number of bits allocated to vector X k , and O'~ is the variance of X k ,
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I.e.,
where ul k is the variance of the ith component of vector X k • ul is also considered the,
energy of the vector. Since the variance of a vector component is considered as the
energy of the component, the energy of a vector is the summation of the component
vanances.
Since the 2-D vector transform operates on a set of N x N square vectors each
having ~ x If components, Eq. 4.1 must be modified as follows [18]:
N 2 N 2 ( 1 N-IN-l )
b(k,l) = 4 R+8 log2 u2(k,l) - N2 foElog2 u2(m, n)
where b(k, I) is the number of bits allocated to X(k, I) and u 2( k, I) is the variance of
X(k,l), i.e.,
The following procedure is used to determine the bit-allocation map b(k,l) for a
set of training images:
1. Divide the training images into ~ x If square vectors.
2. Group adjacent image vectors into sets of size N x N vectors.
3. Take the 2-D vector transform of each set of image vectors.
4. Re-group the transform domain vectors into N 2 training sets according to the
index pair (k,l): T(k,l) = {Xs:(k, I)}. For example, training set T(O, 0) contains
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all of the X(O,O) vectors in the transformed training images. The number of
vectors in a training set depends on the size and number of training images.
5. Compute the N2 variances q2(k,l) using the training vector sets T(k,l).
6. Use Eq. 4.2 to compute the bit-allocation map b(k, 1).
"
In Eq. 4.2, the first term is the average number of bits per vector. The second term
is positive or negative depending on whether the variance of X(k,l) is greater than or
less than the geometric mean of the variances of all transform domain vectors. Since
the relative energy of a vector is given by its variance, vectors with a variance greater
than the average are coded with more than the average number of bits. Otherwise,
they are coded with fewer than the average number of bits.
Eq. 4.2 is subject to the following constraint:
N-IN-l N4I: I: b(k,l) = T R (4.3)
k=O 1=0
where ~.. R is the total number of bits available for coding the N X N vectors in the
transform domain.
There are three problems associated with the bit-allocation formula: b(k, 1) is
usually not an integer, b(k, 1) may be negative when q2(k,l) is very small, and b(k, 1)
may be a large positive number when q2(k, 1) is large. The first two problems are
well known since they arise in scalar transform coding [4]. The third one is usually
not a problem in scalar transform coding, but can be a significant problem in vector
transform coding since codebook size increases exponentially with the number of bits
allocated to the vector. A large value of b(k,l) may require a codebook that is too
large to implement practically. It is therefore necessary to establish a lower bound of
31
CHAPTER 4. VECTOR TRANSFORM CODING
zero and an upper bound of Bm = for b(k, 1). This means that in addition to Eq. 4.3,
b(k, 1) is constrained to
o~ b(k, 1) ~ Bma:z:
To design the codebooks needed for quantization of the transform domain vectors,
the LBG algorithm discussed in Chapter 3 (or another suitable codebook design
algorithm) is applied to each training set T(k, 1). Each codebook C(k, 1) will contain
2b(k,l) vectors. Given a set of N2 codebooks, the following procedure is used to code
an Image:
1. Divide the image into ~ x ~ square vectors.
2. Group adjacent image vectors into sets of size N X N vectors.
3. Take the 2-D vector transform of each set of image vectors.
4. For each transform domain vector X(k, 1), transmit b(k, 1) bits representing the
index of the codeword in C(k,l) that approximates the vector with minimum
---------
mean square error (MSE) distortion.
Decoding is a table lookup process whereby each incoming set of b(k, 1) bits is used
as the index to read out the appropriate codeword in codebook C(k,I). Following
decoding, the inverse 2-D vector transform is taken to generate the reconstructed
Image.
4.4 Coding Simulation Results
The bit-allocation and coding procedures were applied to the monochrome images
shown in Figures A.l, A.2, and A.3 using a Sun SPARC 1+ workstation as the
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simulation platform. Each image is of size 512 X 512 pixels and is quantized to 256
grey levels (8 bits/pixel). Simulations were performed for N = 8, Bma:z: = 8, and
R = 0.5 bits/pixel (a compression ratio of 16). Therefore, the vector size is 4 X 4,
and there is a total of ~.R = 512 bits to be allocated to N X N = 64 vectors. Since
Bma:z: = 8, b(k, I) = 8 for all 64 vectors.
Coding simulation results using the above parameters are shown in Figures A.4,
A.5 and A.6. The "Baboon" and "Lady" images were included in the training se-
quence while the "Peppers" image was outside of the training sequence. As a result,
there is more distortion in the reconstructed "Peppers" image than in the other im-
ages. Also notice that the reconstructed "Baboon" image contains the least amount
of perceivable distortion. This image contains significantly more information at the
higher spatial frequencies than do the other images. The results indicates that an
image with a high degree of texture and high spatial frequency content is, from a per-
ceptual standpoint, less sensitive to the distortions introduced by vector transform
coding.
Another set of simulations was performed for N = 8 and Bma:z: = 8, but with
R = 0.25 bits/pixel (a compression ratio of 32). Using the "Baboon" and "Lady"
images as the training sequence, the following bit-allocation map was obtained:
8 8 8 8 8 8 8 8
8 8 8 8 3 6 4 8
8 8 8 7 0 5 0 7
b(k, I) = 8 8 7 7 2 4 0 5
8 0 0 0 0 0 0 0
8 5 0 0 0 0 0 0
8 4 0 0 0 0 0 0
8 8 0 1 0 0 0 5
8x8
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It can be assumed that the vectors which have been allocated eight bits contain
energy with low spatial frequency while the vectors which have been allocated zero bits
contain energy with high spatial frequency. This assumption is reasonable because
images are characterized by high energy at low spatial frequencies and low energy at
high spatial frequencies.
The reconstructed images are shown in Figures A.7, A.8, and A.9. Once again
the "Baboon" image contains the least amount of perceivable distortion while the
"Peppers" image, not part of the training sequence, contains the most perceivable
distortion.
Figures A.IO, A.ll, and A.12 show the results of coding the "Baboon" image using
memoryless vector ,quantization, the JPEG baseline sequential algorithm (a scalar
transform coding technique based on the DOT) [11], and vector quantization in the
scalar transform domain at rates of 0.25, 0.26, and 0.25 bits/pixel respectively. In the
memoryless VQ simulation, the vector size is 4 X 4. The JPEG baseline algorithm
uses 8 X 8 blocks of pixels as input to the DOT. VQ in the scalar transform domain
was accomplished by first transforming the image with the 8 X 8 DOT followed VQ
considering the transformed blocks as vectors. It is clear that vector transform coding
performs better than the other three techniques. In the next chapter, an adaptive
algorithm which takes into consideration the sensitivities of the human visual system
is presented for improving the performance of vector transform coding.
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Thresholding in the Vector Transform
Domain
In the previous chapter, a method for coding images in the vector transform domain
was discussed. This method uses a fixed bit-allocation map derived from the energy
distribution in the vector transform domain to determine the size of the N 2 codebooks
used for quantization of the transform domain vectors. Compression is achieved by
using smaller codebooks for lower energy vectors than for higher energy vectors.
The bit-allocation algorithm, however, is not adaptive to local changes in the vector
transform domain and does not take into account the sensitivities of the human
visual system (HVS) to certain transform domain vectors. We may pose the following
question: for a given image is it always necessary to code a vector with the number
of bits specified in the bit allocation map b(k,l)? For some vectors more bits may be
necessary to improve coding performance while in other areas fewer bits may suffice.
In addition, the relative sensitivity of the HVS to different transform domain vectors
should also be taken into consideration. Suppose, for example, the bit-allocation
formula assigns four bits to a certain vector. Will the amount of perceived distortion
in the reconstructed image increase if only two bits, or even zero bits were allocated?
On the other hand, increasing the number of bits from four to six may result in a
noticeable reduction in distortion.
One method of incorporating the sensitivities of the HVS into vector transform
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coding is to determine or modify the bit-allocation map based on psychophysical
detection experiments. This method, however, is not adaptive since the bit-allocation
map will still be fixed for all vectors. A second method, the subject of this chapter,
involves an adaptive algorithm in which vector quantization is performed on only
those transform domain vectors having a length exceeding a specified threshold. The
thresholds are visually weighted to take into account the relative sensitivity of the
HVS to different vectors in the transform domain. In this chapter the thresholding
algorithm is discussed in detail along with a generalized approach to optimizing the
threshold map for the HVS. Simulation results are presented and compared with those
of the previous chapter.
5.1 Thresholding Algorithm
Codebook Generation
In order to generate the N 2 codebooks in the vector transform domain, we must
first determine a fixed bit allocation map b(k, 1) using the techniques of the previous
chapter. The value R in Eq. 4.2 will be greater than the final bit rate since only
the vectors exceeding the threshold values will be coded. Rand Bmax in Eq. 4.2
should be chosen such that several bits are allocated to each set of vectors (k, 1) since
assigning very few bits to a set of vectors may signifcantly increase the amount of
visible distortion in the, reconstructed image. At the same time, Bmax should be small
enough so that the codebook sizes remain within the practical limitations imposed
by the coding simulation platform. Next we use a thesholding algorithm based on
a generalization of the adaptive coding techniques presented in [19] and [20] to the
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vector transform domain. The algorithm is as follows [21]:
1. Divide the training images into ~ X ~ square vectors.
2. Group adjacent image vectors into sets of size N x N vectors.
3. Take the 2-D vector transform of each set of image vectors.
4. Re-group the transform domain vectors into N 2 training sets according to the
index pair (k,l): T(k, l) = {Xi(k, In.
5. Partition the set oftraining vectors corresponding to Xk,l, (k, 1= 0,1,' .. ,N-1)
into two groups, A and B, according to their length (magnitude), i.e., vectors
having a length less than a certain threshold T HD(k, 1) are placed in Group A,
while those with a length greater than T HD(k, 1) are placed in Group B.
6. Compute the centroid of Group A and store it as OTD(k, 1).
7. Use the vectors in Group B as the training set to generate a codebook C(k,l)
with a codebook size 2b(k,I), where b(k, 1) is the number of bits used to represent
the index of a codeword in O(k, 1).
Coding Algorithm
In the coding phase, the image is divided into ~ X ~ square vectors as described above.
A 2-D vector transform of N x N such square vectors is taken and the following coding
algorithm is used in the vector transform domain [21]:
1. If the length of Xk,l is less than T H D(k, 1), code it with a '0' (one bit).
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2. If the length of Xk,l is greater than THD(k, I), code it with a '1' followed by
b(k,l) bits representing the index of the nearest neighbor codeword in C(k, I).
In the decoding phase, the following procedure is performed before inverse vector
transformation:
1. If a code starting with a '0' is received, Xk,l = CTD(k, I).
2. If a code starts with a '1', use the next b(k, I) bits as the index to read out the
nearest neighbor of Xk,l from the codebook C(k,l).
The average number of bits per pixel NB used for coding an image depends on
the threshold values and the bit allocation map. NB can be calculated as follows:
N-IN-lL: L: [NL(k,l) + (b(k,l) + I)NH(k,I)]
N 4 k=O 1=0B = -~:........:....~---:-::----------N2 N-IN-lL: L: [NL(k,l) +NH(k,I)]
k=O 1=0
where NL(k,l) and NH(k,l) are the number of vectors in the vector transform domain
having a length lower and higher than the threshold THD(k,l) respectively. Vectors
with lengths lower than the threshold are coded with one bit while vector with lengths
higher than the threshold are coded with b(k, I) + 1 bits. Therefore, the double
summation at the top is the total number of bits needed to code an image while the
double summation at the bottom is the total number of vectors in the image. Thus
the ratio of these two double summations is the average number of bits per vector.
The factor J2 is ne,eded because there are ~ X ~ pixels per vector.
To obtain optimal coding performance using the above algorithms, N, the param-
eter that determines the size of vectors and the size of the vector transform, must
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be properly chosen. {THD(k,1),k,1 = O,I, ... ·,N -I}, the N x N threshold val-
ues, must be optimized for the HVS using subjective testing as discussed in the next
section.
5.2 Determining the Threshold Map
We can intuitively expect that an improvement in coding performance will result if
the masking properties of the human visual system are successfully combined with
the thresholding process. Various models of the HVS have been applied to image
coding [1, 22, 23, 24, 25, 26]. Significant research has also been performed in the
area of visually weighing the DOT coefficients before quantizing them to improve
the performance of scalar transform coding [11, 20, 27, 28]. In vector transform
coding, the threshold map must also be visually weighted to obtain the highest coding
performance.
An optimal threshold map for vector transform coding is one that places as many
vectors as possible below a threshold without introducing any perceivable distortion.
Determining an optimal threshold map is a very difficult problem since the map is
a function of N x N variables. Given a test image, an effective, but suboptimal
map can be created by determining each component of the map through subjective
psychophysical detection experiments. The following perceptual algorithm can be
used to derive a threshold map for vector transform coding [21]:
1. Initialize the threshold map THD(k, 1) to zero for all k, 1and perform the two-
dimensional vector transform on the test image. Do not code the vectors.
2. For a particular (k,1), choose a value for T HD(k,1).
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3. For a particular set of transform domain vectors {Xk,,}: if the length of Xk,l is
less than THD(k, 1), set Xk,l to zero. Else, do not change Xk,l'
4. Perform the inverse 2-D vector transform on the test image. If distortion is
visible in the resulting image, reduce T HD(k, 1). Otherwise increase T H D(k, 1).
5. Repeat steps 3 and 4 until the maximum value of T HD(k, 1) that produces no
perceivable distortion is determined.
6. Repeat steps 2-5 for all k, 1, scaling previous values of T HD(k, 1) if necessary
to reduce distortion.
By not coding the vectors, any visible distortion will be a result of the threshold-
ing alone. Note that once a threshold value has been chosen for a particular (k,l),
it should remain in place when determining the other threshold values. Tests have
shown that if the threshold value chosen for a particular (k, 1) is reset to zero before
optimizing the next threshold value, a very large amount of distortion results when
.combining all N2 values, even though an individual component produces no distortion
by itself. This occurs because the invisible distortions introduced by the individual
threshold values combine to produce visible distortion. In addition, the vector trans-
form does not completely decorrelate the vectors. The scaling operation in Step 6 is
necessary for the same reasons. When applying the algorithm, the first few thresh-
old values determined may be relatively high. The additional values determined will
have to be progressively smaller in order to prevent visible distortion. Reducing the
relatively large components will allow other components to have higher values, thus
allowing more vectors to be discarded overall.
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Since the initial values of k and I in the above algorithm are chosen arbitrarily, it
is reasonable that many different threshold maps can be generated for the same test
image. In addition, different images may be more tolerable to the removal of transform
domain vectors than others. The display medium and the level of background lighting
are also important since they may enhance or mask the visible distortion. Viewing
distance is critical since the amount of perceivable distortion decreases as the viewing
distance increases. From several feet away, an image containing significant coding
distortion may appear the same as the original image. The threshold map is also
dependant on the person performing the subjective testing. One person's vision
system may have a higher tolerance for distortion than another's. For example, a
person with relatively poor eyesight may have more difficulty seeing distortion than a
person with relatively good eyesight. Since the threshold map depends on all of these
conditions, the optimality of a particular map is impossible to determine. A threshold
map for a particular test image can only be considered optimal from the viewpoint of
the person who performed the subjective tests using a given display medium under
given viewing conditions.
Uniform scaling of the visually weighted threshold map may be necessary to pre-
vent distortion in images other than the test image. The threshold map may also be
scaled to achieve a desired compression ratio when using a particular bit allocation
map b(k, 1). Note that scaling THD(k,l) to achieve higher compression ratios can
result in significant distortion since each value of T HD(k, 1) was chosen in a way that
keeps the distortion level just below the threshold of visibility.
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5.3 Simulation Results
As in the previous chapter, coding simulations were performed with N = 8. Therefore
the test images were divided into 8 X 8 blocks of square vectors, each of size 4 X 4
(16-dimensional vectors). In order to determine a threshold map, subjective tests
were performed using the 512 x 512 "Lady" image shown in Figure A.2. A Sun
SPARe 1+ workstation was chosen as the simulation platform. The thresholding
algorithm discussed above generated the following threshold map:
0 10 10 10 10 10 10 10
10 15 15 15 15 15 15 15
10 10 20 20 20 20 20 20
THD(k,l) = 10 10 25 20 20 25 25 25
10 10 25 20 30 30 25 25
10 15 25 20 30 35 35 35
10 15 25 20 30 35 35 35
10 15 25 20 30 30 30 30
8x8
A statistical analysis has shown the above threshold map removes 28% of the trans-
form domain vectors in the "Lady" image without causing visible distortion.
A constant bit-allocation map b(k, 1) = 8 was chosen for the coding simulations.
Therefore, according to the coding algorithm presented earlier in this chapter, trans-
form domain vectors having a length greater than the specified threshold are coded
with 9 bits while those below the threshold are coded with one bit. The coding tech-
nique of the previous chapter (no thresholding) with N = 8 and b(k,1) = 8 for all
(k, 1), will compress an 8 bit/pixel image by a factor of 16 to a rate of 0.5 bits/pixel.
However, when using the thresholding technique, it is possible to obtain higher com-
pression ratios with the same bit-allocation map. Using the above threshold map on
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the "Lady" image results in a compression ratio of 19. This is not significantly higher
than the original compression ratio of 16. To obtain a higher compression ratio the
threshold map must be scaled.
Increasing each component of the threshold map by a factor of 3.5 produces the
following threshold map:
0 35 35 35 35 35 35 35
35 52.5 52.5 52.5 52.5 52.5 52.5 52.5
35 52.5 70 70 70 70 70 70
THD(k,l) = 35 35 87.5 70 70 87.5 87.5 87.5
35 35 87.5 70 105 105 87.5 87.5
35 52.5 87.5 70 105 122.5 122.5 122.5
35 52.5 87.5 70 105 122.5 122.5 122.5
35 52.5 87.5 70 105 105 105 105
8x8
Applying this threshold map to the "Lady" image without VQ removes 62% of the
transform domain vectors. Using the coding algorithm presented earlier in this chap-
ter with the bit-allocation map b(k, l) = 8 for all (k, l) will compress the "Lady"
image by a factor of 32.
The result of applying the scaled threshold map to the "Lady" image without
quantizing the vectors is shown in Figure A.13. Visible distortion is present since the
threshold map components have been increased. Figure A.14 shows the reconstructed
"Lady" image after coding it to a rate of 0.25 bits/pixel (32:1 compression ratio) using
the scaled threshold map and b(k,l) = 8. The original image was part of the training
set during codebook generation. A visual comparison of Figure A.14 with Figure A.7
indicates that the thresholding technique has higher performance. The peak signal to
noise ratio (PSNR) may also be used to compare the images. PSNR is computed with
reference to the original image. For Figure A.14, the PSNR is 30.1 dB as compared
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with 26.9 dB for Figure A.7. Use of the thresholding technique therefore results in a
3.2 dB improvement in PSNR for the "Lady" image.
Figure A.15 shows the result of coding the "Peppers" image to 0.25 bits/pixel
using the scaled threshold map and b(k, l) =8. The original image was not part of the
training set. This result is a slight improvement over the result shown in Figure A.B.
The PSNRs are 24.5 dB and 23.9 dB for Figures A.15 and A.S respectively. It is
reasonable that if the threshold map was optimized for the "Peppers" image, the
improvment in coding performance would probably be much more significant.
For the "Baboon" image, the original threshold map can be uniformly increased
by a factor of four without introducing any perceivable distortion. In this case, 25%
of the vectors will be discarded. An analysis has shown that the "Baboon" image can
be coded to a rate of 0.25 bits/pixel by using the original threshold map uniformly
increased by a factor of 6.5 with the bit-allocation map b(k, l) = 8. In this case 63%
of the vectors will be discarded by thresholding alone. The scaled threshold map is
as follows:
THD(k,l) =
o 65
65 97.5
65 65
65 65
65 65
65 97.5
65 97.5
65 97.5
65 65
97.5 97.5
130 130
162.5 130
162.5 130
162.5 130
162.5 130
162.5 130
65
97.5
130
130
195
195
195
195
65
97.5
130
162.5
195
227.5
227.5
195
65
97.5
130
162.5
162.5
227.5
227.5
195
65
97.5
130
162.5
162.5
227.5
227.5
195
8x8
Figure A.16 is the result obtained when the above threshold map is used. This
result is sharper than Figure A.9, but it contains more block distortion. The corre-
sponding PSNRs are 23.3 dB for Figure A.16 and 21.8 dB for Figure A.9. It should
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be noted that the "Baboon" image contains more texture and high frequency infor-
mation than the "Lady" and "Peppers" images which were coded with less distortion
using the thresholding technique.
A threshold map was generated specifically for the "Baboon" image using a tech-
nique slightly different from the algorithm discussed in the previous section. First, an
initial threshold map was chosen having components related to following bit-allocation
map:
8 8 8 8 8 8 8 8
8 8 8 8 3 6 4 8
8 8 8 7 0 5 0 7
b(k,l) = 8 8 7 7 2 4 0 5
8 0 0 0 0 0 0 0
8 5 0 0 0 0 0 0
8 4 0 0 0 0 0 0
8 8 0 1 0 0 0 5
8x8
This is the same bit-allocation map used in the previous chapter to code the images
to 0.25 bits/pixel. The initial threshold map was generated by assigning relatively
low thresholds to those vectors which were allocated several bits. Relatively high
thresholds were assigned to the vectors which were allocated very few bits. Subjective
testing was used to adjust the initial threshold map so as to produce the least amount
of distortion when coding the image to 0.25 bits/pixel with a constant bit-allocation
map b(k, 1) = 8. The final threshold map is as follows:
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0 60 50 50 50 50 50 50
70 65 45 45 140 105 125 60
50 65 45 90 200 115 220 90
THD(k,l) = 70 60 90 90 145 125 220 125
50 200 200 210 200 200 200 200
70 125 200 210 200 200 200 200
50 135 200 200 200 200 200 200
70 60 200 160 200 200 200 105
8x8
The coding simulation result is shown in Figure A.17. Even though the above
threshold map is very different from the one used to produce Figure A.16, the recon-
structed image is virtually indentical. The PSNR of Figure A.17 is 22.6 dB which is
0.7 dB lower than that of Figure A.16.
We have seen that higher performance is attainable by incorporating adaptability
into the vector transform coding algorithm while taking into account the relative
sensitivity of the HVS to particular transform domain vectors. It is worthwhile to
investigate how the vector transform itself affects coding performance, both with and
without thresholding. In the next chapter, a generalized method for determining
vector transforms is presented. This is followed by the derivation of a vector cosine
transform, a vector generalization of the DCT. Coding simulation results using the
vector cosine transform are presented and compared with previous results.
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Vector Cosine Transform Coding
The vector transform pair used in the image coding algorithms presented in the
previous two chapters is defined as follows:
1 N-l
rAT L xnWnk
yN n=O
(6.1)
1 N-l
X n = - L XkW-nkVN k=O
where N is a power of two and W is an ~ X ~ skew-circulant matrix defined as
follows:
0 1 0 0 0
0 0 1 0 0
W= (6.2)
0 0 0 1 0
0 0 0 0 1
-1 0 0 0 0 !:!.x!:!.
2 2
Since the vector transform has been applied to image coding with good results,
the following questions may be raised:
1. What exactly constitutes a vector transform?
2. How may other vector transforms be determined?
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3. How can a vector generalization of the discrete cosine transform (DCT) be
determined?
4. How well does a vector generalization of the DCT perform when applied to
vector transform coding?
This chapter focuses on the answers to the above questions.
6.1 Vector Transformation
In general, a vector transform is a one-to-one mapping of one set of vectors ~ =
{XO,Xl,'" ,XN-l} onto another set of vectors X = {Xo,Xl,'" ,XN-d, i.e., X =
T[X]. Since the mapping is one-to-one, there must exist an inverse transform T-1 so
that K can be uniquely determined from X, i.e., X = T-1[X].
A generalized linear vector transform and its inverse can be defined as follows:
N-1
Xk 2: xnWn,k
n=O
(6.3)
N-1
X n = 2: XkW:,k
k=O
where {xn } and {Xk } are square vectors (matrices) of dimension P x P, {Wn,k ,
n, k = 0,1"" ,N-I} is a set of matrices of dimension P x P, and • denotes complex
conjugation. {Wn,k} is called the vector transform kernal.
It can be shown that a set of N 2 matrices {Wn,k, n, k = 0, 1, ... , N - I} forms a
vector transform kernal if and only if the following condition is satisfied [29]:
N-1 {IW W· -L m,k n,k - 0
k=O
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The above condition for defining a vector transform kernal is actually a vector
generalization of the orthogonality condition for scalar transforms.
6.2 Constructing Other Vector Transforms
It is shown in [29] that if {Wn,k} is a vector transform kernal, then {TWn,kT*} is
also a vector transform kernel, where T is a unitary matrix, i.e., TT* = T*T = I.
Therefore, if a vector transform kernal is known, an entire family of vector transforms
can be defined using the original kernal as a seed. For example, given the original
vector transform pair defined by Eq. 6.1, a family of vector transforms may be defined
as follows:
(6.4)
_1_ Y: Xk(TWT*tnk
Vii k=O
where W is the special skew-circulant matrix defined in Eq. 6.2 and T is any ~ X
~ unitary matrix. Different vector transforms are obtained by choosing different
matrices for T.
A general method of defining seed vector transforms involves the use of diagonal
matrices as the kernal [29]:
>'O,n,k 0
o >'l,n,k
o
o (6.5)
a o
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where n =0,1"" ,N -1, k = 0,1,'" ,N -1, and P X P is the the dimension of the
square vectors. Therefore
N-l
"" WmkWnk =L.J , ,
k=O
N-l
~ ).O,m,k).~,n,k 0
k=O
N-l
o "" ). )'.L.J l,m,k l,n,k
k=O
o
o
N-l
o 0 ~ ).P-l,m,k).~-l,n,k
k=O
Since a vector transform kernal is formed if and only if
N-l {I if m = n~Wm,kWn,k=
k=O 0 if m:f n
the following condition must be satisfied:
PxP
for p = 0,1, ... , P - 1.
N-l {I). )'. -L p,m,k p,n,k - 0
k=O
ifm=n
ifm:fn
6.3 A Vector Cosine Transform
Since the discrete cosine transform (DCT) has been used extensively in scalar trans-
form coding with high performance, it is worthwhile to find a vector generalization of
the DCT and investigate its performance when applied to vector transform coding.
A vector generalization of the DCT, or vector cosine transform, may be defined by
choosing:
{
f1 for k = 0
). -). k - •.. - ).P k - VIi
O,n,k - l,n, - - -l,n, - -1ft cos (1r(2;~l)k) for k = 1,2"", N -1
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where n = 0 1 ... N -1 and k = 0 1 .. , N - 1 then
" , ""
fft 0 0
WnO =
0 fk 0
I
0 0 fk PxP
and
1ft (W(2n+l)k) 0 0N cos 2N
0 1ft (W(2n+l)k) 0
Wn,k=
N cos 2N
o
for k = 1,2", . , N - 1.
o !2 (W(2n+l)k)YN cos 2N PxP
Since the diagonal elements of the kernel are identical for a given value of k, the
vector cosine transform may be written in the following simpler form:
N-1
IkLXn
n=O
N-1
rx" X (W(2n+l)k)YN L.J n cos 2N
n=O
for k = 0
for k = 1 2 ... N - 1
" ,
The above vector cosine transform can be considered a trivial vector transform
since >'0 n k = Al n k = '" = Ap-1 n k = An k. If this vector cosine transform is used
J J I J I I 1
as a seed, no new vector transforms will be generated since for any arbitrary unitary
matrix T,
Essentially the vector cosine transform is equivalent to performing the DOT in-
dependently on p2 decimated data sets. Since a number of fast DOT algorithms are
available, the vector cosine transform may be implemented very efficiently.
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The results of using the vector cosine transform with the coding algorjthms dis-
cussed in Chapters 4 and 5 are presented in the next section and compared with
previous vector transform coding results.
6.4 Simulation Results
Coding simulations were first performed using the coding techniques described in
Chapter 4 with the vector cosine transform. Using the "Baboon" and "La~y" images
as the training sequence, the following bit-allocation map was obtained for N = 8,
R = 0.25 bits/pixel and bmax = 8 bits:
8 8 8 8 8 8 8 0
8 8 8 8 8 7 0 0
8 8 8 8 8 0 0 0
b(k,l) = 8 8 8 8 I 0 0 0
8 8 8 8 8 0 0 0
8 8 8 8 0 0 0 0
8 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
8x8
Since the vector cosine transform is a vector generalization of the DCT, larger
values of k correspond to higher horizontal frequencies, larger values of 1 correspond
to higher vertical frequencies, and k = 1= 0 corresponds to the DC vectors. Images
in general are characterized by high signal energy in the low to mid-band spatial
frequencies, and low energies at high frequencies. Thus the vectors containing low
I
and middle frequency information have been allocated the largest number of bits.
The result of compressing the "Lady" image to 0.25 bits/pixel using vector co-
sine transform coding with the above bit-allocation map is shown in Figure A.18.
52
CHAPTER 6. VECTOR COSINE TRANSFORM CODING
Comparing this result with that of using the original vector transform in the coding
algorithm (Figure A.7), it can be seen that block distortion has been significantly
reduced. However, the result is not as sharp as Figure A.7 due to the low-pass filter-
ing effect of the bit-allocation map. The transform domain vectors corresponding to
higher frequencies are allocated zero bit~. A similar blurring effect is seen when the
"Baboon" image is coded using this technique (Figure A.19).
Even though these results are not as sharp as those obtained when the original
vector transform was used, the PSNRs are comparable. The PSNR of the decoded
"Lady" images shown in Figures A.18 and A.7 are 28.1 dB and 26.9 dB respectively.
For the "Baboon" images shown in Figures A.19 and A.9, the PSNRs are 22.0 dB and
21.8 dB respectively. The "Baboon" result is a good example of how the perceptual
quality of an image can change while there is little to no change in the PSNR.
In order to improve the coding performance, the thresholding technique discussed
in Chapter 5 was used with the vector cosine transform. Instead of determining
an initial threshold map through subjective testing, we chose the following visually
weighted 8 X 8 scalar quantization table suggested for DCT-based scalar transform
coding in the draft of the JPEG Standard [10]:
16 11 10 16 24 40 51 61
12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
THD(k,l) = 14 17 22 29 51 87 80 62
18 22 37 58 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99
8x8
The C-Cube CL550™ single-chip JPEG image compression and decompression
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processor uses this visually weighted table to uniformly quantize the DCT coefficients
in the luminance component of the image[30] . Since the above DOT quantization table
has been optimized for the human visual system and has been used with good results
in JPEG image compression, it can be reasoned that high coding performance will
also result when it is used as threshold map in vector cosine transform coding. This
reasoning is based on the fact that the thresholding technique for vector transform
coding is essentially a vector generalization of the scalar quantization technique for
DCT coefficients in JPEG image coding. In the scalar quantization technique, a
DCT coefficient in an 8 X 8 block is assigned a value of zero if it is less than the
corresponding entry in the 8 X 8 quantization table. Otherwise, it is divided by the
entry in quantization table, rounded to the nearest integer, and coded [11]. When
using the thresholding technique fo.~ vector transform coding described in Chapter 5,
a vector is coded with a single zero bit if its length is less than the corresponding
entry in the threshold map. Otherwise, it is coded with b(k, I) bits. The quantization
table can be applied directly as a thresholding map for vector cosine transform coding
since the vector cosine transform is based on the DCT.
A statistical analysis using the "Lady" image and N = 8 has shown that 62% of the
vector transform domain vectors fall below the threshold when the visually weighted
scalar quantization table is used as a thresholding map for vector cosine transform
coding. If b(k, I) = 8 for all (k, I), the coding algorithm of Chapter 5 compresses the
image by a factor of 32 to a rate of 0.25 bits/pixel. It is a pure coincidence that a
compression ratio of 32:1 results without any prior scaling of this threshold map. To
obtain a different compression ratio, the map must be uniformly scaled.
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The coding simulation result is shown in Figure A.20. This result is a signif-
icant improvement over that of Figure A.14. Block distortion is greatly reduced.
The blurring effect that resulted when using vector cosine transform coding without
thresholding is not seen in this case since b(k,l) = 8 for all (k,l). Vectors which
contain high frequency information are therefore more likely to be coded when the
thresholding technique is used. The PSNR of Figure A.20 is 31.8 dB, a 1.7 dB and
4.9 dB improvement over that of Figures A.14 and A.7 respectively.
An improvement in performance is also seen when the "Peppers" image is coded to
0.26 bits/pixel using the same technique. This result, shown in Figure A.21, contains
less block distortion than Figure A.15. The PSNR of Figure A.21 is 26.8 dB, an
improvement of 2.3 dB and 2.9 dB over that of Figures A.15 and A.8 respectively.
Since coding performance has been improved through the use of the vector cosine
transform, it is reasonable to expect that other vector transforms can be derived
which will also improve performance. Theoretically the best performance should
result from the use of an "ideal" vector transform, that is, a vector transform that
completely decorrelates the transform domain vectors. A vector transform having this
property can be used as a basis of comparison for all other vector transforms.
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Conclusions
Our results have shown that the perceptually based thresholding algorithm results
in higher coding performance than the technique of using only a fixed bit allocation
map derived from the energy distribution in the vector transform domain. A ma-
jor drawback of the thresholding algorithm is that psychovisual experiments must
be performed to derive a threshold map which will yield high coding performance.
Psychovisual experiments are difficult to perform since they are very subjective and
time consuming. In addition, they depend on the source image characteristics, dis-
play characteristics, viewing distance, lighting, and the visual system characteristics
of the person viewing the image. A threshold map can only be optimized for one im-
age. When applied to images other than the test image used to determine the map,
the threshold map can result in lower compression ratios or increased distortion. To
avoid the impracticality and inefficiency of determining a new threshold map for ev-
ery image to be compressed, an average threshold map can be determined using the
optimized maps derived for a large sequence of diverse images. Psychovisual exper-
imentation can be eliminated by developing and using a mathematical model which
describes how the human visual system (HVS) responds in general to vector length
changes in the vector transform domain. With such a model, the threshold map can
be computed analytically instead of subjectively. Several HVS models which have
already been applied to image coding [1, 22, 23, 24, 25, 26] can provide -insight for
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developing a similar model for vector transform coding.
We have seen that thresholding alone (without VQ) can remove about 25% of
the transform domain vectors without causing visible distortion. It is reasonable to
\ assume that with an accurate model of the HVS, even more vectors can be removed.
However to achieve compression ratios of 32:1 or higher, more than 97% of the data
must be removed. We have currently accomplished this through vector quantization
and use of a scaled threshold map which removes significantly more vectors. Both of
these techniques, however, introduce visible distortion.
One source of visible distortion in the decoded images is the fact that the thresh-
olding algorithm is based on the vector length, or magnitude. An infinite number
of different vectors ,can have the same magnitude. Therefore vectors which have the
same magnitude can produce distinctly different image patterns when the inverse
vector transform is performed. When thresholding is performed, vectors are consid-
ered the same if their magnitudes are the same. This results in distortion since the
contribution of the individual components is not considered. Thresholding can also
be performed based on the mean, absolute value of the mean, or the maximum of the
vector component values. As with the magnitude parameter, however, one of these
parameters can describe an infinite number of different vectors.
Distortion may be reduced by introducing additional adaptivity into the thresh-
olding algorithm. For example, transform domain vectors may be thresholded based
on how closely their components follow a certain pattern. Better performance will
result if it is determined how the HVS responds in general to particular vector compo-
nent patterns rather than particular vector lengths since an infinite number of vectors
can have the same length.
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Another possibility for future work is to study the effect of increasing N, the
square root of the vector dimension. If N is increased, the vector sizes, bit-allocation
maps, and threshold maps will be much larger. A problem associated with increasing
N is that fewer training vectors will be available from a fixed sized training sequence.
Consider, for example, a 1024 x 1024 training image. When N = 8, the vector size
is ~ x ~ = 4 x 4. To perform the 2-D vector transform, square vectors are grouped
into blocks of N x N vectors. Each block, therefore, contains 32 x 32 pixels. Since
there are N X N different sets of training vectors, a 1024 x 1024 pixel training image
will contain 1~~4 X 1~~4 = 1024 training vectors per set. By a similar calculation,
it can be shown that for N = 16, the number of training vectors per set will be
11°2284 X 11°2284 = 64. This number is considered too small for effective codebook design.
To obtain 1024 training vectors per set when N = 16, it is necessary to add 15 more
training images of size 1024 X 1024 thus increasing the amount of required storage
space quite significantly. In addition, the training set may not entirely fit into the
main memory of the computer used to perform the simulations. This will cause the
simulations to execute much more slowly since the LBG algorithm requires access to
all of the training vectors in order to compute centroids.
We have shown that use of the vector cosine transform in the thresholding algo-
rithm results in higher coding performance than use of the original vector transform
which is defined in Chapter 4. It can therefore be assumed that the vector cosine
transform outperforms the original vector transform in terms of decorrelation and
energy packing. This assumption is supported by the fact that the decorrelation
and energy packing performance of the DCT closely approximates that of the ideal
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Karhuen-Loeve Transform (KLT) in the scalar case. Fast implementations of the vec-
tor cosine transform are possible since a number of fast algorithms exist for computing
the DOT. From the hardware point of view, however, the implementation proposed
by Li [2] for the original vector transform is simpler. It would be worthwhile to search
for vector transforms that will result in higher coding performance than the original
while having the benefit of efficient hardware implementation.
Another possibility for improving the performance of vector transform coding is
to use a vector generalization of DPOM to code the DC vectors, {Xo,o}, in the vector
transform domain. In such a vector generalization, the difference between successive
DC vectors is coded instead of the DC vectors themselves. Since successive DO
vectors differ by very little, fewer bits will be allocated to the difference vectors, thus
increasing the number of bits available to other vectors.
Finally, the testing of modifications to the vector transform coding algorithms
can be a very time consuming process due to the large number of computations
required for the training phase of codebook generation. This time can be reduced
by using a vector quantization technique that does not require training. One such
technique is lattice VQ [15]. Coding performance will be reduced by such methods,
but simulations will run much faster. The LBG algorithm can always be used for
final testing of algorithm modifications and improvements.
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Figure A.l: "Baboon" 512 x 512 pixels, 8 bits/pixel
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)
Figure A.2: "Lady" 512 x 512 pixels, 8 bits/pixel
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1"--
Figure A.3: "Peppers" 512 x 512 pixels, 8 bits/pixel
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Figure A.4: "Baboon" 0.5 bits/pixel: Vector Transform Coding
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Figure A.5: "Lady" 0.5 bits/pixel: Vector Transform Coding
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Figure A.6: "Peppers" 0.5 bits/pixel: Vector Transform Coding
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Figure A.7: "Lady" 0.25 bits/pixel: Vector Transform Coding
71
APPENDIX A. SIMULATION RESULTS
Figure A.S: "Peppers" 0.25 bits/pixel: Vector Transform Coding
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Figure A.9: "Baboon" 0.25 bits/pixel: Vector Transform Coding
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Figure A.lO: "Baboon" 0.25 bits/pixel: Memoryless VQ
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Figure A.ll: "Baboon" 0.26 bits/pixel: Scalar Transform Coding (JPEG)
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, Figure A.12: "Baboon" 0.25 bits/pixel: DOT plus VQ
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Figure A.13: "Lady" 62% of the vectors below threshold (no VQ)
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Figure A.14: "Lady" 0.25 bits/pixel: Thresholding plus VQ
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Figure A.15: "Peppers" 0.25 bits/pixel: Thresholding plus VQ
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Figure A.16: "Babboon" 0.25 bits/pixel: Thresholding plus VQ (Map 1)
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Figure A.17: "Baboon" 0.25 bits/pixel: Thresholding plus VQ (Map 2)
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Figure A.18: "Lady" 0.25 bits/pixel: Vector Cosine Transform Coding
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Figure A.19: "Babboon" 0.25 bits/pixel: Vector Cosine Transform Coding
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Figure A.20: ((Lady" 0.25 bits/pixel: Vector Cosine Transform plus Thresholding
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Figure A.21: "Peppers" 0.25 bits/pixel: Vector Cosine Transform plus Thresholding
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