Abstract. We consider the problem of approximating a polygonal chain C by another polygonal chain C whose vertices are constrained to be a subset of the set of vertices of C. The goal is to minimize the number of vertices needed in the approximation C . Based on a framework introduced by Imai and Iri [25], we define an error criterion for measuring the quality of an approximation. We consider two problems. (1) Given a polygonal chain C and a parameter ε ≥ 0, compute an approximation of C, among all approximations whose error is at most ε, that has the smallest number of vertices. We present an O(n 4/3+δ )-time algorithm to solve this problem, for any δ > 0; the constant of proportionality in the running time depends on δ. (2) Given a polygonal chain C and an integer k, compute an approximation of C with at most k vertices whose error is the smallest among all approximations with at most k vertices. We present a simple randomized algorithm, with expected running time O(n 4/3+δ ), to solve this problem.
Introduction
Let C = p 1 , . . . , p n denote a polygonal chain whose vertices are p 1 , . . . , p n and whose edges are p 1 p 2 , p 2 p 3 , . . . , p n−1 p n . A polygonal chain C = p i 1 = p 1 , . . . , p i k = p n is an approximation of C if i 1 < · · · < i k (Fig. 1) . Let d(·, ·) be a distance function defined on points in the plane. We define the error of a line segment p i p j connecting two points of C, where i < j, to be
where the distance between a point p and a segment e is d( p, e) = min q∈e d ( p, q) . The error of an approximation C of C is
the maximum of the errors of each of the edges of C . We will omit the subscript for when the chain C that is being approximated is clear from the context. We call C an ε-approximation of C if C (C ) ≤ ε. We consider two problems:
1. Min-# problem: Given a polygonal chain C and a real number ε ≥ 0, compute an ε-approximation of C that uses the the smallest number of vertices among all ε-approximations of C. 2. Min-ε problem: Given a polygonal chain C and an integer k, compute an approximation of C with at most k vertices that minimizes the error over all approximations of C that have at most k vertices.
Motivation and Previous Results
Polygonal curves are often used to represent boundaries of planar objects in cartography, computer graphics, pattern recognition, etc. The general problem of approximating a polygonal curve by a coarser one is of fundamental importance, and has been studied in disciplines such as geographic information systems [7] , [11] , [15] , [21] , [29] , [31] , digital image analysis [5] , [24] , [28] , and computational geometry [8] , [16] , [18] , [19] , [25] , [33] , [35] . The problems considered fall in one of two categories, depending on whether the vertices of the approximating chain are required to be a subset of the vertices of the input chain. Within each category, min-# and min-ε problems have been studied under different error criteria.
We first mention some of the algorithms that compute approximations whose vertices are not restricted to being on the input chain. A well-studied problem in this category is to compute a piecewise-linear function approximating an n-point planar data set, using the uniform metric to measure the error. This is in fact a special case of a whole class of problems in approximation theory that seek to fit a set of data using a spline function under some metric. (See texts discussing approximation theory such as [6] , [9] , [12] , and [14] .) Hakimi and Schmeichel [20] give an O(n)-time algorithm for the min-# version of the problem and an O(n 2 log n)-time algorithm for the min-ε version. Goodrich [18] gives an improved O(n log n)-time algorithm for the min-ε version. The min-# problems in this category closely resemble the problem of computing a minimum link path in a polygonal domain, which has been studied extensively; see [3] , [19] , [22] , and [25] for a sample. Hershberger and Snoeyink [22] give an efficient algorithm for computing a minimum link path of a given homotopy. In this problem we are given two points s and t in a polygonal region R, which may have holes, and a representative path π between s and t in R, and we want to compute a minimum-link path in R between s and t that is homotopic to π . Homotopy considerations are important when polygonal approximation occurs in the context of other features; see the paper by de Berg et al. [13] . Sometimes, we also want the approximation of a given polygonal chain to be simple, that is, nonself-intersecting. This requirement seems to make the problems intractable. Guibas et al. [19] show that the problem of computing a minimum-link simple approximation of a simple polygon is NP-hard (for a particular error criterion). They also show that a version of the problem of approximating a polygonal subdivision (as opposed to just a single polygonal chain) is NP-hard.
We now turn to the methods for computing approximations whose vertices are restricted to being a subset of the vertices of the input chain. This is the class to which this paper belongs. The restricted case is important because in many applications, attributes such as color are associated with the vertices of the input chain. Moreover, in the unrestricted case, we have to deal with the issue of the precision needed to represent vertices in the approximation (see [26] ). One of the oldest and most popular algorithms in cartography is the Douglas-Peucker algorithm [15] , a heuristical approach that computes an approximation within a prespecified error. Hershberger and Snoeyink [23] showed that the Douglas-Peucker algorithm can be implemented in O(n log * n) time, where log * is the iterated logarithm function [10] . Imai and Iri [25] present a unified approach to polygonal approximation problems by formulating them in terms of graph theory, and present algorithms for approximating simple polygonal chains under a number of error criteria. Algorithms with the same flavor are also described by Chan and Chin [8] , Melkman and O'Rourke [33] , and Toussaint [36] . Most of these algorithms run in (n 2 ) time. It appears as though the problems in this category become intractable if we require the approximation to be simple, or to be homotopic to the original chain; see [13] for a discussion.
Our Results
In this paper we study the min-# and min-ε problems under the L 1 and uniform (also known as Chebyshev) metric. Recall that the distance between two points p = ( p x , p y ) and q = (q x , q y ) in the L 1 metric is
and the distance under the uniform metric is
Note that the distance between a point p and a segment e under the uniform metric is the vertical distance between p and e if the x-projections of p and e intersect, and infinity otherwise. The two main results are the following:
• An O(n 4/3+δ )-time deterministic algorithm, for any δ > 0, for the min-# problem under the L 1 metric.
• An O(n 4/3+δ ) expected-time randomized algorithm, for any δ > 0, for the min-ε problem under the L 1 metric.
Our techniques also generalize to certain other metrics that approximate the Euclidean metric closely. Section 2 discusses preliminaries needed by our algorithms and the main idea used. In order to present the techniques clearly, we describe in Section 3 the min-# algorithm for an x-monotone chain under the uniform metric. In Section 4 we show how the techniques used in Section 3 can be generalized to solve the min-# problem for any polygonal chain under the L 1 metric. In Section 5 we describe a simple randomized algorithm for the min-ε problem under the L 1 metric. We offer our conclusions in Section 6.
Preliminaries
Imai and Iri's Algorithm. Since our algorithm is based on Imai and Iri's general framework for polygonal chain approximation, we first describe their approach. Let C be the polygonal chain p 1 , . . . , p n , and let ε > 0 be a given error bound. Assume that we have fixed a distance function on points in the plane. We define an unweighted, directed graph G ε (C) = (V, E ε ), where V = {p 1 , . . . , p n } and An ε-approximation of C corresponds to a path from p 1 to p n in G ε , and an ε-approximation with the minimum number of vertices corresponds to a shortest path from p 1 to p n in G ε . The shortest path, which is the solution to the min-# problem, can be found by a breadth first search in G ε using O(|E ε |) = O(n 2 ) time. The min-ε problem involves computing the smallest value of ε for which there is a path in G ε from p 1 to p n consisting of at most k vertices. Let ε * denote this smallest value. Let ε 1 ≤ ε 2 · · · be the values of ( p i p j ) for 1 ≤ i < j ≤ n. Note that G ε remains the same for all ε ∈ [ε i , ε i+1 ). Therefore, the min-ε problem reduces to finding the smallest ε i for which G ε i contains a path from p 1 to p n with at most k vertices. Since E ε i ⊆ E ε i+1 , ε * can be computed by a binary search on the ε i 's, using the min-# algorithm as the decision procedure.
Using Imai and Iri's approach naively, any algorithm for the min-# problem takes (n 2 ) time, as it needs to construct the graph G ε , which can have (n 2 ) edges. Chan and Chin [8] , Imai and Iri [25] , Melkman and O'Rourke [33] , and Toussaint [36] give quadratic or near-quadratic-time algorithms for constructing G ε under various error criteria. The running time for the min-ε problems is governed by the time it takes to compute the errors ( p i p j ) of the segments, and the time for O(log n) applications of the min-# decision procedure. Hence, these algorithms also take (n 2 ) time.
Compact Representation of G ε . If we are aiming for a subquadratic algorithm, we cannot compute the graph G ε explicitly. Instead, we construct a compact representation of G ε . Let G = (V, E) be a directed graph, and let
be a family of subgraphs of G. We say that G is a clique cover of G if the following conditions hold:
Since each G i is a bipartite clique, we can represent it compactly by specifying its vertex classes V i 1 and V i 2 ; this takes O(|V i |) space. The edges are now defined implicitly. We define the size of the clique cover G, denoted by |G|, to be l i=1 |V i |; this is the space we require to represent G compactly. The notion of "compressing" graphs using clique covers is pursued by Feder and Motwani [17] , who use clique covers of graphs to speed up a number of graph algorithms. 
. . , u k+1 as the shortest path between u and v in G. The correctness of the procedure is straightforward. This computation takes time proportional to |G| + |V |.
The Min-# Algorithm under the Uniform Metric
Let C = p 1 , . . . , p n be an x-monotone polygonal chain, and let ε be a given error bound. In this section we present an algorithm that solves the min-# problem for C under the uniform metric. Our algorithm computes a shortest path between p 1 and p n in the graph G ε defined above. In order to do this efficiently, we first compute a clique cover of G ε , and then use Proposition 2.1 to compute a shortest path from p 1 to p n in G ε .
In the remainder of this section we describe an O(n 4/3+δ )-time divide-and-conquer algorithm for constructing a clique cover
We recursively compute clique covers G 1 , G 2 of G ε (C 1 ) and G ε (C 2 ), respectively. In the merge step we compute a clique cover G 12 of the edges
That is, G 12 is a clique cover of the edges of G ε (C), one of whose endpoints is in C 1 and the other in C 2 .
Before describing how to compute G 12 , we need a few definitions and preliminary lemmas.
If Figure 3 illustrates the definition of cone( p i ).) We regard cone( p i ) not only as a set of rays, but as a set of points as well. Note that the interior of cone( p i ) does not contain any p
Symmetrically, for a vertex p j of C 2 , we define cone( p j ) to be the following collection of leftward directed rays emanating from p j : a ray ρ belongs to cone( p j ) if it intersects p The boundary of a convex polygon Q can be divided into two x-monotone convex chains at its leftmost and rightmost vertices. The chain lying above (resp. below) the line through the x-extremal vertices is called the upper (resp. lower) boundary of Q. Let L i denote the lower boundary of the convex hull of { p 
Proof. We only describe the computation of cone( p k ) for 1 ≤ k ≤ n/2 ; we can compute cone( p k ) for n/2 + 1 ≤ k ≤ n symmetrically. Suppose that we have inductively computed cone( p k ) for i ≤ k ≤ n/2. Suppose also that we have computed L i and U i . We first compute L i−1 and U i−1 from L i and U i , respectively, in O(log n) time using standard techniques [32] , [34] . We can then compute in O(log n) time the tangents to L i−1 and U i−1 from p i−1 , and thus cone( p i−1 ).
Using a standard duality transformation (that maps a point (a, b) to the line y = ax+b, and a line y = mx + c to the point (−m, c)), we can map the line supporting any ray ρ to a point ρ * . We refer to the point ρ * as the dual of the ray ρ. Let γ i denote the set of points dual to the rays in cone( p i ). γ i is a line segment in the dual plane. Let
The following lemma is obvious. Lemma 3.2. Let p i (resp. p j ) be a vertex of C 1 (resp. C 2 ). Then p j ∈ cone( p i ) and p i ∈ cone( p j ) if and only if γ i and γ j intersect. 
Since the chain C is x-monotone, the line segment p i p j intersects the segment p
. By a similar argument, we can conclude that the line segment p i p j also intersects the segments p
To prove the converse, assume that ( p i , p j ) ∈ G ε . Then the line segment p i p j intersects all the segments p
It follows that the ray R( p i , p j ) emanating from p i and passing through p j intersects all the segments p We now describe a procedure to compute such a family F. We construct the segmentintersection-searching data structure [2] on the set 2 , which can report the set of segments of 2 intersecting a query segment in the plane, as a union of few pairwise disjoint subsets of 2 . This segment-intersection-searching data structure is a multilevel partition tree, each of whose nodes is associated with a so-called canonical subset of 2 . The total size of all canonical subsets in the tree is O(n 4/3+δ ). For a query segment e, the query procedure selects O(n 1/3+δ ) pairwise disjoint canonical subsets whose union consists of exactly those segments 2 that intersect e. Using this structure, we can construct the family F as follows. We query the data structure with all segments of 1 . For each canonical subset 2i of 2 , let 1i ⊆ 1 be the set of segments whose output contained 2i . If 1i = ∅, we add the pair ( 1i , 2i ) to the family F.
The size of the resulting clique cover
The running time for computing G 12 is dominated by the time to compute the family F, which is O(n 4/3+δ ). Let S(n) denote the size of the clique cover of G ε (C) computed by the entire algorithm. Then we have the recurrence
for some constant c. This recurrence solves to S(n) = O(n 4/3+δ ). An identical argument shows that the running time of the algorithm is O(n 4/3+δ ).
Lemma 3.4. For any δ > 0, we can compute a clique cover of G
From Proposition 2.1, it follows that we can compute a shortest path between p 1 and p n in G ε in O(n 4/3+δ ) time. Thus, we have the following result. 
The Min-# Algorithm under the L 1 Metric
Let C = p 1 , . . . , p n be a polygonal chain (which is not necessarily x-monotone), and let ε be a given error bound. In this section we take the underlying metric to be the L 1 metric, and show how we can efficiently compute a clique cover of the graph G ε defined on C. We then use Proposition 2.1 to compute a shortest path between p 1 and p n in G ε , thus solving the min-# problem. Throughout this section, d(·, ·) denotes the distance under the L 1 metric. We first give some definitions. We define the orientation of a line , which we denote by ( ), to be the angle that makes with the positive x-axis in the range [−π/2, π/2]. We define the orientation of a line segment pq, which we denote by ( pq), to be the orientation of the line containing the line segment. Let x( p) (resp. y( p)) denote the x-coordinate (resp. y-coordinate) of a point p. The following two lemmas state useful properties of the L 1 metric; see Figure 4 . 
and qr intersects the vertical segment p + p − .
As in Section 3, we use a divide-and-conquer approach to compute a clique cover of G ε (C). Let C 1 be the chain p 1 , . . . , p n/2 , and let C 2 be the chain p n/2 +1 , . . . , p n . We recursively compute the clique covers G 1 and G 2 of G ε (C 1 ) and G ε (C 2 ), respectively. The merge step computes a clique cover G 12 of the set
We will describe an algorithm for computing a clique cover of the set of edges
By reversing the direction of the (+x)-axis and/or switching the role of the x-and yaxis, we can compute a clique cover of the remaining edges of E 12 . Our approach will 282 P. K. Agarwal and K. R. Varadarajan   Fig. 5. p i+1 , . . . , p n/2 are relevant for p j ; p 1 , . . . , p n/2 are not relevant for p j .
be to do some "filtering" so that we can compute a clique cover of H 12 by essentially the technique of Section 3. LetH 12 denote the following collection of pairs:
By definition, H 12 ⊆H 12 . We first compute a clique cover ofH 12 , and then use that to compute a clique cover of H 12 .
Definition 4.3. Let p i ∈ C 1 and p j ∈ C 2 . We say that p i is relevant for p j , if for all (Fig. 5) . 
Symmetrically, we define cone( p j ), for p j ∈ C 2 , to be the following cone of leftward directed rays emanating from p j : a ray ρ belongs to cone ( p 
By Lemma 4.2, a rightward directed ray ρ originating at p i belongs to cone( p i ) if and only if −π/4 ≤ (ρ) ≤ π/4, and, for every
Similarly, a leftward directed ray ρ originating at p j belongs to cone( p j ) if and only if −π/4 ≤ (ρ) ≤ π/4, and, for every n/2 + 1 ≤ k ≤ j,
The following lemma lays the foundation for our algorithm. 
Now we establish the other half of the lemma. Assume that ( p i , p j ) ∈ H 12 . We argue that (1) p j is relevant for p i , and (2) the ray R( p i , p j ) lies in cone( p i ). By symmetrical arguments, we can also show that p i is relevant for p j and the ray R( p j , p i ) lies in cone( p j ).
Consider 
This completes the proof of the second half of the lemma.
In view of Lemma 4.5, we compute a clique cover for H 12 in four steps.
Step 1. We compute a clique cover of the edges inH 12 .
Step 2. For each bipartite clique (A 1 , A 2 ) computed in Step 2, we compute a clique cover of the pairs ( p i , p j ) ∈ A 1 × A 2 such that p i is relevant for p j and p j is relevant for p i .
Step 3. For each p i ∈ C 1 , we compute cone( p i ); for each p j ∈ C 2 , we compute cone( p j ).
Step 4. For each bipartite clique (B 1 , B 2 ) computed in Step 3, we compute a clique cover of the pairs ( p i , p j ) ∈ B 1 × B 2 such that p j ∈ cone( p i ) and p i ∈ cone( p j ). This is done by taking the segments dual to the cones and proceeding exactly as in Section 3.
The algorithms for Steps 1, 2, and 3 are described in Lemmas 4.7, 4.8, and 4.9, respectively. As described in Section 3, the procedure in Step 4 for a single bipartite clique Proof. For a point p in the plane, let
that is, Wed( p) is the wedge that is bounded by the two rightward directed rays emanating from p with orientations +π/4 and −π/4. By definition ofH 12 , ( p i , p j ) ∈H 12 if and only if p j ∈ Wed( p i ). We preprocess C 2 into a data structure to answer queries of the following form efficiently: Given a point p, report all points q ∈ C 2 that lie in Wed( p). The data structure we construct is a range-tree [34] on C 2 , which can report the points in C 2 that lie in a query wedge Wed( p) as a union of O(log 2 n) disjoint canonical subsets of C 2 . The total size of all the canonical subsets in the range tree is O(n log n). With this data structure, we proceed as in Section 3 to construct a clique cover ofH 12 . That is, we query the data structure with all points p ∈ C 1 . For each canonical subset B i in the range tree, let A i ⊆ C 1 be the set of query points whose output contains B i . If A i = ∅, we include (A i , B i ) as a bipartite clique of the clique cover. The size of the clique cover is O(n log 2 n), and the running time is also O(n log 2 n). log m) . The time for computing the clique cover is governed by the time needed to compute α( p j ) for each p j ∈ B; combining binary search with a data structure based on range trees [34] , this can be done in a total of O(m log 5 m) time. In the second stage we take each bipartite clique (A , B ) of G 1 , and compute a clique cover of the set of ordered pairs ( p i , p j ) ∈ A × B such that p j is relevant for p i . We do this in a manner completely similar and symmetric to the first stage. If |A | + |B | = m , the second stage applied to (A , B ) produces a clique cover of size O(m log m ) .
We return the union of all the clique covers computed after the second stage as the clique cover of Rel (A, B) . The size of the clique cover is O(m log 2 m), and the overall running time is O(m log 6 m).
Lemma 4.9. We can compute cone( p
Proof. We only describe the computation of cone(
we stop and declare cone( p i ) to be empty. Otherwise, we compute the cone of rightward directed rays emanating from p i consisting of all rays ρ such that ρ intersects the vertical segment p − p + , for every p ∈ right( p i ). We clip this cone so that all rays of this cone have orientation between −π/4 and π/4, and return the clipped cone as cone( p i ).
In order to do all this efficiently, we preprocess C 1 into a data structure that returns left( p i ) (or right( p i )), for any p i ∈ C 1 as a union of O(log 2 n) canonical subsets. This data structure is simply the two-dimensional range tree in which the points are ordered in one dimension according to their x-coordinates, and in the other dimension according to their occurrence in the chain C 1 (that is, p 1 , . . . , p n/2 ). With each canonical subset S of the data structure, we store the region reg(S) = {q | d(q, p) ≤ ε, for all p ∈ S}. It is easy to see that reg(S) is a rectangle. We also store the upper boundary U (S) of the convex hull of the points { p − | p ∈ S} and the lower boundary L(S) of the points { p + | p ∈ S}. The data structure can be built in O(n log 3 n) time. With these data structures set up, we can compute cone( p i ), for any p i ∈ C 1 , as follows. We query the data structure and find O(log 2 n) canonical subsets {S 1 , . . . , S l } whose union is left( p i ). For each S k , we check whether p i ∈ reg(S k ); if, for any S k , p i / ∈ S k , we stop and declare cone( p i ) to be empty. Otherwise, we query the data structure to find O(log 2 n) canonical {S 1 , . . . , S l } subsets whose union is right( p i ). For each S k , we compute the cone of rightward directed rays emanating from p i that is bounded on the top by the ray from p i tangent to L(S k ), and on the bottom by the ray from p i tangent to U (S k ). We compute the intersection of the cones computed for each S k . Finally, we clip this cone to one whose rays have orientation between −π/4 and π/4.
Using this procedure, we can compute cone( p i ) for any p i ∈ C 1 in O(log 3 n) time. Hence, the overall algorithm for computing all the cones runs in O(n log 3 n) time.
The Min-ε Algorithm under the L 1 Metric
In the min-ε problem we are given a polygonal chain C = p 1 · · · p n and an integer k ≤ n, and we want to find an approximation of C that minimizes the error over all approximations that use at most k vertices. In this section we present a randomized algorithm to solve the min-ε problem for a polygonal chain C under the L 1 metric. As mentioned in Section 2, the min-ε problem reduces to finding the smallest value of ε, for which there is a path in G ε between p 1 and p n consisting of at most k vertices; we let ε * denote this smallest value. Recall that ε * = ( p i p j ), the error of some segment p i , p j . Given an ε, we can use the min-# algorithm as a decision procedure to determine whether ε * ≤ ε or ε * > ε. Hence, we can use the decision procedure to binary search the errors corresponding to each of the (n 2 ) segments p i p j . However, we cannot explicitly enumerate these errors if we are aiming for a subquadratic algorithm. Instead, we use a variant of the random halving technique [30] to do the search. Our algorithm can be made deterministic using the expander based approach by Katz and Sharir [27] . We first describe some primitives that our algorithm uses. Proof. For simplicity, we assume that we have access to a random number generator that can generate a random number in the range (0, 1] with uniform probability. We first compute a clique cover 
To generate a random bipartite clique, we first generate a random number r ∈ (0, 1]. We do a binary search on the intervals I 1 , . . . , I l to locate the interval I j containing r , and return G j . For each A i (resp. B i ), we build a similar structure that will allow us to generate an element a ∈ A i (resp. b ∈ B i ) with probability 1/|A i | (resp. 1/|B i |). To pick a random segment p i p j with error at most ε, we first pick a random bipartite clique as above; if G k is picked, we pick random elements a ∈ A k and b ∈ B k , and return (a, b) .
The preprocessing time of this scheme is O(n 4/3+δ ), and the time for generating a random segment is O(log n).
Using clique covers, the following lemma is easily established. Proof. We compute a clique cover 
The number of segments whose error lies in the range (ε 1 , ε 2 ] is the number of segments whose error is at most ε 2 minus the number of segments whose error is at most ε 1 .
We will also need the following lemma. Proof. We only describe the data structure for query segments p i p j that belong tō
We preprocess the points { p 1 , . . . , p n } in O(n log n) time into a data structure so that given any
, and between( p i , p j ) can be returned as a union of O(log 2 n) canonical subsets. This data structure is simply the two-dimensional range tree in which the points are ordered in one dimension according to their xcoordinates, and in the other dimension according to their occurrence in the chain C (that is, p 1 , . . . , p n ). For each canonical set S ⊆ C of the data structure, we store conv(S), the convex hull of S. We also store extr(S), the four "L 1 -extremal" points of S; for any point p in the plane, the point in S that maximizes the L 1 distance to p is one of these four points.
This completes the description of our data structure for query segments inH . Recall ( p i , p j ) . For each canonical set S, we find the point in S maximizing the vertical distance to by doing a binary search over the convex hull conv(S) of S. The binary search finds the two lines and that are parallel to and tangent to conv(S). If p ∈ S (resp. p ∈ S) is the point through which (resp. ) passes, then either p or p maximizes the vertical distance from S to . Thus, we can determine q 3 in O(log 3 n) time. The time for the overall query procedure is also O(log 3 n).
The Algorithm. The min-ε algorithm maintains a working interval I = (ε 1 , ε 2 ] containing ε * . We refer to the segments ( p i , p j ) whose errors lie in the working interval as the candidate segments, and the corresponding errors as the candidate values. Our algorithm operates in two phases. In the first phase we repeatedly shrink the working interval containing ε * until it contains at most t = n 2/3 candidate values. In the second phase we expicitly enumerate all the segments whose errors lie in the working interval, and binary search the errors to find ε * . We can afford to do the explicit enumeration because the working interval does not contain too many candidate values. We now describe the phases in detail. Clearly, a random candidate value in the interval I i−1 lies in the middle third of the values in N i−1 with probability at least 1/3. Since N i−1 contains at least t values, a random segment p i p j generated in Step 3 lies in I i−1 with probability at least t/n 2 ≈ 1/n 4/3 . Using these observations, it is easy to see that with high probability (probability at least 1 − 1/n c , for some constant c), there are O(n 4/3 log n) iterations of Step 3 and O(log n) iterations of Step 4 in the ith stage. We can conclude that the time taken to execute the ith stage is O(n 4/3+δ ), with high probability. Since, during each stage, the number of candidate values in the working interval decreases by a constant fraction, there are only a logarithmic number of stages. Therefore, the overall running time of the first phase is O(n 4/3+δ ), with high probability.
The Second Phase. Assume that we enter the second phase with the working interval I = (ε 1 , ε 2 ]. We first compute a superset of such segments and then discard those whose values do not lie in I . We compute the candidate segments and values that lie in I as follows. We compute the clique covers of G ε 1 and G ε 2 , and use them to find the in-degree and out-degree of each vertex in G ε 1 and G ε 2 ; this takes O(n 4/3+δ ) time. We then find the set S 1 (resp. S 2 ) of all vertices p i (resp. p j ) of C for which there is some p j (resp. p i ), with i < j, such that the error of segment p i p j lies in I . A vertex p i belongs to S 1 (resp. S 2 ) if its out-degree (resp. in-degree) in G ε 1 is strictly smaller than its out-degree (resp. in-degree) in G ε 2 . Hence, we can find S 1 (resp. S 2 ) by comparing the out-degrees (resp. in-degrees) of each vertex in G ε 1 and G ε 2 . Clearly, S 1 and S 2 contain at most t vertices. Using Lemma 5.3, we compute the error of each ( p i , p j ) ∈ S 1 × S 2 , and discard the segments whose errors do not lie in I . We are left with the segments whose errors lie in I . Finally, we perform a binary search over the O(n 2/3 ) candidate values in I , using the min-# algorithm as a decision procedure, to compute ε * . The overall running time of the second phase is also bounded by O(n 4/3+δ ). Hence, we can conclude: 
Conclusions
We have presented efficient algorithms that exploit the structure of the graph of short-cuts G ε . This brings us to an extremely interesting question: What happens when other error criteria are used? (See [25] .) An interesting case is when the Euclidean distance is used to define the error. We have not been able to extend the techniques used in this paper to compute a compact representation of the graph G ε in this case. Another interesting problem is to find near-linear-time algorithms for the problems solved in this paper.
