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Sommario
In questa tesi viene innanzitutto analizzato il legame tra la simmetria rotazionale e il
momento angolare di un sistema quantistico. Vengono poi studiate le proprietà generali
degli operatori covarianti per rotazione, in particolare gli operatori scalari, vettoriali e
diadici. Viene quindi esposta la teoria generale degli operatori tensoriali irriducibili che
permette una trattazione unicata delle varie tipologie di operatori covarianti. Vengono
in particolare studiati due teoremi fondamentali: il teorema di Wigner-Eckart e della
proiezione. Sono illustrate inne alcune applicazioni.
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Capitolo 1
Introduzione
In meccanica classica il momento angolare di un sistema isolato si conserva. Questa
legge sica è una conseguenza della simmetria rotazionale dell'hamiltoniana del siste-
ma. Cioè il valore dell'energia non subisce variazioni e l'hamiltoniana rimane la stessa
funzione delle variabili canoniche quando il sistema è soggetto ad una rotazione rigida
attorno ad un asse. Questa importante proprietà è conseguenza dell'isotropia dello spa-
zio in assenza di campi esterni: tutte le direzioni dello spazio sono sicamente equivalenti.
Anche in meccanica quantistica, in un sistema isolato, le componenti cartesiane del
momento angolare sono costanti del moto. In questo caso, tuttavia, le singole compo-
nenti non sono osservabili quantistiche compatibili, cioè non possono essere misurate
simultaneamente senza interferenza. Matematicamente questo si manifesta come la non
commutatività delle componenti vettoriali dell'operatore momento angolare, il quale, a
sua volta, riette la non commutatività delle rotazioni. Un'altra importante dierenza
dal caso classico è l'esistenza, accanto al momento angolare orbitale, di un'altra forma
di momento angolare, lo spin, che è un grado di libertà interno privo di corrispondente
classico.
La relazione tra rotazioni e momento angolare consiste nel fatto che il momento an-
golare è il generatore innitesimale delle rotazioni. Le proprietà del momento angolare
quantistico e la sua relazione alla simmetria rotazionale sono richiamate brevemente nel
capitolo 3. Gli osservabili quantistici vengono classicati in base alle loro proprietà di co-
varianza sotto rotazioni. Le principali tipologie di osservabili rotazionalmente covarianti
sono quelli scalari, vettoriali, diadici, analizzati in dettaglio nel capitolo 3.
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La teoria degli operatori tensoriali irriducibili, esposta nel capitolo 4, fornisce una
trattazione unicata degli operatori rotazionalmente covarianti. Operatori scalari, vet-
toriali, diadici, sono infatti casi speciali particolarmente rilevanti di operatori tensoriali.
I risultati principali della teoria degli operatori tensoriali irriducibili sono i teoremi
di Wigner-Eckart e della proiezione, che vengono formulati e dimostrati nel capitolo 5.
Questi hanno importanti e molteplici applicazioni in sica nucleare, atomica e molecolare.
Alcune di queste verranno illustrate.
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Capitolo 2
Richiami sul momento angolare e
coecienti di Clebsch-Gordan
In questo capitolo verranno richiamate le formule fondamentali riguardanti momento
angolare e coecienti di Clebsch-Gordan. Poiché l'obiettivo di questo elaborato non è
l'aronto di questi due argomenti, ci limiteremo a farne un sommario.
Iniziamo con l'introdurre una base sferica orientata.
Come è noto, una base ortonormale orientata è un insieme di tre vettori reali ei, i =
1, 2, 3, e∗i = ei, che soddisfano le seguenti relazioni:
ei · ej = δi,j (2.0.1)
ei × ej =
3∑
i=1
εijkek. (2.0.2)
Ogni vettore a si può esprimere come:
a =
3∑
i=1
aiei, ai = a · ei. (2.0.3)
Per due vettori a e b si ha che:
a · b =
3∑
i=1
aibi (2.0.4)
a× b =
3∑
i,j,k=1
εijkaibjek. (2.0.5)
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Similmente, una base sferica orientata è un insieme di tre vettori complessi eα, α =
−1, 0,+1 tale che e∗α = e−α, che soddisfano le seguenti relazioni:
eα · eβ = 2|α|δ−α,β (2.0.6)
eα × eβ = −iδα,0βeβ + iδβ,0αeα − iδ−α,β(α− β)e0. (2.0.7)
Ogni vettore a si può esprimere come:
a =
+1∑
α=−1
2−|α|a−αeα, aα = a · eα. (2.0.8)
Per due vettori a e b si ha che:
a · b =
+1∑
α=−1
2−|α|a−αbα (2.0.9)
a× b = − i
2
+1∑
α=−1
α [(a0b−α − b0a−α)eα + a−αbαe0] . (2.0.10)
Una base sferica orientata e una base ortonormale orientata sono in corrispondenza
1 a 1. I vettori della base sferica, associati a quelli della base ortonormale sono dati da:
e0 = e3, e±1 = e1 ± ie2. (2.0.11)
I vettori della base ortonormale, associati a quelli della base sferica sono dati da:
e1 =
1
2
(e+1 + e−1), e2 =
1
2i
(e+1 − e−1), e3 = e0. (2.0.12)
Analogamente, le componenti di un vettore a espresse in una base sferica associata ad
una base ortonormale sono date da:
a0 = a3, a±1 = a1 ± ia2, (2.0.13)
mentre le componenti di a espresse tramite una base ortonormale associata ad una base
sferica sono date da:
a1 =
1
2
(a+1 + a−1), a2 =
1
2i
(a+1 − a−1), a3 = a0. (2.0.14)
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2.1 Richiami sul momento angolare
Chiamiamo l̂ e ŝ gli operatori di momento angolare orbitale e di spin, rispettivamente.
É noto che:
[l̂i, l̂j ] = ih̄
∑
k
εijk l̂k (2.1.1)
[ŝi, ŝj ] = ih̄
∑
k
εijkŝk. (2.1.2)
Deniamo la somma di l̂ e ŝ come momento angolare totale con:
ĵ = l̂ + ŝ. (2.1.3)
Poiché i due momenti angolari l̂ e ŝ sono indipendenti, il loro commutatore è nullo:
[l̂i, ŝj ] = 0. (2.1.4)
Da questo segue che anche le componenti di ĵ commutano esattamente come quelle di l̂
e ŝ:
[ĵi, ĵj ] = ih̄
∑
k
εijk ĵk. (2.1.5)
Supponiamo ora di avere un sistema composto da due o più parti indicizzate dall'in-
dice a. Allora, i momenti angolari orbitale e di spin totali sono dati da:
L̂ =
∑
a
l̂a (2.1.6)
Ŝ =
∑
a
ŝa. (2.1.7)
Poiché i momenti angolari l̂a e ŝa di sistemi diversi sono indipendenti, i commutatori tra
di essi sono nulli:
[l̂a, l̂b] = 0 (2.1.8a)
[ŝa, ŝb] = 0 (2.1.8b)
[l̂a, ŝb] = 0, (2.1.8c)
per a 6= b.
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Il momento angolare totale del sistema sarà dato allora da:
Ĵ = L̂ + Ŝ. (2.1.9)
Dalle relazioni (2.1.8) segue che le relazioni di commutazione delle componenti di L̂, Ŝ e
Ĵ sono le stesse relazioni che valgono per le componenti di l̂, ŝ e ĵ:
[L̂i, L̂j ] = ih̄
∑
k
εijkL̂k (2.1.10)
[Ŝi, Ŝj ] = ih̄
∑
k
εijkŜk (2.1.11)
[Ĵi, Ĵj ] = ih̄
∑
k
εijkĴk. (2.1.12)
Da ora in poi parleremo di ĵ inteso come momento angolare generico. Allora, per ĵ
valgono le relazioni di commutazione:
[ĵi, ĵj ] = ih̄
∑
k
εijk ĵk, (2.1.13)
che sono scritte esattamente come la (2.1.5), con la dierenza però che ora ĵ non è
necessariamente somma di l̂ e ŝ.
Deniamo il modulo quadro di ĵ come:
ĵ2 = ĵ2 =
∑
i
ĵ2i . (2.1.14)
L'operatore ĵ2 commuta con le componenti di ĵ:
[ĵ2, ĵi] = 0. (2.1.15)
Poiché sia ĵi che ĵ2 rappresentano degli osservabili, allora, per un principio della mecca-
nica quantistica, tali operatori sono autoaggiunti:
ĵ†i = ĵi (2.1.16)
ĵ2† = ĵ2. (2.1.17)
É conveniente esprimere le componenti di ĵ tramite una base sferica orientata eα, asso-
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ciata ad una base ortonormale orientata ei, tramite le relazioni (2.0.11) e (2.0.12):
ĵ0 = ĵ3, ĵ±1 = ĵ1 ± iĵ2 (2.1.18)
ĵ1 =
1
2
(ĵ+1 + ĵ−1), ĵ2 =
1
2i
(ĵ+1 − ĵ−1), ĵ3 = ĵ0. (2.1.19)
Le componenti sferiche obbediscono allora alle seguenti regole di commutazione:
[ĵ0, ĵ±1] = ±h̄ĵ±1 (2.1.20)
[ĵ±1, ĵ±1] = 0 (2.1.21)
[ĵ±1, ĵ∓1] = ±2h̄ĵ0. (2.1.22)
Inoltre, valgono le seguenti regole di aggiunzione:
ĵ†0 = ĵ0 (2.1.23)
ĵ±1
† = ĵ∓1. (2.1.24)
L'operatore ĵ2 è dato da
ĵ2 = ĵ±1ĵ∓1 + ĵ
2
0 ∓ h̄ĵ0, (2.1.25)
e naturalmente commuta con ĵ0 e ĵ±1, dato che questi sono combinazioni lineari di ĵ1,
ĵ2 e ĵ3:
[ĵ2, ĵ±1] = 0 (2.1.26)
[ĵ2, ĵ0]. (2.1.27)
Poiché le componenti ĵi non commutano tra di loro, non esiste una base ortonormale di
autoket comuni ai ĵi, però si può costruire un insieme massimale di operatori autoaggiunti
commutanti utilizzando ĵ0 e ĵ2. Gli autoket comuni di ĵ0 e ĵ2 si organizzano in multipletti
caratterizzati dal numero quantico semi intero non negativo j, ogni multipletto |j,m〉
contiene 2j + 1 elementi, indicizzati dal numero quantico m che prende valori nel range
−j,−j + 1, . . . , j − 1, j.
Si ha poi che:
ĵ2 |j,m〉 = |j,m〉 h̄2j(j + 1) (2.1.28)
ĵ0 |j,m〉 = |j,m〉 h̄m (2.1.29)
ĵ±1 |j,m〉 = |j,m± 1〉 h̄ (j(j + 1)−m(m± 1))
1
2 . (2.1.30)
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Inne, assumendo che i ket |j,m〉 siano normalizzabili:
〈
j,m′
∣∣j,m〉 = δm′,m. (2.1.31)
Le proprietà (2.1.28) e (2.1.29) sono le relazioni agli autovalori degli operatori ĵ2 e ĵ0,
mentre, per la proprietà (2.1.30), l'operatore ĵ±1 si dice anche operatore di scala perché
applicato ad un proprio autoket con un certo valore del numero quantico m, ne alza o
abbassa il valore di una unità.
Consideriamo un sistema descritto da due momenti angolare ĵ1 e ĵ2, allora, per quanto
detto poco fa, grazie all'equazione (2.1.5):
[ĵ1i, ĵ1j ] = ih̄
∑
k
εijk ĵ1k (2.1.32)
[ĵ2i, ĵ2j ] = ih̄
∑
k
εijk ĵ2k, (2.1.33)
e, per le (2.1.16), (2.1.17)
ĵ†1i = ĵ1i, ĵ
2†
1 = ĵ
2
1 (2.1.34)
ĵ†2i = ĵ2i, ĵ
2†
2 = ĵ
2
2 . (2.1.35)
Inoltre, se i due momenti angolari sono compatibili, allora sono anche commutanti:
[ĵ1i, ĵ2i] = 0. (2.1.36)
Allora gli operatori ĵ21 , ĵ10, ĵ
2
2 , ĵ20 formano un insieme massimale di operatori autoag-
giunti commutanti a partire da ĵ1 e ĵ2. Analogamente al caso precedente, gli autoket
comuni di ĵ21 , ĵ10, ĵ
2
2 , ĵ20 si organizzano in multipletti di autoket |j1,m1, j2,m2〉 caratte-
rizzato dai numeri quantici semi interi non negativi j1 e j2, contenente (2j1 + 1)(2j2 + 1)
elementi indicizzati da m1 e m2, rispettivamente nei range −j1,−j1 + 1, . . . , j1 − 1, j1 e
−j2,−j2 + 1, . . . , j2 − 1, j2.
Si ha quindi che:
ĵ10 |j1,m1, j2,m2〉 = |j1,m1, j2,m2〉 h̄m1 (2.1.37)
ĵ20 |j1,m1, j2,m2〉 = |j1,m1, j2,m2〉 h̄m2 (2.1.38)
ĵ1±1 |j1,m1, j2,m2〉 = |j1,m1 ± 1, j2,m2〉 h̄(j1(j1 + 1)−m1(m1 ± 1))
1
2 (2.1.39)
ĵ2±1 |j1,m1, j2,m2〉 = |j1,m1, j2,m2 ± 1〉 h̄(j2(j2 + 1)−m2(m2 ± 1))
1
2 (2.1.40)
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ĵ21 |j1,m1, j2,m2〉 = |j1,m1, j2,m2〉 h̄2j1(j1 + 1) (2.1.41)
ĵ22 |j1,m1, j2,m2〉 = |j1,m1, j2,m2〉 h̄2j2(j2 + 1). (2.1.42)
Inne, assumendo che i ket |j1,m1, j2,m2〉 siano normalizzabili:〈
j1,m
′
1, j2,m
′
2
∣∣j1,m1, j2,m2〉 = δm′1,m1δm′2,m2 . (2.1.43)
Indichiamo la somma di ĵ1 e ĵ2 con
Ĵ = ĵ1 + ĵ2.
Allora Ĵ obbedisce alle relazioni di commutazione (2.1.5):
[Ĵi, Ĵj ] = ih̄
∑
k
εijkĴk,
con le regole di autoaggiunzione:
Ĵ†i = Ĵi.
Inoltre valgono le seguenti:
[Ĵi, ĵ
2
1 ] = 0
[Ĵi, ĵ
2
2 ] = 0.
L'operatore modulo quadro di Ĵ , Ĵ2 è anch'esso autoaggiunto e commuta con ĵ1i e ĵ2i e
quindi anche con i rispettivi moduli quadri ĵ21 e ĵ
2
2 :
Ĵ2† = Ĵ2
[Ĵ2, ĵ21 ] = 0
[Ĵ2, ĵ22 ] = 0.
Gli operatori ĵ21 , ĵ
2
2 , Ĵ
2 e Ĵ0 formano allora un insieme massimale di operatori autoag-
giunti commutanti a partire da ĵ1 e ĵ2. Chiamo ora E(j1, j2) il sottospazio generato dai
ket |j1,m1, j2,m2〉. Tale sottospazio ha dimensione (2j1+1)(2j2+1) ed è invariante sotto
gli operatori ĵ21 , ĵ10, ĵ
2
2 , ĵ20. Allora, poiché gli operatori ĵ
2
1 , ĵ
2
2 , Ĵ
2 e Ĵ0 sono costruiti a
partire da ĵ1 e ĵ2, E(j1, j2) è invariante anche per ĵ21 , ĵ22 , Ĵ2 e Ĵ0. Grazie a questo fatto,
esiste una base di autoket di ĵ21 , ĵ
2
2 , Ĵ
2 e Ĵ0 data da |j1, j2, J,M〉, dove J varia nel range
|j1 − j2|, |j1 − j2|+ 1, . . . , j1 + j2 − 1, j1 + j2.
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Si ha quindi che:
ĵ21 |j1, j2, J,M〉 = |j1, j2, J,M〉 h̄2j1(j1 + 1) (2.1.44)
ĵ22 |j1, j2, J,M〉 = |j1, j2, J,M〉 h̄2j2(j2 + 1) (2.1.45)
Ĵ2 |j1, j2, J,M〉 = |j1, j2, J,M〉 h̄2J(J + 1) (2.1.46)
Ĵ0 |j1, j2, J,M〉 = |j1, j2, J,M〉 h̄M (2.1.47)
Ĵ±1 |j1, j2, J,M〉 = |j1, j2, J,M ± 1〉 h̄(J(J + 1)−M(M ± 1))
1
2 (2.1.48)
Inne, assumendo che i ket |j1, j2, J,M〉 siano normalizzabili:〈
j1, j2, J,M
′∣∣j1, j2, J,M〉 = δM ′,M (2.1.49)
Si noti che la disuguaglianza quantistica |j1 − j2| ≤ J ≤ j1 + j2 è la controparte di quella
classica vettoriale ||j1| − |j2|| ≤ |J | ≤ |j1|+ |j2|.
Le due basi |j1,m1, j2,m2〉 e |j1, j2, J,M〉 sono legate dalle relazioni:
|j1, j2, J,M〉 =
j1∑
m1=−j1
j2∑
m2=−j2
|j1,m1, j2,m2〉 〈j1,m1, j2,m2|j1, j2, J,M〉 (2.1.50)
|j1,m1, j2,m2〉 =
j1+j2∑
J=|j1−j2|
J∑
M=−J
|j1, j2, J,M〉 〈j1, j2, J,M |j1,m1, j2,m2〉 . (2.1.51)
Nelle equazioni (2.1.50) e (2.1.51), i coecienti del cambio di base 〈j1,m1, j2,m2|j1, j2, J,M〉
e 〈j1, j2, J,M |j1,m1, j2,m2〉 si scrivono in forma più compatta come 〈j1, j2,m1,m2|J,M〉
e 〈J,M |j1, j2,m1,m2〉 e si dicono coecienti di Clebsch-Gordan.
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2.2 Richiami sui coecienti di Clebsch-Gordan
Abbiamo visto che i coecienti di Clebsch-Gordan 〈j1, j2,m1,m2|J,M〉 sono i coecienti
del cambio di base tra gli autoket comuni degli operatori ĵ21 , ĵ10, ĵ
2
2 , ĵ20 e ĵ
2
1 , ĵ
2
2 , Ĵ
2, Ĵ0
che vivono in E(j1, j2). Tali coecienti hanno valori tutti tabulati, e rispettano alcune
condizioni chiamate regole di selezione.
Un primo insieme di tali regole è:
|j1 − j2| ≤ J ≤ |j1 + j2| (2.2.1a)
|J − j2| ≤ j1 ≤ |J + j2| (2.2.1b)
|J − j1| ≤ j2 ≤ |J + j1|. (2.2.1c)
Cioè i numeri quantici j1, j2 e J devono rispettare la disuguaglianza triangolare; queste
tre regole sono equivalenti, cioè, data una delle tre, si ricavano le altre due.
Il secondo insieme di regole è dato da:
− j1 ≤ m1 ≤ j1 (2.2.2a)
− j2 ≤ m2 ≤ j2, (2.2.2b)
dalle quali deriva che:
−J ≤M ≤ J. (2.2.3)
I coecienti di Clebsch-Gordan soddisfano le seguenti relazioni:
M 〈j1, j2,m1,m2|J,M〉 = (m1 +m2) 〈j1, j2,m1,m2|J,M〉 (2.2.4)
(J(J + 1)−M(M ± 1))
1
2 〈j1, j2,m2,m2|J,M ± 1〉
= 〈j1, j2,m1 ∓ 1,m2|J,M〉 (j1(j1 + 1)−m1(m1 ∓ 1))
1
2
+ 〈j1, j2,m1,m2 ∓ 1|J,M〉 (j2(j2 + 1)−m2(m2 ∓ 1))
1
2 . (2.2.5)
Dalla (2.2.4) deriva la seguente regola di selezione:
M = m1 +m2. (2.2.6)
Dalla (2.2.5), invece, si può notare che tutti i coecienti di Clebsch-Gordan con J s-
sato 〈j1, j2,m1,m2|J,M〉 possono essere ottentuti a partire da 〈j1, j2,m1,m2|J, J〉 e da
〈j1, j2,m1,m2|J,−J〉 utilizzando rispettivamente il segno inferiore o superiore dell'equa-
zione.
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É possibile scegliere la fase dei coecienti di Clebsch-Gordan 〈j1, j2,m1,m2|J,M〉 in
modo tale che essi siano tutti reali, cioè che valga la seguente proprietà:
〈J,M |j1, j2,m1,m2〉 = 〈j1, j2,m1,m2|J,M〉∗ = 〈j1, j2,m1,m2|J,M〉 . (2.2.7)
Vale la seguente regola di scambio:
〈j2, j1,m2,m1|J,M〉 = (−1)j1+j2−J 〈j1, j2,m1,m2|J,M〉 . (2.2.8)
Sono soddisfatte inoltre le seguenti relazioni di ortonormalità:
j1∑
m1=−j1
j2∑
m2=−j2
〈
J ′,M ′
∣∣j1, j2,m1,m2〉 〈j1, j2,m1,m2|J,M〉 = δJ ′,JδM ′,M (2.2.9a)
j1+j2∑
J=|j1−j2|
J∑
M=−J
〈
j1, j2,m
′
1,m
′
2
∣∣J,M〉 〈J,M |j1, j2,m1,m2〉 = δm′1,m1δm′2,m2 . (2.2.9b)
Esistono tante altre proprietà di questi coecienti che non staremo a citare, ma alcune
di esse verranno richiamate nel seguito, nel momento del bisogno.
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Capitolo 3
Rotazioni, momento angolare e
operatori rotazionalmente covarianti
3.1 Legame tra rotazioni e momento angolare
In questa sezione verranno trattate le rotazioni e il loro legame col momento angolare.
Diamo la denizione di gruppo.
Denizione 1 (di gruppo). Un gruppo è un insieme G dotato di operazione binaria ◦
chiusa rispetto a tale insieme, che soddisfa le seguenti proprietà:
• Associatività:
∀a, b, c ∈ G (a ◦ b) ◦ c = a ◦ (b ◦ c)
• Esistenza dell'elemento neutro:
∃!e ∈ G : a ◦ e = e ◦ a = a ∀a ∈ G
• Esistenza dell'elemento inverso:
∀a ∈ G ∃!a−1 : a ◦ a−1 = a−1 ◦ a = e
Denizione 2 (di rotazione). Si dice rotazione, in cinematica, una mappa lineare sullo
spazio delle congurazioni che preserva le distanze tra i punti.
Una rotazione è data da una diade R agente su un vettore x nel seguente modo:
x' = R · x, con
∣∣x′∣∣ = |x|. (3.1.1)
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Le rotazioni formano un gruppo. Infatti:
• Se R e S sono due rotazioni, anche R ·S è una rotazione. In generale R ·S 6= S ·R.
• La rotazione nulla si indica con 1 e agisce su un vettore x lasciandolo invariato:
x = 1x
• Per ogni rotazione R esiste la sua inversa R−1: R ·R−1 = R−1 ·R = 1
Una rotazione è caratterizzata da un angolo di rotazione ϕ e da un asse di rotazione
dato da un vettore unitario u. Allora scriveremo R = Λ(ϕ,u). Le proprietà di gruppo
si scrivono nel modo seguente:
• Se R = Λ(α,a) e S = Λ(β,b), allora R · S = Λ(θ(α, β, a,b),u(α, β, a,b)) dove θ
e n sono generalmente funzioni complicate di α, β, a e b
• La rotazione nulla è 1 = Λ(0,u), dove u è indeterminato
• Se R = Λ(ϕ,u), allora R−1 = Λ(−ϕ,u), oppure R−1 = Λ(ϕ,−u)
Il vettore posizione x ruotato di un angolo innitesimo δϕ attorno ad un asse u è dato
da:
x′ = Λ(δϕ,u) · x = x+ δϕu× x+ o(δϕ2). (3.1.2)
Allora vale:
Λ(δϕ,u) = 1− δϕ ∗ u+ o(δϕ2), (3.1.3)
dove ∗u è una diade antisimmetrica denita come segue.
Sia v un vettore. La diade antisimmetrica ∗v è una matrice 3× 3 data da:
∗v =
 0 v3 −v2−v3 0 v1
v2 −v1 0
 (3.1.4)
Una rotazione nita può essere espressa come composizione di innite rotazioni innite-
sime:
Λ(ϕ,u) = lim
N→∞
Λ
( ϕ
N
,u
)N
= lim
N→∞
(1− δϕ ∗ u)N = e−ϕ∗u. (3.1.5)
Le rotazioni agiscono sugli stati. Se s è uno stato preparato da un dispositivo D e R è
una rotazione, allora lo stato ruotato Rs è denito come lo stato preparato dal dispositivo
RD ottenuto ruotando D in accordo con R. Poiché (si assume che) lo spazio è isotropo,
esso ha le stesse proprietà in tutte le direzioni, e per questo, se s è sovrapposizione di
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s′ e s′′ con due pesi, allora Rs è sovrapposizione di Rs′ e Rs′′ con gli stessi pesi. Infatti,
questi pesi sono legati alle probabilità di misurazione, ma poiché lo spazio è isotropo, tali
misure non sono aette dalle rotazioni.
Ogni stato s è rappresentato da un ket |ψ〉 denito a meno di un fattore di fase moltipli-
cativo. Allora lo stato ruotato Rs è rappresentato dal ket
∣∣Rψ〉. Questa mappatura non
è unica a causa dell'arbitrarietà del fattore di fase. Come detto poco fa, uno stato può
essere sovrapposizione di due o più stati e questo si riette nella linearità dello spazio
in cui vivono i ket: |ψ〉 = a |ψ′〉 + b |ψ′′〉. Scegliendo in modo furbo il fattore di fase si
può rendere la mappa |ψ〉 7→
∣∣Rψ〉 lineare. Allora deve esistere un operatore lineare che
agisce in questo modo sui ket:
∣∣Rψ〉 ≡ Û(R) |ψ〉 . (3.1.6)
L'invarianza dei pesi degli stati implica che il modulo quadrato del prodotto scalare di
due ket rimanga invariato dopo una rotazione di tali ket:
∣∣〈ψ′∣∣ψ〉∣∣2 = ∣∣〈Rψ′∣∣Rψ〉∣∣2, (3.1.7)
ma per questa condizione è suciente che
〈
ψ′
∣∣ψ〉 = 〈Rψ′∣∣Rψ〉 . (3.1.8)
Allora Û(R) deve essere anche unitario.
Dimostrazione. Basta combinare la (3.1.6) con la (3.1.8)
〈
ψ′
∣∣1̂∣∣ψ〉 = 〈ψ′∣∣ψ〉 = 〈Rψ′∣∣Rψ〉 = (〈ψ′∣∣ Û(R)†)(Û(R) |ψ〉)⇒ Û(R)†Û(R) = 1̂.
Poiché questo vale per ket |ψ〉 e |ψ′〉 arbitrari, allora Û(R)† = Û(R)−1
Operare due rotazioni R e S su uno stato s è equivalente ad operare la rotazione
R · S :
S(Rs) = S·Rs
e i ket si trasformano nel seguente modo:
∣∣S(Rψ)〉 = z(S ,R, |ψ〉) ∣∣S·Rψ〉
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dove z(S ,R, |ψ〉) è la fase, che in generale è una funzione non banale di R, S e |ψ〉.
Allora, per la denizione (3.1.6) si ha che:
Û(S ,R) |ψ〉 = z(S ,R, |ψ〉)Û(S)Û(R) |ψ〉 . (3.1.9)
Poiché a sinistra dell'uguaglianza, l'espressione è lineare in |ψ〉, lo deve essere anche a
destra e dunque z è indipendente da |ψ〉:
z(S ,R, |ψ〉) = z(S ,R).
Il ket |ψ〉 è arbitrario, quindi dalla (3.1.9)
Û(S ,R) = z(S ,R)Û(S)Û(R). (3.1.10)
Per ogni rotazioneR siamo liberi di ridenire l'operatore rotazione Û(R) in ζ(R)Û(R),
dove ζ(R) è il fattore di fase, che dipende solo dalla rotazione. Questa ridenizione non
cambia il valore sico di Û(R). Infatti, per ogni ket |ψ〉 rappresentante lo stato s, il ket∣∣Rψ〉 sarà alterato solo di una fase, senza cambiare lo stato Rs, che continua ad essere
rappresentato da
∣∣Rψ〉
Sfruttando questa proprietà, possiamo scegliere la fase dell'operatore rotazione in modo
tale che per la rotazione inversa Û−1 di Û valga che Û(R−1) = Û(R)−1, mentre per la
rotazione nulla valga che Û(1) = 1̂
Per una rotazione innitesima di angolo δϕ vale la seguente relazione:
Û(Λ(δϕ,u)) = 1̂− ih̄−1δϕu · ĵ + o(δϕ2) (3.1.11)
per qualche operatore ĵ. Il fattore−ih̄−1 è stato introdotto per convenienza. Se scriviamo
Û come nella (3.1.11), allora abbiamo che l'operatore ĵ è autoaggiunto e soddisfa la
seguente relazione:
[a · ĵ,b · ĵ] = iha× b · ĵ (3.1.12)
per a e b vettori arbitrari
Dimostrazione. Dalla denizione (3.1.11):
Û(Λ(δϕ,u))† = 1̂ + ih̄−1δϕu · ĵ† + o(δϕ2) (3.1.13)
Û(Λ(δϕ,u))−1 = 1̂ + ih̄−1δϕu · ĵ−1 + o(δϕ2). (3.1.14)
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Poiché Û † = Û−1 allora ĵ† = ĵ−1, cioè ĵ è autoaggiunto. Considerando due rotazioni
innitesime Λ(δα,k) e Λ(δβ,n):
Λ(δα,k)−1 ·Λ(δβ,n)−1 ·Λ(δα,k) ·Λ(δβ,n)
= (1 + δα ∗ k) · (1 + δβ ∗ n) · (1− δα ∗ k) · (1− δβ ∗ n) + o(δα2, δβ2)
= 1+ δαδβ(∗k · ∗n− ∗n · ∗k) + o(δα2, δβ2). (3.1.15)
Poiché (∗k · ∗n−∗n · ∗k) ·x = k× (n×x)−n× (k×x) = −x× (k×n) = −∗ (k×n) ·x,
allora ∗k · ∗n− ∗n · ∗k = − ∗ (k× n) e la (3.1.15) diventa:
Λ(δα,k)−1 ·Λ(δβ,n)−1 ·Λ(δα,k) ·Λ(δβ,n) = 1− δαδβ ∗ (k×n)+o(δα2, δβ2). (3.1.16)
Utilizzando la (3.1.11) nella (3.1.16) si ha che:
Û(Λ(δα,k)−1 ·Λ(δβ,n)−1 ·Λ(δα,k) ·Λ(δβ,n)) = 1− ih̄−1δαδβk× n · ĵ + o(δα2, δβ2).
(3.1.17)
D'altra parte, per la (3.1.9)
Û(Λ(δα,k)−1 ·Λ(δβ,n)−1 ·Λ(δα,k) ·Λ(δβ,n))
= (1̂ + ih̄δαk · ĵ)(1̂ + ih̄δβn · ĵ)(1̂− ih̄δαk · ĵ)(1̂− ih̄δβn · ĵ) + o(δα2, δβ2)
= 1̂− h̄2δαδβ[k · ĵ,n · ĵ] + o(δα2, δβ2). (3.1.18)
Uguagliando la (3.1.17) con la (3.1.18), con k e n al posto di a e b si ottiene la (3.1.12)
Siano ĵi le componenti di ĵ rispetto ad una base ortonormale orientata ei.
Allora, nella (3.1.12), ponendo a = ei e b = ej , si ha che:
[ĵi, ĵj ] = ih̄
∑
εijk ĵk. (3.1.19)
Si riconosce in ĵ l'operatore momento angolare, infatti quest'ultima relazione è ugua-
le alle (2.1.5). Inoltre l'equazione (3.1.11) identica ĵ come generatore innitesimo
dell'operatore rotazione. Per una rotazione nita si ha poi che:
Û(Λ(ϕ,u)) = exp
(
−ih̄−1ϕu · ĵ
)
. (3.1.20)
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Dimostrazione. Utilizzando la (3.1.5)
Û(Λ(δϕ,u)) = Û
(
lim
N→∞
Λ
( ϕ
N
,u
)N)
= lim
N→∞
Û
(
Λ
( ϕ
N
,u
))N
= lim
N→∞
(
1̂− ih̄−1 ϕ
N
u · ĵ
)N
= exp
(
−ih̄−1δϕu · ĵ
)
. (3.1.21)
Prendiamo ora in considerazione gli autobra 〈x| dell'operatore q̂, cioè 〈x| q̂ = x 〈x|.
L'ipotesi di lavoro è la seguente:
〈x| Û(R)† = 〈R · x| . (3.1.22)
Se R = Λ(δϕ,u), allora si ha che:
〈x| Û(R)† = 〈x| Û(Λ(δϕ,u))† =
〈
Λ(δϕ,u)−1 · x
∣∣ = 〈x+ δϕu× x+ o(δϕ2)∣∣
= 〈x|+ δϕu · x×∇ 〈x|+ o(δϕ2) = 〈x|+ ih̄δϕu · (−ih̄−1)x×∇ 〈x|+ o(δϕ2)
= 〈x|+ ih̄−1δϕu · 〈x| l̂ + o(δϕ2) = 〈x| (1̂ + ih̄−1δϕu · l̂) + o(δϕ2).
E si conclude che
Û(Λ(δϕ,u)) = 1̂ + ih̄−1δϕu · l̂ + o(δϕ2). (3.1.23)
Dall'equazione (3.1.23) si vede che l'operatore rotazione innitesima è legato all'operatore
momento angolare orbitale.
Si può generalizzare questo risultato anche al caso di sistemi dotati di spin. In questo
caso l'operatore q̂ non è più un insieme completo di operatori autoaggiunti commutanti,
quindi aggiungiamo l'operatore ŝ. Applicando una rotazione R ad un autobra di q̂ che
chiameremo 〈x,ms|, esso sarà ancora autobra di q̂, ma non è più autobra di ŝ. La
corretta generalizzazione dell'equazione (3.1.22) è:
〈x,ms| Û(R)† =
s∑
m′s=−s
D
(s)
msm′s
(R)
〈
R · x,m′s
∣∣ (3.1.24)
dove D(s)msm′s è una matrice (2s+ 1)× (2s+ 1) dipendente da R e dallo spin s. Per una
19
rotazione innitesima si ha allora:
〈x,ms| Û(Λ(δϕ,u))† =
s∑
m′s=−s
(δms,m′s+iδϕu·ς
(s)
msm′s
+o(δϕ2))
〈
x+ δϕu× x+ o(δϕ2),ms
∣∣ .
(3.1.25)
Analogamente a quanto fatto poco fa:
〈x,ms| Û(Λ(δϕ,u))† = 〈x,ms|+ δϕu× x ·∇ 〈x,ms|+
s∑
m′s=−s
iδϕu× x+ o(δϕ2)
= 〈x,ms|+ ih̄−1δϕu ·
−ih̄x×∇ 〈x,ms|+ s∑
m′s=−s
h̄ς
(s)
msm′s
〈x,ms|
+ o(δϕ2)
= 〈x,ms|
(
1̂ + ih̄−1δϕu · (l̂ + ŝ)
)
+ o(δϕ2) (3.1.26)
dove 〈x,ms| ŝ =
∑s
m′s=−s h̄ς
(s)
msm′s
〈x,ms|, cioè ŝ è l'operatore momento angolare di spin.
Dunque dall'equazione (3.1.11) si ha che ĵ = l̂+ ŝ è l'operatore momento angolare totale.
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3.2 Operatori rotazionalmente covarianti
Operatori scalari
Un osservabile A si dice scalare rispetto ad un momento angolare ĵ se per ogni stato s e
rotazione R se le probabilità dei risultati di misurazione di A negli stati ruotato e non
ruotato, Rs e s rispettivamente, sono uguali, cioè i valori medi sono uguali: 〈A〉s = 〈A〉Rs.
In termini matematici: 〈
Rψ
∣∣Â∣∣Rψ〉 = 〈ψ|Â|ψ〉 (3.2.1)
e utilizzando l'equazione (3.1.6) si ha che
〈ψ|Û(R)†ÂÛ(R)|ψ〉 = 〈ψ|Â|ψ〉 ⇒ Û(R)†ÂÛ(R) = Â (3.2.2)
Per una rotazione innitesima si ha che
[a · ĵ, Â] = 0. (3.2.3)
Dimostrazione.
Â = Û(R)†ÂÛ(R) = Û(Λ(δϕ,u))†ÂÛ(Λ(δϕ,u))
= (1̂ + ih̄−1δϕu · ĵ)Â(1̂− ih̄−1δϕu · ĵ) + o(δϕ2)
= Â+ ih̄−1δϕu · ĵÂ− ih̄−1δϕÂu · ĵ + o(δϕ2)
Ne consegue che
Â = Â+ ih̄−1δϕ[u · ĵ, Â]⇒ [u · ĵ, Â] = 0. (3.2.4)
Dunque, se ei è una base ortonormale orientata e ĵi sono le componenti di ĵ rispetto
a tale base, allora
[ĵi, Â] = 0. (3.2.5)
Per vederlo basta scegliere a come ei
In generale si dice che un operatore è scalare rispetto ad un momento angolare ĵ se
rispetta la (3.2.3) o la (3.2.5). Anche j2 è un operatore scalare, infatti [j2, ji] = 0
Se Â e B̂ sono operatori scalari, anche ÂB̂ lo è
Dimostrazione.
[a · ĵ, ÂB̂] = [a · ĵ, Â]B̂ + Â[a · ĵ, B̂] = 0. (3.2.6)
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Operatori vettoriali
Un'osservabile V si dice vettoriale rispetto ad un momento angolare se per ogni stato s
e rotazione R, la probabilità di misurazione di R ·V nello stato non ruotato s è uguale
alla probabilità di misurazione di V nello stato Rs ruotato, cioè 〈R ·V〉s = 〈V〉Rs. In
termini matematici: 〈
Rψ
∣∣V̂∣∣Rψ〉 = R · 〈ψ|V̂|ψ〉 (3.2.7)
e utilizzando l'equazione (3.1.6) si ha che
〈ψ|Û(R)†V̂Û(R)|ψ〉 = R · 〈ψ|V̂|ψ〉 ⇒
Û(R)†V̂Û(R) = R · V̂. (3.2.8)
Per una rotazione innitesima si ha che
[a · ĵ,b · V̂] = ih̄a× b · V̂. (3.2.9)
Dimostrazione.
b ·Λ(δϕ,u) · V̂ = b · (1− δϕ ∗ u) · V̂+ o(δϕ2) = b · V̂+ δϕb · u× V̂+ o(δϕ2)
= b · V̂− δϕu× b · V̂+ o(δϕ2). (3.2.10)
D'altra parte
Û(Λ(δϕ,u))†b · V̂Û(Λ(δϕ,u)) = (1̂ + ih̄−1δϕu · ĵ)b · V̂(1̂− ih̄−1δϕu · ĵ) + o(δϕ2)
= b · V̂+ ih̄−1δϕ[u · ĵ,b · V̂] + o(δϕ2). (3.2.11)
Per l'equazione (3.2.8), uguagliando la (3.2.10) alla (3.2.11) si ritrova
[u · ĵ,b · V̂] = ih̄u× b · V̂ (3.2.12)
che è equivalente alla (3.2.9).
Se ĵi e V̂i sono le componenti di ĵ e V̂ rispetto ad una base ortonormale orientata ei
si ha che:
[ĵi, V̂j ] = ih̄
∑
k
εijkV̂k. (3.2.13)
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Dimostrazione. Basta porre a = ei e b = ej nell'equazione (3.2.9) ed esprimere il
prodotto vettoriale tramite la sommatoria e il tensore completamente antisimmetrico.
In generale di dice che un operatore V̂ è vettoriale rispetto ad un momento angolare
ĵ se vale l'equazione (3.2.9) o la (3.2.13).
Se Â e X̂ sono due operatori scalare e vettoriale, rispettivamente, allora gli operatori ÂX̂
e X̂Â sono entrambi operatori vettoriali.
Dimostrazione.
[u · ĵ,b · ÂX̂] = [u · ĵ, Â]b · X̂+ Â[u · ĵ,b · X̂] = ih̄Âu× b · X̂ = ih̄u× b · ÂX̂. (3.2.14)
Quindi ÂX̂ soddisfa la (3.2.9). Similmente si dimostra lo stesso per X̂Â.
Se X̂ e Ŷ sono operatori vettoriali, allora X̂× Ŷ e Ŷ× X̂ sono operatori vettoriali.
Dimostrazione.
[a · ĵ,b · X̂× Ŷ] = −[a · ĵ, X̂ · b× Ŷ] = −[a · ĵ, X̂] · b× Ŷ− X̂ · [a · ĵ,b× Ŷ]
= −[a · ĵ, X̂] · b× Ŷ+ b× X̂ · [a · ĵ, Ŷ] = ih̄(a× Ŷ · b× X̂− a× X̂ · b× Ŷ)
= ih̄(a · bX̂ · Ŷ− b · X̂a · Ŷ− b · aX̂ · Ŷ+ a · X̂b · Ŷ)
= ih̄a× b · X̂× Ŷ (3.2.15)
dove è stato usato che [a · ĵ, X̂] = ih̄a × X̂ e [a · ĵ, Ŷ] = ih̄a × Ŷ. Queste si possono
vericare esplicitando le componenti di X̂ e Ŷ rispetto ad una base ortonormale orientata
ei e sfruttando quanto trovato in equazione (3.2.13).
L'equazione(3.2.15) appena trovata mostra che X̂× Ŷ è un operatore vettoriale. Simil-
mente si dimostra lo stesso per Ŷ× X̂.
Operatori diadici simmetrici a traccia nulla
Una diade simmetrica a traccia nulla è una matrice 3× 3 con le seguenti proprietà:
Q = Q t (3.2.16)
tr(Q) = 0. (3.2.17)
Un'osservabile diadico è simmetrico e a traccia nulla se per ogni stato s e rotazione R
la probabilità dei risultati di misurazione di R ·Q ·Rt nello stato s non ruotato è uguale
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alla probabilità di misurazione di Q nello stato ruotato Rs, cioè R · 〈Q〉s ·R
t = 〈Q〉Rs.
In termini matematici:
〈
Rψ
∣∣Q̂∣∣Rψ〉 = R · 〈ψ|Q̂|ψ〉 ·Rt. (3.2.18)
Il fatto che la diade sia simmetrica e a traccia nulla si traduce, per l'operatore Q̂ nelle
richieste:
Q̂ = Q̂t (3.2.19)
tr(Q̂) = 0. (3.2.20)
Utilizzando l'equazione (3.1.6) nella (3.2.18) si ha che:
〈
Rψ
∣∣Q̂∣∣Rψ〉 = 〈ψ|Û(R)†Q̂Û(R)|ψ〉 = R · 〈ψ|Q̂|ψ〉 ·Rt ⇒
Û(R)†Q̂Û(R) = R · Q̂ ·Rt. (3.2.21)
Per una rotazione innitesima si ha che:
[a · ĵ,b · Q̂ · c] = ih̄
(
a× b · Q̂ · c+ b · Q̂ · a× c
)
. (3.2.22)
Dimostrazione.
b ·Λ(δϕ,u) · Q̂ ·Λ(δϕ,u)t · c = b · (1− δϕ ∗ u) · Q̂ · (1+ δϕ ∗ u) · c+ o(δϕ2)
= b · Q̂ · c+ δϕb · u× Q̂ · c− δϕb · Q̂ · u× c+ o(δϕ2)
= b · Q̂ · c− δϕu× b · Q̂ · c− δϕb · Q̂ · u× c+ o(δϕ2). (3.2.23)
D'altra parte
Û(Λ(δϕ,u))†b · Q̂ · cÛ(Λ(δϕ,u)) = (1̂ + ih̄−1δϕu · ĵ)b · Q̂ · c(1̂− ih̄−1δϕu · ĵ)
= b · Q̂ · c+ ih̄−1δϕ(u · ĵb · Q̂ · c− b · Q̂ · cu · ĵ) + o(δϕ2)
= b · Q̂ · c+ ih̄−1δϕ[u · ĵ,b · Q̂ · c]. (3.2.24)
Per l'equazione (3.2.21), uguagliando la (3.2.23) e la (3.2.24) si ritrova
[u · ĵ,b · Q̂ · c] = ih̄
(
u× b · Q̂ · c+ b · Q̂ · u× c
)
, (3.2.25)
che è equivalente alla (3.2.22).
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Siano ĵi e Q̂ij le componenti di ĵ e Q̂ rispetto ad una base ortonormale orientata ei.
Le condizioni di simmetria e annullamento della traccia si traducono in:
Q̂ij = Q̂ji (3.2.26)∑
i
Q̂ii = 0. (3.2.27)
Allora vale la seguente relazione:
[ĵi, Q̂jk] = ih̄
∑
l
(εijlQ̂lk + εiklQ̂jl). (3.2.28)
Dimostrazione. É suciente porre a = ei, b = ej e c = ek nella (3.2.22) ed esprimere i
prodotti vettoriali tramite la sommatoria e il tensore completamente antisimmetrico.
In generale si dice che un operatore diadico Q̂ che soddisfa le equazioni (3.2.19) e
(3.2.20) è operatore diadico simmetrico a traccia nulla rispetto ad un momento angolare
ĵ se soddisfa la (3.2.22) o la (3.2.28).
Siano X̂ e Ŷ due operatori vettoriali. Il loro prodotto diadico simmetrico a traccia nulla
è denito dalla seguente formula:
X̂ ◦ Ŷ = 1
2
(
X̂Ŷ+ (X̂Ŷ)t
)
− 1
3
X̂ · Ŷ1. (3.2.29)
Dimostrazione. Verichiamo che la diade X̂◦ Ŷ sia eettivamente simmetrica e a traccia
nulla.
1
2
(
X̂Ŷ+ (X̂Ŷ)t
)t
− 1
3
X̂ · Ŷ1t = 1
2
(
(X̂Ŷ)t + X̂Ŷ
)
− 1
3
X̂ · Ŷ1 (3.2.30)
1
2
(
tr(X̂Ŷ) + tr((X̂Ŷ)t)
)
− 1
3
X̂ · Ŷtr(1) = 1
2
2X̂ · Ŷ− 1
3
3X̂ · Ŷ = 0. (3.2.31)
La (3.2.30) prova la simmetria, mentre la (3.2.31) prova l'annullamento della traccia di
X̂ ◦ Ŷ.
Ora bisogna provare che X̂ ◦ Ŷ soddis l'equazione (3.2.22)[
a · ĵ,b ·
(
1
2
(X̂Ŷ+ (X̂Ŷ)t)− 1
3
X̂ · Ŷ1
)
· c
]
=
[
a · ĵ, 1
2
(
b · X̂c · Ŷ+ c · X̂b · Ŷ
)
− 1
3
X̂ · Ŷb · c
]
=
1
2
[a · ĵ,b · X̂]c · Ŷ+ 1
2
b · X̂[a · ĵ, c · Ŷ] + 1
2
[a · ĵ, c · X̂]b · Ŷ
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+
1
2
c · X̂[a · ĵ,b · Ŷ]− 1
3
[a · ĵ, X̂ · Ŷ]b · c
=
ih̄
2
(
a× b · X̂c · Ŷ+ b · X̂a× c · Ŷ+ a× c · X̂b · Ŷ+ c · X̂a× b · Ŷ
)
= ih̄(a× b ·
[
1
2
(X̂Ŷ+ (X̂Ŷ)t)− 1
3
X̂ · Ŷ1
]
· c
+ b ·
[
1
2
(X̂Ŷ+ (X̂Ŷ)t)− 1
3
X̂ · Ŷ1
]
· a× c).
L'ultimo termine nel terzo passaggio si annulla in virtù della (3.2.3) perché X̂ · Ŷ è un
operatore scalare. L'ultimo passaggio mostra che X̂◦ Ŷ è una diade simmetrica a traccia
nulla.
Se R̂ e Ŝ sono operatori diadici simmetrici a traccia nulla, allora il loro prodotto
scalare R̂ · ·Ŝ è un operatore scalare.
Dimostrazione. Si noti che la relazione (3.2.22) si può scrivere nella forma
[a · ĵ,A · ·Q̂] = ih̄(a×A−A× a) · ·Q̂, (3.2.32)
dove A è una diade numerica data da bc, con b e c vettori numerici. Se A è simmetrica,
allora [a · ĵ,A · ·Q̂] = 2ih̄a×A · ·Q̂ e grazie a questa si ha che:
[a · ĵ, R̂ · ·Ŝ] = [a · ĵ, R̂] · ·Ŝ + R̂ · ·[a · ĵ, Ŝ]
= 2ih̄(a× R̂ · ·Ŝ + R̂× a · ·Ŝ) = 0, (3.2.33)
dove abbiamo usato il fatto che D× e · ·E = D · ·e×E , con D e E diadi numeriche e e
vettore numerico.
Se R̂ è un operatore diadico simmetrico a traccia nulla e X̂ un operatore vettoriale,
allora R̂ · X̂ e X̂ · R̂ sono operatori vettoriali.
Dimostrazione.
[a · ĵ,b · R̂ · X̂] = [a · ĵ,b · R̂] · X̂+ b · R̂ · [a · ĵ, X̂]
= ih̄(a× b · R̂ · X̂+ b · R̂ · a× X̂) + ih̄a× (b · R̂) · X̂
= ih̄(a× b · R̂ · X̂).
Con questa abbiamo dimostrato che R̂ · X̂ è un operatore vettoriale. Similmente si
dimostra per X̂ · R̂.
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Capitolo 4
Operatori tensoriali e legame con
operatori rotazionalmente covarianti
4.1 Operatori tensoriali
Sia ĵ un momento angolare. Un operatore tensoriale irriducibile di rango k, rispetto a
ĵ, è una collezione di 2k + 1 operatori T̂ (k, q), con k intero positivo e q = −k,−k +
1, . . . , k − 1, k tale che:
[ĵ0, T̂ (k, q)] = h̄qT̂ (k, q) (4.1.1)
[ĵ±1, T̂ (k, q)] = h̄ (k(k + 1)− q(q ± 1))
1
2 T̂ (k, q ± 1). (4.1.2)
Per ogni operatore tensoriale di rango k deniamo il suo aggiunto T̂ ∗(k, q) nel seguente
modo:
T̂ ∗(k, q) = (−1)k−qT̂ (k,−q)† (4.1.3)
dove il simbolo † indica l'aggiunzione ordinaria.
Verichiamo che T̂ ∗(k, q) è veramente un operatore tensoriale.
Dimostrazione. Bisogna vericare che T̂ ∗(k, q) soddis le equazioni (4.1.1) e (4.1.2).
Utilizzando la denizione di operatore tensoriale aggiunto (4.1.3) insieme alle (4.1.1):
[ĵ0, T̂
∗(k, q)] = (−1)k−q[ĵ0, T̂ (k,−q)†] = (−1)k−q[T̂ (k,−q), ĵ0]† = −(−1)k−q[ĵ0, T̂ (k,−q)]†
= −(−1)k−qT̂ (k,−q)†(−q)h̄ = (−1)k−qh̄qT̂ (k,−q)†
= qh̄T̂ ∗(k, q).
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Questa soddisfa la (4.1.1). Utilizzando nuovamente la (4.1.3), insieme alla (4.1.2):
[ĵ±1, T̂
∗(k, q)] = [ĵ±1, T̂ (k,−q)†](−1)k−q = [T̂ (k,−q), ĵ∓1]†(−1)k−q
= T̂ (k,−q)†h̄(k(k + 1) + q(−q ∓ 1))
1
2 (−1)k−q
= (−1)k−qT̂ (k,−q)†h̄ (k(k + 1)− q(q ± 1))
1
2
= T̂ ∗(k, q)h̄ (k(k + 1)− q(q ± 1))
1
2 . (4.1.4)
Questa invece soddisfa la (4.1.2).
Si ha poi che
T̂ ∗∗(k, q) = T̂ (k, q). (4.1.5)
Infatti: T̂ ∗∗(k, q) = (−1)k−q[T̂ ∗(k,−q)]† = (−1)2(k−q)T̂ (k, q)†† = T̂ (k, q).
Un operatore tensoriale T̂ (k, q) si dice autoaggiunto se:
T̂ ∗(k, q) = T̂ (k, q). (4.1.6)
Cioè T̂ (k, q) è autoaggiunto se:
T̂ (k, q)† = (−1)k−qT̂ (k,−q). (4.1.7)
Siano T̂1(k1, q1) e T̂2(k2, q2) due operatori tensoriali di rango k1 e k2, rispettivamente,
siano poi |k1 − k2| ≤ k ≤ k1 + k2 e q = −k,−k + 1, . . . , k − 1, k. Deniamo operatore
prodotto diretto di T̂1 e T̂2, per ogni k, l'operatore dato da
T̂1 ⊗ T̂2(k, q) =
k1∑
q1=−k1
k2∑
q2=−k2
〈k1, k2, q1, q2|k, q〉 T̂1(k1, q1)T̂2(k2, q2), (4.1.8)
dove 〈k1, k2, q1, q2|k, q〉 sono coecienti di Clebsch-Gordan.
Verichiamo che T̂1 ⊗ T̂2(k, q) è un operatore tensoriale di rango k.
Dimostrazione. Come prima, bisogna vericare che T̂1 ⊗ T̂2(k, q) soddis le equazioni
(4.1.1) e (4.1.2). Utilizzando la denizione di prodotto diretto (4.1.8) e la relazione
28
(4.1.1):
[ĵ0, T̂1 ⊗ T̂2(k, q)] =
k1∑
q1=−k1
k2∑
q2=−k2
〈k1, k2, q1, q2|k, q〉 [ĵ0, T̂1(k1, q1)T̂2(k2, q2)]
=
k1∑
q1=−k1
k2∑
q2=−k2
〈k1, k2, q1, q2|k, q〉
[
[ĵ0, T̂1(k1, q1)]T̂2(k2, q2) + T̂1(k1, q1)[ĵ0, T̂2(k2, q2)]
]
=
k1∑
q1=−k1
k2∑
q2=−k2
〈k1, k2, q1, q2|k, q〉
[
h̄q1T̂1(k1, q1)T̂2(k2, q2) + h̄q2T̂1(k1, q1)T̂2(k2, q2)
]
=
k1∑
q1=−k1
k2∑
q2=−k2
〈k1, k2, q1, q2|k, q〉 h̄(q1 + q2)T̂1(k1, q1)T̂2(k2, q2)
=
k1∑
q1=−k1
k2∑
q2=−k2
〈k1, k2, q1, q2|k, q〉 h̄qT̂1(k1, q1)T̂2(k2, q2)
= h̄qT̂1 ⊗ T̂2.
Questa soddisfa la (4.1.1). Utilizzando ancora la denizione (4.1.8) e la relazione (4.1.2):
[ĵ±1, T̂1 ⊗ T̂2(k, q)]
=
k1∑
q1=−k1
k2∑
q2=−k2
〈k1, k2, q1, q2|k, q〉 [ĵ±1, T̂1(k1, q1)T̂2(k2, q2)]
=
k1∑
q1=−k1
k2∑
q2=−k2
〈k1, k2, q1, q2|k, q〉
× [h̄ (k1(k1 + 1)− q1(q1 ± 1))
1
2 T̂1(k1, q1 ± 1)T̂2(k2, q2)
+h̄ (k2(k2 + 1)− q2(q2 ± 1))
1
2 T̂1(k1, q1)T̂2(k2, q2 ± 1)]
= h̄
k1∑
q1=−k1
k2∑
q2=−k2
[(k1(k1 + 1)− q1(q1 ∓ 1))
1
2 〈k1, k2, q1 ∓ 1, q2|k, q〉
+ (k2(k2 + 1)− q2(q2 ∓ 1))
1
2 〈k1, k2, q1, q2 ∓ 1|k, q〉]T̂1(k1, q1)T̂2(k2, q2)
= h̄
k1∑
q1=−k1
k2∑
q2=−k2
(k(k + 1)− q(q ± 1))
1
2 〈k1, k2, q1, q2|k, q〉 T̂1(k1, q1)T̂2(k2, q2)
= (k(k + 1)− q(q ± 1))
1
2 T̂1 ⊗ T̂2(k, q).
Nel terzultimo passaggio sono stati sostituiti gli indici di somma q1 e q2, rispettivamente,
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con q1 ∓ 1 e q2 ∓ 1, ma questo non cambia in alcun modo il risultato, perché si tratta di
un semplice shifting del range di somma. Nel penultimo passaggio invece si è fatto uso
della proprietà dei coecienti di Clebsch-Gordan (2.2.5) .
Dunque questa soddisfa la (4.1.2).
Vale la seguente proprietà:
(T̂1 ⊗ T̂2)∗(k, q) = T̂ ∗2 ⊗ T̂ ∗1 (k, q). (4.1.9)
Dimostrazione.
(T̂1 ⊗ T̂2)∗(k, q) = (−1)k−qT̂2 ⊗ T̂1(k,−q)†
= (−1)k−q
 k1∑
q1=−k1
k2∑
q2=−k2
〈k1, k2, q1, q2|k,−q〉 T̂1(k1, q1)T̂2(k2, q2)
†
= (−1)k−q
k1∑
q1=−k1
k2∑
q2=−k2
〈k1, k2,−q1,−q2|k,−q〉 T̂2(k2,−q2)†T̂1(k1,−q1)†
= (−1)k−q
k1∑
q1=−k1
k2∑
q2=−k2
(−1)k1+k2−k 〈k1, k2, q1, q2|k, q〉 T̂2(k2,−q2)†T̂1(k1,−q1)†
=
k1∑
q1=−k1
k2∑
q2=−k2
(−1)k1−q1(−1)k2−q2 〈k1, k2, q1, q2|k, q〉 T̂2(k2,−q2)†T̂1(k1,−q1)†
= T̂ ∗2 ⊗ T̂ ∗1 (k, q).
Nel terzultimo passaggio è stata usata la seguente proprietà di simmetria dei coecienti
di Clebsch-Gordan:
〈k1, k2, q1, q2|k, q〉 = (−1)k1+k2−k 〈k1, k2,−q1,−q2|k,−q〉
Siano T̂1(k, q) e T̂2(k, q) due operatori tensoriali dello stesso rango k. Deniamo il
prodotto scalare tra T̂1(k, q) e T̂2(k, q) nel seguente modo:
T̂1 • T̂2 = T̂1 ⊗ T̂ ∗2 (0, 0). (4.1.10)
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Esplicitamente si ha che
T̂1 • T̂2 =
1
(2k + 1)1/2
k∑
q=−k
T̂1(k, q)T̂2(k, q)
†. (4.1.11)
Dimostrazione.
T̂1 ⊗ T̂ ∗2 (0, 0) =
k∑
q1=−k
k∑
q2=−k
〈k, k, q1, q2|0, 0〉 T̂1(k, q1)(−1)k−q2 T̂2(k,−q2)†
=
k∑
q1=−k
k∑
q2=−k
δq1+q2,0(−1)k−q1
(2k + 1)1/2
T̂1(k, q1)(−1)k−q2 T̂2(k,−q2)†
=
1
(2k + 1)1/2
k∑
q1=−k
k∑
q2=−k
δq1+q2,0T̂1(k, q1)(−1)k−q1−q2 T̂2(k,−q2)†
=
1
(2k + 1)1/2
k∑
q=−k
T̂1(k, q)T̂2(k,−q)†.
Nel secondo passaggio è stata usata una proprietà dei coecienti di Clebsch-Gordan:
〈k, k, q1, q2|0, 0〉 = δq1+q2,0(−1)k−q1/(2k + 1).
Si noti che:
(T̂1 • T̂2)† = T̂2 • T̂1. (4.1.12)
Dimostrazione.
(T̂1 • T̂2)† =
1
(2k + 1)1/2
 k∑
q=−k
T̂1(k, q)T̂2(k,−q)†
†
=
1
(2k + 1)1/2
k∑
q=−k
T̂2(k, q)T̂1(k,−q)†
= T̂2 • T̂1.
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4.2 Legame tra operatori tensoriali e operatori rotazional-
mente covarianti
Gli operatori rotazionalmente covarianti sono correlati agli operatori tensoriali. Dalla
denizione di operatore tensoriale irriducibile si ha che ogni operatore di rango k è una
collezione di 2k+1 operatori; si pensi ad un operatore scalare, esso è un singolo operatore
e dunque può essere accomunato ad un operatore tensoriale di rango 0; si pensi ora ad
un operatore vettoriale o diadico simmetrico a traccia nulla, essi sono collezioni, rispet-
tivamente, di 3 e 5 operatori, proprio come un operatore tensoriale di rango 1 e di rango
2. Vediamo ora di trovare dei legami, da un punto di vista matematico più rigoroso tra
operatori rotazionalmente covarianti e tensoriali.
Operatori scalari
Iniziamo cercando relazioni tra operatori scalari e tensoriali di rango 0.
Se Â è un operatore scalare abbiamo visto che valgono le relazioni di commutazione
[ĵi, Â] = 0. In componenti sferiche si ha allora:
[ĵ0, Â] = 0 (4.2.1)
[ĵ±1, Â] = 0. (4.2.2)
Dunque, se vedo Â come Â(0, 0), le relazioni (4.1.1) e (4.1.2) danno che:
[ĵ0, Â(0, 0)] = 0× h̄Â(0, 0) = 0
[ĵ±1, Â(0, 0)] = h̄(0(0 + 1)− 0(0± 1))
1
2 Â(0, 0) = 0.
Inoltre, per quanto riguarda l'aggiunzione, si ha che se Â è autoggiunto, lo è anche
Â(0, 0):
Â∗(0, 0) = (−1)0−0Â(0, 0)† = Â(0, 0).
Cioè Â(0, 0) è autoaggiunto:
Â∗(0, 0) = Â(0, 0). (4.2.3)
Allora diremo che un Â è un operatore scalare se e solo se l'operatore tensoriale
Â(0, 0) = Â (4.2.4)
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è un operatore tensoriale di rango 0. Inoltre Â è autoaggiunto se e solo e Â(0, 0) lo è.
Operatori vettoriali
Vediamo ora le relazioni tra operatori vettoriali e operatori tensoriali di rango 1. Le
relazioni di commutazione già viste, che riportiamo [ĵi, V̂j ] = ih̄
∑
k εijkV̂k, si possono
esprimere in coordinate sferiche tramite le relazioni
V̂0 = V̂3 ĵ0 = ĵ3 (4.2.5)
V̂±1 = V̂1 ± iV̂2 ĵ±1 = ĵ1 ± iĵ2 (4.2.6)
che danno le seguenti:
[ĵ0, V̂0] = 0 (4.2.7a)
[ĵ0, V̂±1] = ±h̄V̂±1 (4.2.7b)
[ĵ±1, V̂0] = ∓h̄V̂±1 (4.2.7c)
[ĵ±1, V̂±1] = 0 (4.2.7d)
[ĵ±1, V̂∓1] = ±2h̄V̂0. (4.2.7e)
Dimostrazione. Basta esprimere le precedenti relazioni tramite le (4.2.5) e (4.2.6) e
utilizzare le regole di commutazione (3.2.13).
L'operatore vettoriale V̂ è autoaggiunto se, in coordinate sferiche:
V̂ †0 = V̂0 (4.2.8a)
V̂±1
† = V̂∓1. (4.2.8b)
Dimostrazione. Infatti, V̂ è autoaggiunto se V̂ †i = V̂i e quindi
V̂ †0 = V̂
†
3 = V̂3 = V̂0
V̂±1
† = (V̂1 ± iV̂2)† = (V̂1 ∓ iV̂2) = V̂∓1.
Allora si può pensare a V̂ come ad un operatore tensoriale di rango 1, V̂ (1, q), con
q = −1, 0, 1.
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Dunque, dalle equazioni (4.1.1) e (4.1.2), V̂ (1, q) è operatore tensoriale di rango 1 se:
[ĵ0, V̂ (1, 0)] = 0 (4.2.9a)
[ĵ0, V̂ (1,±1)] = ±h̄V̂ (1,±1) (4.2.9b)
[ĵ±1, V̂ (1, 0)] = 2
1/2h̄V̂ (1,±1) (4.2.9c)
[ĵ±1, V̂ (1,±1)] = 0 (4.2.9d)
[ĵ±1, V̂ (1,∓1)] = 21/2h̄V̂ (1, 0) (4.2.9e)
Inoltre, V̂ (1, q) è un operatore tensoriale autoaggiunto se:
V̂ (1, 0)† = −V̂ (1, 0) (4.2.10a)
V̂ (1,±1)† = V̂ (1,∓1). (4.2.10b)
Dimostrazione. Infatti V̂ (1, q)∗ = (−1)1−qV̂ (1,−q)†. Sostituendo a q i valori −1, 0, 1 si
arriva subito alle (4.2.10a) e (4.2.10b).
Per quanto detto V̂ è un operatore vettoriale se e solo gli operatori
V̂ (1, 0) = iV̂0 (4.2.11a)
V̂ (1,±1) = ∓i
21/2
V̂±1 (4.2.11b)
costituiscono un operatore tensoriale di rango 1. In tal caso V̂ è autoaggiunto se e solo
se V̂ (1, q) è operatore tensoriale autoggiunto.
Dimostrazione. Supponiamo che V̂ sia un operatore vettoriale per cui valgano le regole
di commutazione (4.2.7) e V̂ (1, q) un operatore tensoriale denito tramite le (4.2.11).
Allora l'operatore tensoriale V̂ (1, q) soddisfa le seguenti
[ĵ0, V̂ (1, 0)] = [ĵ0, iV̂0] = 0
[ĵ0, V̂ (1,±1)] =
∓i
21/2
[ĵ0, V̂±1] = −
ih̄
21/2
V̂±1 = ±h̄V̂ (1,±1)
[ĵ±1, V̂ (1, 0)] = [ĵ±1, V̂0] = ∓h̄V̂ (1,±1) = 21/2h̄V̂ (1,±1)
[ĵ±1, V̂ (1,±1)] =
∓i
21/2
[ĵ±1, V̂±1] = 0
[ĵ±1, V̂ (1,∓1)] =
±i
21/2
[ĵ±1, V̂±1] = 2
1/2ih̄V̂0 = 2
1/2h̄V̂ (1, 0).
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Con queste V̂ (1, q) soddisfa le (4.2.9) e costituisce un operatore tensoriale di rango 1.
Analogamente si dimostra il viceversa. Cioè partendo da un operatore tensoriale per il
quale valgono le (4.2.9) e scegliendo un V̂, le cui componenti sferiche sono in accordo con
le (4.2.11), queste obbediscono alle (4.2.7). Così si è dimostrata la relazione tra operatori
tensoriali di rango 1 e operatori vettoriali.
Supponendo ora che l'operatore vettoriale V̂ sia autoaggiunto, cioè che valgano le (4.2.8),
le componenti dell'operatore tensoriale V̂ (1, q) soddisfano
V̂ ∗(1, 0) = −V̂ (1, 0)† = −(iV̂0)† = iV̂0 = V̂ (1, 0)
V̂ ∗(1,±1) = V̂ (1,∓1)† =
(
±i
21/2
V̂∓1
)†
=
∓i
21/2
V̂±1 = V̂ (1,±1).
Con queste V̂ (1, q) soddisfa le (4.2.10). Analogamente si dimostra il viceversa. Cioè,
partendo da un operatore tensoriale autoaggiunto, per il quale valgono le (4.2.10), le
componenti sferiche di V̂ obbediscono alle relazioni (4.2.8).
Operatori diadici simmetrici a traccia nulla
Vediamo ora le relazioni tra operatori diadici simmetrici e traccia nulla e operatori ten-
soriali di rango 2. Le relazioni di commutazione già viste che riportiamo [ĵi, Q̂jk] =
ih̄
∑
l(εijlQ̂lk + εiklQ̂jl), scritte in base sferica generano le seguenti relazioni:
Q̂00 = Q̂33 (4.2.12a)
Q̂±10 = Q̂13 ± iQ̂23 (4.2.12b)
Q̂±1±1 = Q̂11 − Q̂22 ± 2iQ̂12. (4.2.12c)
Le alte componenti si ricavano dalle condizioni di simmetria e annullamento della traccia:
Q̂0±1 = Q̂31 ± iQ̂32 = Q̂13 ± iQ̂23 = Q̂±10 e Q̂±1∓1 = Q̂11 − Q̂22 = −Q̂33 = −Q̂00. In
termini di queste le relazioni di commutazioni prendono la forma:
[ĵ0, Q̂00] = 0 (4.2.13a)
[ĵ0, Q̂±10] = ±h̄Q̂±10 (4.2.13b)
[ĵ0, Q̂±1±1] = ±2h̄Q̂±1±1 (4.2.13c)
[ĵ±1, Q̂00] = ∓2h̄Q̂±10 (4.2.13d)
[ĵ±1, Q̂±10] = ∓h̄Q̂±1±1 (4.2.13e)
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[ĵ±1, Q̂∓10] = ∓3h̄Q̂±1∓1 (4.2.13f)
[ĵ±1, Q̂±1±1] = 0 (4.2.13g)
[ĵ±1, Q̂∓1∓1] = ±4h̄Q̂∓10. (4.2.13h)
Dimostrazione. Sia eα una base sferica orientata. Utilizzando le regole di commutazione
(3.2.22) con a = eα, b = eβ e c = eγ e sapendo che:
[ĵα, Q̂βγ ] = [eα · ĵ, eβ · Q̂ · eγ ] = ih̄(eα × eβ · Q̂ · eγ + eβ · Q̂ · eα × eγ)
= h̄[δα0βeβ − δβ0αeα + δ−αβ(α− β)e0) · Q̂ · eγ
+ eβ · Q̂ · (δα0γeγ − δγ0αeα − δ−αγ(α− γ)e0)],
scrivendo quest'ultimo passaggio per tutte le α, β, γ = −1, 0,+1 si ottengono le (4.2.13).
Le relazioni di autoaggiunzione si hanno per:
Q̂00
† = Q̂00 (4.2.14a)
Q̂±10
† = Q̂∓10 (4.2.14b)
Q̂±1±1
† = Q̂∓1∓1. (4.2.14c)
Dimostrazione. L'operatore Q̂ è autoaggiunto se Q†ij = Qij , quindi in coordinate sferiche:
Q̂00
† = Q̂33
† = Q̂33 = Q̂00
Q̂±10
† = (Q̂13 ± Q̂23)† = Q̂13 ∓ Q̂23 = Q̂∓10
Q̂±1±1
† = (Q̂11 − Q̂22 ± iQ̂12)† = Q̂11 − Q̂22 ∓ iQ̂12 = Q̂∓1∓1.
Allora denisco Q̂(2, q), con q = −2,−1, 0, 1, 2. Esso è un operatore tensoriale se
soddisfa le equazioni (4.1.1) e (4.1.2), cioè se:
[ĵ0, Q̂(2, 0)] = 0 (4.2.15a)
[ĵ0, Q̂(2,±1)] = ±h̄Q̂(2,±1) (4.2.15b)
[ĵ0, Q̂(2,±2)] = ±2h̄Q̂(2,±2) (4.2.15c)
[ĵ±1, Q̂(2, 0)] = 6
1/2h̄Q̂(2,±1) (4.2.15d)
[ĵ±1, Q̂(2,±1)] = 2h̄Q̂(2,±2) (4.2.15e)
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[ĵ±1, Q̂(2,∓1)] = 61/2h̄Q̂(2, 0) (4.2.15f)
[ĵ±1, Q̂(2,±2)] = 0 (4.2.15g)
[ĵ±1, Q̂(2,∓2)] = 2h̄Q̂(2,∓1). (4.2.15h)
Dall'equazione (4.1.7) l'operatore Q̂(2, q) è autoaggiunto se:
Q̂(2, 0)† = Q̂(2, 0) (4.2.16a)
Q̂(2,±1)† = −Q̂(2,∓1) (4.2.16b)
Q̂(2,±2)† = Q̂(2,∓2). (4.2.16c)
Per quanto detto, Q̂ è un operatore diadico simmetrico a traccia nulla se e solo se gli
operatori
Q̂(2, 0) = −3
1/2
21/2
Q̂00 (4.2.17a)
Q̂(2,±1) = ±Q̂±10 (4.2.17b)
Q̂(2,±2) = −1
2
Q̂±1±1 (4.2.17c)
costituiscono un operatore tensoriale di rango 2. In tal caso Q̂ è autoaggiunto se e solo
se Q̂(2, q) è autoaggiunto.
Dimostrazione. Supponiamo che Q̂ sia un operatore diadico simmetrico a traccia nulla,
allora le sue componenti soddisfano le relazioni (4.2.13), supponiamo inoltre che Q̂(2, q)
sia espresso tramite le relazioni (4.2.17), allora valgono le seguenti:
[ĵ0, Q̂(2, 0)] = [ĵ0,−
31/2
21/2
Q̂00] = 0
[ĵ0, Q̂(2,±1)] = [ĵ0,±Q̂±10] = h̄Q̂±10 = h̄Q̂(2,±1)
[ĵ0, Q̂(2,±2)] = [ĵ0,−
1
2
Q̂±1±1] = ±h̄Q̂±1±1 = ±2h̄Q̂(2,±2)
[ĵ±1, Q̂(2, 0)] = [ĵ±1,−
31/2
21/2
Q̂00] = −
31/2
21/2
(∓1)h̄Q̂±10 = 61/2h̄Q̂(2,±1)
[ĵ±1, Q̂(2,±1)] = [ĵ±1,±Q̂±10] = ±(∓h̄)Q̂±1±1 = −Q̂±1±1 = 2h̄Q̂(2,±2)
[ĵ±1, Q̂(2,∓1)] = [ĵ±1,∓Q̂∓10] = ∓[ĵ±1, Q̂∓10] = ∓(∓3h̄)Q̂±1∓1 = −3h̄Q̂00 = 61/2h̄Q̂(2, 0)
[ĵ±1, Q̂(2,±2)] = [ĵ±1,−
1
2
Q̂±1±1] = 0
[ĵ±1, Q̂(2,∓2)] = [ĵ±1,−
1
2
Q̂∓1∓1] = −
1
2
(±4h̄)Q̂∓10 = 2h̄Q̂(2,∓1).
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Così, Q̂(2, q) soddisfa le (4.2.15). In modo analogo si dimostra il viceversa, cioè, se sup-
poniamo che Q̂(2, q) è un operatore tensoriale di rango 2, allora soddisferà le relazioni
(4.2.15), se poi Q̂ è un operatore per il quale valgono le (4.2.17), allora si arriva a provare
che Q̂ soddisfa anche le equazioni (4.2.13). Così si è dimostrata la relazione tra operatori
diadici simmetrici a traccia nulla e operatori tensoriali di rango 2.
Supponendo ora che l'operatore diadico simmetrico a traccia nulla Q̂ sia autoaggiun-
to, cioè che valgano le (4.2.14), allora le componenti dell'operatore tensoriale Q̂(2, q)
soddisfano
Q̂(2, 0)† = −3
1/2
21/2
Q̂†00 = −
31/2
21/2
Q̂00 = Q̂(2, 0)
Q̂(2,±1)† = ±(Q̂±10)† = ±Q̂∓10 = −Q̂(2,∓1)
Q̂(2,±2)† = −1
2
(Q̂±1±1)
† = −1
2
Q̂∓1∓1 = Q̂(2,∓2).
In modo analogo si dimostra il viceversa.
Siano Â un operatore scalare e V̂ un operatore vettoriale, siano poi Â(0, 0) e V̂ (1, q)
i corrispondenti operatori tensoriali. Allora valgono le seguenti:
(Â⊗ V̂ )(1, q) = (ÂV̂ )(1, q) (4.2.18a)
(V̂ ⊗ Â)(1, q) = (V̂ Â)(1, q). (4.2.18b)
dove ÂV̂ e V̂ Â sono operatori tensoriali di ragno 1 associati agli operatori ÂV̂ e V̂Â
Dimostrazione. Come dimostrato il precedenza ÂV̂ e V̂Â sono operatori vettoriali. Le
loro componenti sferiche sono date da:
(ÂV̂)0 = ÂV̂0
(ÂV̂)±1 = ÂV̂±1.
Quindi, come visto in precedenza, le componenti sferiche dell'operatore tensoriale ÂV̂ (1, q)
sono date da:
ÂV̂ (1, 0) = iÂV̂0
ÂV̂ (1,±1) = ∓i
21/2
ÂV̂±1.
38
Consideriamo ora l'operatore tensoriale prodotto degli operatori Â(0, 0) e V̂ (1, q):
(Â⊗ V̂ )(1, q) =
1∑
q=−1
〈0, 1, 0, q|1, q〉 Â(0, 0)V̂ (1, q).
In particolare, le singole componenti risultano essere:
(Â⊗ V̂ )(1, 0) = 〈0, 1, 0, 0|1, 0〉 Â(0, 0)V̂ (1, 0) = iÂV̂0
(Â⊗ V̂ )(1,±1) = 〈0, 1, 0,±1|1,±1〉 Â(0, 0)V̂ (1,±1) = ∓i
21/2
ÂV̂±1.
Quanto visto dimostra la (4.2.18a), per dimostrare la (4.2.18b) il procedimento è analogo.
Siano X̂ e Ŷ operatori vettoriali e siano X̂(1, q) e Ŷ (1, q) i corrispondenti operatori
tensoriali di rango 1. Allora valgono le seguenti:
X̂ ⊗ Ŷ (0, 0) = 1
31/2
(X̂ · Ŷ )(0, 0) (4.2.19a)
X̂ ⊗ Ŷ (1, q) = − 1
21/2
(X̂ × Ŷ )(1, q) (4.2.19b)
X̂ ⊗ Ŷ (2, q) = (X̂ ◦ Ŷ )(2, q), (4.2.19c)
dove a destra delle uguaglianze appaiono operatori tensoriali che sono i corrispondenti di
X̂ · Ŷ scalare, X̂× Ŷ vettoriale e X̂ ◦ Ŷ diadico simmetrico a traccia nulla.
Dimostrazione. Dimostriamo la prima delle (4.2.19). Il prodotto scalare di X̂ e Ŷ è un
operatore scalare, come visto in precedenza. Esprimendo tale prodotto scalare tramite
le componenti sferiche di X̂ e Ŷ si ha che:
X̂ · Ŷ = 1
2
(X̂−1Ŷ+1 + X̂+1Ŷ−1) + X̂0Ŷ0.
Dunque l'operatore tensoriale associato ad un operatore scalare è un operatore tensoriale
di rango 0:
(X̂ · Ŷ )(0, 0) = 1
2
(X̂−1Ŷ+1 + X̂+1Ŷ−1) + X̂0Ŷ0. (4.2.20)
Consideriamo ora l'operatore tensoriale prodotto degli operatori tensoriali X̂(1, q) e
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Ŷ (1, q), dalla (4.1.8)
X̂ ⊗ Ŷ (0, 0) =
1∑
q1=−1
1∑
q2=−1
〈1, 1, q1, q2|0, 0〉 X̂(1, q1)Ŷ (1, q2)
= 〈1, 1, 1,−1|0, 0〉 X̂(1, 1)Ŷ (1,−1) + 〈1, 1,−1, 1|0, 0〉 X̂(1,−1)Ŷ (1, 1)
+ 〈1, 1, 0, 0|0, 0〉 X̂(1, 0)Ŷ (1, 0)
=
1
31/2
(
X̂(1, 1)Ŷ (1,−1) + X̂(1,−1)Ŷ (1, 1)− X̂(1, 0)Ŷ (1, 0)
)
.
Esprimendo X̂(1, q) e Ŷ (1, q) in termini di X̂0, X̂±1, Ŷ0, Ŷ±1, tramite le relazioni (4.2.11)
si trova:
1
2 · 31/2
(X̂+1Ŷ−1 + X̂−1Ŷ+1 + 2X̂0Ŷ0). (4.2.21)
Comparando la (4.2.20) con la (4.2.21) si trova la (4.2.19a).
Dimostriamo ora la (4.2.19b). Se esprimiamo il prodotto vettoriale X̂× Ŷ in coordinate
sferiche, abbiamo che:
X̂×Ŷ = i
21/2
(X̂0Ŷ−1−Ŷ0X̂−1)e+1−
i
21/2
(X̂−1Ŷ+1−Ŷ−1X̂+1)e0+
i
21/2
(X̂0Ŷ+1−Ŷ0X̂+1)e−1.
In particolare
(X̂× Ŷ)0 = (X̂× Ŷ) · e0 = −
i
21/2
(X̂−1Ŷ+1 − Ŷ−1X̂+1) (4.2.22a)
(X̂× Ŷ)±1 = (X̂× Ŷ) · e±1 = ±i(X̂0Ŷ±1 − Ŷ0X̂±1). (4.2.22b)
Da queste ultime derivano quindi le seguenti:
(X̂ × Ŷ )(1, 0) = 1
2
(X̂−1Ŷ+1 − Ŷ−1X̂+1) (4.2.23a)
(X̂ × Ŷ )(1,±1) = 1
21/2
(X̂0Ŷ±1 − Ŷ0X̂±1). (4.2.23b)
Consideriamo ora l'operatore tensoriale prodotto di X̂(1, q) e Ŷ (1, q):
X̂ ⊗ Ŷ (1, q) =
1∑
q1=−1
1∑
q2=−1
〈1, 1, q1, q2|1, q〉 X̂(1, q1)Ŷ (1, q2).
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Da questa si ricavano le seguenti
X̂ ⊗ Ŷ (1, 0) = 〈1, 1, 0, 0|1, 0〉 X̂(1, 0)Ŷ (1, 0)
+ 〈1, 1, 1,−1|1, 0〉 X̂(1, 1)Ŷ (1,−1) + 〈1, 1,−1, 1|1, 0〉 X̂(1,−1)Ŷ (1, 1)
=
1
21/2
(
X̂(1, 1)Ŷ (1,−1)− X̂(1,−1)Ŷ (1, 1)
)
X̂ ⊗ Ŷ (1,±1) = 〈1, 1,±1, 0|1,±1〉 X̂(1,±1)Ŷ (1, 0) + 〈1, 1, 0,±1|1,±1〉 X̂(1, 0)Ŷ (1,±1)
= ± 1
21/2
(
X̂(1,±1)Ŷ (1, 0)− X̂(1, 0)Ŷ (1,±1)
)
.
Esprimendo X̂(1, q) e Ŷ (1, q) in termini di X̂0, X̂±1, Ŷ0, Ŷ±1, tramite le (4.2.11), si trova:
X̂ ⊗ Ŷ (1, 0) = −1
2
1
21/2
(X̂−1Ŷ+1 − X̂+1X̂−1) (4.2.24a)
X̂ ⊗ Ŷ (1,±1) = 1
2
(X̂0Ŷ±1 − Ŷ0X̂±1). (4.2.24b)
Comparando le equazioni (4.2.23) con le (4.2.24) si trova la (4.2.19b).
Dimostriamo ora la (4.2.19c). Se esprimiamo il prodotto diadico simmetrico a traccia
nulla X̂ ◦ Ŷ in coordinate sferiche abbiamo che:
X̂ ◦ Ŷ = 1
2
(
X̂Ŷ+ (X̂Ŷ)t
)
− 1
3
X̂ · Ŷ1
=
1
4
X̂−1Ŷ−1e+1e+1 +
1
4
(X̂−1Ŷ0 + X̂0Ŷ−1)(e+1e0 + e0e+1)
+
1
6
(X̂−1Ŷ+1 + X̂+1Ŷ−1 − 4X̂0Ŷ0)×
(
1
4
e+1e−1 +
1
4
e−1e+1 − e0e0
)
+
1
4
(X̂+1Ŷ0 + X̂0Ŷ+1)(e−1e0 + e0e−1) +
1
4
X̂+1Ŷ+1e−1e−1.
Dunque le componenti sferiche di X̂ ◦ Ŷ saranno date da:
(X̂ ◦ Ŷ)00 = e0 · X̂ ◦ Ŷ · e0 = −
1
6
(X̂−1Ŷ+1 + X̂+1Ŷ−1 − 4X̂0Ŷ0)
(X̂ ◦ Ŷ)±10 = e±1 · X̂ ◦ Ŷ · e0 =
1
2
(X̂±1Ŷ0 + X̂0Ŷ±1)
(X̂ ◦ Ŷ)±1±1 = e±1 · X̂ ◦ Ŷ · e±1 = X̂±1Ŷ±1.
Ricordando ora che gli operatori diadici simmetrici a traccia nulla possono essere scritti
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anche come operatori tensoriali di rango 2, grazie alle (4.2.17) ho che:
(X̂ ◦ Ŷ )(2, 0) = 3
1/2
21/2
(X̂ ◦ Ŷ)00 =
1
61/22
(X̂−1Ŷ+1 + X̂+1Ŷ−1 − 4X̂0Ŷ0)
(X̂ ◦ Ŷ )(2,±1) = ±(X̂ ◦ Ŷ)±10 = ±
1
2
(X̂±1Ŷ0 + X̂0Ŷ±1)
(X̂ ◦ Ŷ )(2,±2) = −1
2
X̂±1Ŷ±1.
Consideriamo ora il prodotto diretto tra i tensori X̂(1, q) e Ŷ (1, q):
X̂ ⊗ Ŷ (2, q) =
1∑
q1=−1
1∑
q2=−1
〈1, 1, q1, q2|2, q〉 X̂(1, q1)Ŷ (1, q2).
Da questa si ricavano le seguenti
X̂ ⊗ Ŷ (2, 0) = 〈1, 1, 0, 0|2, 0〉 X̂(1, 0)Ŷ (1, 0) + 〈1, 1, 1,−1|2, 0〉 X̂(1, 1)Ŷ (1,−1)
+ 〈1, 1,−1, 1|2, 0〉 X̂(1,−1)Ŷ (1,−1)
=
1
61/2
(
X̂(1, 1)Ŷ (1,−1) + X̂(1,−1)X̂(1, 1) + 2X̂(1, 0)Ŷ (1, 0)
)
X̂ ⊗ Ŷ (2,±1) = 〈1, 1, 0,±1|2,±1〉 X̂(1, 0)Ŷ (1,±1) + 〈1, 1,±1, 0|2,±1〉 X̂(1,±1)Ŷ (1, 0)
=
1
21/2
(
X̂(1, 0)Ŷ (1,±1) + X̂(1,±1)Ŷ (1, 0)
)
X̂ ⊗ Ŷ (2,±2) = 〈1, 1,±1,±1|2,±2〉 X̂(1,±1)Ŷ (1,±1)
= X̂(1,±1)Ŷ (1,±1).
Esprimendoli in termini di X̂0, X̂±1, Ŷ0, Ŷ±1,tramite le (4.2.11), si trova:
X̂ ⊗ Ŷ (2, 0) = 1
2 · 61/2
(X̂+ Ŷ−1 + X̂−1Ŷ+1 − 4X̂0Ŷ0) (4.2.26a)
X̂ ⊗ Ŷ (2,±1) = ±1
2
(X̂±1Ŷ0 + X̂0Ŷ±1) (4.2.26b)
X̂ ⊗ Ŷ (2,±2) = −1
2
X̂±1Ŷ±1. (4.2.26c)
Comparando le equazioni (4.2.25) con le (4.2.26) si trova la terza delle (4.2.19).
Siano Â, B̂ operatori scalari, X̂, Ŷ operatori vettoriali, R̂, Ŝ operatori diadici simme-
trici a traccia nulla e siano Â(0, 0), B̂(0, 0), X̂(1, q), Ŷ (1, q), R̂(2, q), Ŝ(2, q) gli operatori
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tensoriali ad essi associati. Allora valgono le seguenti relazioni:
Â • B̂ = ÂB̂† (4.2.27a)
X̂ • Ŷ = 1
31/2
X̂ · Ŷ† (4.2.27b)
R̂ • Ŝ = 1
51/2
R̂ · ·Ŝ†. (4.2.27c)
Dimostrazione. Dalla denzione (4.1.10):
Â • B̂ = Â⊗ B̂∗(0, 0) = (−1)0−0 〈0, 0, 0, 0|0, 0〉 Â(0, 0)B̂(0, 0)† = Â(0, 0)B̂(0, 0)† = ÂB̂†.
Questa dimostra la (4.2.27a). Dimostriamo la (4.2.27b):
X̂ • Ŷ = 1
31/2
1∑
q=−1
X̂(1, q)Ŷ (1, q)†
=
1
31/2
(
X̂(1, 1)Ŷ (1, 1)† + X̂(1, 0)Ŷ (1, 0)† + X̂(1,−1)Ŷ (1,−1)†
)
=
1
2 · 31/2
(X̂+1Ŷ+1
† + 2X̂0Ŷ0
† + X̂−1Ŷ−1
†).
Bisogna ora prestare attenzione che, se V̂ è un operatore vettoriale espresso in coordinate
sferiche, in generale si ha che V̂ †α 6= V̂α†, infatti:
V̂0
† = V̂3
† = V̂ †3 = V̂
†
0
V̂±1
† = (V̂1 ± iV̂2)† = V̂1† ± (iV̂2)† = V̂1† ∓ V̂2† = V̂ †1 ∓ V̂ †2 = V̂ †∓1.
Allora
X̂ • Ŷ = 1
2 · 31/2
(X̂+1Ŷ
†
−1 + 2X̂0Ŷ
†
0 + X̂−1Ŷ
†
+1) =
1
31/2
X̂ · Ŷ†.
Questo dimostra la (4.2.27b).
Dimostriamo ora la (4.2.27c):
R̂ • Ŝ = 1
51/2
2∑
q=−2
R̂(2, q)Ŝ(2, q)†
=
1
51/2
(
R̂(2,−2)Ŝ(2,−2)† + R̂(2,−1)Ŝ(2,−1)†
+ R̂(2, 0)Ŝ(2, 0)† + R̂(2, 1)Ŝ(2, 1)† + R̂(2, 2)Ŝ(2, 2)†
)
=
1
4 · 51/2
(R̂+1+1Ŝ+1+1
† + 4R̂+10Ŝ+10
† + 6R̂0Ŝ0
† + 4R̂−10Ŝ−10
† + R̂−1−1Ŝ−1−1
†).
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Prestando attenzione, come nel caso precedente, che in componenti sferiche in generale
Q̂†αβ 6= Q̂αβ
†, e utilizzando le seguenti relazioni
Q̂00
† = Q̂33
† = Q̂†33 = Q̂
†
00
Q̂±10
† = Q̂13
† ∓ iQ̂23† = Q̂†13 ∓ iQ̂
†
23 = Q̂∓10
Q̂±1±1
† = Q̂11
† − Q̂22† ∓ 2iQ̂12† = Q̂†11 − Q̂
†
22 ∓ 2iQ̂
†
12 = Q̂
†
∓1∓1,
si trova che:
R̂ • Ŝ = 1
4 · 51/2
(R̂+1+1Ŝ
†
−1−1 + 4R̂+10Ŝ
†
−10 + 6R̂00Ŝ
†
00 + 4R̂−10Ŝ
†
+10 + R̂−1−1Ŝ
†
+1+1)
(4.2.28)
Per calcolare R̂ · ·Ŝ è necessario utilizzare una generalizzazione della (2.0.9), tramite la
quale:
A · ·B =
+1∑
α=−1
+1∑
β=−1
2−|α|−|β|AαβB−α−β,
dove A e B sono diadi numeriche. Allora il prodotto R̂ · ·Ŝ sarà dato da:
R̂ · ·Ŝ† = 1
4
(R̂+1+1Ŝ
†
−1−1 + 4R̂+10Ŝ
†
−10 + 6R̂00Ŝ
†
00 + 4R̂−10Ŝ
†
+10 + R̂−1−1Ŝ
†
+1+1) (4.2.29)
Dunque confrontando la (4.2.29) con la (4.2.28) si dimostra la (4.2.27c).
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Capitolo 5
Teorema di Wigner-Eckart e
applicazioni
5.1 Teorema di Wigner-Eckart
Sia T̂ (k, q) un operatore tensoriale di rango k rispetto ad un momento angolare ĵ e sia
|a, j,m〉 un multipletto di autoket di ĵ2 e ĵ0 distinto dal numero quantico a. Allora vale
la seguente relazione:
〈
a′, j′,m′
∣∣T̂ (k, q)∣∣a, j,m〉 = 〈a′, j′||T (k)||a, j〉
(2j′ + 1)1/2
〈
j′,m′
∣∣j, k,m, q〉 (5.1.1)
dove 〈j′,m′|j, k,m, q〉 è un coeciente di Clebsch-Gordan e 〈a′, j′||T (k)||a, j〉 è detto
elemento di matrice ridotto di T̂ (k, q) dipendente solo da a, a′, j, j′, k.
Il signicato di questo teorema è che la dipendenza di 〈a′, j′,m′|T̂ (k, q)|a, j,m〉 da m,
m′ e q è completamente determinata dalla simmetria rotazionale del sistema e data da
un opportuno coeciente di Clebsch-Gordan.
Dimostrazione. Utilizzando la relazione di commutazione tra operatori tensoriali irridu-
cibili e ĵ0 (4.1.1), insieme alla (2.1.29):
h̄q
〈
a′, j′,m′
∣∣T̂ (k, q)∣∣a, j,m〉 = 〈a′, j′,m′∣∣h̄qT̂ (k, q)∣∣a, j,m〉 = 〈a′, j′,m′∣∣[ĵ0, T̂ (k, q)]∣∣a, j,m〉
=
〈
a′, j′,m′
∣∣ĵ0T̂ (k, q)∣∣a, j,m〉− 〈a′, j′,m′∣∣T̂ (k, q)ĵ0∣∣a, j,m〉
= h̄m′
〈
a′, j′,m′
∣∣T̂ (k, q)∣∣a, j,m〉− 〈a′, j′,m′∣∣T̂ (k, q)∣∣a, j,m〉 h̄m.
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Da cui si trova che:
m+ q = m′. (5.1.2)
Utilizzando ora la relazione di commutazione tra operatori tensoriali irriducibili e opera-
tori di scala ĵ±1 (4.1.2), insieme alle (2.1.30):
h̄ (k(k + 1)− q(q ± 1))
1
2
〈
a′, j′,m′
∣∣T̂ (k, q ± 1)∣∣a, j,m〉
=
〈
a′, j′,m′
∣∣h̄ (k(k + 1)− q(q ± 1)) 12 T̂ (k, q ± 1)∣∣a, j,m〉 = 〈a′, j′,m′∣∣[ĵ±1, T̂ (k, q)]∣∣a, j,m〉
=
〈
a′, j′,m′
∣∣ĵ±1T̂ (k, q)∣∣a, j,m〉− 〈a′, j′,m′∣∣T̂ (k, q)ĵ±1∣∣a, j,m〉
= h̄(j′(j′ + 1)−m′(m′ ∓ 1))
1
2
〈
a′, j′,m′ ∓ 1
∣∣T̂ (k, q)∣∣a, j,m〉
−
〈
a′, j′,m′
∣∣T̂ (k, q)∣∣a, j,m± 1〉 h̄(j(j + 1)−m(m± 1)) 12 .
Da cui si trova che:
(j′(j′ + 1)−m′(m′ ∓ 1))
1
2
〈
a′, j′,m′ ∓ 1
∣∣T̂ (k, q)∣∣a, j,m〉
=
〈
a′, j′,m′
∣∣T̂ (k, q)∣∣a, j,m± 1〉 (j(j + 1)−m(m± 1)) 12
+ (k(k + 1)− q(q ± 1))
1
2
〈
a′, j′,m′
∣∣T̂ (k, q ± 1)∣∣a, j,m〉 . (5.1.3)
Le equazioni (5.1.2) e (5.1.3) mostrano che gli elementi di matrice 〈a′, j′,m′|T̂ (k, q)|a, j,m〉
soddisfano le stesse regole di selezione dei coecienti di Clebsch-Gordan 〈j′,m′|j, k,m, q〉.
Cioè gli elementi 〈a′, j′,m′|T̂ (k, q)|a, j,m〉 sono proporzionali a 〈a′, j′, j′|T̂ (k, j′ − j)|a, j, j〉
con proporzionalità calcolabile, proprio come i coecienti 〈j′,m′|j, k,m, q〉 sono propor-
zionali a 〈j′, j′|j, k, j, j′ − j〉 con (la stessa) proporzionalità calcolabile. Esplicitamente:
〈a′, j′,m′|T̂ (k, q)|a, j,m〉
〈j′,m′|j, k,m, q〉
=
〈a′, j′, j′|T̂ (k, q)|a, j, j〉
〈j′, j′|j, k, j, j′ − j〉
=
〈a′, j′||T (k)||a, j〉
(2j + 1)1/2
. (5.1.4)
In virtù delle regole di selezione (2.2.1) e (2.2.6) per i coecienti di Clebsch-Gordan,
gli elementi di matrice sono nulli se non vengono rispettate le relazioni
∣∣j − j′∣∣ ≤ k ≤ j + j′ (5.1.5)
q = m′ −m. (5.1.6)
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Inoltre valgono le seguenti relazioni:
〈
a′, j′
∣∣|T ∗(k)|∣∣a, j〉 = (−1)j−j′+k 〈a′, j′∣∣|T (k)|∣∣a, j〉∗ (5.1.7a)〈
a′, j′,m′
∣∣T̂1 • T̂2∣∣a, j,m〉 = 〈a′, j||T1 • T2||a, j〉
(2j + 1)
1
2
δj,j′δm,m′ (5.1.7b)
〈
a′, j
∣∣|T1 • T2|∣∣a, j〉 = 1
(2k + 1)1/2(2j + 1)1/2
×
∑
a′′
k+j∑
j′′=|k−j|
〈
a′, j
∣∣|T1(k)|∣∣a′′, j′′〉 〈a, j∣∣|T2(k)|∣∣a′′, j′′〉∗ . (5.1.7c)
Dimostrazione. Dimostriamo la (5.1.7a). Dal teorema di Wigner-Eckart si ha che:
〈
a′, j′,m′
∣∣T̂ ∗(k, q)∣∣a, j,m〉 = 〈a′, j′||T ∗(k)||a, j〉
(2j′ + 1)1/2
〈
j′,m′
∣∣j, k,m, q〉 . (5.1.8)
D'altra parte, per la denizione di operatore tensoriale aggiunto (4.1.3):
〈
a′, j′,m′
∣∣T̂ ∗(k, q)∣∣a, j,m〉 = (−1)k−q 〈a′, j′,m′∣∣T̂ (k,−q)†∣∣a, j,m〉
= (−1)k−q
〈
a, j,m
∣∣T̂ (k,−q)∣∣a′, j′,m′〉∗
= (−1)k−q 〈a, j||T (k)||a
′, j′〉∗
(2j + 1)1/2
〈
j,m
∣∣j′, k,m′,−q〉
= (−1)k−q 〈a, j||T (k)||a
′, j′〉∗
(2j + 1)1/2
(−1)j−j′+q (2j + 1)
1/2
(2j′ + 1)1/2
〈
j′,m′
∣∣j, k,m, q〉
= (−1)j−j′+k 〈a, j||T (k)||a
′, j′〉∗
(2j′ + 1)1/2
〈
j′,m′
∣∣j, k,m, q〉 . (5.1.9)
Nel penultimo passaggio è stata utilizzata una regola dei coecienti di Clebsch-Gordan
per la quale:
〈J,M |j1, j2,m1,m2〉 = (−1)j1−J+m2
(2J + 1)1/2
(2j1 + 1)1/2
〈j1,m1|J, j2,M,−m2〉
Confrontando la (5.1.8) con la (5.1.9), si trova la (5.1.7a).
Dimostriamo la (5.1.7b). Per la relazione sul prodotto scalare di operatori tensoriali
(4.1.10):
〈
a′, j′,m′
∣∣T̂1 • T̂2∣∣a, j,m〉 = 〈a′, j′,m′∣∣T̂1 ⊗ T̂ ∗2 (0, 0)∣∣a, j,m〉
=
〈a′, j′||T1 ⊗ T ∗2 (0)||a, j〉
(2j′ + 1)1/2
〈
j′,m′
∣∣j, 0,m, 0〉 = 〈a′, j′||T1 ⊗ T ∗2 (0)||a, j〉
(2j′ + 1)1/2
δj,j′δm,m′ .
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L'ultimo passaggio è conseguenza delle regole di selezione dei coecienti di Clebsch-
Gordan (5.1.5) e (5.1.6). Con questo abbiamo dimostrato la (5.1.7b).
Dimostriamo la (5.1.7c). Per le condizioni di realtà (2.2.7) e ortogonalità (2.2.9a) dei
coecienti di Clebsch-Gordan, utilizzando la relazione (4.1.11), e il teorema di Wigner-
Eckart si ha che:
〈
a′, j,m
∣∣T̂1 • T̂2∣∣a, j,m〉 = 1
(2k + 1)1/2
k∑
q=−k
〈
a′, j,m
∣∣T̂1(k, q)T̂2(k, q)†∣∣a, j,m〉
=
1
(2k + 1)1/2
k∑
q=−k
∑
a′′
∑
j′′
j′′∑
m′′=−j′′
〈
a′, j,m
∣∣T̂1(k, q)∣∣a′′, j′′,m′′〉 〈a, j,m∣∣T̂2(k, q)∣∣a′′, j′′,m′′〉∗
=
1
(2k + 1)1/2
∑
a′′
k+j∑
j′′=|k−j|
k∑
q=−k
j′′∑
m′′=−j′′
〈a′, j||T1(k)||a′′, j′′〉
(2j + 1)1/2
×
〈
j,m
∣∣j′′, k,m′′, q〉 〈a, j||T2(k)||a′′, j′′〉∗
(2j + 1)1/2
〈
j,m
∣∣j′′, k,m′′, q〉
=
1
(2k + 1)1/2(2j + 1)
∑
a′′
k+j∑
j′′=|k−j|
〈
a′, j
∣∣|T1(k)|∣∣a′′, j′′〉 〈a, j∣∣|T2(k)|∣∣a′′, j′′〉∗ . (5.1.10)
Confrontando la (5.1.10) con la (5.1.7b) si trova la (5.1.7c).
Sia ĵ un momento angolare. Nella famiglia degli operatori tensoriali di ĵ esiste una
sottofamiglia di operatori tensoriali di rango k autoaggiunti deniti nel seguente modo:
Ŝ0(0, 0) = 1̂ (5.1.11a)
Ŝk(k, q) =
1
2
(ĵ ⊗ Ŝk−1 + Ŝk−1 ⊗ ĵ). (5.1.11b)
Dove l'operatore tensoriale ĵ(1, q) è la generalizzazione dell'operatore vettoriale ĵ, cioè:
ĵ(1, 0) = iĵ0
ĵ(1,±1) = ∓i
21/2
ĵ±1.
Dimostrazione. Vogliamo mostrare che Ŝk(k, q) è autoaggiunto, per farlo utilizzeremo il
principio di induzione. Per k = 0 si denisce Ŝ0(0, 0) = 1̂, che è autoaggiunto.
Supponendo che Ŝk−1 sia autoaggiunto, vediamo che anche Ŝk lo è:
Ŝ∗k =
1
2
[
ĵ ⊗ Ŝk−1(k, q) + Ŝk−1 ⊗ ĵ(k, q)
]∗
=
1
2
[
(ĵ ⊗ Ŝk−1(k, q))∗ + (Ŝk−1 ⊗ ĵ(k, q))∗
]
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e poiché sia ĵ che Ŝk−1 sono autoaggiunti, allora ĵ∗(1, q) = ĵ(1, q) e Ŝ∗k−1(k − 1, q) =
Ŝk−1(k − 1, q), e (ĵ ⊗ Ŝk−1)∗(k, q) = Ŝ∗k−1 ⊗ ĵ∗(k, q), dunque si ha che:
Ŝ∗k(k, q) =
1
2
[
Ŝ∗k−1 ⊗ ĵ∗(k, q) + ĵ∗ ⊗ Ŝ∗k−1(k, q)
]
=
1
2
[
Ŝk−1 ⊗ ĵ(k, q) + ĵ ⊗ Ŝk−1(k, q)
]
= Ŝk(k, q)
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5.2 Teorema della proiezione
Siano T̂ (k, q) un operatore tensoriale di rango k rispetto ad un momento angolare ĵ,
Ŝk(k, q) un operatore tensoriale denito tramite le (5.1.11) e sia |a, j,m〉 base ortonormale
di autoket comuni di ĵ2 e ĵ0. Allora vale il seguente risultato:
〈
a, j,m′
∣∣T̂ (k, q)∣∣a, j,m〉 = 〈a, j||T̂ • Ŝk||a, j〉
〈a, j||Ŝk • Ŝk||a, j〉
〈
a, j,m′
∣∣Ŝk(k, q)∣∣a, j,m〉 . (5.2.1)
Dimostrazione. Come abbiamo visto, gli operatori tensoriali Ŝk(k, q) sono tutti ottenuti
a partire da ĵ0 e ĵ±1 e questi ultimi agiscono sui ket |a, j,m〉, che sono combinazioni
lineari di |a, j,m′〉, quindi si può scrivere che:
Ŝk(k, q) |a, j,m〉 =
k∑
m′=−k
∣∣a, j,m′〉 cm′,m(j, k, q), (5.2.2)
dove cm′,m(j, k, q) sono coecienti complessi indipendenti da a. Dunque
〈
a′, j′,m′
∣∣Ŝk(k, q)∣∣a, j,m〉 = j∑
m′′=−j
〈
a′, j′,m′
∣∣a, j,m′′〉 cm′′,m(j, k, q) =
=
j∑
m′′=−j
δa′,aδj′,jδm′,m′′cm′′,m(j, k, q)
= δa′,aδj′,jcm′,m(j, k, q). (5.2.3)
D'altra parte, per il teorema di Wigner-Eckart (5.1.1) si ha che:
〈
a′, j′,m′
∣∣Ŝk(k, q)∣∣a, j,m〉 = 〈a′, j′||Sk(k)||a, j〉
(2j′ + 1)1/2
〈
j′,m′
∣∣j, k,m, q〉 . (5.2.4)
Confrontando la (5.2.3) con la (5.2.4), e ricordando che i coecienti di Clebsch-Gordan
sono non nulli per j′ 6= j, si trova che:
〈
a′, j′
∣∣|Sk(k)|∣∣a, j〉 = δa′,aδj′,j 〈a, j||Sk(k)||a, j〉 . (5.2.5)
Utilizzando il teorema di Wigner-Eckart si ha che:
〈
a, j,m′
∣∣T̂ (k, q)∣∣a, j,m〉 = 〈a, j||T (k)||a, j〉
(2j + 1)1/2
〈
j,m′
∣∣j, k,m, q〉 (5.2.6)
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〈
a, j,m′
∣∣Ŝk(k, q)∣∣a, j,m〉 = 〈a, j||Sk(k)||a, j〉
(2j + 1)1/2
〈
j,m′
∣∣j, k,m, q〉 . (5.2.7)
Dalle ultime due segue che:
〈
a, j,m′
∣∣T̂ (k, q)∣∣a, j,m〉 = 〈a, j||T (k)||a, j〉
〈a, j||Sk(k)||a, j〉
〈
a, j,m′
∣∣Ŝk(k, q)∣∣a, j,m〉 . (5.2.8)
Utilizzando ora la (5.1.7c) e la (5.2.5):
〈a, j||T • Sk||a, j〉
=
1
(2k + 1)1/2(2j + 1)1/2
∑
a′′
k+j∑
j′′=|k−j|
〈
a, j
∣∣|T (k)|∣∣a′′, j′′〉 〈a, j∣∣|Sk(k)|∣∣a′′, j′′〉∗
=
1
(2k + 1)1/2(2j + 1)1/2
∑
a′′
k+j∑
j′′=|k−j|
〈
a, j
∣∣|T (k)|∣∣a′′, j′′〉 δa,a′′δj,j′′ 〈a, j||Sk(k)||a, j〉∗
=
1
(2k + 1)1/2(2j + 1)1/2
〈a, j||T (k)||a, j〉 〈a, j||Sk(k)||a, j〉∗ . (5.2.9)
Con un calcolo analogo in cui sostituiamo Ŝk(k, q) a T̂ (k, q) si trova che
〈a, j||Sk • Sk||a, j〉 =
1
(2k + 1)1/2(2j + 1)1/2
| 〈a, j||Sk(k)||a, j〉|2. (5.2.10)
Dividendo la (5.2.9) per la (5.2.10) si trova:
〈a, j||T (k)||a, j〉
〈a, j||Sk(k)||a, j〉
=
〈a, j||T • Sk||a, j〉
〈a, j||Sk • Sk||a, j〉
. (5.2.11)
Da cui, inserendo la (5.2.11) nella (5.2.8) si dimostra il teorema della proiezione (5.2.1).
Il teorema della proiezione permette di calcolare in modo semplice gli elementi di
matrice degli operatori rotazionalmente covarianti, rispetto ad una base ortonormale di
autoket comuni per gli operatori ĵ2 e ĵ0.
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5.3 Applicazioni
Siano Â, V̂ e Q̂ operatori scalare, vettoriale e diadico simmetrico a traccia nulla. Le
seguenti relazioni sono applicazioni del teorema della proiezione.
〈
a, j,m′
∣∣Â∣∣a, j,m〉 = 〈a, j,m0|Â|a, j,m0〉 δm,m′ (5.3.1a)〈
a, j,m′
∣∣V̂∣∣a, j,m〉 = 〈a, j,m0|V̂ · ĵ|a, j,m0〉
h̄2j(j + 1)
〈
a, j,m′
∣∣ĵ∣∣a, j,m〉 (5.3.1b)
〈
a, j,m′
∣∣Q̂∣∣a, j,m〉 = 3
2
〈a, j,m0|Q̂ · ·ĵĵ|a, j,m〉
h̄4j(j + 1) (j(j + 1)− 3/4)
(5.3.1c)
×
〈
a, j,m′
∣∣∣∣12 (ĵĵ + (ĵĵ)t)− 13 ĵ21
∣∣∣∣a, j,m〉 , (5.3.1d)
dove m0 è un qualsiasi valore, tra quelli ammessi di m.
Bisogna fare attenzione che la (5.3.1b) non può essere utilizzata per il valore di j = 0 e
la (5.3.1c) non può essere utilizzata per i valori di j = 0 e j = 12 .
Dimostrazione. Per la denizione (5.1.11) dell'operatore Ŝk, si ha che Ŝ0(0, 0) = 1̂, inoltre
scrivo l'operatore scalare Â come operatore tensoriale di rango 0, Â(0, 0). per la relazione
(5.1.7b) e la (4.2.27a):
〈a, j||A • S0||a, j〉 = (2j + 1)
1
2 〈a, j,m0|Â • 1̂|a, j,m0〉 = (2j + 1)
1
2 〈a, j,m0|Â|a, j,m0〉 ,
〈a, j||S0 • S0||a, j〉 = (2j + 1)
1
2 〈a, j,m0|1̂|a, j,m0〉 = (2j + 1)
1
2 .
Utilizzando ora il teorema della proiezione si ha che:
〈
a, j,m′
∣∣Â∣∣a, j,m〉 = 〈a, j||A • S0||a, j〉
〈a, j||S0 • S0||a, j〉
〈
a, j,m′
∣∣Ŝ0∣∣a, j,m〉
= 〈a, j,m0|Â|a, j,m0〉 δm,m′ .
Con questa si dimostra la (5.3.1a).
L'operatore Ŝk con k = 1 è dato da
Ŝ1(1, q) =
1
2
(
ĵ ⊗ Ŝ0(1, q) + Ŝ0 ⊗ ĵ(1, q)
)
= ĵ(1, q).
Per le relazioni (5.1.7b) e (4.2.27b), insieme alla relazione agli autovalori di ĵ2 (2.1.28):
〈a, j||V • S1||a, j〉 = (2j + 1)
1
2 〈a, j,m0|V̂ • Ŝ1|a, j,m0〉 =
1
31/2
(2j + 1)
1
2 〈a, j,m0|V̂ · ĵ|a, j,m0〉 ,
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〈a, j||S1 • S1||a, j〉 = (2j + 1)
1
2 〈a, j,m0|Ŝ1 • Ŝ1|a, j,m0〉 =
1
31/2
(2j + 1)
1
2 〈a, j,m0|ĵ · ĵ|a, j,m0〉
=
1
31/2
(2j + 1)
1
2 〈a, j,m0|ĵ2|a, j,m0〉 =
1
31/2
(2j + 1)
1
2 h̄2(j(j + 1)).
Utilizzando il teorema della proiezione si ha che:
〈
a, j,m′
∣∣V̂∣∣a, j,m〉 = 〈a, j||V • S1||a, j〉
〈a, j||S1 • S1||a, j〉
〈
a, j,m′
∣∣Ŝ1∣∣a, j,m〉
=
〈a, j,m0|V̂ · ĵ|a, j,m0〉
h̄2(j(j + 1))
〈
a, j,m′
∣∣ĵ∣∣a, j,m〉 .
Dove Ŝ1 rappresenta l'operatore vettoriale corrispondente a Ŝ1. Con questa si dimostra
la (5.3.1b).
L'operatore Ŝk con k = 2 è dato da
Ŝ2(2, q) =
1
2
(
ĵ ⊗ ĵ(2, q) + ĵ ⊗ ĵ(2, q)
)
= (ĵ ⊗ ĵ)(2, q) = ĵ ◦ ĵ(2, q).
Per le relazioni (5.1.7b) e (4.2.27c):
〈a, j||Q • S2||a, j〉 = (2j + 1)1/2 〈a, j,m0|Q̂ • Ŝ2|a, j,m0〉
=
1
51/2
(2j + 1)1/2 〈a, j,m0|Q̂ · ·(ĵ ◦ ĵ)|a, j,m0〉 ,
(5.3.2)
〈a, j||S2 • S2||a, j〉 = (2j + 1)1/2 〈a, j,m0|Ŝ2 • Ŝ2|a, j,m0〉
=
1
51/2
(2j + 1)1/2 〈a, j,m0|(ĵ ◦ ĵ) · ·(ĵ ◦ ĵ)|a, j,m0〉 .
(5.3.3)
Denendo come [ĵ, ĵ] come la matrice 3× 3 data dagli elementi [ji, jj ], allora si ha che:
[ĵ, ĵ] = ĵĵ − (ĵĵ)t = ih̄ ∗ ĵ. (5.3.4)
Allora il prodotto diadico simmetrico a traccia nulla di ĵ con sé stesso è:
ĵ ◦ ĵ = 1
2
(
ĵĵ + (ĵĵ)t
)
+
1
2
ĵĵ − 1
2
ĵĵ − 1
3
ĵ · ĵ1
= ĵĵ − 1
2
ih̄ ∗ ĵ − 1
3
ĵ21 (5.3.5)
= (ĵĵ)t +
1
2
ih̄ ∗ ĵ − 1
3
ĵ21. (5.3.6)
A seconda della convenienza si può usare una della due relazioni (5.3.5) o (5.3.6). Per
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quanto appena calcolato:
Q̂ · ·(ĵ ◦ ĵ) = Q̂ · ·
(
ĵĵ − 1
2
ih̄ ∗ ĵ − 1
3
ĵ21
)
= Q̂ · ·ĵĵ, (5.3.7)
dove il primo termine tra parentesi è l'unico che si salva, in quanto la diade ∗ĵ è anti-
simmetrica e contratta con Q̂ che è simmetrica, si annulla, e poiché Q̂ è a traccia nulla,
contratta con la matrice unità si annulla.
Inserendo quest'ultima equazione nella (5.3.2) si ottiene che:
〈a, j||Q • S2||a, j〉 =
1
51/2
(2j + 1)1/2 〈a, j,m0|Q̂ · ·ĵĵ|a, j,m0〉 . (5.3.8)
Inoltre, sfruttando entrambe le (5.3.5) e (5.3.6):
(ĵ ◦ ĵ) · ·(ĵ ◦ ĵ) =
(
ĵĵ − 1
2
ih̄ ∗ ĵ − 1
3
ĵ21
)
· ·
(
(ĵĵ)t +
1
2
ih̄ ∗ ĵ − 1
3
ĵ21
)
=
2
3
ĵ2ĵ2 +
h̄2
2
ĵ2 + ĵ · ĵ × ĵ = 2
3
ĵ2ĵ2 +
h̄2
2
ĵ2 + (ih̄)2ĵ · ĵ
=
2
3
ĵ2ĵ2 − h̄
2
2
ĵ2 =
2
3
ĵ2(ĵ2 − 3
4
h̄21). (5.3.9)
Inserendo quest'ultima nella (5.3.3) e utilizzando ancora la relazione agli autovalori di ĵ2
(2.1.28), si ottiene:
〈a, j||S2 • S2||a, j〉 =
1
51/2
(2j + 1)1/2
2
3
h̄4(j(j + 1))
(
j(j + 1)− 3
4
)
. (5.3.10)
Per il teorema della proiezione, utilizzando la (5.3.8) e la (5.3.10) si ha che:
〈
a, j,m′
∣∣Q̂∣∣a, j,m〉 = 〈a, j|Q • S2|a, j〉
〈a, j|S2 • S2|a, j〉
〈
a, j,m′
∣∣S2∣∣a, j,m〉
=
3
2
〈a, j,m0|Q̂ · ·ĵĵ|a, j,m〉
h̄4j(j + 1) (j(j + 1)− 3/4)
×
〈
a, j,m′
∣∣∣∣12 (ĵĵ + (ĵĵ)t)− 13 ĵ21
∣∣∣∣a, j,m〉 .
Con questa si è dimostrata la (5.3.1c).
L'equazione (5.3.1b) porta ad una interpretazione sica intuitiva.
Supponiamo un sistema isolato dotato di momento angolare totale j , poiché il sistema
è isolato tale momento angolare si conserva. Supponiamo poi che V sia una grandezza
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vettoriale che precede attorno a j , per esempio il momento angolare orbitale o di spin,
in presenza di accoppiamento spin-orbita. Allora, naturalmente, V non ha un valore
costante, però il suo modulo |V | è costante. Se la precessione è molto rapida si ha che
la media della componente normale a j , cioè V ⊥, è praticamente nulla. La componente
parallela invece non lo è, ma è data da
V ‖ =
j · V · j
j2
.
Confrontandola con la (5.3.1b) è evidente l'analogia strutturale.
Un esempio dell'equazione (5.3.1b) si ha quando si cerca di calcolare l'eetto per-
turbativo dato dall'immersione di un atomo in un campo magnetico non troppo forte.
Quando un atomo viene immerso in un campo magnetico uniforme infatti, i suoi livel-
li energetici subiscono modiche date dall'accoppiamento con il campo. In particolare,
i livelli energetici degeneri subiscono uno splitting separandosi in più livelli vicini con
energia di separazione determinata dall'intensità del campo magnetico. Se il campo
magnetico è debole, allora si parla di eetto Zeeman. Il campo è debole nel senso ap-
propriato, se l'energia di perturbazione che esso genera è molto minore dell'energia data
dall'accoppiamento spin-orbita. L'energia di perturbazione Ŵ è data da:
Ŵ =
e
2mc
H · (L̂ + 2Ŝ) = µBh̄−1H(L̂0 + 2Ŝ0), (5.3.11)
dove µb è il magnetone di Bohr.
La direzione dell'asse di quantizzazione è stata scelta parallela alla direzione del cam-
po magnetico. Gli autoket dell'hamiltoniana imperturbata sono |n,L, S, J,Mj〉, dove n
indica un insieme di numeri quantici associati ad osservabili che commutano con l'ope-
ratore Hamiltoniano, cioè formano una rappresentazione di Heisenberg; gli altri quattro
numeri quantici indicano rispettivamente numero quantico orbitale totale, di spin totale,
di momento angolare totale e componente quantizzata del momento angolare totale. La
degenerazione degli autovalori dell'energia è data dal numero (2MJ + 1), in quanto l'o-
peratore Hamiltoniano è scalare rispetto a Ĵ . É noto che per calcolare la correzione al
primo ordine perturbativo dell'autovalore dell'energia è necessario diagonalizzare
J∑
M ′J=−J
J∑
MJ=−J
∣∣n,L, S, J,M ′J〉 〈n,L, S, J,M ′J ∣∣Ŵ ∣∣n,L, S, J,MJ〉 〈n,L, S, J,MJ | .
(5.3.12)
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Per la (5.3.11), gli elementi di matrice di Ŵ diventano allora:
〈
n,L, S, J,M ′J
∣∣Ŵ ∣∣n,L, S, J,MJ〉
= µBh̄
−1H
〈
n,L, S, J,M ′J
∣∣L̂0 + 2Ŝ0∣∣n,L, S, J,MJ〉 , (5.3.13)
che si calcolano con il teorema della proiezione, nella forma dell'equazione (5.3.1b). Rife-
rendoci a tale equazione abbiamo V̂ = L̂+2Ŝ e applicheremo il teorema della proiezione
alla componente 0 di V̂, cioè a V̂0 = L̂0+2Ŝ0. Dunque il calcolo degli elementi di matrice
segue:
〈
n,L, S, J,M ′J
∣∣Ŵ ∣∣n,L, S, J,MJ〉
= µBh̄
−1H
〈n,L, S, J,M ′J |(L̂ + 2Ŝ) · Ĵ |n,L, S, J,MJ〉
h̄2J(J + 1)
×
〈
n,L, S, J,M ′J
∣∣Ĵ0∣∣n,L, S, J,MJ〉
= µBh̄
−1H
〈n,L, S, J,M ′J |(L̂ + 2Ŝ) · Ĵ |n,L, S, J,MJ〉
h̄2J(J + 1)
δM ′J ,MJ h̄MJ
= µBH
〈n,L, S, J,M ′J |L̂2 + 2Ŝ2 + 3L̂ · Ŝ|n,L, S, J,MJ〉
h̄2J(J + 1)
δM ′J ,MJMJ
= µBH
〈
n,L, S, J,M ′J
∣∣∣32 Ĵ2 − 12L̂2 + 12 Ŝ2∣∣∣n,L, S, J,MJ〉
h̄2J(J + 1)
δM ′J ,MJMJ
= µBH
(
3
2
+
S(S + 1)− L(L+ 1)
2J(J + 1)
)
δM ′J ,MJMJ
= µBHg(L, S, J)δM ′J ,MJMJ . (5.3.14)
Nel terzultimo passaggio è stato utilizzato il fatto che
Ĵ2 = (L̂ + Ŝ)2 = L̂2 + Ŝ2 + 2L̂ · Ŝ,
da cui:
L̂ · Ŝ = 1
2
(
Ĵ2 − L̂2 − Ŝ2
)
Inoltre, è stato introdotto il numero
g(L, S, J) =
3
2
+
S(S + 1)− L(L+ 1)
2J(J + 1)
,
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che è detto fattore di Landé. Così, inserendo la (5.3.14) nella (5.3.12), si ottiene:
J∑
M ′J=−J
J∑
MJ=−J
∣∣n,L, S, J,M ′J〉 〈n,L, S, J,M ′J ∣∣Ŵ ∣∣n,L, S, J,MJ〉 〈n,L, S, J,MJ |
=
J∑
M ′J=−J
J∑
MJ=−J
∣∣n,L, S, J,M ′J〉µBHg(L, S, J)δM ′J ,MJMJ 〈n,L, S, J,MJ |
= g(L, S, J)µBH
J∑
MJ=−J
|n,L, S, J,MJ〉MJ 〈n,L, S, J,MJ | , (5.3.15)
che è in forma diagonale.
Si è visto quindi che tramite l'utilizzo del teorema della proiezione si semplica notevol-
mente il calcolo degli elementi di matrice dati dall'energia di perturbazione.
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