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RESUME 
Ce projet de maitrise a permis de developper un systeme d'apprentissage machine pour 
un systeme multi-robots. Le domaine d'utilisation de ce systeme etant celui d'une 
equipe de vehicules autonomes effectuant un travail collaboratif avec synchronisation. 
Les robots sont des agents pouvant, periodiquement, communiquer entre eux leurs etats 
et leurs decisions, soit sans aucune restriction de communication autre que la periode 
d'execution (pendant que l'equipe est hors-ligne par exemple lors des pauses) ou avec 
un certain compromis entre la performance et la communication (pendant que l'equipe 
est enligne par exemple lors d'une phase de jeu). 
Les robots joueurs de soccer congus par la societe etudiante robofoot sont utilises dans 
le cadre des travaux de recherche. II s'agit d'une equipe compose de 6 robots joueur de 
soccer. L'approche utilisee divise le probleme d'apprentissage en sous-parties afin de 
tenter de developper les techniques d'apprentissage a partir des comportements de bas 
niveau et les combiner pour progresser vers les comportements de haut niveau. En 
utilisant cette approche d'apprentissage multi niveaux (hierarchise), differents 
algorithmes d'apprentissage peuvent etre utilises pour chaque niveau. Le resultat 
d'apprentissage de chaque niveau est done utilise par un niveau superieur. 
Les contextes d'apprentissages etant tres vastes et differents, un systeme d'apprentissage 
d'entree-sortie generique et hierarchise est mis en place permettant d'apprendre des 
comportements tres simples (par exemple 1'interception du ballon ou le tir au but) qui 
sont ensuite utilises par des comportements en equipe (effectuer une passe) et 
finalement dans des strategies de jeu. 
Egalement, les differentes methodes d'apprentissage sont analysees et comparees a 
chaque niveau. Plusieurs algorithmes (methodes) d'apprentissage ont ete etudies et les 
methodes d'apprentissage par machine a vecteurs de support (Support Vector 
VI 
Machines), par perceptron multicouche {Multi Layer Perceptron) et une methode 
d'apprentissage base-memoire ont ete choisies pour faire l'apprentissage des robots 
joueurs de soccer. 
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ABSTRACT 
The main goal of this master's thesis is to develop a system which allows machine 
learning for a multi-robot system. The main domain of application of this system is one 
which constitutes of a group of autonomous vehicles working synchronously together. 
The robots are agents capable of communicating their state and decisions amongst each 
other periodically without any restrictions (during timeouts) or by taking into account 
certain compromise between their performance and their communication. These robots 
have been developed and maintained by the robofoot student community in Ecole de 
Polytechnique de Montreal. 
The problem of learning has been separated into simple components in order to allow 
the learning process to be started from lower level behaviors and actions and combine 
those in order to allow the learning of higher level decisions. Using this multi-level 
approach, not only different algorithms and methods of learning can be compared with 
each other at each level, but also we have the possibility to use different algorithms at 
different levels. 
Given the vast context of the learning of such a system, a generic hierarchical input-
output learning system has been developed which allows learning simple behaviors 
such as catching or shooting a ball, and uses them to learn a collective behavior such as 
a pass. Finally the team strategy as the ultimate collective decision can be learned. 
Also, in order to have a more efficient learning process, a forgetting factor has been 
studied. 
The different methods and algorithms which have been used in this project are the 
Support Vector Machines algorithm (SVM), a variant of neural networks called the 
Multi Layer Perceptron algorithm and also a memory-based learning method. 
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Introduction 
Ce document traite les differents aspects des travaux realises dans le cadre du projet 
de maitrise portant sur le developpement d'un mecanisme d'apprentissage pour un 
systeme multi-robots a l'Ecole Polytechnique de Montreal. 
Le texte qui suit presente une etude sur l'apprentissage machine, le contexte de 
developpement du projet, les differents elements developpes, les resultats obtenus 
ainsi que leur analyse et une discussion sur ces resultats. 
0.1. Motivations 
Pourquoi l'homme cherche toujours a apprendre plus? Est-ce que ceci fait parti de sa 
nature d'evoluer ou c'est tout simplement c'est un besoin qu'il a besoin de satisfaire? 
Tout comme les etres humains, les robots doivent aussi pouvoir evoluer et apprendre 
afin de pourvoir fonctionner de fagon autonome. 
Aujourd'hui, la science de la robotique maitrise assez bien 1'aspect du controle des 
robots, et Ton peut facilement imiter des mouvements de l'etre humain mais l'aspect 
intelligence artificielle et de l'apprentissage machine est encore tres peu developpe 
pour pouvoir etre compare a celui d'un etre humain. 
Aussi, le fait de pouvoir utiliser un groupe de robots permet d'etudier des 
comportements collectifs et de pouvoir non seulement utiliser le resultat obtenu pour 
des projets semblables tel que des missions de recherche et sauvetage, mais aussi 
d'introduire et etudier certains avantages qu'un systeme multi-robots possede par 
rapport a un seul robot ; une meilleure tolerance aux fautes grace au fait qu'ils sont 
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interchangeables ou une performance amelioree grace a la combinaison des 
ressources. 
0.2. Plateforme d'essai: soccer robotise 
La plateforme utilisee dans le cadre de ce projet est celle du soccer robotise. Tout comme 
la majorite des systemes multi-robots, le developpement d'une equipe autonome de 
robots joueurs de soccer demande la mise en oeuvre d'un systeme complexe touchant 
plusieurs domaines d'ingenierie tel que l'apprentissage machine, l'informatique 
temps reel et controles de haut et de bas niveau. 
Le soccer etant le sport le plus populaire au monde, plusieurs competitions annuelles 
sont organisees a travers le monde pour le soccer robotise. Ce qui permet de non 
seulement evaluer les performances de chaque equipe mais aussi de regrouper la 
communaute scientifique interessee par les domaines en question. La plus importante 
competition internationale de soccer robotise est la Robocup qui permet aux equipes 
provenant de tous les coins du monde de s' affronter une fois par annee. 
Les principaux modules de ce systeme s'agissent: 
• Une plateforme electromecanique, 
• Un logiciel de controle temps-reel contenant le module de commande 
des actuateurs, le module de cognition et la module de perception. 
• Une plateforme en simulation contenant entre autres un module qui 
simule les mouvements des robots et un logiciel qui simule la 




Apprentissage machine : Methodes a explorer 
La robotique est un domaine en pleine croissance et a chaque jour, nous trouvons de 
plus en plus d'outils automatises dans nos vies. Les outils automatises que nous 
utilisons sont pour la plupart dedies a une tache specifique mais une partie est dediee 
a des taches plus complexes qui necessitent une cooperation entre divers outils ou 
robots, par exemple les machines automatisees utilisees dans les usines de fabrication 
d'automobiles. 
Ce projet porte sur le developpement d'un systeme d'apprentissage machine pour un 
systeme multi-robots. Apres avoir mis en contexte le projet, et y avoir explique la 
necessite de 1'apprentissage et les methodes a explorer pour cette fin, differentes 
methodes d'apprentissage serons traitees dans ce chapitre. 
/. 1. Contexte 
Le domaine d'utilisation de ce systeme etant celui d'une equipe de vehicules 
autonomes effectuant un travail synchronise. Dans le cadre de ce projet, les robots 
concjus par la societe etudiante robofoot ont ete utilises. Leur mission est de gagner un 
match de soccer contre des equipes adverses qui sont elles aussi des robots joueurs de 
soccer. Une description complete de la plateforme utilisee est fournie dans le 
deuxieme chapitre de ce document. 
1.2. Besoin d'apprentissage 
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Tout comme les etres humains, les robots doivent apprendre afin de s'adapter 
rapidement aux variations de l'environnement. Les robots joueurs de soccer 
possedent chacun des comportements de base predefinis. C'est-a-dire que chaque 
robot, dependamment de son role dans l'equipe et la situation de jeu, choisit un 
comportement preetabli. Mais ces comportements utilises par les robots ne seront pas 
optimaux si on y utilise des parametres fixes. Par exemple, lors d'interception du 
ballon plusieurs parametres inconnus vont influencer la maniere d'intercepter le 
ballon tel que le niveau de gonflement du ballon, la friction entre le terrain et le 
ballon. Ces parametres ou les parametres qui en dependent ne sont jamais entierement 
mesurables et ne peuvent etre appris que pendant un match. 
1.3. Methodes d'apprentissage 
L'approche utilisee est celle de diviser le probleme d'apprentissage en sous-parties et 
d'apprendre des comportements individuels et simples et les combiner pour apprendre 
des comportements en equipe plus complexes. Les sections suivantes traitent des 
differentes methodes d'apprentissages utilisees dans le domaine d'apprentissage 
machine. Dans le cadre de ce projet, les differentes methodes d'apprentissage choisies 
(pour des raisons expliquees a la fin de ce chapitre) sont des methodes basees sur des 
modeles mathematiques tels que la methode de l'apprentissage par machine a vecteur 
de support, celle par reseau de neurones ainsi qu'une methode d'apprentissage par 
experience. 
1.4. Comportement adaptatif et l'apprentissage 
Au debut, toute l'intelligence d'un agent provenait de la representation du monde 
developpee par son concepteur. Cette approche n'etait certainement pas la meilleure, 
tant pour l'agent que pour le concepteur puisque celui-ci n'a souvent qu'une 
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connaissance incomplete de l'environnement dans lequel l'agent evolue. 
L'apprentissage peut etre alors considere comme une voie possible pour que l'agent 
acquiere les informations necessaires a un bon fonctionnement. Aujourd'hui, 
l'apprentissage est considere comme une partie essentielle d'un systeme intelligent 
Plusieurs definitions ont ete donnees pour l'apprentissage ou un comportement 
adaptatif telles que « Modification de comportement base sur l'experience » (Webster 
1984) ou «tout changement dans un systeme qui permet une amelioration de 
performance lors de la repetition de la meme tache ou une autre tache revelant de la 
meme population dans un environnement donne » (Simon 1983). D'apres Arkin 
(Arkin 1998), l'apprentissage produit des changements a l'interieur d'un agent 
autonome. 
L'induction est la forme la plus commune d'apprentissage. Ceci revient a predire le 
comportement futur en se basant sur les resultats du passe par exemple en sachant que 
les dernieres centaines de personnes qui ont ete a 1'hotel x, ont ete satisfaites du 
service, on peut predire (apprendre) que le service sera satisfaisant a cet hotel. 
Vue de facon technique, T. Lozano-Perez du MIT distingue trois formes 
d'apprentissage (Lozano-Perez 2005): 
1. Apprentissage supervise : ayant obtenu une serie de paires d'entree/sorties, il 
s'agit de trouver une loi ou une fonction qui predit de fagon appropriee le lien 
entre les sorties et les entrees. 
2. Groupement ou Clustering : ayant recueilli une serie d'exemples, il s'agit de 
les rassembler dans des groupes naturels en se basant sur leurs caracteristiques 
(par exemple, regrouper des personnes selon leur groupe sanguin). 
3. Apprentissage par renforcement: un agent effectue des actions en observant le 
monde autour de lui et il est recompense ou puni dependamment du fait que 
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son action a ete appropriee ou non. Cette methode differe de l'apprentissage 
supervise puisque personne ne precise la bonne action au robot et il doit 
trouver la bonne action en subissant les consequences de chaque action. Cette 
forme d'apprentissage sera etudiee de fac.on plus detaillee dans la section 
suivante. 
Peu importe l'approche utilisee, la figure 1.1 montre le modele utilise pour 
l'apprentissage machine, ou l'environnement fourni a l'element d'apprentissage 
certaines informations dont celui-ci utilise afin d'ameliorer sa base de donnees des 
connaissances et finalement l'element de performance utilise cette base de donnees 













Figure 1.1: Un model simple de l'apprentissage machine 
Les recherches en intelligence artificielle ont conduit a plusieurs mecanismes qui 
permettent a un systeme robotique d'apprendre par lui-meme. La section suivante 
presente les approches les plus interessantes 
1.5. Theories de l'apprentissage par prediction 
Une methode d'apprentissage par prediction, comme celle de machine a vecteur de 
support ou le SVM, necessite d'avoir un certain nombre d'exemples ou de donnees 
d'entrainement a priori afin de pouvoir batir un modele (trouver une relation f) qui 
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met en correspondance les entrees observees xj, X2, X3...eR avec la sortie yeY en 
utilisant une fonction de cout Q qui mesure la performance de notre modele. Done 
l'apprentissage revient a minimiser cette fonction de cout en utilisant les donnees 
d'entrainement. 
Soit z un vecteur qui contient [xi X2 .... xn y], on peut alors formuler l'apprentissage 
comme un moyen de minimiser l'erreur E suivante (le risque attendu) en utilisant 
1'ensemble de donnee (entrees/sorties): 
R: f e F ^ E(Q(z,f))= JQ(z,f)P(z)dz ( L 1 ) 
z 
Ou la distribution P n'est pas connue. Alors, on peut essayer de minimiser ce que Ton 
appellera le risque empirique, soit RL : 
RL::feF^jj^Q(z„f) (1.2) 
En fait e'est possible de demontrer (V. N. Vapnik et AY Chervonenkis) que la valeur 
de RL tende vers R en augmentant le nombre de donnees d'entrainement L vers 
l'infini. 
II existe deux formes d'apprentissage par prediction (voir la figure suivante): 
• Par classification : dans ce cas la sortie y correspond a un ensemble fini Y 
(par exemple on peut classifier un etre humaine comme etant un enfant, un 
adolescent ou une adulte), la fonction Q de cout est tout simplement dans 
cecas 
a = J 
0 sif(x) = y, ( 1 3 ) 
1 sinon 
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Par regression : dans ce cas la sortie y fait parti d'un ensemble infini Y de 
nombre reel, et nous voulons trouver la fonction f(x) qui donne la 
meilleure approximation de la bonne valeur de sortie y. On peut dans ce 
cas mesurer l'erreur entre la prediction et la vraie valeur par une mesure 
statistique comme l'erreur au carree moyenne (MSE). Dans ce cas la 
fonction de cout prend la forme suivante : 
Q = \\fM-y\\2 (1-4) 
(a) (b) 
Figure 1.2: Methode d'apprentissage par classification (a) utilise dans ce cas un 
classificateur (une decision) qui separe deux ensemble de donnees tandis que dans 
(b) on utilise la methode de regression pour predire la valeur de la sortie y en fonction 
d'entree x (adapte de R. Collobert) 
Dans le cadre des travaux de cette maitrise, c'est evidemment l'apprentissage par 
regression qui est utilisee. Dans le cas d'apprentissage par regression nous voulons 
trouver un modele : 
x ->f0(x) ( 1 - 5 ) 
de sorte que pour un exemple (x,y), la sortie y est predite en fonction du vecteur 
d'entree x c'est-a-dire que y =/^(x). Ou 6 represente les parametres qui doivent etre 
entraines pour batir le modele. 
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1.6. Reseau de neurones 
Dans un systeme reel, le nombre de combinaisons situation/action peut etre tres eleve 
d'ou la necessite de conserver les informations dans un reseau de neurones. Un reseau 
de neurones formels est constitue d'un grand nombre de cellules de base 
interconnectees. 
De nombreuses variantes sont definies selon le choix de la cellule elementaire, de 
l'architecture du reseau et de la dynamique du reseau. L'architecture du reseau peut 
etre sans retroaction (c'est-a-dire que la sortie d'une cellule ne peut influencer son 
entree) ou avec retroaction totale ou partielle. Une cellule elementaire peut manipuler 
des valeurs binaires (0,1 ou -1,1) ou reelles. Differentes fonctions peuvent etre 
utilisees pour le calcul de la sortie. Le calcul de la sortie peut etre deterministe ou 
probabiliste. La dynamique du reseau peut etre synchrone (toutes les cellules 
calculent leurs sorties respectives simultanement) ou asynchrone. 
Le but est de traverser tous les neurones pour arriver a un neurone de sortie. Pour un 
traverser un neurone il faut que la somme des valeurs des entrees x multiplie par des 
coefficients W{ soit plus grande qu'une valeur limite 0. Done, la valeur de ce neurone 
(dans le cas binaire) sera 1 si ceci est vrai est 0 sinon. 
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Figure 1.3; Exemple d'un perceptron 
Le but de la phase d'apprentissage est de determiner les poids des connexions et le 
seuil des neurones. Cette phase depend beaucoup de la structure du reseau. 
Normalement, l'apprentissage est supervise c'est-a-dire qu'on teste le reseau dans des 
situations connues et on cherche a obtenir la sortie voulue. On effectue alors une 
modification des poids pour retrouver cette sortie imposee. II existe aussi des reseaux 
a apprentissage non-supervise ou capable de memoriser. Dans ce cas, un 
raisonnement est fait par analogie avec ce qu'ils ont deja effectue. Enfin certains 
reseaux associent ces deux types d'apprentissage. 
1.6.1. Apprentissage par la methode de perceptron 
multicouches (MLP) 
On peut combiner plusieurs Perceptrons d'une maniere non lineaire pour former un 
Multi Layer Perceptron (MLP) ce qui permet d'elargir les capacites de separation du 
systeme d'apprentissage. 
Un MLP est le resultat de la combinaison de plusieurs perceptrons et agit comme une 
fonction composee de plusieurs couches. Chaque couche contient plusieurs 
Perceptrons et leur sortie est transferee a la couche suivante en passant par une 
fonction de transfert qui est souvent la fonction sigmoi'de suivante : 
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* * ) = — - — ( L 6 ) 
1 + exp(-;t) 
Les couches intermediaries sont intitulees les couches cachees et la derniere couche 
est la couche de sortie. Dans le cas de regression, la couche de sortie contient autant 
Premiere couche cachee Deuxieme couche cachee Couche exterieure 
Figure 1.4 : Architecture d'un MLP 
Dans le cadre de ce projet, un MLP avec une seule couche cachee sera etudiee parce 
que tel que demontre par Hornik et al.(1989), il existe un fonction de MLP/# qui 
permet d'approximer la valeur de la sortie y avec une precision connu etant donnee 
un nombre defini d'exemple d'entrainement. 
La methode utilisee generalement pour mettre a jour un coefficient est celui de retro-
propagation de l'erreur (puis qu'elle fait propager l'erreur de la sortie vers 
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l'interieur). 
Pour un neurone au niveau j dont la valeur de sortie a partir des noeuds interne i est 
definit par la formule suivante : 




Ou (p est la fonction de transfert et w,y est le poids qui connecte les noeuds i etj. 
Definissons l'erreur a la sortie d'un neurone,/ par la formule suivante : 
e](t) = dj(t)-yj(t)
 ( L 8 ) 
Ou y la valeur de sortie et d est la valeur desiree de la sortie. Alors la valeur du poids 
entre les noeuds i etj est defini par la formule suivante : 
w,j (t +1) = WiJ (t +1) + TJSJ y, (t) (i .9) 
Ou: 
• y, (t) est la sortie du noeud i, 
• ri est le coefficient du taux d'apprentissage (determine normalement par 
un processus d'essai et d'erreur), 
• Sj (t) - ej (ri)(pj (v • (0) pour un noeud de sortie et 
Sj (t) = (pj (v; ( 0 ) ^ §i (
n)wtj (n) pour des noeuds internes. 
j 
II y a deux modes pour mettre a jours les coefficients w d'un reseau de neurone. Le 
mode sequentiel et le mode en batch. Le mode sequentiel ou on-line s'agit de mettre a 
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jour les poids apres avoir l'introduit chaque donnee d'entrainement dans le systeme, 
tandis que le deuxieme mode est base sur le fait que les poids sont mis a jours 
utilisant tous les donnees d'entrainements. 
L'entrainement de MLP est acheve utilisant un ensemble de donnees d'entrainement 
et en optimisant un critere. Le critere peut etre celui de MSE (Mean Squared Error), 
soit: 
Q((x>y),f,) = \ly-Mxf (L10) 
Afin d'incorporer un facteur d'oubli dans ce critere, il vaut mieux remplacer le critere 
de l'equation 1.10 par la formule suivantes : 
Q({x,y)Je) = ^X'
s \y(s)-fe(x{s))f (1.11) 
Ce qui nous permet de minimiser le risque empirique RL sur un ensemble de L 
donnees d'entrainement, soit: 
*L: / ,^}EG((* , . :V, ) , /* ) (1-12) 
Graces a ces caracteristiques de non-linearite et d'un haute degree de connectivite, les 
MLPs possedent une grande puissance computationnelle. Mais ces memes 
caracteristiques sont en meme temps a l'origine des ces defaillances ; premierement la 
non-linearite et la haute degree de connectivite rend 1'analyse theorique des MLP 
difficile. Deuxiemement, l'utilisation des couches cachees rend le processus 
d'apprentissage difficile a visualiser. 
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1.7. Apprentissage par la methode de machine a vecteur 
de support (SVM) 
1.7.1. L'origine de SVM 
Les Perceptrons (introduit par Rosenblatt 1957) qui sont a l'origine des SVM, sont 
des classificateurs lineaires de forme : 
fg(x) = w . x + b avec 6 = (w, b) (1.13) 
et tel que decrit par le theoreme suivant (theoreme de Cover), pour une serie 
d'hyperplans de dimension d : 
{jth-> w.x + b,we Rd,be R} 
(1.14) 
possede une capacite de d + 1. Alors, apres avoir choisi une fonction arbitraire O, on 
applique un algorithme de perception sur l'exemple (O(xi),y0 au lieu de (x\,y{): 
Ux) = 0(x,). x + b (1.15) 
Le probleme avec les Perceptrons est le fait que les problemes reels ne sont que 
rarement lineairement separables. Les ^-machines introduites peu apres par Nilsson 
en 1965 reglent ce probleme. L'idee est de d'abord envoyer les vecteurs d'entrees 
dans un autre espace de caracteristiques (feature space) qui contient plus de 
dimensions que l'espace initial. La figure suivante illustre ce principe : 
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Figure 1.5: 0-machines, en ajoutant une dimension une separation lineaire devient 
realisable ou le vecteur d'entree passe de [x] a [x, x2] (adapte de R. Collobert) 
La difference entre les SVM avec les Perceptrons est que dans le cas des SVM la 
marge entre les deux classes est maximisee (tel que montre dans la figure suivante). 
(a) (b) 
Figure 1.6: dans le cas (a) la marge qui est la distance entre les deux lignes en tiret a 
ete minimisee (adapte de R. Collobert) 
Pour le cas de la regression, il s'agit de trouver le separateur/^fjcj = w. x + b qui 
minimise la norme ||w|| tout en gardant les donnees d'entrainement (xi,yi) a 
l'interieur d'une certaine zone que nous definissons par 2s (s > 0), nous arrivons alors 
al'equations suivante : 
v / (G)-xl+b)-yl<£ ( L ] 6 ) 
y, -(cox, +b)<e 
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En transformant les donnees d'entrainement (xi,yi) en (<£>(xi) ,yi) et en laissant une 
marge d'erreur ^ et £1 de chaque cote nous arrivons alors a l'equation suivante : 
(a-<l>(xl)+b)-yl<e+{l ( U 7 ) 
V / y,-(0)-^(xl)+b)<€+^, 
Le probleme revient alors a minimiser aussi ces marges d'erreur, ce qui nous conduit 
a minimiser la fonction de cout suivant: 
^ | U | 2 + 1 V ^ + ^ 0-18) 
9„ „ + y S ( ^ + 0 
60u le parametre JX indique le compromis entre la taille de la marge et la somme des 
erreurs. Certain auteur remplace /u par C qui est egal a 1/ juL. 
1.7.2. Calculdew-b (minimisation d'une fonction 
Quadratique sous contrainte) 
Utilisant la methode classique de Lagrangien, en introduisant les variables a et a , on 
doit minimiser: 
1 L L L L 
(or, a ) K> — £ £ («/* - a, ){am - am )3>( *, )<D( xm ) - £ y; (a* - a,) +ej^ (a*-a,) (
]A 9) 
£{i i=i i=i t=i /=i 
Avec les contraintes suivantes : 
V , ^ n ( L 2 0 ) 
i=i 
VZ 0<a,,a*<-
' ' L 
Alors, on peut obtenir la valeur de w et b utilisant les equations suivantes : 
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1 L 
(w • 0(x,) + Z?) - j ; - £ quand 0<a, < 






1.7.3. Fonction Kernel 
Une fonction Kernel est defini comme une fonction de deux variables qui permet de 
definir un produit interne d'un espace de caracteristique, autrement dit k(..., ...) est 
un kernel s'il existe une fonction O tel que 
VJC,,X2 k(xl,x2)=®(x1)-®(x2) 0-22) 
Deux exemples des kernels les plus utilises (tire de Vapnik 1995) sont celui de kernel 
Gaussien : 
k(xl,x2) =exp(—I*, -x2l /(2<j
2)), (1-23) 
et le kernel Polynomial: 
k(xl,x2) =(1+ x1 • x2) , (1.24) 
Les kernels ont ete introduit dans le SVM par Boser et al. (1992). L'interet des 
kernels pour les SVM vient du fait que Ton peut remplacer un produit interne 0(xi). 
0(xm) dans un probleme SVM par une fonction kernel. Ceci nous permet d'ecrire la 
fonction de decision de SVM de la maniere suivante : 
L L 
f0(x) = w • ®(x) + b = b + Yja,y,<t>(xl) • <!>(x) = b + ^ia,ylk(xl, x) (1.25) 
i=\ i=i 
II devient alors possible de lier une entree a une sortie sans savoir explicitement la 
fonction de transformation 0. Ainsi le probleme d'apprentissage re vient tout 
simplement a trouver les bonnes valeurs de ty qui minimise l'equation (1.18). 
Graces a leurs grandes flexibilites, les machines a support de vecteurs ont eu 
beaucoup de succes dans plusieurs domaines tel que bioinformatiques et 
reconnaissance de texte. Us donnent de bonnes performances sur les problemes de 
classification de patron. Graces a l'utilisation des Kernel, les SVM peuvent etre 
construits de fa<jon modulaire ce qui est une caracteristique importante dans 
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l'ingenierie informatique. Aussi, le fait de travailler avec des espaces de 
caracteristique de grande dimension permet de resoudre des problemes complexes. 
1.8. Apprentissage par construction d'arbre 
Dans les arbres de decision chaque noeud d'un arbre de decision contient un test (un 
SI...ALORS) et les feuilles prennent des valeurs en consequence. Voici un exemple 
d'un arbre simple pour decider de tirer le ballon ou d'avancer vers le but 
dependamment de differents parametres : 
Avancer 
Figure 1.7: Exemple d'un arbre de decision pour tirer vers le but 
Pour construire l'arbre de decision, les algorithmes connus sont ID3 (Quinlan 1986) 
et C4.5 (Quinlan 1993). II s'agit de trouver quel attribut tester a chaque noeud. C'est 
un processus recursif. Pour determiner quel attribut tester a chaque etape, on utilise 
un calcul statistique qui determine dans quelle mesure cet attribut separe bien les 
exemples Oui/Non. On cree alors un noeud contenant ce test, et on cree autant de 
descendants que de valeurs possibles pour ce test. Voici un autre arbre sous forme 
binaire cette fois-ci: 
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0 1 
h = ( - / 3 A / 2 ) V ( / , A / , A -n/2 ) 
Figure 1.8: Exemple d'un arbre binaire de decision (adapte de T. Lozano-Perez) 
Ou h represente la valeur de la sortie et/n est une entree de systeme. Pour construire 
un arbre de decision on peut utiliser l'algorithme recursif de Quinlan . Cet 
algorithme est represente par une fonction qui prend en parametres une serie de 
donnees sous forme d'entree/sorite et cree 1'arbre. : 
ConstuireArbre (Donnees) 
{ 
SI (toutes les donnees ont la meme valeur y) ALORS 
ContruireNoeudFinale(y) 
SINON 





Au depart, on verifie si toutes les valeurs y des elements sont identiques, ce qui est la 
condition de base de la fonction recursive. Sinon, on choisi une caracteristique ou 
Trait fn et on divise les donnees en deux, une serie de donnees pour lesquelles la 
valeur du Trait fn est fausse, et une serie pour les quelles elle est vraie. On construit 






























































































































Figure 1.9: Exemple de construction d'un arbre d'apprentissage (adapte de T. 
Lozano-Perez) 
La fa§on de choisir un noeud est importante pour avoir un arbre de taille optimale. 
Afin d'avoir une taille optimale, on minimise la valeur moyenne de l'entropie de 
donnees pour les noeuds entrants. La valeur de l'entropie (//) est calculee grace a la 
formule presentee a la figure suivante ou p est la fraction positive des exemples dans 
l'ensemble des donnees (obtenu lors de la seance d'entrainement) si on utilise 







H = -plog2p-(l-p)log2 (7-p) 













AE = (9/19)*.99 + (10/19)*.97 = .98 AE = (6/19)*0 + (13/19)*.78 = .53 
Figure 1.10: Exemple de calcul de I'entropie moyenne AE (adapte de T. Lozano-Perez) 
L'algorithme de classification calcule la valeur de I'entropie moyenne AE pour 
chaque attribut et choisit alors celui qui possede la plus petite valeur, c'est a dire celui 
qui permettra de separer le plus nettement possible les exemples qui restent. On 
remarque que dans le cas de l'exemple presente le choix f7 sera preferable comme 
caracteristique pour diviser l'arbre en deux puisque sa valeur calculee d'AE est 
inferieure a celle calculee pour 
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Les arbres de decision fournissent des methodes effectives qui obtiennent de bons 
resultats dans la pratique. Les arbres de decision possedent l'avantage d'etre 
comprehensibles par tout utilisateur (si la taille de 1'arbre produit est raisonnable) et 
d'avoir une traduction immediate en termes de regies de decision. Aussi, compare aux 
reseaux neurones, les resultats experimentaux semblent prouver les faits suivants (F. 
Denis et R. Gilleron): le temps de calcul pour les reseaux de neurones est en general 
superieur au temps de calcul pour les systemes bases sur les arbres de decision (le 
rapport variant entre 1 et beaucoup). Par contre les methodes de construction d'arbre 
basees sur de nombreuses heuristiques, ne sont jamais remis en question (pas de 
retour en arriere) et sont done non optimales. Aussi, il est possible de modifier les 
valeurs de nombreux parametres, de choisir entre de nombreuses variantes et faire le 
bon choix n'est pas toujours aise. 
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1.9. Apprentissage par algorithme de Naive Bayes 
Cet algorithme, etant base sur la loi d'interference probabiliste de Bayes, est tres 
efficace pour des systemes complexes avec des dimensions elevees (parametres 
utilise pour determiner la sortie du systeme). II est a noter que l'approche dite 
boyesienne n'est pas souvent utilisee lorsque le nombre de dimensions est eleve mais 
le fait de prendre la version naive permet d'augmenter le nombre de dimensions (au 
detriment cependant de l'optimalite). 
Definissions Ri(x,y) comme etant la fraction de fois ou la sortie a pris la valeur de y et 
l'entree f; a pris la valeur de x. En se basant sur les valeurs calculees de Ri, on peut 
alors decider la valeur de la sortie pour une nouvelle paire d'entree/sortie. En fait, 
dans ce cas on compare la probabilite que la sortie ait une valeur plutot qu'une autre 
et on choisit la valeur pour laquelle on a eu la plus grande probabilite. Voici un 















































































Figure 1.11: Algorithme Naive Bayes (adapte de T. Lozano-Perez) 
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Pour une nouvelle serie de x = <0, 0, 1, 1>, afin de determiner la valeur de la sortie y 
(0 ou 1), on calcule S(y): 
S(1) = Ri(0,1) * R2(0,1) * R3(1,1)* R4(1,1) = .2 
S(0) = R^O) * R2(0,0) * R3(1,0)* R4(1,0) = 0 
Done, on decide de prendre la valeur de 1 pour la sortie dans ce cas puis que e'est 
plus probable que la vrai valeur de y soit 1 que 0 car S(l) a une valeur superieure a 
S(0). 
1.10. Apprentissage par renforcement 
Cette approche est fondee sur le concept psychologique « une recompense immediate 
d'une action apres son occurrence augmente sa probabilite d'occurrence, et une 
punition d'une action diminue sa probabilite d'occurrence » (Thondike 1911). C'est 
une methode numerique, inductive et continue. 
On peut resumer cette approche avec l'algorithme suivant: 
Mjnuiihmc "cncial 
• Initialiser l'etat interne S 
• Repeter: 
a. Observer la situation x du monde, 
b. Choisir Taction a a executer a partir de la 
fonction d'evaluation 
a = FctEval(x, T), T representant une part de 
hasard, 
c. Executer Taction a dans le monde, 
d. Soit r le signal de renforcement associe a 




Figure 1.12: L'algorithme general de methode de renforcement (tire de E. Zenou) 
Done, par exemple pour un robot joueur de soccer, il va d'abord observer la situation 
x autour de lui soit la position des autres robots et le ballon, il va ensuite choisir une 
action a (soit faire un tir, faire un passe, avancer vers le but ou avancer vers le ballon) 
en se basant sur la situation x et a partir de la fonction devaluation, une fois Taction 
realisee il va recevoir un signal de renforcement r qui peux par exemple etre base sur 
l'avancement vers le but adverse. Ensuite, la fonction de la mise a jour nous fournira 
le nouvel etat S. Lorsque le signal de renforcement r provient de Fagent lui-meme, il 
est dit intrinseque. Le but de Fagent est d'apprendre pour chaque etat les actions 
maximisant la somme de ses recompenses esperees. 
La difficulte dans ce type d'apprentissage est que la recompense peut ne venir qu'a la 
fin. Par exemple, le robot peut recevoir une recompense une fois qu'il a effectue son 
tir selon le fait que ceci a cause un avancement du ballon vers le but adverse ou non 
(un rebondissement ou un tir dans le mauvais sens). Auquel cas, le robot doit essayer 
de comprendre quelles actions ont mene a ce resultat. C'est le probleme de 
Fassignation du credit (a quelles actions associer la recompense). 
Les questions fondamentales concernant cette approche sont souvent les suivantes : 
• A quelle vitesse doit se faire Fapprentissage? Un apprentissage doit se faire en 
fonction de changement de l'environnement de Fagent et un apprentissage 
trop lent ne vaut pas la peine des calculs supplementaires introduits dans le 
systeme. 
• Comment faut-il approximer les fonctions du controle? Utiliser un « look-up 
table », une approximation continue ou une approximation discrete 
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• Quel algorithme faut-il utiliser? Deux types d'algorithmes sont tres connus, 
soient: 
o AHC ou «Adaptive Heuristic Critic » : avec cette methode au lieu 
d'essayer de maximiser une recompense de fagon instantanee, on 
essaie de maximiser la valeur heuristique v, qui est calculee par un 
critique. Cette valeur est ensuite utilisee de fagon locale pour aider la 
composante d'apprentissage par renforcement (RL) a choisir une 
action appropriee en considerant l'etat et la politique choisie est celle 
qui est utilisee a ce moment dans la composante (RL). La figure 
suivante illustre cette approche ou s est l'etat de l'agent, r est la 
recompense instantanee et a est Taction choisie : 
r 
s \ i , V 






Figure 1.13: Approche AHC1 
«Q-learning»: ou une seule fonction Q (ou une fonction 
devaluation) evalue les actions et les etats. Elle represente la prevision 
sur la somme des renforcements que l'agent espere recevoir en 
executant une action a a partir d'une situation x. En d'autres termes, on 
peut dire que la fonction Q cherche a determiner pour une situation 
donnee, Taction qui donne la plus grande valeur pour la fonction 
d'evaluation. Des differentes etudes ont demontre que cette methode 
est superieure a la methode AHC pour des applications reactives et elle 




Aliidiilliine ij learning 
1. Initialiser l'etat interne S 
2. A chaque instant t : 
a. Observer la situation x du monde 
b. Choisir Taction a a executer a partir de la 
situation xt utilisant la fonction Q : 
a = FctEval(x,Q(x,a),T) 
c. Executer Taction a 
d. Observer la nouvelle situation x'. Soit r le 
signal de renforcement associe a Taction a, 
mettre a jour Tetat S et la fonction 





Figure 1.14: Algorithme Q-Learning (adapte de E. Zenou) 
1.11. Apprentissage evolutionnaire 
Differents types d'algorithmes sont connus actuellement sous l'appellation 
d'algorithmes d'evolution: les algorithmes genetiques, les strategies evolutives 
(evolution strategies) et la programmation evolutive (evolutionary programming). 
Nous examinons dans cette section les algorithmes genetiques. 
1.11.1. Apprentissage par algorithme genetique 
Les algorithmes genetiques sont des outils d'optimisation qui ont ete aussi utilises 
pour determiner le comportement d'un systeme multi robot. Ayant ete inspire de la 
biologie, leur fonctionnement est fonde" sur des mecanismes d'evolution. 
Normalement, on applique cet algorithme a une population qui evolue le long de 
plusieurs generations. Chaque agent (individu) est caracterise par un genotype, qui 
definit une partie ou toute sa structure. Une premiere population de genotypes est 
generee de facon aleatoire. Lors du deroulement de l'algorithme on evalue les 
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performances de chaque agent selon des criteres predefinis qui determine leur bonne 
forme ou leur « fitness ». La fitness de chacun individu est evaluee en fonction de sa 
performance a chaque iteration. En fonction de celle-ci, certains individus produisent 
de nouveaux individus utilisant trois operations ; en combinant leur genome avec 
celui d'autres agents de la population, ce qui constitue une operation de 
recombinaison ou « cross-over », en modifiant aleatoirement le genome resultant, ce 
qui constitue une operation de mutation ou en faisant reproduire seulement les 
genomes superieurs et eliminant les individus qui resultent une performance 
inferieure, ce qui est intitule une operation de reproduction La recombinaison, la 
mutation et la reproduction constituent les operateurs genetiques de l'algorithme 
genetique. Voici un schema qui illustre de fagon detaillee un algorithme genetique: 
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Soit un ensemble de P robots ayant 
n chromosome chacun 
Evaluation de la fonction J a 
minimiser {J°i, J°2,J3 ••• JP} 
Determiner la fonction de 
Finesse {Fi, F2, F3 ... Fp) 
Selection x% de la population en tant que 
parents P' en se basant sur F tel que (P' < P) 
Re.nrodnrt inn p.t/nn mutat ion 
1-H+ 
Evaluation de la fonction J' a 
minimiser {//, fa,? 3 ••• J'p] 
Conserver les P individu les 
mieux ajustes 
L'individu avec la fonction J le moins elevee 
correspond a la solution finale. 
Figure 1.15: Apprentissage par algorithme genetique 
Prenons comme exemple un robot joueur de soccer qui veut apprendre a eviter les 
obstacles utilisant un algorithme genetique. On peut definir des differents etats du 
systeme soit: blocage, pas d'obstacle, obstacle a gauche, obstacle a droite, obstacle 
en face, et obstacle en arriere. Et on aura les 4 differentes comportements 
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elementaires suivants : avancer, reculer, aller vers la gauche ou aller vers la droite. Le 
chromosome d'un robot peut alors etre la concatenation (une chaine) de N mots dans 
un sous-espace de l'espace binaire {0,1 }M. ou N est le nombre d'etats et M le nombre 
de sorties (comportements), on aura alors un chromosome qui ressemble a ceci: 
1 0 0 1 1 0 1 0 0 1 1 0 0 1 0 1 1 0 1 0 1 0 0 1 
Figure 1.16: Chromosome d'un robot pour eviter des obstacles 
La population de robots va alors evoluer en suivant revolution des chromosomes 
sous Taction des operateurs genetiques, et chaque robot peut s'auto-evaluer en 
fonction de la distance parcourue sans etre bloque et il va aussi etre conscient de la 
performance des autres robots. On peut alors decider de faire une mutation d'un robot 
si son indice de performance est assez bas et il n'a pas mute recemment, ou on peut 
faire un croisement des indices entre deux robots en se basant sur leur performance. 
Pour des problemes ou il y a un grand nombre d'entrees et il y a de nombreux minima 
locaux les algorithmes genetiques sont bien adaptes. Par contre, un bon codage des 
parametres dans le genotype et une fonction devaluation efficace sont necessaries. La 
fonction devaluation peut servir a optimiser un aspect de la mission ou combiner 
tous les aspects ensemble. Par exemple, Arkin suggere trois classes de fonction de 
fitness : 
• Securitaire : optimise pour eviter le plus possible la collision avec des 
obstacles en se dirigeant quand meme vers le but, 
• Rapide: optimise pour avancer vers le but en moins de temps possible, 
• Direct: optimise pour prendre le chemin le plus court vers le but. 
Pour faire evoluer un systeme de controle de fagon continu ou « On-Line », il faut 
considerer le controleur comme une population qui contient des processus de 
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comportement concurrent. La fonction de performance et la contribution de chaque 
processus sont est evaluees sur une periode de temps defini, et les resultats donnes 
guident la reproduction de ce comportement. Des etudes plus poussees (en 
simulation) ont aussi ete abordees afin de faire evoluer non seulement le controleur 
d'un systeme robotique mais aussi sa morphologie (Sims 1994). 
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1.12. Apprentissage par des controleurs flous ou 
« Fuzzy » 
Un controleur flou est base sur une logique floue. La logique floue, contrairement au 
predicat logique conventionnel qui prend soit une valeur vrai ou faux, permet de 
determiner a quel point une variable appartient a un ensemble flou (defini par une 
fonction d'appartenance). Ces variables ne vont alors pas changer de fagon brusque. 
Les fonctions d'appartenance mesurent de fagon numerique le degre d'appartenance 
d'une variable a son ensemble flou associe. L'architecture d'un systeme de controle 










Figure 1.17: Architecture du systeme de controle flou (traduit de R.C. Arkin) 
Le « Fuzzificateur » qui lit les donnees de l'entree de systeme et les associe a 
des valeurs floues. 
Les « Regies Floues » contiennent des lois de base de type « SI (une 
condition) ALORS (une action) ». 
« Engin d'inference Fuzzy » qui associe les ensembles flous d'entree et de 
sortie ensemble en se servant des fonctions d'appartenance et les lois de base. 
Et finalement le « Defuzzificateur » qui associe un ensemble de sorites floues 
aux sorties de l'actuateur. 
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La figure suivante montre un exemple de controleur flou pour une variable de 
changement de direction d'un robot. Les fonctions d'appartenance d'entree sont 
presentees verticalement et celles de sortie sont presentees horizontalement et les lois 
de base qui les associent ensemble sont au milieu. 



















Gauche Gauche Vers Droite Droite 
vite l'avant vite 
Figure 1.18: Exemple d'un systeme de logique floue 
L'apprentissage dans ce cas consiste a generer les lois floues de base en appliquant 
les etapes suivantes : 
• Le concepteur fourni un modele qui represente les fonctions d'entree et les 
lois strategiques de base qui definissent les reactions a un stimulus de fagon 
qualitative. 
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• Le systeme cree alors un squelette pour les lois de bases en s'assurant que ceci 
couvre completement toute l'espace de stimuli-reponse et initialise les 
fonctions d'appartenance de sortie. 
• En se servant d'une serie de regies specialisees, les fonctions d'appartenance 
sont modifiees afin de diminuer l'erreur entre la valeur de sortie determinee 
par le controleur flou et la valeur desiree de la sortie (obtenu lors d'une seance 
d'entrainement) pour arriver a des relations plus appropriees (normalement, 
le critere utilise est de diminuer l'erreur moyenne au carree). 
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1.13. Apprentissage par experience 
Un apprentissage par experience essaie de creer un modele qui predit la 
reponse d'un systeme utilisant des resultats obtenus lors des experiences 
anterieures et en utilisant certains parametres de calcul de reussite pour les 
distinguer. 
1.13.1. Base cas 
Dans ce cas, les experiences sont sauvees en tant que cas structures. 
L'algorithme de base de cette approche est le suivant (Arkin) 
• Classifier le probleme courant, 
• Utiliser la description du probleme afin de trouver un cas similaire 
dans la memoire, 
• Adapter la solution de l'ancien cas a la nouvelle situation, 
• Appliquer la nouvelle solution et evaluer le resultat, 
• Apprendre par sauvegarde du nouveau cas et ses resultats. 
1.13.2. Base memoire 
C'est un cas extreme de l'apprentissage base cas, dans lequel des details 
numeriques explicites de chaque experience sont sauves en memoire. Cette 
methode est tres efficace pour apprendre des approximations de loi de 
controle pour des taches telles que le balancement de poteau, jouer au billard 
ou la jonglerie (Atekson, Moore et Schaal 1997). 
L'apprentissage par la methode de la moyenne locale et le voisin le plus 
proche (Near Neighbor and Local Averaging) est un exemple de 
1'apprentissage base memoire. Cette methode est sans doute la plus simple 
pour faire l'apprentissage. Elle base la prediction d'une valeur de sortie sur les 
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anciennes valeurs qui ont des entrees les plus semblables. Par exemple, un 
systeme qui doit decider la sortie y dependamment de la perception de 
systeme note par x. 
• • 
X 
Figure 1.19: Apprentissage par moyenne locale/voisin le plus proche 
(adapte de T. Lozano-Perez) 
En trouvant une serie de donnees enregistrees en memoire appartenant a une 
region limitee par les contraintes predefinies (dans ce cas l'ellipse), on peut 
affecter la valeur moyenne de ces donnees pour predire la valeur de y. Un 
probleme avec cet apprentissage est le fait que cet apprentissage utilise tous 
les attributs d'un cas a chaque fois pour calculer la similarite avec un nouveau 
cas a classer. 
1.14. Apprentissage multi strategies 
On peut combiner deux ou plusieurs des approches presentees precedemment afin de 
construire un mecanisme plus robuste. Par exemple, les reseaux de neurones et les 
algorithmes genetiques peuvent etre utilises ensemble; Samuel Delepoulle et al. 
(2001) combine le reseau neurone avec apprentissage genetique ou les coefficients du 
reseau de neurone sont mis a jours via un apprentissage genetique. 
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En d'autres termes, l'apprentissage n'est pas determine par les genes mais les 
variables qui sont codees genetiquement. Ces variables interviennent dans la 
modification des reponses du reseau au cours du temps. En fait, l'apprentissage n'est 
pas entierement predetermine genetiquement mais reste au contraire sous l'influence 
de l'environnement. L'« Apprentissage » ici consiste en modifications de l'activation 
du reseau en fonction des stimulations qu'il a regues de l'environnement. Ceci 
consiste en une modification des poids du reseau. Ces modifications ne sont pas 
purement deterministes : une connexion du reseau est choisie aleatoirement et son 
poids est modifie en fonction des neurones auxquels elle est connectee. 
Dans ce cas, la valeur de recompense n'est pas une recompense pour le reseau lui-
meme ; cette valeur est utilisee pour determiner la performance de 1'agent et done sa 
probability de survie a la generation suivante, mais pas pour que le reseau tente de 
corriger ses comportements inadequats au cours de sa vie, comme dans un 
apprentissage par renforcement. 
/. 15. Comite de machines (Committee Machines) 
Un principe qui est souvent utilise en ingenierie en general pour simplifier les 
problemes est le principe de la division pour conquerir. Ce principe consiste a 
resoudre une tache complexe computationnelle en la divisant a plusieurs taches 
computationnelles simples et en combinant leurs resultats a la fin. En apprentissage 
supervise, la simplicity computationnelle est achevee en distribuant les taches 
d'apprentissage vers un certain nombre d'elements intitules des experts. La 
combinaison de ces experts constitue un comite de machines (Committee Machine) 
qui va combiner les connaissances acquises par les experts et arriver a une solution 
commune. On distingue deux categories de comite de machines: 
1. Structure statique: dans cette categorie les reponses des experts sont 
combinees ensemble par un mecanisme de calcul qui n'inclut pas directement 
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les signaux d'entree d'ou la designation statique. Cette categorie inclut les 
methodes suivantes : 
• Moyenne d'ensemble (Ensemble averaging): ou les sorties des 
differents experts sont lineairement combine pour produire la sortie 
finale. 
• Stimulateur (Boosting): ou un algorithme d'apprentissage faible est 
convertie en un qui possede plus de precision. 
Structure dynamique: dans cette categorie les signaux d'entree sont 
directement inclus dans le calcule des reponses des experts et le comite de 
machines utilise un integrateur pour combiner les resultats ensemble afin 
d'arriver au resultat final. On distingue deux types de structure dynamique : 
• Melange des experts : ou la division de l'espace et la recombinaison 
des reponses des experts se fait par un modele, nomine ponderateur, 
dependant des entrees. Les reponses des experts sont combinees de 
fagon non-lineaire utilisant un seul ponderateur dans ce cas. Alors, le 
principe de la division pour conquerir n'est utilise qu'une fois. 
• Melange des experts hierarchique : ou les reponses des experts sont 
combinees de fagon non-lineaire utilisant plusieurs ponderateurs 
arranges de fagon hierarchique. Alors, le principe de la division pour 
conquerir est utilise plusieurs fois. 
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1.16. Conclusion : choix de methodes d'apprentissage 
utilisees 
Dans cette section une analyse des methodes d'apprentissage les plus utilisees et 
populaires parmi celles presentees precedemment est effectuee afin de choisir celles 
qui peuvent etre considerees comme etant les plus interessantes a etudier dans le 
cadre de ce projet. 
L'apprentissage par la methode de la moyenne locale et le voisin le plus proche a 
l'avantage d'etre tres simple, et elle est tres rapide et efficace pour les systemes avec 
peu d'entrees, mais pour des systemes complexes elle devient moins commode, puis 
qu'elle requiere une representation des donnees en plusieurs dimensions (dans ce cas 
tous les points deviennent eloignes l'un par rapport a l'autre). Cet apprentissage 
utilise tous les attributs d'un cas a chaque fois pour calculer la similarity avec un 
nouveau cas a classer. 
L'apprentissage par algorithme genetique a aussi un taux d'apprentissage lent et ne 
sera interessant qu'en tant qu'une methode combinatoire avec une autre methode 
d'apprentissage plus rapide. 
La methode d'apprentissage par machine a vecteur de support ou SVM est une 
methode recente et peut aussi etre applicable dans notre contexte. Elle sera done 
etudiee dans le cadre de ce travail de maitrise. 
Entre les methode populaires de reseau de neurones, et l'apprentissage par 
construction d'arbre, la methode MLP (une variante de reseau de neurone) a ete 
choisi, vue que compare a l'apprentissage par la construction d'arbre la procedure 
generee par un reseau de neurones est generalement legerement meilleure et les 
reseaux de neurones semblent mieux se comporter en presence de bruit. II semble 
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enfin que les reseaux de neurones se component mieux que les arbres de decision 
lorsque tous les attributs sont signifiants (Denis F., Fillero R 2008). 
La methode d'apprentissage base sur memoire etant simple et populaire sera aussi 
etudie dans le cadre de ce travail afin d'apprendre le meilleur patron a utiliser pendant 
une phase de jeu donnee. 
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Chapitre 2 
Problematique et plateforme utilise 
2.1. Domaine d'utilisation 
Le domaine d'utilisation du systeme congu dans le cadre de ce travail de recherche est 
celui d'une equipe de vehicules autonomes synchronises avec les caracteristiques 
suivantes: 
• II existe une equipe constitute de vehicule autonome qui collabore pour 
atteindre un but commun, 
• Les agents peuvent communiquer leurs etats et leurs decisions entre eux 
periodiquement, sois sans aucune restriction de communication (pendant que 
1'equipe est off-line par exemple lors des pauses) ou avec une certain 
compromis entre la performance et la communication (pendant que l'equipe 
est on-line par exemple quand les robots jouent). 
Mentionnons quelques exemples qui font partie de ce domaine : systemes multi-
robots de maintenance des hopitaux et des usines (Decker 96), systemes multi-robots 
utilises dans les missions de « recherche et sauvetage », missions utilises dans les 
champs de bataille (Tambe 97), ou encore missions pour des systemes composes de 
plusieurs vaisseaux spatiaux (Stone 97). 
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2.2. Plateforme utilisee 
Le soccer robotise constitue la plateforme d'essai utilisee dans le present projet. La 
problematique de developper une equipe de robots joueurs de soccer autonomes 
combine le developpement de systemes complexes dans plusieurs domaines tel que 
l'informatique temps reel, l'intelligence artificielle, les systemes de perception, 
controle de bas et de haut niveau, les mecanismes de cooperation, etc. Ainsi les 
contributions qui peuvent provenir du soccer robotise pour d'autres systemes multi-
robots cooperatifs sont nombreuses. 
Aussi, le soccer ayant ete le sport le plus populaire au monde depuis plusieurs 
decennie, les competitions mondiales de soccer robotise telle que la RoboCup offrent 
non seulement un environnement competitif mais aussi de tres bonnes occasions de 
rassembler la communaute scientifique internationale qui travaille dans des domaines 
qui y sont relies. La communaute de la RoboCup regroupe environ quatre milles 
chercheurs provenant de plus d'une trentaine de pays. 
La RoboCup est une competition mondiale qui permettant a des equipes de robots de 
differentes universites ou entreprises de s'affronter. La RoboCup a comme l'objectif 
ultime de: « By 2050, develop a team of fully autonomous humanoid robots that can 
win against the human world champion team in soccer ». 
Des ligues differentes se distinguant par le format du terrain et le format des robots 
sont mises en place dans cette competition. La « Middle-Size Robot League » est la 
ligue dans la quelle nos robots participent. Cette ligue permet deux equipes de 4 a 6 
robots de s'opposer sur un terrain 8x12m. La figure suivante presente une image d'un 
match typique de cette ligue. 
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Figure 2.1: Image d'un match de la RoboCup « Middle Size Robot League ». 
2.2.1. Presentation de la plateforme d'essai 
Le systeme developpe dans le cadre de ce projet compte 6 robots en ce 
moment dont 4 sont d'une ancienne generation (la generation basee sur un 
architecture a vitesses differentielles) et deux d'une nouvelle generation (la 
generation de robots omnidirectionnels) qui ont ete fabriques au courant des 
dernieres deux annees. 
Le systeme de jeu de soccer robotise est compose de plusieurs elements : 
• une plateforme mecatronique, 
• Les modules electroniques, 
• Un logiciel de controle temps-reel, 
• Un simulateur. 
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2.2.2. Structure modulaire 
La figure suivante presente la structure modulaire de l'architecture de controle 
local tel que congu en grande partie par Julien Beaudry et Sylvain Marleau. 
etat sysieme et J( —, „.«„_. \ paremetres ^ 





Figure 2.2: Structure modulaire de l'architecture de controle. (Adapte de J. Beaudry) 
2.2.3. Module de perception 
Le systeme de perception d'un robot est compose de capteurs. Utilisant des 
circuits d'interfaces et pilotes, les capteurs transmettent leurs signaux au 
module de perception qui a son tour apres avoir acquis les informations des 
capteurs, modelisera le systeme robotise et son environnement. En fait ce 
module fait un traitement de 1'image provenant des capteurs et met a jour 
l'etat du systeme et son environnement de fac.on continue. 
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2.2.4. Module de cognition 
Le module de cognition est l'equivalent d'un cerveau chez les humains. II 
utilise 1'information qui lui est fourni par le module de perception. Ce module 
etant assez complexe, son role varie en fonction de 1'application du systeme 
robotise. C'est dans ce module que toute la partie d'intelligence artificielle ou 
apprentissage machine se trouve. En effet, ce module s'occupe de la mise a 
jour des parametres d'action en ce servant des informations regues, du 
systeme de perception. 
2.2.5. Module de controle 
Le module de controle a son tour permet au systeme robotise d'agir sur son 
environnement grace aux actuateurs du systeme. Ce module utilise alors les 
parametres d'action qui lui sont commandes par le module de cognition et 
apres avoir traite ces informations et avoir effectue un calcul de signaux de 
commande, il transmet ces signaux de commande aux actuateurs. 
2.2.6. Le module de communication 
II ne faut pas oublier que les relations entre les differents modules ne sont pas 
forcement aussi simplement definies, alors le module de communication est 
un autre element important de ce systeme. 
2.2.7. Plateforme electromecanique 
Tel que mentionne dans les sections precedentes, la configuration des robots 
de la premiere generation est une plateforme a vitesses differentielles 
symetrique. II y existe deux moteurs de direction et de propulsion qui sont 
reliees a deux roues motrices qui se trouvent au centre du robot. Afin 
d'assurer l'equilibre du robot deux roues libres sont aussi ajoutees a ces 
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robots. Cette generation de robots peut atteindre les vitesses de 3m/s et 
18rad/s. Us ont ete concus en se basant sur le robot SpinoS developpe a 
Polytechnique par Julien Beaudry. Cette plateforme possede aussi des 
rouleaux de mousse passifs a l'avant et a l'arriere du robot pour controler le 
ballon et un systeme pneumatique permettant de botter le ballon (voir figure 
2.3). 
Figure 2.3: Developpement de la plateforme electromecanique des robots. (Tire de J. 
Beaudry) 
La nouvelle generation est basee sur une architecture 
omnidirectionnelle. Cette plateforme peux atteindre une vitesse de 5m/s pour 
le premier robot et jusqu'au 8m/s pour le deuxieme robot en developpement. 
Contrairement a la premiere generation, on a trois degres de liberte avec cette 
plateforme en tout temps. La figure 2.4 montre la disposition des moteurs pour 
le premier robot omnidirectionnel con§u. 
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Figure 2.4 : Disposition des moteurs du premier robot omnidirectionnel (Tire de /?.-
Commisso M.-A., Beliveau M) 
Un deuxieme robot omnidirectionnel a ete con§u avec une nouvelle configuration 
cinematique illustre a la figure 2.5. 
Figure 2.5: Configuration cinematique du deuxieme robot omnidirectionnel 
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2.2.8. Composantes electroniques 
Un ordinateur embarque est utilise sur chaque robot. Cet ordinateur de format 
Half-Size SBC possede les caracteristiques suivantes : 
• un processeur de generation Intel Pentium III, 
• 256Mo de memoire SDRAM, 
• un controleur Ethernet integre. 
Chaque robot possede aussi un lien de communication utilisant la norme IEEE 
802.11b sans fil branche a la prise Ethernet de l'ordinateur. Ceci permet de 
communiquer avec le serveur d'equipe ainsi que les autres robots. 
L'interfacage avec les cartes additionnelles se fait via des bus PC/104 et 
PC/104+ ainsi que d'autres interfaces courantes tel que RS-232 et USB. 
Une carte de controle ESC629 de la compagnie RTD est utilisee en tant que le 
controleur des moteurs et le declencheur de botteur pneumatique. Cette carte 
utilise un PID numerique avec deux boucles de retroaction. 
Un circuit de commutation des valves du systeme pneumatique ainsi qu'un un 
circuit d'alimentation et de recharge automatique des batteries sont aussi 
parmi les autres composantes electroniques utilisees dans les robots. 
2.2.9. Systeme de perception 
Un systeme de perception est utilise pour retrouver la position des robots et du 
ballon sur le terrain. Le systeme de vision omnidirectionnel utilise sur chaque 
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robot est constitue d'un miroir convexe ainsi qu'une camera USB. L'image 
suivante presente une image omnidirectionnelle vue de la camera et 1'aspect 
physique de ce systeme de vision. 
Figure 2.6: Systeme de perception (Tire de S. Marleau) 
2.2.10. Logiciel de controle 
Afin de bien contrdler les robots et leur permettre d'agir rapidement et de 
fagon appropriee en temps reel un logiciel de controle a ete mis en place pour 
les robots footballeur utilisant le langage de programmation de C++. Utilisant 
un systeme d'exploitation de Debian Linux (noyau 2.4.18), pour donner une 
performance satisfaisante l'ordonnanceur du systeme a ete configure pour 
fonctionner a 1kHz. Ce logiciel multi-taches divise les differents modules du 
robot. On y retrouve quatre classes : Motion Control, Brain, Perception, ainsi 
que Controller. 
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En fait, on y retrouve entre autres deux boucles temporelles principales, une 
pour les modules de cognition et de controle qui fonctionne avec une periode 
de 20ms done 50Hz et une autre pour la vision au sein du module Perception 
qui fonctionne a 30 images par seconde done 30Hz. La structure de ce logiciel 
est illustree a la figure 2.7. 
Figure 2.7: Logiciel de controle des robots footballeurs (Tire de J. Beaudry) 
2.2.11. Mecanisme decisionnel 
Afin de comprendre l'architecture utilisee par le mecanisme de decision des 
robots, il est important de definir les differents types d'architectures 
recherches. Le tableau suivant, tire de l'ouvrage de R.C. Arkin presente le 
spectre des structures de controle utilisees pour robots mobiles. 
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On y retrouve deux extremes. Le premier extreme est 1'architecture 
exclusivement reactive permettant une reponse temps reel, deterministe 
puisque Ton y utilise un traitement simple sans tenir compte de 
l'environnement qui entoure le robot. Mais, tel que Ton peut imaginer ce 
mecanise n'est utile que pour des mecanismes cognitifs tres primitifs. Par 
exemple, cette architecture est utilisee pour des robots uni-tache tel que des 
robots utilises dans les usines de fabrication. 
L'autre 1'architecture etant entierement deliberative permet de concevoir de 
mecanismes cognitifs evolues mais donne une reponse plus lente (Figure 2.8). 
Par exemple, cette architecture est utilise comme un mecanisme de decision 
pour des robots qui essai de creer une carte geographique. 
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Figure 2.8: Architecture deliberatif versus reactif (Tire de J. Beaudry) 
Une architecture decisionnelle hybride munie de capacites deliberatives et 
reactives est utilisee pour les robots utilises dans le cade ce travail de maitrise. 
En utilisant une architecture multicouche, les capacites reactives sont 
developpees en tant que des comportements de bas niveau qui vont permettre 
53 
de reagir sur l'environnement en commandant les actuateurs. Les capacites 
deliberatives sont alors situees a des couches superieures a la couche reactive 
et permettent une intelligence de plus haut niveau. En variant le nombre de 
couches de la partie deliberative, on peut moduler les capacites reactives et 
deliberatives. La figure suivante presente ce modele d'architecture, qui peut 
etre vu comme un modele traditionnel a trois couches. 
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Figure 2.9: Mecanisme decisionnel a trois Stages (Tire de J. Beaudry) 
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II est evident qu'un processus decisionnel constitue de plusieurs niveaux 
hierarchiques presentera une planification plus augmentee par rapport a une 
prise de decision basee sur un seul etage (strictement reactive). Cette 
architecture a ete intitulee la machine decisionnelle hierarchique (HDM) par J. 
Beaudry. 
2.2.12. Platform de simulation 
Une plateforme en simulation a ete developpee en grande partie en utilisant la 
librairie MICROB. En fait, au niveau du logiciel de controle, seulement la 
classe Controller qui sert a d'acceder a la carte de controle a ete modifie en 
utilisant les modeles cinematique et dynamique de la plate-forme a vitesse 
differentielle (DeSantis) ou omnidirectionnelle. Aussi un logiciel pour simuler 
la dynamique du ballon ainsi qu'un visualisateur 3D completent ce simulateur. 
Ce simulateur a ete grandement utilise et modifie dans le cadre des travaux de 
maitrise et afin de developper les differents comportements des robots, car il 
est alors possible de faire des essais sans utiliser le systeme reel. 
L'architecture du systeme de l'apprentissage machine a ete d'abord 
implemente et teste sur ce simulateur. La figure suivante donne un apergu de 
ce module de simulation avec une interface (situe a droite) qui permet de 




Implementation du systeme d'apprentissage sur un 
systeme multi-robot 
3.1. Systeme d'apprentissage choisi 
Pour mettre au point un systeme d'aporentissage pour un systeme multi robot, il a ete 
etabli que c'est quasiment impossible d'effectuer un apprentissage qui relit 
directement les capteurs aux actionneurs dans le cas des robots joueurs de soccer (P. 
Stone. 2000) puisque le temps d'apprentissage sera trop eleve pour que ceci soit 
efficace. Une approche qui divisera le probleme d'apprentissage en sous parties sera 
done entreprise. On tentera alors d'apprendre a partir des comportements bas niveau 
et les combiner pour progresser vers les comportements haut niveau. Utilisant cette 
approche d'apprentissage multi niveaux (hierarchise), differents algorithmes 
d'apprentissage peuvent etre utilises pour chaque niveau. Le resultat d'apprentissage 
de chaque niveau est done utilise par un niveau superieur. 
Les buts ultimes 
Comportement tenant compte de l'adversaire 
Comportement d'equipe 
Comportement individuel 
Modele de l'environnement 
Environnement 
Figure 3.1: Approche d'apprentissage multi niveaux (hierarchise) 
57 
A chaque niveau, un apprentissage a lieu de facon independante et chaque niveau 
fourni les entrees du niveau superieur, sauf dans le cas du premier niveau ou les 
entrees ne proviennent que de l'environnement. 
II est aussi important de noter qu'afin de regler le probleme d'apprentissage pour un 
niveau, il y a un compromis a faire entre l'exploitation de la solution optimale trouvee 
et l'exploration des nouvelles possibilites (en utilisant de fagon non optimale les 
informations qui nous sont fourni par apprentissage ou en utilisant le hasard pour 
laisser de la place pour de nouveaux apprentissages). 
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3.2. Librairie utilise pour faire I'apprentissage (Torch3) 
La librairie Torch3 est une librairie qui permet d'avoir une base pour faire certains 
types d'apprentissage. En fait, elle fournit une fonction de decision f(x) convenable 
qui predit la valeur de sortie, en lui fournissant une serie d'exemples d'entrainement. 
Torch est une librairie modulaire ecrit en C++ sous une licence BSD (une licence 
libre utilisee pour la distribution de logiciels qui permet de reutiliser tout ou partie du 
logiciel sans restriction). II existe seulement quatre classes principales dans cette 
librairie qui ont ete fortement utilise dans le cadre de ce travail de maitrise, soit: 
• La classe DataSet: servant a gerer les donnees et les emmagasiner en 
memoire ou sur le disque dur. 
• La classe Machine : qui prend des entrees et certains parametres et 
retourne une sortie en se basant sur un modele deja concu par la classe 
Traniner. 
• La classe Trainer : entraine et teste une Machine avec un certain DataSet 
• La classe Measurer: cette classe permet de mesurer l'erreur du modele 
sous differents formats standards tel que l'erreur moyenne au carre (MSE). 
Le fonctionnement de base de cette librairie est relativement simple. D'abord, on 
emmagasine des exemples sous forme d'un DataSet. Ces donnees sont ensuite 
utilisees par le Trainer pour batir un modele qui sera utilise par la classe Machine 
pour calculer la sortie a partir d'une entree et certains parametres donnes. Finalement, 
on peut utiliser la classe Measurer pour quantifier l'erreur associee au modele. 
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3.3. Sujets d'apprentissage 
Les travaux de recherche de ce projet vont porter sur l'apprentissage de certains 
elements importants d'un systeme multi-robot joueurs de soccer en commen§ant par 
des elements de bas niveau et propre a un agent et en se dirigeant vers des elements 
de plus haut niveau tel que la formation et le parton de jeu choisi dans un match. 
• Les robots joueurs de soccer doivent commencer par apprendre a manipuler le 
ballon avant de pouvoir s'integrer dans une equipe. Alors, le premier sujet, qui 
constitue aussi la couche la plus elementaire de cette architecture, sera 
l'etude de l'apprentissage de l'interception du ballon, du tir vers le but ou 
vers une cible et de la protection du but par le gardien. 
• En deuxieme lieu, il est pertinent d'etudier l'interaction la plus elementaire 
entre les robots : une passe entre les robots en se servant des resultats obtenus 
de l'interception du ballon et des tirs vers une cible. 
• Le choix entre differents patrons de jeu sera etudie pour des situations 
donnees en se basant sur la reussite de chaque patron : une fonction ponderee 
des parametres suivants: 
o Differentiel de buts (marques - contres) 
o Temps de possession de ballon 
o Pourcentage de temps joue dans la zone adverse 
Chaque patron sera constitue d'une ou plusieurs formations et se servira done 
de l'apprentissage de la couche precedente. 
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3.4. Apprentissage d'un comportement individuel 
3.4.1. Apprendre le comportement d'interception du 
ballon (Catch ball) 
L'interception du ballon est tres importante pour les defenseurs, et de fagon similaire 
tres importante pour capter des passes dans le cas d'un attaquant. Pour munir les 
agents de cette technique, on peut soit predire la position future du ballon en estimant 
la vitesse de celui-ci, ou on peut recueillir des donnees sur les interceptions reussies et 
creer un comportement general de 1'interception de ballon de fa§on empirique. Pour 
les fins de ce memoire, la deuxieme methode est choisie. 
La methode actuellement utilisee par les joueurs (sauf le gardien2) pour intercepter le 
ballon est de diriger le robot directement vers le ballon par defaut et s'il est du 
mauvais cote du ballon il revient a l'arriere du ballon. Mais cette approche n'est 
performante que dans le cas ou le ballon est stationnaire. Dans le cas ou le ballon suit 
une trajectoire quelconque, une bonne approche sera celle qui prend en consideration 
la direction et la vitesse du ballon et qui force le robot a intercepter le ballon en 
consequence. Pour apprendre ce comportement, on peut s'inspirer d'une approche 
utilisee par P. Stone (2003), et utiliser l'algorithme suivant: 




SI Dist_Ball < d0 ALORS 
{ 
• Angle_R = une angle au hasard entre -45° et 45 ° 
• Foncer vers I'avant avec une angle de Angle_Ball + Angle_R 
• Recueillir les informations suivantes : Vitesse Ballon, Angle_Ball et Angle_R 
• Determiner I'echec ou le succes de I'essai et sauver le resultat. 
} 
Le gardien calcule la position du ballon lorsqu'il va arriver sur la ligne du but et il se met a cette 
position. 
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Ou la vitesse du ballon peut etre calculee en utilisant la position du ballon aux instant 
t et tl . Alors, le robot commence par tourner face au ballon en faisant une rotation 
mais sans changer de position en x et y. II continuera ainsi jusqu'a ce que le ballon 
atteigne une certaine distance d0, il va ensuite choisir un angle quelconque (Angle_R) 
et finalement avance dans cette direction (Angle_R + Angle_Ball). On tente ici 
d'apprendre la bonne valeur pour cet angle (Angle_R). En fait, non seulement le robot 
va apprendre ici la bonne direction a choisir en fonction de la direction et la vitesse du 
ballon (ce qui se fait simplement par une equation mathematique) mais aussi il va 
compenser pour toutes sortes de perturbation inconnue ou d'erreur introduit dans le 
systeme due aux differents facteurs tel que la friction du terrain qui est toujours 
variante ou les erreurs d'estimation de position et de vitesse calculees par le systeme 
de vision 
3.4.2. [.'architecture de test 
On positionne le robot devant le but et, on tente de faire un but a travers la zone 
surveillee par le robot. Le ballon est lance a partir des differents endroits. Une reussite 
s'agit de faire devier le ballon de sorte que le ballon rebondit sur lui et change de 
direction pour eviter un but. Tel que mentionne precedemment, le robot suit le ballon 
en changeant son orientation pour faire toujours face au ballon jusqu'a ce que le 
ballon arrive a 1 metre de lui. Puis, il change son orientation d'un angle choisi de 
facon aleatoire lors des premiers essais et determine par apprentissage par la suite, 
puis avance dans cette direction. 
En simulation, une estimation de la vitesse du ballon et de sa direction a ete calculee 
en utilisant la position actuelle du ballon et celle de l'instant precedant. 
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Un script a ete ecrit pour automatiser les tirs au but en utilisant le SUI3 offert par les 
librairies de Microb. Le SUI est une interface en ligne de command qui permet de 
communiquer avec un serveur defini par les librairies de Microb. 
Figure 3.2: Test d'interception du ballon par un robot joueur de soccer 
Le script cree fait appel au service defini pour le soccerfield_server qui permet de 
simuler les comportements du ballon. On peut alors simuler un tir au but soit en 
appelant la fonction service botter_ballon(position x, position y, vitesse, angle), 
ou son abreviation bb dans ce cas. Le script (MyScript) utilise quelques milliers de 
commandes d'entrainement. La figure suivante illustre ce mecanisme: 
>sui -s soccerfield_server 
Microb> <myScript 
pause 5 
bb2 2 1.2 2.2 
pause 5 
bb2 2 1.3 2.2 






k i l l s e r v e r () 
Figure 3.3: Mecanisme de communication entre le SUI et le Soccerfiel_server 
3 Server User Interface : une interface en ligne de command qui permet de communiquer avec un 
serveur defini par les librairies de Microb 
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Le soccerfield_server qui fait partie de soccerfield simulator se connecte a son 
tour au serveur teamjserver qui communique les changements a tous ses 
clients (tous les Player et Lookat 3D). 
Sachant que nous avons les vecteurs d'entree et de sortie suivants : 
X = [Vitesse_ballon, Direction_ballon, Angle_R], Y = [Angle _final_R] 
Un nouveau comportement a ete ajoute au robot joueur de soccer: 
« catchBaiiLearning » qui implemente l'algorithme de l'interception du 
ballon en sauvant dans un fichier les valeurs de X et Y du cas ou l'interception 
a ete une reussite. Une reussite dans l'interception du ballon correspond a 
faire devier la direction du ballon vers le but adverse afin de s'assurer que le 
ballon ne se trouve par entre le robot et le but (ou tout simplement si le ballon 
n'entre pas dans le but). Voici l'affichage en console pour ce comportement: 
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Figure 3.4: Creation du fichier de donnees d'entrainement pour creer le modele 
d'apprentissage SVM par regression 
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Ceci fournit un fichier contenant des donnees d'entrainement pour notre 
modele a apprentissage SVM par regression. Une fois le modele cree grace au 
nouveau module RobofootTorch base sur la librairie Torch3, on peut predire la 
valeur de la direction (Angle_Ball + Angle__R ) que le robot doit prendre en 
fonction d'une vitesse et d'une direction donnee du ballon ainsi que Tangle 
que fait le ballon par rapport au robot (Angle_R), tel qu'illustre a la figure 3.4. 
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>sui -s soccerfield_server 
Microb> <myScript 
bb2 2 1.1 2.2 
pause 5 
bb2 2 1.2 2.2 
pause 5 
bb2 2 1.3 2.2 






k i l l s e r v e r () 
Simule le mouvement du ballot^ 
Team server 
Echange d'information sur la cinematique du ballon et du joueur 
Robofoot 
(Player 1) 
Fichier de Donnee d'entralnement 
x y 
1 2 1.1 3.1 3.2 
2 2 1.9 2.3 2.2 
^ 
> 
Dans le cas de simulation, 
on simule le mouvement du 
ballon et on le passe au 
joueur via le serveur 
team_server, sinon lors 
d'un vrai jeu le joueur 
estime la cinematique du 





(Module de creation d'un modele SVM par regression) 
{x) = w • <&(x) + b 
Figure 3.5: Mecanisme d'entratnement du modele d'apprentissage de la reception de 
ballon par SVM 
Ceci complete une seance d'entratnement permettant RobofootTorch a creer 
un fichier decrivant la fonction f(x). 
La prochaine etape consiste a tester notre modele en definissant un nouveau 
comportement pour un robot soit le «catchBaliLearned ». Ce 
comportement suit le meme principe que celui de « CatchBallLearning » 
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mais dans ce cas au lieu de donner une valeur aleatoire pour Tangle Angle_R, 
on etablit la valeur de la direction (vers la quelle le robot doit avancer pour 
garantir une interception) a partir du modele etabli precedemment par 
RobofootTorch. En simulation, ceci a ete rendu possible en ajoutant le module 
de RobofootTorch comme un serveur dans 1'architecture client/serveur du 
systeme multi robots. Chaque robot fait done une requete aupres du serveur 
qui a son tour trouve le bon angle utilisant le modele bati par apprentissage et 










Figure 3.6: Schema de /'architecture Client/serveur du systeme multi robots avec 
I'ajout du serveur du module d'apprentissage et son interaction dans le systeme 
(modifie de J. Beaudry) 
Mais apres avoir fait plusieurs tests experimentaux, le module d'apprentissage 
a ete directement incorpore dans le module Player pour eliminer le temps 
d'attente cause par le delai de communication client-serveur. 
67 
Le modele en fournissant a RobofootTorch une serie d'exemples test (ou la 
valeur de y est connu) pour trouver l'erreur associe a ce modele. En ajustant la 
valeur des parametres de notre modele, la meilleur combinaison a ete trouvee 
(celle qui minimise l'ecart entre la valeur vrai valeur de y et celle trouvee par 
RobofootTorch). 
Ensuite, en se servant de ce modele lors de la situation de jeu, dans le cas ou 
1'interception est reussie on peut decider aussi d'ajouter cet ensemble 
d'entree/sortie a notre fichier d'entrainement pour qu'il puisse s'en servir pour 
batir un modele plus robuste lors du prochain entrainement, alors a chaque 
fois on doit rebatir le modele, ce qui consiste a refaire la lecture du fichier 
d'entrainement. II faut done s'assurer que le fichier d'entrainement ne devient 
pas trop volumineux, ce qui augmentera aussi la taille du fichier modele, et 
qui causera alors un ralentissement dans le processus de decision du robot 
pour trouver Tangle approprie. Afin de remedier a ce probleme, les entrees du 
modele sont discretisees et une etude a ete faite sur l'effet de la discretisation 
des entrees sur le taux de succes des interceptions. 
La figure suivante presente un aper§u graphique d'une seance d'entrainement 
dans le cas de simulation. La fenetre 1 montre le script utilise pour faire des 
tirs au but avec des vitesses differentes et des angles differents. La fenetre 2 
nous permet de visualiser les valeurs obtenues pour une interception reussie. 
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ri-RoboCupZ0D4.wri -wfn32Lookat 
Figure 3.7: Exemple graphique d'une seance d'entratnement 
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3.5. Les resultats pour la methode d'apprentissage par 
SVM 
3.5.1. Simulation 
En simulation, les resultats obtenus ont ete valides de deux manieres differentes. 
D'abord, le meme fichier qui avait ete utilise pour batir le modele (la relation entre la 
sortie Y et les entree X) a ete aussi utilise pour estimer Tangle que le robot doit 
prendre pour intercepter le ballon, ce qui n'est pas necessairement la meilleur 
approche mais une approche qui nous permet en peu de temps de trouver la meilleur 
combinaison pour les valeur des parametres de notre modele. 
L'erreur au carree moyenne (MSE) a ete calculee soit la difference entre le Y trouve 
en utilisant le modele bati par RobofootTorch et celui trouve de fa§on experimentale 
dans le fichier de donne d'entrainement. Le module RobofootTorch cree un modele 
SVM. Rappelons nous que Ton essai de creer le modele de forme suivante : 
L L 
f0(x) = w • <DU) + b = b + Yia,ylO(xl)- <&(*) = b + J^a,ylk(x!,x) (
3A) 
i=i i=i 
Afin de predire une sortie f(x) en se basant sur la valeur voulue pour les parametres 
suivants : 




• La valeur du facteur de compromis C (qui remplace 1/ L et ju dans 




• La valeur de l'epsilon (e) a minimiser dans l'equation suivante : 
(ffl-0(ac;)-rf»)-y, <£+^ 
V / yl-(0)-^(xl)+b)<£+^, 
• Nombre de donnee d'entrainement 
































































































Tableau 3.1 - L 'erreur trouvee en fonction de parametre du modele trouve par 
un apprentissage base sur la methode de SVM par regression 
On remarque facilement que la valeur de o est directement proportionnelle a la valeur 
de l'erreur entre Tangle trouve et le bon angle (qui assure 1'interception). Aussi, on 
trouve une relation inversement proportionnelle entre les valeurs du compromis C est 
l'erreur trouve. Une diminution de la valeur de l'epsilon peut aussi diminuer l'erreur 
mais de facon tres peu significative comparee a l'effet de C et c. En plus, lorsque Ton 
augmente le nombre de donnees d'entrainements, l'erreur diminue, mais si Ton 
augmente beaucoup le nombre d'exemples d'entrainement, la prise de decision pour 
trouver le bon angle devient plus lent. Done, il faut faire un compromis en termes de 
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nombre d'exemples d'entrainement entre la vitesse de prise de decision et son 
exactitude. 
II faut tenir compte du fait que les angles trouves de fa^on experimentale ne 
represented pas les meilleures solutions pour une situation donnee mais seulement 
une solution possible parmi plusieurs. 
Une autre maniere de tester les resultats obtenus est de refaire les memes essais en 
simulation utilisant le script utilise lors de la seance d'entrainement. 
Dans ce cas, le taux de reussite a ete calcule, soit le nombre de tirs intercepted (essais 
reussis) divise par le nombre de tir vers le robot. En moyenne, il y a eu une 
amelioration de plus de 25% versus le taux de reussite utilisant Tangle du robot 
additionnee par un angle au hasard, soit une augmentation de 25% a plus de 53% de 
reussite ce qui est equivalent d'intercepter un tir sur deux. Aussi, il faut noter que 
dans la moitie des cas de tir la vitesse du ballon est superieure a la vitesse du robot 
(les tirs ont une vitesse comprise entre lm/s a 3 m/s et la vitesse du robot est de 
2m/s), et done une augmentation dans la vitesse du robot engendrera surement une 
amelioration dans le taux de reussite des interceptions. 
Pour ce qui concerne l'effet du bruit, pour simuler une incertitude dans le cas des 
vrais robots, un bruit de .1 m/s a ete ajoute sur l'estimation de la vitesse et 5 degre 
pour l'estimation de la direction du ballon, et ceci a diminue le rendement de ce 
comportement de 4%. 
3.5.1.1. Discretisation 
Tel que mentionne dans les sections precedentes, afin de diminuer la taille de nos 
fichiers d'entrainement et notre modele, les entrees x de notre systeme sont 
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discretises. Le tableau suivant nous permet de comparer les resultats obtenus utilisant 





















































Tableau 3.2 - Taux de reussite de I'interception du ballon en fonction des 
valeurs utilisees pour arrondir les entrees 
On remarque facilement qu'une discretisation sur la valeur de xi (soit la vitesse du 
ballon) affecte beaucoup plus le taux de reussite qu'un arrondissement en degre des 
angles. Alors, des approximations de 0.1 m/s (pour le xi) et 5 degres (pour le X2 et X3) 
ont ete choisi pour discretiser le modele. 
II est important de mentionner que sans discretisation le modele cree devenait trop 
complexe (sans pourtant devenir plus precis) et son temps d'execution devenait trop 
eleve pour un tel systeme qui doit reagir en temps reel. 
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3.5.2. Resultats experimentaux 
Les premiers tests sur le robot ont ete effectues en utilisant la meme architecture 
client-serveur qu'en simulation. Le robot etait le client et un ordinateur portatif 
(2GHz de CPU et 1GB de RAM) le serveur (voir figure 3.8). Les memes fichiers 
modeles trouves en simulation ont utilises servis pour ces premiers tests. 
Figure 3.8: Communication entre l'ordinateur portable et le robot 
Malgre le taux eleve de reussite obtenu en simulation, ces premiers tests ont donne un 
taux de reussite d'environ 15%. Apres investigation les differents facteurs causant 
cette diminution de performance ont ete identifies. II s'agissait d'abord d'un delai de 
communication entre le robot et le serveur, ce qui empechait le robot de reagir assez 
rapidement. Aussi, les imprecisions dues a l'estimation de la vitesse et la direction du 
robot par le systeme de vision ont contribue a cette diminution de performance. 
Le module d'apprentissage a ete done incorpore au module Player permettant 
d'augmenter le taux de reussite du robot a quasiment le meme taux qu'obtenu en 
simulation. Par contre, a cause des differents elements qui causaient un delai, le rayon 
du cercle utilise pour debuter le comportement d'interception a ete augmente de 
15cm. 
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Le taux de reussite final de 45% a ete trouve sur 40 tirs, mais il faut mentionner que 
vue l'impossibilite de refaire exactement les memes tirs et aussi a cause des 
imprecisions du systeme de vision ce taux peut varier (et descendre parfois jusqu'a 
25%). 
3.5.3. Resultat pour la methode d'apprentissage par MLP 
Tout comme dans le cas d'apprentissage par SVM, les resultats obtenus ont ete 
valides encore de deux manieres differentes. D'abord, le meme fichier qui avait ete 
utilise pour batir le modele (la relation entre la sortie Y et les entree X) a encore ete 
utilise pour estimer Tangle que le robot doit prendre pour intercepter le ballon. 
L'erreur au carree moyenne (MSE) a ete calculee soit la difference entre le Y trouve en 
utilisant le modele bati par RobofootTorch et celui trouve de fagon experimentale 
dans le fichier de donne d'entrainement. Rappelons-nous que le module 
RobofootTorch cree un modele MLP base sur l'equation suivante : 
fe(x) = w^(x) + b
 ( 3 ' 5 ) 
avec 
0(.) = (0,(.),02(.),...,0„(.)) <
3-6) 
qui represente le nombre de neurones sur la couche caches. L'erreur trouvee en degre 
s'agit de la difference entre Tangle sauvegarde lors des seances de Tentrainement 
pour une certaine entree et Tangle trouve par le modele MLP utilisant le meme 
vecteur d'entree. Voici les resultats obtenus pour divers nombre de donnees 





























































Tableau 4.3 - L 'erreur trouvee en fonction de parametre du modele trouve par 
un apprentissage base sur la methode de MLP par regression 
En analysant les valeurs obtenues, on remarque qu'en augmentant le nombre de 
donnees d'entrainement, l'erreur en degre diminue de fagon beaucoup plus prononcee 
que dans le cas d'apprentissage par SVM. On remarque aussi que pour un nombre 
d'unites cachees de 10, on obtient le moins d'erreur. 
II est important de mentionner ici la theorie de la regularisation propose par Tikhonov 
qui permet d'optimiser 1'apprentissage dans un MLP. La technique de regularisation 
consiste a imposer des contraintes, done a apporter une information supplemental, 
sur 1'evolution des poids du reseau de neurones. Utilisant la formule suivante dans 
laquelle on doit trouver la bonne valeur de y : 
Ou QErruer est le terme utilise afin de mesurer la performance. Par exemple (tel que 
decrit par l'equation 1.10) l'erreur entre la valeur vrai valeur et la valeur predite par 
MLP au carree et Qp0ids est le terme qui calcule la penalite associee a la complexite de 
(3.8) 
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MLP, on peut par exemple penaliser les poids trop grands selon la formule 
suivante (Frederic Szczap 2006): 
Quoiqu'utile, dans le cadre des travaux de ce maitrise, l'effet de la regularisation n'a 
pas ete etudie (y a toujours pris la valeur de 0). 
En faisant une comparaison des resultats obtenus pour la methode d'apprentissage par 
SVM, on peut alors conclure que la methode d'apprentissage par regression de la 
methode d'apprentissage par MLP donne des performances de beaucoup inferieures a 
celle d'apprentissage par SVM. Dans le cas de MLP, nous ne pouvons batir un 
modele exact que si nous avons un grand nombre de donnees d'entrainements. Mais 
sachant que un entrainement avec plus de 2500 donnees dans notre cas engendre un 
modele tres lourd a manipuler et le processus de decision devient trop lent pour etre 
acceptable en temps reel, il devient evident que le modele bati par la methode SVM 
est plus approprie dans ce cas. 
Une autre maniere de tester les resultats obtenus tout comme dans le cas 
d'apprentissage par la methode SVM a ete exploree, soit de refaire les memes essais 
en simulation utilisant le script utilise afin de trouver les donnees d'entrainement. 
Le taux de reussite a ete calcule, sois le nombre de tirs intercepted (essais reussis) 
divise par le nombre de tir vers le robot. Un taux de reussite de 43% a ete obtenu 
utilisant dix unites cachees et 2055 donnees d'entrainement. Ceci est en effet 10% 
inferieur aux taux trouve en moyenne dans le cas de SVM. 
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3.6. Apprendre a effectuer un tir 
L'operation de tir vers le but constitue un element important parmi les operations de 
base d'un robot joueur de soccer. 
3.6.1. Definition d'un tir dans le cas d'une passe 
D'abord, il faut preciser ce qui constitue un tir approprie dans le cadre de ce travail. 
On peut definir un tir approprie comme etant un tir qui est effectue pour arriver avec 
une vitesse donnee dans une zone delimite par un demi-cercle d'un rayon defini qui 
se trouve devant le receveur. La vitesse choisie est entre 0.2 et 0.6 m/s dans le cas 
dont le tir est cible vers un coequipier et le ballon doit arriver dans un cercle de rayon 
de 0.2m devant le robot. 
Figure 3.9: Un tir de passe appropriee 
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3.6.2. Scenario d'entramement 
Tout comme dans les cas precedents, un entrainement pour recueillir des donnees 
pour pouvoir batir un modele est necessaire. Le scenario choisi pour faire les tests 
(F entrainement du notre modele) consiste a faire une tentative de tir vers une cible 
donnee, le robot va done se mettre derriere le ballon a Fintersection d'un cercle (dont 
le centre est la position du ballon et qui a un rayon relatif a la distance entre le ballon 
et la cible) et la ligne droite qui rejoint le ballon a la cible. Ensuite, il avancera vers le 
ballon et faire son tir avec une intensite aleatoire. La valeur de Fintensite de tir est 
dans ce cas Fobjet de notre apprentissage. En simulation le robot va ensuite envoyer 
un message au team_server pour lui indiquer que le robot en question a fait un tir a 
partir de la position du ballon dans la direction de Favancement du robot, le 
team_server envoi alors cette commande au logiciel de simulation de mouvement du 
ballon {soccerfieldjsim). Dans le cas du vrai robot, le systeme pneumatique est 
utiliser pour botter le ballon II faut done elaborer un modele qui nous donne la 
bonne intensite de coup de tir pour que le ballon arrive a sa cible avec une erreur de 
0.2 metre ayant une vitesse assez faible pour que le receveur puisse aisement attraper 
le ballon. 
Tout comme dans le cas d'interception du ballon, deux partons ont ete cree pour cet 
entrainement, celui de « ShotBallLearning » et celui de « ShotBallLearned». Le 
patron «ShotBallLearning» correspond au scenario de test decrit precedemment, 
tandis que le patron « ShotBallLearned » utilise le modele cree par le patron de 
« ShotBallLearning» afin de predire la bonne vitesse que le robot doit prendre 
pendant un match. 
Les entree et sortie de ce modele d'apprentissage sont definies de fa<jon suivantes : 
Entree Sortie 
X = [Distancebaiion_cibie, Anglebaiion_cibie] Y = [ Intensite du coup] 
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Tout comme dans le cas d'interception du ballon, un ajustement des parametres du 
modele d'apprentissage (C, epsilon, parametres du Kernel), a ete effectue. 
3.6.3. Resultat pour I'apprentissage par la methode SVM 
etMLP 
Les methodes d'apprentissages utilisees ont ete celles de I'apprentissage par SVM 
(par regression) et aussi celle de I'apprentissage par MLP (par regression). Pendant 
chaque seance de test, 2000 tirs ont ete effectues. 
• Pour I'apprentissage par SVM, le meilleur taux de reussite trouve n'etait 
pas plus que 39%. Une discretisation de 10 cm a ete utilise pour la 
distance du ballon, 5 degre pour Tangle entre le ballon et le cible. Les 
parametres utilises (apres ajustement) pour le modele SVM ont ete : un a 
de 10, un facteur de compromis (C) de 100,1'epsilon (e) de 0.7 ainsi que 
un nombre de donnees d'entrainement apres discretisation de 700. 
• Pour I'apprentissage par MLP, avec le meme nombre de donnee 
d'entrainement soit 700, plusieurs nombres d'unite caches ont ete choisis. 
Les taux de reussites suivantes ont ete obtenus : 
o Un taux de 28% avec un nombre cache de 3 
o Un taux de 33% avec un nombre cache de 4 
o Un taux de 45% avec un nombre cache de 5 
o Un taux de 48% avec un nombre cache de 7 
o Un taux de 40% avec un nombre cache de 10 
o Un taux de 65% avec un nombre cache de 20 
On remarque que pour ce comportement avec plus de 4 unites cachees, 
I'apprentissage par MLP donne des resultats superieurs compares a celui par SVM. 
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La figure suivante nous illustre l'intensite du tir appris par les methodes SVM et 
MLP avec 20 couches en fonction de la distance et Tangle entre le robot et sa cible. 
tntensite du tir en fonction d'angle et de distance 
(utilisant la.meth'oae.MLP) 
Intensite du tit en fonction d'angle et de distance 
(utilisant la methode ;SVM) 
Angle (radian) Distance (rn) Angle (radian) Distance (m) 
Figure 3.10: Graphique de l'intensite du tir en fonction de I'angle et la distance entre le 
robot et sa cible utilisant la methode d'apprentissage de SVM et MLP 
On peut remarquer que la methode d'apprentissage par MLP donne un graphique qui 
parait etre plus coherant que celui de SVM. Pour la methode de SVM, nous avons une 
surface done la valeur d'intensite se limite entre 3 et 3.4 tandis que pour la methode 
MLP l'intensite semble etre constante pour des distance entre assez petite 
(vraisemblablement assez pour eliminer l'effet de la friction et assez modere pour 
atteindre la cible a une vitesse acceptable) et augmente par la suite. 
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3.7. Apptentissage du comportement de la protection du 
but (ProtectGoal) 
Un des joueurs le plus important dans une equipe est le gardien. Dans la machine 
decisionnelle hierarchisee elaboree par Julien Beaudry, le comportement principal 
d'un gardien est celui de protection du but ou « ProtectGoal ». 
3.7.1. Scenario d'entrainement 
Le principe du comportement « ProtectGoal » est simple en fait il s'agit de mettre le 
gardien entre le but et le ballon. Tout comme dans le cas de l'interception du ballon, il 
faut d'abord faire un entrainement pour recueillir assez de donnees pour pouvoir batir 
un modele. Le scenario choisi est semblable au cas precedant c'est-a-dire que Ton 
effectue des tirs vers le but que le gardien tentera de bloquer. Le parametre a 
apprendre dans ce cas est celui de la vitesse que le gardien doit prendre afin de 
s'assurer d'attraper le ballon. 
Dans ce cas, les deux comportements crees sont celui de « ProtectGoalLearning » et 
celui de « ProtectGoalLearned ». Le patron « ProtectGoalLearning » correspond au 
scenario de test decrit precedemment, tandis que le patron « ProtectGoalLearned » 
utilise le modele cree par le patron de « ProtectGoalLearning » afin de predire la 
bonne vitesse que le robot doit prendre pendant un match afin d'attraper le ballon. 
Les entree et sortie de ce modele d'apprentissage sont definie de fagon suivantes : 
Entree Sortie 
X = [Distancebaiion_cibie, PositionInitialgardien ,Anglebaiion_dbie] Y = [ Vitesse a 
prendre] 
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La figure suivante montre les commandes de tir envoyees au robot, et le robot qui par 




Figure 3.11: Principe du comportement de protection de but apres I'apprentissage 
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3.7.2. Resultat pour I'apprentissage par la methode SVM 
etMLP 
Les methodes d'apprentissages utilisees ont ete celle de I'apprentissage par SVM (par 
regression) et aussi celle de I'apprentissage par MLP (par regression). Pour 
I'apprentissage un total de 10000 essais a ete effectue pour des vitesses de ballon 
allant de 1 m/s a 3m/s pour tous les angles devant le robot. Le taux de reussite avant 
I'apprentissage a ete de 45.90%. 
• Pour I'apprentissage par SVM, le taux de reussite a augmente a 89.86%. 
Une discretisation de 10 cm a ete utilise pour la position du robot ainsi que 
pour la distance du ballon, 5 degre pour Tangle entre le ballon et le cible et 
0.1 m/s pour la vitesse. Les parametres utilise pour le modele SVM ete : 
un a de 10, un facteur de compromis (C) de 200, l'epsilon (s) de 0.7 ainsi 
que un nombre de donnee d'entrainement apres discretisation de 1900. 
• Pour I'apprentissage par MLP, avec le meme nombre de donnee 
d'entrainement soit 1900, plusieurs nombres d'unite caches ont ete 
choisis. Avec un nombre de couche cache plus grand que 5 notre modele 
devient trop grand pour pouvoir fournir des resultats assez rapidement sur 
ce systeme en temps reel. En resume, apres avoir fait 800 essais avec des 
differents nombres de couche caches, les taux de reussites suivants ont ete 
obtenus : 
o Un taux de 51.54% avec un nombre d'unite cachee de 5 
o Un taux de 76.29% avec un nombre d'unite cachee de 4 
o Un taux de 62.68% avec un nombre d'unite cachee de 3 
o Un taux de 62.50% avec un nombre d'unite cachee de 2 
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Ce qui nous permet de confirmer qu'avec 4 unites caches on a le 
meilleur taux de succes pour cet apprentissage. 
On conclut done que 1'apprentissage par SVM a donnee encore des resultats plus 
satisfaisants par rapport a 1'apprentissage par MLP. 
3.7.3. Resultats experimentaux 
Sur les robots, une seance de 300 tirs a ete effectuee en essayant d'avoir une 
vitesse entre lm/s a 3m/s. La seance d'entrainement ainsi que les resultats 
obtenus sont decrit dans la section 4.7.3. En resume, un taux de reussite de 71% a 
ete acheve utilisant la methode SVM. 
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3.8. Apprendre un comportement collectif 
Tout comme des vrais joueurs de soccer, apres avoir appris a un manipuler le ballon 
de maniere appropriee, nos robots doivent maintenant apprendre un comportement 
qui necessite une cooperation entre deux ou plusieurs joueurs. La tache la plus 
elementaire qui necessite la cooperation des robots s'agit de regevoir une passe. 
3.8.1. Definition dune passe 
D'abord, il faut preciser ce qui constitue une passe appropriee dans le cadre de ce 
travail. On peut definir une passe appropriee comme etant un tir reussi conformement 
a la definition donnee dans la section 3.6.1 suivi d'une interception reussi 
conformement a la definition donnee a la section 3.4.2. Aussi, si le receveur est 
devant le ballon, la passe doit s'effectuer de sorte que le ballon se trouve devant le 
receveur apres le tir et non pas en arriere de lui, ce qui limite les choix de Tangle de 
celui qui fait la passe. Par contre, si le receveur se trouve derriere le ballon, la passe 
peut se faire a n'importe quel angle autant que Ton est assure que le ballon se 
trouvera dans la zone devant le robot. 
Figure 3.12: Une passe appropriee 
3.8.2. Scenario d'entramement en simulation 
Tout comme dans le cas de l'interception du ballon, il faut d'abord faire un 
entrainement pour recueillir assez de donnees pour pouvoir batir un modele. Dans ce 
cas, une premiere tentative a ete faite sans joueurs adverses et seulement en 
combinant les deux comportements ensemble, et ensuite une deuxieme tentative a ete 
fait avec la presence de trois joueurs adverses. 
La passe est une reussite si le receveur reussi a faire avancer le ballon vers le but et un 
echec si l'adversaire reussi a intercepter le ballon ou encore si le ballon sort de la 
zone visee sans interception. 
Afin de faciliter le developpement de ce scenario un nouveau mode a ete ajoute a la 
machine decisionnelle hierarchique concue par Julien Beaudry. On peut voir sur la 
figure 4.11 la hierarchie associee a ce nouveau mode, ou le premier etage correspond 























Figure 3.13: Schema de I'hierarchie associee au mode « Learning » (M: Move, K: 
Kick) 
Le patron « PassBallLearning » correspond au scenario de test utilise pour combiner 
les comportements « ShotBallLearned » et «CatchBallLearned» sans adversaire et le 
patron « PassBallLearned » correspond au scenario de test avec adversaire. 
Les patrons « PassBallLearned » correspondent au patron qui utilise le modele bati 
par le patron « PassBallLearning ». 
3.8.2.1. Sans adversaire 
Pour ce cas, seulement une combinaison des deux comportements « 
ShotBallLearned» et « CatchBallLearned» a ete fait. Lors de cette seance 
d'entrainement, un robot est charge d'aller porter le ballon a une position vers le 
centre du terrain et ensuite de faire un tir vers le deuxieme robot. Le deuxieme robot a 
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la tache de faire une interception de cette passe et de retourner a sa position initiale 
afin d'attendre le prochain tir. Contrairement aux seances precedentes, cette seance 
d'apprentissage est entierement automatique et ne requiert aucune intervention d'une 
tierce partie (SUI). 
Dans ce cas, c'est le robot qui interceptant le ballon qui trouve le taux de reussite. Un 
taux de reussite de 18% a ete obtenu pour une simulation de duree de 72 heures 
consecutive. II est important a noter qu'ayant un taux de succes de 49% pour 
l'interception du ballon et 65% pour les tirs, on ne pourrait s'attendre qu'a un taux de 
reussite maximal de 32% (0.49 * 0.65). 
3.8.2.2. Avec adversaire 
Le scenario choisi en simulation pour faire les tests (1'entrainement du notre modele) 
consiste a faire une tentative de passe par un joueur (passeur) qui a a sa droite deux 
joueurs amis (un plus proche du but adverse que lui et un plus loin du but adverse que 
lui) qui sont places au hasard dans les zones 1 et 2 de la figure 3.14. II y a aussi 3 
joueurs adverses qui sont places au hasard dans les zones 1, 2 et 3 defini dans la 
figure suivante et ils font des mouvements sur une ligne verticale et la passe se fait au 
hasard en terme du temps de l'envoi du ballon vers le receveur. 
Le passeur va alors choisir au hasard a faire une passe a un des receveurs. 
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Figure 3.14 : Scenario d'entrainement pour apprendre a faire une passe 
Les joueurs amis vont alors essayer de faire une interception du ballon en se servant 
du modele bati lors de l'apprentissage de ce comportement 
La methode d'apprentissage par prediction SMV par classification a ete utilisee 
pour choisir entre les deux receveurs. Le robot en possession du ballon recueillit 
toutes les informations necessaires et les fait parvenir au serveur RobofootTroch 
(module d'apprentissage) qui va alors predire vers quel receveur la passe doit etre 
effectuee pour s'assurer d'une reussite. Cette valeur predite sera ensuite renvoyee au 
robot pour qu'il puisse agir en consequence. 




X = [Zone receveuri, Y = [ 0, //Aucune passe 
Zone receveur2, 1, //Passe au receveuri 
Zone defenseuri, 2 //Passe au receveur2 
Z o n e defenseur2> ] 
Z^One defenseur3»J 
Ou la zone de chaque joueur est une fonction de sa position. En fait, afin de bien 
discretiser notre modele d'etat, le terrain qui mesure 8 m * 12 m, est divise en 
morceau de 25cm2, creant ainsi 1536 morceaux de terrains qui ont chacun un numero 
qui leur a ete assigne. 
Chacun des receveurs sont positionnes dans une moitie de terrain, leurs positions 
peuvent changer de fagon aleatoire dans une moitie de terrain, la position du ballon 
change aussi utilisant un fichier de script qui utilise le SUI pour communiquer avec 
soccerfield_server. 
Tout comme dans le cas d'interception du ballon, il faut faire un ajustement des 
parametres du modele d'apprentissage (C, epsilon, parametres du Kernel). 
II est a noter qu'un seul ordinateur (CPU double 2GHz avec 1GB RAM) a ete juge 
comme ne pas etant assez puissant pour faire cet apprentissage en temps reel, vu la 
quantite de calculs demandes en meme temps du serveur a partir des trois clients afin 
de supporter cette seance. 
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3.8.3. Scenario d'entrainement experimentaux 
Le scenario d'entrainement de passe sur les vrais robots a ete fait sans la presence des 
joueurs adverses et le comportement de « ProtecGoalLearned » a ete utilise pour 
intercepter le ballon a cause de son taux de succes plus eleve. Lors de cette seance 
d'entrainement, tout comme en simulation un robot est charge d'aller porter le ballon 
a une position vers le centre du terrain et ensuite de faire un tir vers le deuxieme robot 
qui va alors 1'intercepter. Deux robots de type differentiel ont ete utilises pour faire ce 
test. La partie de code pour ramener le ballon vers un point donnee avec la precision 
voulu a ete modifiee par rapport a celui utilise en simulation pour tenir compte des 
imprecisions du robot. 
Dans le cas ou le ballon reste immobile a une position donnee (dans un coin du 
terrain), le robot passeur produira a chaque 20 secondes un signal sonore pour laisser 
savoir que le test a ete bloque et qu'il y a besoin d'une intervention humaine, mais 
malheureusement aucun des robots actuels n'est equipe d'une carte de son (ce qui ne 
sera pas le cas pour le prochain robot) et done un message texte dans la console a ete 
ajoute pour aviser l'usager pour le moment. La seance d'entrainement a ete executee 
de fagon semi-automatique (une 1'intervention humaine pour sortir le ballon des 
situations laborieuse a ete necessaire dans presque 40% des cas). Un taux 
d'interception de 71% a ete observe sur une serie de 300 tirs utilisant le modele cree 
par l'apprentissage par SVM. Ce qui est 15% moins que les resultats obtenu en 
simulation. 
II faut aussi noter que du a l'imprecision associe au systeme de vision une partie des 
tirs etait manque, e'est-a-dire que le robot tirait trop tot (done aucun contact avec le 
ballon) ou n'arrivait pas a tirer (la position du ballon etait vue plus loin que sa 
position reel). Les tirs manques n'ont pas ete pris en compte dans les resultats 
mentionnes. 
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3.9. Apprentissage au niveau d'equipe 
Apres avoir appris un comportement collectif de base, on peut alors faire apprendre a 
l'equipe des robots joueurs de soccer les patrons de jeu et les differentes formations 
qui sont les plus adaptes en fonction d'une situation donnee. Etant donnee l'envergure 
de cet apprentissage ainsi que la non disponibilite de deux equipes completes, dans le 
cadre des travaux effectue, ce niveau d'apprentissage a seulement ete etudie en 
simulation. 
3.9.1. Patrons 
L'architecture de decision choisie par J. Beaudry consiste en fait a une Machine 
decisionnelle hierarchique. En resume cette machine permet de choisir un patron 
predefini qui prend des decisions hierarchisees. Ces decisions permettent de choisir 
des comportements qui a leur tour choisissent des actions en mettant a jour leurs 
parametres. 
La condition qui permettait de choisir le role d'un robot est tres simple; si le ballon 
est a une distance plus grande que 1.5 metre de nos robots ou s'il est dans notre zone 
on change de mode pour etre dans le mode defensif, sinon si le robot est dans la zone 
adverse et que le ballon est proche de nos robots on bascule en mode offensif. La 
figure suivante montre les zones offensives et defensives. 
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Figure 3.15: Zone offensif et defensif de jeu 
L'apprentissage s'effectue lors du changement de mode entre le mode offensif et 
defensif. C'est-a-dire que, a chaque fois que le mode de jeu change on choisit un 
patron offensif ou defensif different. Trois patrons offensifs et trois patrons defensifs 
ont ete choisis pour etre compares. La section qui suit expliquera brievement le 
principe de fonctionnement de chacun de ces patrons. 
• Patron « defensif avec les zones predefinies 1 »: (DefensifRC) ce patron 
con§u originalement par Julien Beaudry, consiste a designer une zone a 
defendre definie pour chaque robot. Chacun des robots est assigne un des roles 
presents pour ce patron soit «DefenseZonel», «DefenseZone2», 
« DefenseZone3 » ou « DefenseZone4 ». La figure suivante present de facon visuelle 
ce patron. 
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Figure 3.16: Premier patron defensif dans les zones predefinies 
• Patron « Defensif avec support » (DefensifAR): ce patron consiste a donner a 
trois robots des zones predefinies a defendre dans le terrain, mais le quatrieme 
robot a l'occasion d'aller dans la zone de ses coequipier. Alors, si aucun des 
trois robots ayant des zones preetablies ne possedent le ballon, le robot 
supporteur essaiera d'attraper le ballon sinon, il se placera derriere son 
coequipier qui possede le ballon pour pouvoir venir a son aide dans le cas ou 
celui-ci perd le ballon. 
• Patron « defensif avec les zones predefinies 2 » (DeffensifRC2): ce patron est 
semblable au premier patron, mais les robots ont des zones differents. La 
figure 3.17 permet de voir les zones utilisees pour ce patron. 
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Figure 3.17: Deuxieme patron defensif dans les zones predefinies 
• Patron «Offensif Leader-suiveur »(OffenseRC): ce patron originalement 
congu par Julien Beadry, consiste a un leader et trois suiveur. En fait, le robot 
qui est le plus proche du ballon devient le leader, en essayant d'amener le 
ballon vers le but d'ennemi, alors les trois autres robots forment une formation 
de triangle a une distance de 2m derriere celui-ci. La figure 3.18 permet de 
visualiser ce patron. 
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Figure 3.18: Patron Offensif Leader-suiveur 
• Patron « Offensif avec formation », (OffenseAR) dans ce cas 3 robots forment 
une ligne perpendiculaire dans la direction du ballon et le quatrieme robot 
reste en position defensive a 3 metre en arriere de la formation cree par les 
autres robots, une fois le ballon attrape par un des robots, ils essayeront 
d'entourer le ballon avec une formation en triangle et avancer vers le but. 
97 
Figure 3.19: Patron avec une formation triangle 
• Patron « Offensif avec une formation agressive », (OffenseAG) dans ce cas, 
on a encore un robot qui le leader mais il est appuye par un robot qui reste a 
une tres courte distance de lui, et les 2 robots restants les suivent a une 




Figure 3.20: Patron offensif agressif 
Architecture d'apprentissage 
Le scenario d'entrainement utilise pour cette partie de ce travail consiste a tenter 
chacun des strategies pendant soixante minutes. A la fin de chaque essai, les statiques 
suivantes sont recueillies et enregistre dans un fichier, 
In Opp Field 
In Own Field 
In Opp Field Percentage 
In Own Field Percentage 
teaml gotBall 
teamO gotBall 
teaml gotBall Percentage 
teamO gotBall Percentage 
goalteamO 
goalteaml 
Le temps passe dans la zone adverse 
Le temps passe dans la zone ami 
Pourcentage de temps passe dans la zone adverse 
Pourcentage de temps passe dans la zone ami 
Le temps de possession du ballon pour I'equipe 1 
Le temps de possession du ballon pour I'equipe 0 
Pourcentage de possession du ballon pour I'equipe 0 
Pourcentage de possession du ballon pour I'equipe 0 
Le nombre de but pour I'equipe 0 
Le nombre de but pour I'equipe 1 
Tableau 3.4 - Statiques recueillies par chaque robot pendant un match 
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Apres la periode d'essai les resultats sont traites utilisant la formule suivante : 
5 (But p o u r - But c o n t r e) + (%PoSSeSsionp o u r - %PoSSeSsion c o n t r e) + (%T e n zone adverse - % T e n zone amie) 
Tel que Ton remarque la difference de but a ete attribute une grande importance par 
rapport au temps de possession et le temps passe dans le terrain adverse vue que ceci 
est le but ultime lors d'un match. C'est le logiciel team_server qui se charge de 
recueillir toutes les statistiques grace a son acces global aux informations pertinentes 
de tous les robots. Ensuite, les statistiques sont enregistrees soit apres une duree 
limitee de temps, ou au moment meme que Ton change de patron. 
Deux fonctions d'ecriture de statistiques ont ete developpees, la premiere permet 
d'enregistrer des statistiques pendant un match contre un adversaire dont on ne 
connait pas les patrons et on utilise alors une contrainte de temps pour enregistrer les 
donnees. La deuxieme fonction qui a ete utilisee pour faire l'apprentissage entre les 
patrons interne et done a chaque fois que Ton change de patron, on utilise le vecteur 
de decision d'un des robots pour savoir qu'un changement de patron a ete fait pour 
les robots et il enregistre les statistiques correspondants a l'ancien patron. 
Pour cet essai, deux equipes constitutes une de robots omnidirectionnels et l'autre de 
robots differentiels jouent l'une contre l'autre en simulation. L'equipe 
omnidirectionnelle utilise l'apprentissage et l'equipe ayant des robots differentiels 
joue sans utiliser l'apprentissage. 
Les resultats obtenus pour un essai est combine avec les resultats obtenus pendants 
les essais precedents utilisant le meme patron afin de permettre de prendre une 
decision sur le patron le plus approprie lors de cet essai. 
Lors d'un match deux modes de selections sont utilises, un mode statique et un mode 
de selection dynamique. Le mode statique consiste a prendre le meilleur patron 
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trouve grace aux criteres mentionnees, done si le patron choisi performe mal et qu'il 
devient deuxieme dans le classement des patrons, on change de patron. Par contre 
dans le mode dynamique, on associe a chacun des patrons une probabilite de selection 
qui sont egales au depart, mais qui changent pendant les seances d'entramement en 




Une douzaine de seances de duree de deux heures par patron ont ete simulees pendant 
deux semaines. Tel que mentionne dans la section precedente, les statistiques ont ete 
enregistrees dans un fichier a la fin de chaque seance de deux heures pendant laquelle 
un patron donne a jouee contre un patron fixe soit le patron « OffenceRC ». La 














Tableau 3.5 - Le statistique des differents patrons joues contre un patron fixe 
On peut done conclure que les patrons defensifs ont des performances assez 
similaires, et que le patron « DefenseAR » est legerement superieur par rapport aux 
autres patrons defensifs. Par contre pour les patrons offensifs, on constate que le 
Patron « OffenseAG » est nettement superieur par rapport aux autres patrons offensifs. 
Egalement, le mode de selection statique a ete compare au mode selection 
dynamique. Deux equipes composees de cinq robots omnidirectionnels se sont 
affrontees en simulation pendant une periode de trois jours consecutifs. II est a noter 
que l'equipe utilisant le mode de selection statique a choisi le patron « OffenceAG » 
pendant toute la duree du match. 
L'equipe utilisant le mode de selection statique a gagne par un pointage de 120 contre 
104. Aussi, il est interessant de mentionner que la probabilite de choisir le patron 
« OffenceAG » dans le mode de selection dynamique a monte de 16.6% a 41% a la fin 
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de ces entrainements. Ce qui confirme bien que ce patron est de loin le patron le plus 
dominant. La figure 3.21 illustre une partie joue entre deux equipe dont une choisi le 
patron utilisant le mode dynamique et l'autre utilisant le mode statique. 
Figure 3.21: Le mode de selection dynamique contre le mode statique 
Afin de pouvoir analyser revolution de la probability de selection d'un patron dans le 
mode dynamique les trois meilleurs patron ont ete raffine pour jouer contre le mode 
statique, le graphique suivante montre revolution de la probability de selection entre 
les patron OffenceAR, OffenceRC et OffenceAG. 
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Evolution des probabi l i ty de selection 
0 200 400 BOO BOO 1000 1200 
Temps (min) 
Figure 3.22: L'evolution des probabilites de selection parmi les patrons offensifs 
On remarque une fois de plus que la probabilite de selection du patron OffenceAG 
monte rapidement avec le temps pour atteindre un seuil d'environ 80%. 
II est interessant de mentionner qu'en augmentant le nombre des patrons a 
selectionner, la convergence de la probabilite de selection d'un patron donnee vers 
une valeur quasi fixe devient plus lent. Par exemple, en comparant six patrons versus 
trois le temps de convergence pour avoir des probabilites de selection stables est 
quasiment dix fois plus eleve. 
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Chapitre 4 
Conclusion et travaux futurs 
4.1. Conclusion 
Les travaux realises dans le cadre de ce projet de maitrise ont ete effectues pendant 
deux annees. Garder plusieurs robots joueurs de soccer fonctionnels pendant une 
longue periode de temps est assez complexe, et faire apprendre ces robots joueurs de 
soccer n'est pas plus simple. Alors, il a fallu travailler avec acharnement pour non 
seulement garder les robots dans un etat fonctionnel mais aussi afin de developper ce 
systeme d'apprentissage generique, meme si le systeme a ete largement bien analyse 
et teste en simulation. 
Ce projet de maitrise a permis de developper un systeme d'apprentissage machine qui 
pourrai etre utilise dans d'autres domaines qui necessitent une equipe de vehicules 
autonomes. 
L'approche utilisee correspond a une architecture generique multi niveaux qui a 
permis d'aborder des problemes (comportements) plus simple d'abord et ensuite les 
regrouper pour faire apprendre un comportement de plus haut niveau. Ceci est du au 
fait que l'architecture generique a permis de batir un systeme entree-sortie. 
L'architecture utilisee a aussi permis d'etudier differents algorithmes d'apprentissage 
qui ont ete utilises pour chaque niveau. 
Ce projet de maitrise a permis d'etudier trois differentes methodes d'apprentissage; 
celle de la methode d'apprentissage par machine a vecteur de support (Support 
Vector Machines), celle de la methode d'apprentissage par reseau de neutrons (Multi 
Layer Perceptron), ainsi que celle d'un apprentissage base sur memoire. Les 
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methodes SVM et MLP ont ete compares entre elles et la methode de SVM a permis 
de produire des resultats superieurs par rapport a MLP dans la plupart des cas. Pour 
l'apprentissage des patrons de jeu la methode d'apprentissage base sur memoire a ete 
utilisee du a la complexite de l'apprentissage et l'impossibilite de faire ceci avec une 
methode basee sur des modeles mathematiques (tel que SVM ou MLP). 
Dans le cas des apprentissages par SVM et MLP, il faut aussi souligner le fait que 
pour des comportements plus complexes tel que l'apprentissage d'une passe en 
presence des joueurs adverses, necessitant la combinaison de plusieurs 
comportements appris, le temps des calculs des resultats combine avec le delai client-
serveur ne sont plus negligeables. Ceci fait probablement exposer la necessite d'avoir 
un systeme distribue dans lequel plus qu'un serveur sert a repondre aux requetes des 
robots. 
En resume, pour des comportements avec plusieurs entrees (trois et plus) tel que 
l'interception du ballon et la protection du but la methode SVM a mene a des resultats 
plus avantageux tandis que pour l'apprentissage des comportements plus simple tel 
que le tir du ballon c'est l'apprentissage MLP qui a donne des resultats plus 
satisfaisants. 
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4.2. Travaux a venir 
L'apprentissage machine est une etude qui peut prendre des annees a implementer sur 
un systeme donnee. II y a done plusieurs aspects de l'apprentissage qui n'ont pas ete 
aborde lors de ce travail de maitrise, voici une liste d'elements qui devraient faire 
l'objet de developpements futurs. 
4.2.1. Implementation de l'apprentissage pour I'ensemble 
des comportements de HDM 
Le travail realise dans ce projet de maitrise peut etre considere interessant dans le 
sens que pour tous les comportements actuels et futurs utilises pour les robots joueurs 
de soccer, les parametres les plus importants ou ceux qui sont incertains peuvent etre 
determines par apprentissage. L'annexe I illustre la hierarchie des 
comportements/patrons utilisee actuellement par les robots joueurs de soccer. Un 
apprentissage peut etre realise au niveau de tous les elements de cette machine 
decisionnelle hierarchise (HDM). 
4.2.2. Amelioration du materiel (CPU et camera) 
L'apprentissage fait au niveau des vrais robots a ete limite par deux facteurs : 
• l'imprecision des cameras utilisees par les robots : en fait le nombre de 
l'image par sec des cameras utilisees etait a peine assez pour capter 3 a 4 
images lors d'un tir de ballon. 
• la puissance des ordinateurs embarques sur les robots : l'apprentissage de 
certains comportements prend beaucoup d'espace disque pour sauver les 
essais et aussi un CPU assez puissant pour traiter le modele cree par les 
methodes SVM ou MLP. Une discretisation a ete fait afin de remedier a ce 
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prbleme, mais ceci a comme consequence de diminuer la precision de la 
reponse trouvee par le systeme d'apprentissage. 
Alors la prochaine etape consiste a faire une mise a jour des cameras et des 
ordinateurs embarques utilises par les robots afin de permettre plus de flexibilite et de 
precision. 
4.2.3. Implementation d'un mecanisme pour diviser le 
calcul de I'apprentissage en temps reel 
L'apprentissage par les methodes de SVM et MLP demandent la creation des modeles 
assez complexe qui peuvent prendre un certain temps avant de fournir le resultat. 
Pour un systeme en temps reel tel que celui des robots joueurs de soccer, il est tres 
important d'avoir une reponse dans le plus court delai possible. Alors, il serait fort 
interessant de developper un systeme de gestion pour distribuer les calculs demandes 
par les clients entre plusieurs serveurs. 
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ANNEXE I - Machine Decisionnelle Hierarchique (tire de J. 
Beaudry) 
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Table des Indexes 
Discretisation, 62 
A 
Adaptive Heuristic Critic, 12 
Apprentissage base cas, 22 
Apprentissage base memoire, 22 
Apprentissage base sur 1'explication, 22 
apprentissage base sur memoire, 38 
Apprentissage evolutionnaire, 16 
Apprentissage genetique, 23 
Apprentissage multi niveaux, 36 
Apprentissage multi strategie, 22 
Apprentissage non-supervise, 15 
pprentissage par algorithme, 38 
Apprentissage par algorithme genetique, 16 
Apprentissage par construction d'arbre, 6 
Apprentissage par experience, 22 
Apprentissage par machine a vecteur de support 
SMV, 38 
Apprentissage par renforcement, 3, 10 
Apprentissage supervise, 3, 15 
approximation de Taylor, 48 
architecture client/serveur, 57 
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