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Let~~,W,,WandXbeHilbertspaces(O<E~I)withV,CW,CWCX 
algebraically and topologically, each space being dense in the one that follows it. 
For each t E [0, T] let a,(t; U, v), b&t; u, v) and b(t; U, v) be continuous sesqui- 
linear forms on V,, W, and W, respectively, which satisfy certain ellipticity 
conditions. Consider the two equations a&t; u,‘, v) + b,(t; uE , w) = (f, , v) 
(w E V,) and (u’, o)r + b(t; U, v) = (f, er) (w E W). Estimates are obtained on 
the rate of convergence of U, to u, assuming a&t; U, V) + (u, V)X and b,(t; u, w) + 
b(t; U, n) in an appropriate sense. These results are then applied to singular 
perturbation of a class of parabolic boundary value problems. 
1. INTRODUCTION 
Let V, , IV, , W and X be Hilbert spaces (C being a real parameter, 
E E (0, l] for example) with 
v,c WCC wcx. (1.1) 
The inclusions are both algebraic and topological and each space is 
assumed dense in the one that follows it. The norm and scalar product 
in X are denoted by 1 . 1 and (*, s), respectively; norms and scalar 
products in the other spaces are indicated with subscripts, for example, 
I - Iv, and (*, -)vc . 
We identify X with its antidual. Then we may write 
x c W’ c we1 c V,‘, 
where the prime means antidual. If x belongs to one of the spaces in 
(1.1) and f to its antidual, we denote their scalar product in the 
antiduality by (f, x); this coincides with (f, x) when f E X. 
t will denote a real variable taken from an interval [0, T]. For 
convenience we assume T < co; only minor modifications are required 
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if T = +co. For each E and t let a,(t; u, v), b,(t; u, v) and b(t; u, V) 
be continuous sesquilinear forms on I’, , IV, and IV, respectively. 
The antilinear forms z, + a,(t; u, z)), z, -+ b,(t; u, 7~) and 2, -+ b(t; u, V) 
define bounded linear operators dc( t) E .A?( I’, , V,‘), .g.( t) E .Z( IV,, IV,‘) 
and 9(t) E Z(W, IV’), respectively, such that 
We consider the two problems 
4(t) %’ + J%(t) UC = L(t), O<t<T, u,(O) = x, , (1.2) 
u’ + qt)u = f(t), O<t<T, u(0) = x, (1.3) 
where ’ = d/dt in (1.2) and (1.3). The purpose of this paper is to 
estimate the rate of convergence of u, to u, assuming de(t) -+ I 
(identity on IV’), gE(t) -+ g(t), fc -+ f and X, -+ x in some appropriate 
fashion. 
Under the hypotheses we shall impose, (1.2) serves as a model for 
various physical problems (for example, problems involving non- 
Newtonian fluids, soil mechanics, heat conduction; see, e.g. [S, 1 l] 
for relevant literature). The most common occurrence in these 
applications is V, = IV, = IV, u,(t; u, V) = (u, V) + EU(U, v), a(u, V) = 
a(~, u), b,(t; u, V) = b(u, V) tiith u(u, V) and b(u, ZJ) both W-elliptic. 
Convergence and rate of convergence for this special case have been 
considered in [8] and, for the even more specialized situation 
W = H,,l(Q) and b(u, V) = b(v, u), in [ll] by methods entirely 
different from those employed here. Even as applied to these special 
cases, the present results are much sharper in most respects although, 
unlike those obtained here, the results of [g] apply to perturbations 
of equations of Schroedinger type. 
In order to derive the necessary estimates, we shall make use of 
some aspects of the theory of intermediate spaces. There are a number 
of papers which also employ interpolation theory to derive estimates 
somewhat related to those given here. In this connection we cite in 
particular the papers [2, 3, 4, 71. 
The next section is devoted to preliminary material while our 
principal results for the abstract problems (1.2) and (1.3) are given 
in Section 3. In Section 4 these results are applied to singular perturba- 
tion of a class of parabolic boundary value problems. 
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2. PRELIMINARIES 
The forms a,(t; U, z)), b,(t; U, V) and b(t; U, V) are assumed to 
satisfy1 the following. 
(2.1) For U, z, E V, we have 
a,(t; u, v) = u,(t; 7.1, u); 
the map t -+ a,(t; U, V) is differentiable, the derivative a,‘(t; U, V) is 
measurable on [0, T] and 
I a,(~ u, 41 + I a,‘(~ u, v>I d Me I u Iv, I v Iv, 4 M I u I I v I, 
a,(t; v, v) 2 % I v l”y, + 01 I v I23 
where iy, , a, ME and Mare positive constants. 
(2.2) For U, ZI E W, the map t --+ b,(t; U, V) is measurable on 
[O, T] and 
Iuc%v)l ~~EI~IW~I~IWE+~I~I~I~l~~ 
Re W; v, v) 3,4 I v IL6 + B I v I&, 
where BE, ,3, N, and N are positive constants. 
(2.3) For u, z, E W the map t --+ b(t; U, V) is measurable on 
[0, T] and 
I w; % VII 6 K I f4 Iw I v IW? 
Re b(t; v, v) 3 y I v I$ 
with positive y and K. 
The form a,(t; U, v) is compared with (u, V) and b,(t; u, V) compared 
to b(t; U, V) in the following way. 
(2.4) Set 
Then 
r,(c u, 4 = u,(c u, v) - (21, 4, %VE v,, 
s,(t; u, v) = b,(t; u, v) - b(t; El, v), u, v E w, . 
1 In order to simplify certain measurability considerations, we suppose V, , W, , W 
and X are separable, although this is not essential. 
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where 
PS -=0(l), F-O(l) as E-O+. 
% E 
It follows from (2.1) and (2.4) that we may assume 
M 
__f. = O(1) 
01, 
as E -+ 0,. 
A few ideas concerning particular intermediate spaces of J. Peetre 
will be needed in the next section (see [l, Chapter 31 for details). Let 
Y and 2 be Banach spaces, both of which are contained algebraically 
and topologically in some locally convex topological vector space, 
and let Y + 2 denote their algebraic sum. Y + 2 is a Banach space 
under the norm 
1x1 y+z = a$ (IY IY + I z lz), YE Y, ZEZ. 
For each x E Y + 2 and t > 0 set 
w; 4 = ,$<I y IY + t I z lz), y E Y, z EZ. 
If 0 < 8 < 1, the intermediate space [Y, 21, is defined as follows: 
[Y, 21, = {x: x E Y + 2, t-“-l’2K(t, x) EL2(0, co)}. 
It is a Banach space under the norm 
1 x IIY*z]e = [jorn (t--2K(t, x))” dt]1’2. 
The spaces [Y, z], have the interpolation property: let Y, 2 be a 
second pair of Banach spaces with properties analogous to those of 
Y, 2, and let R E 9( Y + 2, Y + 2) such that R, E -Ep( Y, Y) and 
R, E .Z?(Z, 2) where the subscripts indicate restrictions. Let 
M, = II RY ~IL(Y.P) 3 Ml = II ML(z,z) . 
Then the following is true. 
PROPOSITION 2.1. The restriction of R to [Y, ZJ, is a bounded 
linear mapping of [Y, Z], into [P, z], and the operator norm MB of 
this restriction satis$es 
$3+3/3-7 
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Suppose now that Y and Z are Hilbert spaces with Y C 2 algebraic- 
ally and topologically such that Y is dense in 2. Then [Y, ZJs coincides 
(with equivalent norm) with the intermediate space by quadratic 
interpolation between Y and 2 of index ~9 introduced by Lions ([9]; 
c.f. [lo, Chapter 11). Set 
W(0, T; Y) = {u: u, u’ EL~(O, T; Y)}. 
It is a Hilbert space under the norm 
I u IH%,T;Y) = [s,‘(l WK + I 4w dt]li2. 
H1(O, T; Z) is defined analogously. 
PROPOSITION 2.2. For 0 < 0 < 1, 
[~1(0, T; Y), fP(0, T; .Z)lo = H1(O, T; [Y, z],). 
The proof of this proposition can proceed exactly as does the 
proof of Theorem 1.14.2 of [lo]. 
3. RATE OF CONVERGENCE 
With hypothesis (2.3), it is well known [lo, Chapter 31 that (1.3) 
has a unique solution u eL2(0, T; IV) n Hl(0, T; IV’) provided 
f EL~(O, T; IV’) and x E H. Furthermore, (2.1) and (2.2) are (more 
than) sufficient to assure the existence of a unique solution 
u, E W(0, T; VJ of (1.2), assuming fE EL~(O, T; V,‘) and X, E V, . 
[Indeed, set Cy; = L2(0, T; V,), A, = -d/dt with D(A,) = {U : U, 
u’ E v< , u(0) = O} and, for u E rY;, (&u)(t) = -d,‘(t) 95’6(t) u(t). 
Then A, E Z(VE , “y;) and A, is the generator of a (C,)-semigroup of 
contractions on ^y; . By a well known result on perturbation of semi- 
groups (c.f. [6, Chapter 121) A, + A, on D(A,) is the generator of a 
(C,)-semigroup of bounded linear operators on “y; . Thus, 
(fl< + A, - kI)-1 exists for all sufficiently large positive values of K 
as an everywhere defined, bounded linear operator on “y, . This 
proves existence of a unique solution of (1.2) (and also its continuous 
dependence on fJ provided gn, is replaced by aA, + kdG and x, = 0. 
But these are not essential restrictions, as is easily seen.] 
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Concerning the data in (1.2) and (1.3) we shall, henceforth, assume 
f and fG E L2(0, T; W’), %E VE and x E w. (3.1) 
The following describes the behavior of U, - u as E -+ 0, . 
THEOREM 3.1. Assume (2.1)-(2.4), (3.1) and that U( *) - x E [Y<, z], = 
[fP(O, T; V,), L2(0, T; W) n Hl(0, T; X)]@ for some 0 E (0, 1). Then 
I u, - u IP(O,T;X) + I % - f.4 IL%,T;W) 
+ If6 -f lPkLr;w’) + I % - x I w + OJNiG I X6 IWJ 
where C does not depend on E, u or 8. 
Remark. L2(0, T; IV) n Hl(0, T; X) is the Hilbert space 
{U : u EL~(O, T; IV), U’ gL2(0, T; X)} with the norm defined by 
The regularity hypothesis on u is difficult to verify in practice 
because of the problem of finding a “concrete” characterization of 
[YE , 21, . In this respect the following corollary is more satisfactory. 
COROLLARY 3.1. Assume (2.1)-(2.4), (3.1) and that u E H’(0, T; 
[V, , WI,) for some 0 E (0, 1). Then 
I u, - 24 IL”(o,r;x) + I UE - u lL%.T;W) 
d C{[m4p,/dG, h4KP * [I 24 l~m-~w,,~~~~ + I x Iw,,~3~1 
+ I fe -f Ic(o,T;w’) + I x, - x Iw + wm I X6 Iw,> 
where C does not depend on E, u or 0. 
Remark. This corollary is especially useful when there is a 
Hilbert space I’, C V, for all E E (0, l] (algebraically, topologically 
with V,, dense in I’,). Then [I’,, , IV’& C [I’< , w], with continuous 
injection, and, therefore, one may replace [V, , w], everyplace that it 
appears in the corollary by [V, , w], . We also note that because of 
(2.4), pJv’/oi, (respectively, a,/@J converges to zero at least as fast 
as & (respectively, @J. 
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Proof of Corollary 3.1. Since H1(O, T; W) CL2(0, T; W) n W(0, T; X) 
with continuous injection we have, in view of Proposition 2.2, 
Hl(0, T; [V, , IV],) C [W(O, T; VJ, L2(0, T; W) n W(0, T; X)ls 
with continuous injection, from which the corollary follows. 
Proof of Theorem 3.1. We first reduce the problem of estimating 
u, - u to one in which fc = f and x, = x = 0. To do this set 
4 - u, - x, 7 v=u-xx. 
Then u”, is the unique solution in Hl(0, T; V,) of 
4(t) 4’ + -R(t) 6, =fc(t) - a’,(t) x, T 22,(O) = 0, 
and v is the unique solution in L2(0, T; W) n W(0, T; IV’) of the 
problem 
0’ + qt>v = f(t) - sqt)x, v(0) = 0. (3.2) 
Note that, by hypothesis, v E [Y, , 21, . 
Let V, be the unique solution in H’(0, T; V,) of 
4(t) v,’ + gc(t) v, = f(t) - ~(G, q(O) = 0. (3.3) 
We proceed to estimate u”, - v, E w, . For every 5 E V, and almost 
all t E [0, T] we have 
a,@; w,‘, 6) + k(c w, , 5) = (L(t) -f(t), 0 - [W; xc 9 0 - WC x9 m 
Let [ = wC(t), take real parts and integrate from 0 to t to obtain, in 
view of (2.1)-(2.3) 
(42) I eu,w2v, + (43 I w,W12 + A I WC I%“&) + B I we I&) 
< pw) I we I%-& + Pm I we k(t) + I A - f b(t) I WG I?m 
+ dT-l xc Iw, I WE I%*&) + Km X6 - x lw I we b”(t) 
G (W2) I we I&t) + WV) I we I!w + W2) I we l&t) 
+ (P/2) I we Iiw + UP) I L - f Izv(t) 
+ W2T/P) I xc - x I; + (T~,2/W,) I x, I& 
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where, for example, 
%qt) = L2(0, t; Iv,), W’(t) = P(O, t; W’) 
and the other spaces W(t), “y;(t) and T”(t) are defined analogously. 
We shall also write 
and so forth. 
In what follows, C will denote a generic constant independent of E 
and U. We have from the last inequality and (2.4) 
% I w,(t)lie + I w$)12 + A I we I&&) + I w I&) 
+ I X6 - 22 I”w + (%2IBE) I xc lkcI. 
An application of Gronwall’s lemma yields 
a, I w,(t)l2V, + I W$)12 d C{lf< -f I$, + I 3, - x 12w + (%2/A) Ix, 12wJ. 
We therefore deduce the estimate 
u, - u = w, + (xc - x) + (21, - ‘u), 
it remains to prove that 
I v,, - 21 ILYo,r;x) + I vc - v IL%,T:W) 
< C[max(ddol,, dmY I v IIY,,Zlg. 
To prove (3.4), it suffices to prove the following two special cases 
of (3.4). 
(3.5) If z1 E Y, = Hl(0, T; V,) then 
Iv, - v IP”(0,T;X) + I V6 - v IL2(0,T;W) 
< C max(p,/dol,, +‘i%j 1 -7,’ IH’(o,T: I’,) f 
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(3.6) If v E 2 = L2(0, T; W) n Hr(0, T; X) then 
I v, - ‘u IP(O,T:X) + I ve - v lP(o,r:w) G c I v Iz. 
In fact, assuming (3.5) and (3.6) to hold let fl be given in 
L2(0, T; W) n H*(O, T; X) (f or example) with v(O) = 0 and ZJ~ be the 
unique solution in Wl(O, T; VJ of 
4(t) 21,’ + g’,(t) v)f = v’ + g(t)% v,(O) = 0. 
A linear mapping R, is then defined by setting 
R$J = vs - v. 
Consider the Banach space L”(0, T; X) n L2(0, T; W) with norm 
defined by 
I u IL%.r;X) + I u ILYO,T;W) * 
(3.5) and (3.6) h s ow that R, is bounded both as a mapping on 
2 = L2(0, T; IV) n Hl(0, T; X) and as a mapping on Y, = Hl(0, T; VJ 
into Lm(O, T; X) n L2(0, T; W). It follows from Proposition 2.1 that 
the restriction of R, to [Y, , 21, is bounded as a mapping from this 
space into L”(0, T; X) n L2(0, T; W) with bound 
where C does not depend on 8. This last estimate is exactly the 
content of (3.4). 
We proceed to the proof of (3.5). From (3.2) and (3.3) we obtain 
the following equality, valid for almost all t in [0, T]: 
%(C VE’ - v’, v, - v) + b,(t; v, - v, ve - v) 
zzz -r,(t; v’, v’, - v) - s,(t; v, v, - v). 
We take the real part and integrate from 0 to t to obtain the estimate 
(42) I ~wvwl2V, + (4) I v,(t) - 4w + BE Ivc - v G.,(t) + B I vu, - 21 I& 
G WW> I 21, - v %-c(t) + W/2) Iv, - v /i-(t) 
+ h2/24 I v’ I%-&) + (42) I 0, - v 12v,w 
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Therefore, 
Gronwall’s lemma yields 
(3.5) follows from the last two inequalities. 
To prove (3.6) we start with the equality 
(q’ - v’, vu, - v) + qt; 0, - v, vu, - v) 
= -(v,’ - v’, v) - b(t; v, - v, v) - r,(t; vc’, v,) - s,(t; vu, v,). 
Proceeding as before we obtain 
4 I v<(t) - +)I2 + y I a, - 0 I%(t) 
< I ve(t) - fo)l I v(t)l + I vu, - v I%(t) I 0’ I2xt) + K I vu, - u 171~~ i vlmt) 
- k,(t; %(a 49 + (A/2) I v, I%c(t) + 06 I eu, l&(t) . 
Therefore, 
I v,(t) - 4t)12 + I UC - ‘u I%(t) 
< C{l v(t)12 + I v’ II&) + Iv, - v I%(t) + I fl I%(t) 
+ ,&(I %(t>IFe + I v, IS&,) + 06 I ‘UC I~&,> 
and so, after application of Gronwall’s lemma, 
I v$) - v(t)l” + I fJIc - 2, I&Y(t) 
< C{ sup [I +)I2 + PE I ~&)l2v,l + I v’ I>(t) + I a lh 
o<s<t 
PC I 21, l%,(t) t 0, I 21, 1%,d. 
We also have, for almost all t E [0, 7’1, 
a,(t; vi,‘, z.<) + b,(t; v, , v,) = (v’, v,) + qt; v, we) 
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so that 
< (MJ) I 9, I%(t) + (M/2) I vt l&t) + I v’ Im I vc Ix.(t) + K I v b(t) I 47nt)* 
It follows in the same way as before that 
% I @>l2v, + I +)I2 + is, I et, l&(t) + I vc I&t) d co v’ 1; + I v lC>. 
Using this last inequality in (3.7), together with (2.4) and the inequality 
1 v(t)] < d/T 1 V’ IX we obtain 
I v,(t) - WI2 + I fL - fJ l&iv(t) d ccl v’ I& + I v 1% 
which proves (3.6). 
4. APPLICATION 
The following illustrates the kind of problem to which the results 
of the previous section can be applied. The example we have chosen 
can be extended in several directions, but we do not here attempt 
maximum generality nor claim to be comprehensive in any sense. 
Let D be a bounded open set in RN with boundary r. We shall be 
dealing with the Hilbert spaces (see [lo, Chapter l] for details) 
em = {u:Diu~L2(SZ), I il d m) 
(m = positive integer) and 
fw4 = W”(Q, L”(Q)le , (1 - e>m = s > 0. 
The norm in HS(SZ) denoted by I . js,n; for s = m 
1111 n,R = (s, & I Di4w q2. 
Let I < I’ < m (I < m) be positive integers and Q = Sz x (0, T). 
We consider (formally) the differential equation 
[I + 46) A@, t; D)]%Pt + [f+, t; D) +8(4&x, t; D)]u =ji(x, t), 
(~9 t> ~8, (4.1), 
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with boundary conditions 
Rk(x; D) u, = 0, (-5 t) E r x (0, T), k = 0, I,..., m - 1, (4.2), 
and initial condition 
u,(x, 0) = u,o(x), XEQ. (4.3)F 
a(~) and /I(E) are positive and converge to zero with E and A, B and B 
are differential operators in x of respective orders m, I and I’, with 
coefficients defined in Q given by 
A(x, t; D) = c Di(aij(x, t) Dj), - aij = aji , 
[il.lil<rn 
B(x, t; D) = c Di(bii(x, t) Of), 
lil.ljl<Z 
&(x, t; D) = 2 Di(&(x, t) Dj). 
lil.l~l<Z’ 
We wish to compare the solution of (4.1),-(4.3), with the solution of 
E’u/L% + B(x, t; D)u = f(x, t), (x, t> E Q, (4*1)0 
R,(x; D)u = 0, (xv t) E r x (0, q, I2 = 0, l,..., 1 - 1, (4.2), 
u(x, 0) = 240(x), XESZ. (4.3)o 
Let a(t; U, v), b(t; U, r~) and &t; U, V) be the sesquilinear forms on 
H”(Q), IP(J2) and Hr’(sZ), respectively, corresponding to A, B and I?; 
for example 
a(t; u, v) = li,,z<, Ia aijDh?% dx, u, v E HYQ). 
We assume the following: 
(4.4) G’ is a bounded open set in RN of class C”. 
(4.5) {&&Z,, f orms a Dirichlet system of order m on r such 
that R, has the normal order k. The coefficients in R, are of class 
c”(r). 
(4.6) ail , &@t, bif and 6{* ELM. 
(4.7) On the closed subspace Hr(@ of Hm(J2): 
Hz(Q) = {u E Hm(Q): R,u = 0 on r, k = 0, l,..., m - 11, 
the form a(t; U, v) is elliptic, 
act; v, v) > E I v lL2, v E H:(Q), ?i > 0. 
314 LAGNESE 
(4.8) On the closed subspace H;(Q) of H”(Q) the form 
b(t; u, V) is elliptic, 
Re b(t; vu, v) 3 Y I v lf.a, v E H;(Q), y > 0. 
(4.9) On the closed subspace H:(Q) of H”(Q) the form 
6(1; u, V) is elliptic, 
Re &; ~1, 4 3 p I v l$,sL, v E H;(Q), p > 0. 
If we now set 
a& u, v) = (u, V)LW + a(c) 4; u7 v), 6 v E fG(Q), 
b,(t; u, v) = b(t; u, v) + B(c) &t; u, v), u, v E H&2), 
then one easily verifies that the forms a,, b, and b satisfy (2.1)-(2.4) with 
respect to the spaces 
v, 3 H;(Q), w, = H4;(i2), w = H#2). 
The quantities CX, MC and ps (respectively, ,Bd , N, and a,) are constant 
multiples of a(~) (respectively, /3(c)). It follows that (4. 1)E-(4.3)E (C > 0) 
and (4.1),-(4.3), h ave unique solutions (in the sense of (1.2), (1.3)) 
U, and U, respectively, such that 
u, E Hl(0, T; am), u 6L2(0, T; H&Q) n N’(0, T; W”) 
whenever the data satisfy (3.1), that is, 
f and fG gL2(0, T; W), u,O E ffRm(Q)7 u” E H&Q). (4.10) 
THEOREM 4.1. Assume (4.4)-(4.10) hold and that u E W(0, T; Hz+w(~)) 
for some w > 0. Then u E H’(0, T; [H,“(Q), H~(J2)]s) whenever 
1 - 19 < [l/(m - Z)] min($, W) (4.11) 
and for all such 0 
where C is independent of E, u and 8. 
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Remarks. Since 
[H;F(SZ), Hg?)]e c [H”(!2), W(Q)], = H(l-@)m+yQ), 
each term in the inequality has a meaning. Also, given w > 0, the 
condition u E Hl(0, T; H”+“(SZ)) will be satisfied if z+,, f and the 
coefficients in B are sufficiently smooth (depending on w) and f and 
u0 satisfy certain (necessary) compatibility relations (see [IO, Theorem 
4.6.2 and Proposition 4.2.31). 
For s > 0, set 
Hi = {u E H"(S2); R,u = 0 on r for k < s - 3). 
Under the norm 1 * js,n, Hi(Q) is a closed subspace of H”(O). To 
prove Theorem 4.1, we use the following result of Grisvard [5] 
(c.f. [lo, Chapter 4, Section 14.51). 
PROPOSITION 4.1. Assume (4.4) and (4.5) and that (1 - 0)m + 82 + 
integer + +. Then 
[H;(Q), Hg2)]s = Np)m+ez(Q) 
with equivalent norms. 
Proof of Theorem 4.1. Condition(4.1 l)impliesZ< (1 - 0)m + 0Z< 1+ 4 
and therefore (1 - O)m + 81 # integer + i. We also note that the 
regularity hypothesis on u, together with the fact that u(t) E Hi(O) 
(0 < t < T), implies u E Hl(0, T; H;(Q)) since R, E 9’(Hs(Q), 
HS-“-lj2(r)), s > k + =$. It follows from Proposition 4.1 that u &l(O, T; 
[H,“(Q), H;(Q)],) provided 
(1-0)m+ez-$<< and (1 - qrn + 81 < I + co, 
that is, provided 8 satisfies (4.11). The estimate of the theorem now 
follows from Corollary 3.1. 
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