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Abstract
This study proposes a two-part model that includes components for reading accuracy
and reading speed. The speed component is a log-normal factor model, for which speed data
are measured by reading time for each sentence being assessed. The accuracy component
is a binomial-count factor model, where the accuracy data are measured by the number of
correctly read words in each sentence. Both underlying latent components are assumed to
be Gaussian in nature. In this paper, the theoretical properties of the proposed model are
developed and an Monte Carlo EM algorithm for model fitting is outlined. The predictive
power of the model is illustrated in a real data application.
1 Introduction
As part of screening assessments of reading ability in schools, oral reading fluency (ORF) is
frequently assessed to identify students at-risk for poor learning outcomes in order to help
guide and inform instructional decision-making for such students (e.g., Fuchs, 2004). In
traditional ORF test administration, a student is given one minute to read as many words
as possible in a grade-level text of approximately 250 words. During the test administration,
a trained assessor follows along and indicates on a scoring protocol each word the student
reads incorrectly. After one minute, the total number of words correctly read is obtained.
If the student finishes reading the entire passage within one minute, the time took to read
the passage is also obtained. Then, they are transformed into a reporting score, namely, the
number of words correctly read per minute (wcpm).
Despite prevalent use and practical application of ORF measures, the current standard
assessment of ORF has considerable psychometric limitations which potentially make ORF
measures less reliable and valid. This paper is part of an effort to develop and establish
a new ORF assessment system. The new ORF assessment system incorporates centralized
scoring based on recorded reading both by human assessor and speech recognition engine. As
a consequence, the assessment system collects accuracy and time data at the word, sentence
and passage levels. Availabilities of word and sentence level data enables one to estimate
reading speed beyond the traditional wcpm scores. Thus, this study proposes and evaluates
a psychometric model to estimate reading speed by a latent variable model that incorporates
speed and accuracy jointly.
2The proposed model is a modification of a speed-accuracy model proposed by van der
Linden (2007). van der Linden’s model is a two-part model for speed and accuracy when
taking a test. The speed component is a log-normal factor model, for which speed data
are measured by time taken (such as second) to respond to each item being assessed. The
accuracy component is a 3-parameter logistic (3-PL) item response theory model, for which
accuracy data are measured by correct-incorrect item responses. In the present study, the
speed part of the model also follows a log-normal factor model as formulated by van der
Linden, and the speed data are measured by the time it took to read each sentence. On
the other hand, this study utilizes a a two-component normal ogive binomial-count factor
model, where the accuracy data are measured by the number of correctly read words in each
sentence.
The approach to model fitting here is explicitly frequentist in nature, while the model
proposed by van der Linden (2007) was fit in a hierarchical Bayes framework. Hierarchical
Bayes is a common approach with these type of latent variable models - see for example
Fox et al. (2007), Entink et al. (2009) and van der Linden et al. (2010). In this paper,
we propose an EM algorithm for fitting the model to avoid the computational complexity
associated with direct maximization of the likelihood function. The EM algorithm was first
proposed by Dempster, Laird & Rubin (1977) for performing maximum likelihood estimation
in the presence of missing data; see also the recent monograph by McLachlan & Krishnan
(2007) and the references therein. The modeling approach adopted in this paper makes
use of a variation of the EM algorithm known as the Monte Carlo EM (MCEM) algorithm,
details of which can be found in Wei & Tanner (1990).
The outline of the paper is as follows. In Section 2, the proposed model is outlined
and some of its theoretical properties are discussed. Section 3 discussed two approaches to
parameter estimation, a method of moments approach and maximum likelihood estimation
via the MCEM algorithm. Section 4 presents simulation results comparing the two proposed
methods. Finally, an analysis of a real dataset is presented in Section 5. This analysis
includes an investigation of the out-of-sample predictive ability of the proposed model. After
concluding remarks in Section 6, the derivation of some technical results and the sampling
algorithm used for implementation of the MCEM method are outlined in an appendix.
2 Oral Reading Fluency Model
So far, we have described the context of the model assuming that the unit of analysis was a
sentence. However, the unit can be a word, a sentence or a paragraph. Therefore, the generic
term item will be used hereafter to refer to the unit of analysis. LetN = (N1, . . . , NI) denote
the vector of total words per item where items are indexed i = 1, . . . , I. For the jth individual,
j = 1, . . . , n, let Yj = (Y1j, . . . , YIj) denote the response vector containing number of words
read correctly for each of the I items, and let Tj = (T1j , . . . , TIj) denote the response vector
of reading times for each of the I items. Furthermore, let ξj = (θj , τj) denote the pair of
latent variables with θj the reading accuracy factor and τj the reading speed factor. In the
model, it is assumed that, conditional on ability, words correct per item follows a Binomial
distribution,
Yij|θj ∼ f (yij;Ni, pi (θj)) (1)
where f denotes the binomial mass function with item size Ni and success probability
pi (θj) = Φ (ai (θj − bi)). Here ai ∈ R+ and bi ∈ R are interpreted as the discrimination
and difficulty of the ith item’s differentiation of reading accuracy, respectively, and Φ (·) de-
notes the standard normal cumulative distribution function. Conditional on latent speed, a
log-normal model is specified for response time, so that
logTij |τj ∼ αiφ (αi (tij − βi + τj)) (2)
3where tij denotes the natural logarithm of the time it takes individual j to read item i.
Here αi ∈ R+ and βi ∈ R are interpreted as the discrimination and intensity parameters
of the ith item’s differentiation of reading speed. Here, φ (·) denotes the standard normal
density function. Combining (1) and (2), the joint distribution of response vector (Yj, logTj)
conditional on ξj is given by
f (yj, tj|ξj) =
n∏
i=1
f (yij ;ni, pi (θj))αiφ (αi (tij − βi + τj))
where yj = (y1j, . . . , yIj) and tj = (t1j , . . . , tIj) denotes the observed counts and logarithmic
times for the jth individual. Note that for a given item, the words correct count and reading
time are conditionally independent given latent vector ξj. It is assumed that this latent vector
ξj follows a bivariate normal distribution with mean vector µξ = (µθ, µτ) and covariance
matrix
Σξ =
 σ2θ σθτ
σθτ σ
2
τ
 .
For model identifiability, it is necessary to impose constraints on these parameters and there-
fore it is assumed that µθ = µτ = 0 and that σ
2
θ = 1, while σθτ and σ
2
τ are free parameters. No
distributional assumptions are made for the item-specific parameters {(ai, bi, αi, βi)}i=1,...,I .
This could certainly be incorporated into the model and would result in a nonlinear random
effects model. However, the model developed here does not assume items are randomly
drawn from some population of items. Rather, the model is developed conditional on the
collection of I items used in assessing reading accuracy and speed.
The unconditional distribution of response vector (Yj, logTj) is given by
f (yj , tj) =
∫
R2
[
I∏
i=1
f (yij ;Ni, pi (θ))αiφ (αi (tij − βi + τ))
]
φ2 (ξ;µξ,Σξ) dξ (3)
where the integral is taken over the real plane ξ = (θ, τ) ∈ R2 and where φ2 (·;µ,Σ) denotes
the bivariate normal density with mean µ and covariance Σ.
It is not uncommon for datasets to contain missing values, as an individual may not read
all items in the alloted time. Recording errors can also result in missing values. It is assumed
that, for the jth individual and ith item, either both or neither the count yij and log-time tij
are observed. When missing, the pair of measurements is assumed to be missing completely
at random. Let Sj ⊆ {1, 2, . . . , I} denote the set of items for which count and time variables
were observed for the jth individual. The joint distribution which takes missing values into
account can be written as
f (yj , tj|Sj) =
∫
R2
∏
i∈Sj
f (yij;Ni, pi (θ))αiφ (αi (tij − βi + τ))
φ2 (ξ;µξ,Σξ) dξ. (4)
The integral form of this joint distribution makes direct maximization of the likelihood
function an untenable proposition. This, in part, speaks to the popularity of Bayesian
methods in estimating complex latent factor models that are nonlinear in nature. One of
the contributions the present paper makes to the literature is the development of an EM
algorithm for maximizing a likelihood function based on (3). The EM algorithm, as well as
a method of moments approach to parameter estimation, is discussed in the next section.
43 Parameter Estimation
3.1 Method of Moments
In this subsection, a method of moments (MOM) method is proposed for estimating the
parameter vectors {(ai, bi, αi, βi)}i=1,...,I as well as the parameters σ2τ and σθτ . The MOM
estimator, while interesting in their own right, also provide useful starting values for the
EM algorithm which is outlined in the next subsection. The moments of logTij follow from
properties of the normal distribution and derivation is omitted. The moments of the count
variables Yij and the covariance between Yij and logTij are derived in Appendix 7.1.
For the ith item, the word count Yij has mean
E (Yij) = NiΦ
(
− aibi√
1 + a2i
)
(5)
and variance
Var (Yij) = N
2
i
[
Φ2
(
− aibi√
1 + a2i
,− aibi√
1 + a2i
∣∣∣∣ρ = a2i1 + a2i
)
− Φ2
(
− aibi√
1 + a2i
)]
(6)
+Ni
[
Φ
(
− aibi√
1 + a2i
)
− Φ2
(
− aibi√
1 + a2i
,− aibi√
1 + a2i
∣∣∣∣ρ = a2i1 + a2i
)]
where Φ2(·, ·|ρ) denotes the bivariate normal cumulative distribution function with zero
means, unit variances and correlation coefficient ρ. The model can accommodate both over-
and under-dispersed count data, as the unconditional variance of Yij can be either larger or
smaller than the mean for appropriate choices of parameter values ai and bi.
Next, consider the logarithm of reading time per item, logTij . Using standard properties
of the normal distribution, it follows that
E (logTij) = βi, (7)
Var (logTij) = σ
2
τ +
1
α2i
(8)
and
Cov (logTij , logTi′j) = σ
2
τ (9)
where i 6= i′. Finally, the covariance between the word count and the logarithm of reading
time is
Cov (Yij , logTij) = −στθ ni√
2π
(
a2i
a2i + 1
)1/2
exp
(
−1
2
a2i b
2
i
a2i + 1
)
. (10)
Method of moments estimators are found by replacing the population moments in equa-
tions (5), (6), (7), (8), (9) and (10) by their sample equivalents and then solving for the
unknown parameters. This can sometimes be done in multiple ways, specifically when there
are more moment equations than unknown parameters. Therefore, the estimators presented
below are only one possible way of finding MOM estimators.
For the ith item, let y¯i and s
2
yi
denote the sample mean and variance of observed counts yij,
calculated over the set of individuals with non-missing responses for the ith item, {j : i ∈ Sj}.
5Similarly, let t¯i and s
2
ti
denote the sample mean and variance of the ith item’s log-times tij .
Now, let ρˆi be the correlation coefficient that solves estimating equation
Φ2
(
Φ−1
(
y¯i
Ni
)
,Φ−1
(
y¯i
Ni
)∣∣∣∣ ρi) = s2yi + y¯i (y¯i − 1)Ni (Ni − 1) . (11)
Subsequently, estimators of ai and bi are given by
aˆi =
(
ρˆi
1− ρˆi
)1/2
(12)
and
bˆi = −(1 + aˆ
2
i )
1/2
aˆi
Φ−1
(
y¯i
Ni
)
(13)
for i = 1, . . . , I. Now, let sti,ti′ denote the sample covariance between the log-times of items
i and i′, covariance calculated over the set {j : i, i′ ∈ Sj}, i.e., individuals for which both
items i and i′ are observed. An estimator of σ2τ is given by
σˆ2τ =
2
I (I − 1)
I∑
i=1
I∑
i′=i+1
sti,ti′ . (14)
Subsequently, define
αˆi =
1
max
[
0,
(
s2ti − σˆ2τ
)1/2] (15)
and
βˆi = t¯i (16)
for i = 1, . . . , I. The estimator in (15) contains a finite-sample correction to ensure that
αˆi ≥ 0 for all i. Note that this moment-estimator of αi can be infinite, but this doesn’t
pose a problem as Var(Yij) in (8) depends on the inverse of αi. Finally, let syi,ti denote the
covariance between word count and the log-time for the ith item and define
σˆθτ = −(2π)
1/2
I
I∑
i=1
syi,ti
ni
(
aˆ2i
aˆ2i + 1
)−1/2
exp
(
1
2
aˆ2i bˆ
2
i
aˆ2i + 1
)
. (17)
Equations (12) through (17) are the proposed MOM estimators of the model parameters.
These MOM estimators have an advantage over the maximum likelihood estimators in that
they are fast and easy to calculate. However, the MOM estimators are typically less effi-
cient than the maximum likelihood estimators when compared using root mean square error
(RMSE) as a criterion. This will be illustrated in the simulation study section of this paper.
3.2 Monte Carlo EM Algorithm
The EM algorithm, originally proposed by Dempster et al. (1977), is a method of performing
maximum likelihood estimation in the presence of missing and/or latent variables. The ORF
model being considered in this paper can be placed squarely in the original mold for which
the method was developed by treating the latent vectors ξj as missing. The EM algorithm
6takes the log-likelihood function of the full data – observed variables (Yij, Tij) and unobserved
variables ξj – and then iterates between calculating the expected value of the log-likelihood
function conditional on the observed random variables (E-step) and maximizing the function
obtained in said step in terms of the model parameters (M-step). This iterative process is
repeated until convergence of the model parameters is achieved. In this subsection, the two
steps of the EM algorithm are formalized in the context of the ORF model. Furthermore, a
Monte Carlo approach for the E-step is proposed, as closed form expressions are not available
for the conditional expectations that need to be calculated.
The complete data likelihood function is
L =
n∏
j=1
fY,T,ξ|Sj (yj, tj, θj , τj|Sj)
=
n∏
j=1
∏
i∈Sj
f (yij;Ni, pi (θ))αiφ (αi (tij − βi + τj))
φ2 (ξj;µξ,Σξ)
which can also be written as
L =
n∏
j=1
∏
i∈Sj
(
Ni
yij
)
Φ [ai (θj − bi)]yij {1− Φ [ai (θj − bi)]}Ni−yij
×
n∏
j=1
∏
i∈Sj
αi√
2π
exp
[
−1
2
α2i (tij − βi + τj)2
]
×
n∏
j=1
1
2π (σ2τ − σ2θτ )1/2
exp
{
− 1
2 (σ2τ − σ2θτ )
(
σ2τθ
2
j − 2σθτθjτj + τ 2j
)}
.
Let Ξ denote the collection of all model parameters and let Ξˆ0 denote some initial values
for these parameters (possibly the MOM estimators from the previous subsection). Let Ξˆk
denote the parameter estimates obtained after the kth iteration of the EM algorithm. Define
the conditional expectation function
Q
(
Ξ, Ξˆk−1
)
= E
Ξˆk−1
[
logL
∣∣∣ (yj , tj,Sj) , j = 1, . . . , n, ]
where the conditional expectation is evaluated treating Ξˆk−1 as the true parameter values.
Here, up to a constant of proportionality that does not depend on the parameter values,
logL =
n∑
j=1
∑
i∈Sj
yijlogΦ [ai (θj − bi)] +
n∑
j=1
∑
i∈Sj
(Ni − yij) log {1− Φ [ai (θj − bi)]}
+
n∑
j=1
∑
i∈Sj
logαi − 1
2
n∑
j=1
∑
i∈Sj
α2i (tij − βi + τj)2 −
n
2
log
(
σ2τ − σ2θτ
)
− 1
2 (σ2τ − σ2θτ )
n∑
j=1
(
σ2τθ
2
j − 2σθτθjτj + τ 2j
)
7and thus,
Q
(
Ξ, Ξˆk−1
)
=
n∑
j=1
∑
i∈Sj
yijEΞˆk−1
[
logΦ [ai (θj − bi)]
∣∣∣yj , tj,Sj]
+
n∑
j=1
∑
i∈Sj
(Ni − yij)EΞˆk−1
[
log {1− Φ [ai (θj − bi)]}
∣∣∣yj , tj,Sj]
+
n∑
j=1
∑
i∈Sj
logαi − 1
2
n∑
j=1
∑
i∈Sj
α2iEΞˆk−1
[
(tij − βi + τj)2
∣∣∣yj , tj,Sj]− n
2
log
(
σ2τ − σ2θτ
)
.− 1
2 (σ2τ − σ2θτ )
n∑
j=1
E
Ξˆk−1
[
σ2τθ
2
j − 2σθτθjτj + τ 2j
∣∣∣yj , tj,Sj] . (18)
At each step of the EM algorithm, the conditional expectation terms in (18) are evaluated
treating Ξˆk−1 as the true parameter values and thereafter new maximizer Ξˆk is found. This
iterative process is repeated until convergence of the algorithm is achieved.
For the ORF model under consideration, there are no closed form solutions for the condi-
tional expectations in (18). However, it is possible to sample from the conditional distribution[
ξj
∣∣∣yj , tj,Sj, Ξˆk−1]. This sampling algorithm is outlined in the appendix. This allows one
to use the MCEM algorithm as described in Wei & Tanner (1990). Let ξ
(m)
j = (θ
(m)
j , τ
(m)
j ),
m = 1, . . . ,Mk denote Mk independent draws from
[
ξj
∣∣∣yj , tj,Sj , Ξˆk−1], the distribution of
the latent vector ξj conditional on the observed (non-missing) values (yj , tj) and assuming
true parameter values Ξˆk−1. Define the Monte Carlo approximation to (18),
Qˆk−1 (Ξ) =
1
Mk
Mk∑
m=1
n∑
j=1
∑
i∈Sj
yijlogΦ
[
ai
(
θ
(m)
j − bi
)]
+
1
Mk
Mk∑
m=1
n∑
j=1
∑
i∈Sj
(Ni − yij) log
{
1− Φ
[
ai
(
θ
(m)
j − bi
)]}
+
n∑
j=1
∑
i∈Sj
logαi − 1
2Mk
Mk∑
m=1
n∑
j=1
∑
i∈Sj
α2i
(
tij − βi + τ (m)j
)2
− n
2
log
(
σ2τ − σ2θτ
)
− 1
2 (σ2τ − σ2θτ )
1
Mk
Mk∑
m=1
n∑
j=1
[
σ2τ
(
θ
(m)
j
)2
− 2σθτθ(m)j τ (m)j +
(
τ
(m)
j
)2]
. (19)
At each iteration of the MCEM algorithm, this function is maximized and thereafter
the updated parameter estimates are used to generate a new sample to update the function
Qˆ. Due to the stochastic nature of the MCEM algorithm, Wei & Tanner (1990) propose
selecting a small value Mk for the first several iterations. After these iterations, the updated
solution is typically in the part of the parameter space ”close to” the maximum likelihood
solution. Thereafter, a large value of Mk ensures that the maximum of Qˆ is close to the
maximum of Q.
84 Simulation Study
Several simulation studies were performed to compare the method of moments and Monte
Carlo EM-based maximum likelihood estimators. The simulation study is motivated by
the knowledge that the MOM estimators can be computed very quickly, while the MCEM
estimators are time-consuming to compute. A representative example of one such simulation
is presented here. This paper does not attempt to make a strict recommendation of one type
of estimator over the other, but does illustrate the difference between the two methods in
terms of RMSE.
For the ith individual, a pair of latent traits (θi, τi) was simulated from a bivariate normal
distribution with fixed parameters µθ = µτ = 0 and σ
2
θ = 1. For the simulation presented
here, σ2τ = 0.24155
2 and σθ,τ = −0.18116. Note that the variance parameter σ2τ is a scale-
dependent parameter. That is, the scale of measurement for time, in this simulation taken
to be minutes, affects the size of the parameter. The parameter σθ,τ was chosen to give
a correlation of ρ = −0.75 between the two latent traits. These latent trait vectors were
then used to simulate data under two different item configurations. Data
(
Y
(1)
i ,T
(1)
i
)
was
generated under a scenario with I = 2 items each consisting of Ni = 50 words, while data(
Y
(2)
i ,T
(2)
i
)
was generated under a scenario with I = 4 items each consisting of Ni =
25 words. These parameter specifications all correspond approximately to an average oral
reading speed of 122.5 WPM and success rate of 98 WCPM. Data were generated with
sample sizes n ∈ {40, 100, 250}.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Table 1 about here
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
In Table 1, the means and variances of the words correct counts Y
(ℓ)
ij and reading times
(not log-scale) T
(ℓ)
ij are summarized for the two simulation scenarios ℓ = 1, 2. Model param-
eters can easily be recovered from these using the moment equations (5) through (8) and are
therefore not presented separately. Note that the parameters were chosen so that the total
number of words read correctly,
∑
i Y
(ℓ)
ij , and total reading time,
∑
i T
(ℓ)
ij , have, conditional
on the latent traits, the same means and variances for both scenarios ℓ = 1, 2.
A total of 500 samples were simulated in this way. For each sample, the MOM and
MCEM estimators were calculated. The MCEM algorithm consisted of K = 13 iterations
where the first 10 iterations used M = 20 and the last three iterations used M = 200 Monte
Carlo imputations. As the parameters (ai, bi, αi, βi), i = 1, . . . , I were the same across all
I items in the simulation specifications, the average standard error (ASE) and average root
mean square error (ARMSE), found by calculating the average of the item-specific standard
errors and root mean square errors, are reported in Tables 2 and 3. The quantities are also
scaled by n1/2, the asymptotic convergence rate of the parameters.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Tables 2 & 3 about here
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
9Inspection of Tables 2 and 3 reveal several interesting points. Firstly, note that ARMSE
is only slightly larger than ASE. On average, for the MOM estimates, ARMSE represents
approximately a 1% increase over ASE, while for the ML estimates, ARMSE represents
about a 0.7% increase over ASE. This is strongly indicative that both the MOM and ML
parameter estimates are nearly unbiased. Furthermore, with the exception of the precision
parameters αi, ASE and ARMSE are relatively stable with respect to sample size. However,
when the sample size is small, there is great uncertainty in estimating αi, as is evident from
the large ASE and ARMSE values at n = 40. Here, the ML estimators of the precision
parameters have substantially lower variability than the MOM estimators. For αi, there is
between a 10% and 50% reduction in ARMSE when comparing MOM and MLE estimators.
The effect is not as pronounced when considering the other parameters, with the ARMSE of
both ai and bi decreasing, but that of βi slightly increasing when comparing the MOM and
ML estimators.
Inspecting the performance of the two methods of estimation is interesting, but a more
relevant question is the ability of the model to recover the latent traits of individuals. This
was also investigated in the simulation study. For each simulated dataset, both the MOM
and ML parameter estimates were used to estimate individual traits θˆj = E [θj |Yj,Tj] and
τˆj = E [τj |Yj,Tj] by taking M = 20 Monte Carlo draws from the conditional distribution
and averaging these. In each instance, the correlation coefficients between the imputed latent
variables and the known true values in the simulated data was computed. The average
correlations across the 500 simulated datasets are reported in Tables 4 and 5.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Tables 4 & 5 about here
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
The results in Tables 4 and 5 are very encouraging. Even at a small sample size of n = 40,
the latent traits are recovered well as indicated by large average correlations. The model
using I = 4 items with N = 25 words per item does a much better job of recovering latent
traits than the model with only I = 2 items with N = 50 words each. This is interesting,
since the means and variances of the two settings are the same conditional on the latent
traits. Also note that for the parameter specifications used, reading accuracy ability θ is
recovered with greater precision than reading speed ability τ . Overall, increasing the sample
size results in a larger average correlation, and maximum likelihood performs better at the
same sample size than method of moments does.
5 Data Analysis
The data analyzed in this section were part of the data collected from two public school
districts in the Pacific Northwest region in the United States. The data consists n = 53
fourth graders, and measurements (Yj, logTj) were obtained for I = 18 items at the sentence
level. Sentences vary in length, being as short as just four words and as long as nineteen
words. The average proportion of words read correctly for these items is in the range 0.828 to
0.957. For each item, there are a few missing values. This indicates that a specific student did
not read a paragraph which contained said items. The item-specific missingness rate ranges
from 0.094 to 0.151. For a given item, a few missing values are not a problem, but there are
only 35 complete data cases (approximately 66% of the sample). With an assumption that
values are missing completely at random, the MCEM algorithm adjusting for missing values
will be used.
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Table 6 provides a summary of the data, listing the number of words in each item, the
observed sample means and standard deviations calculated by ignoring missing values, as well
as the means and standard deviations implied by the model after implementing the MCEM
algorithm. The model-implied moments are a one-to-one transformation of the estimated
model parameters along with variance estimate σˆ2τ = 0.0469. The estimated correlation
between the two latent variables is ρˆ = −0.037. The tabulated model-implied moments
conform closely to the sample moments shown and and are suggestive that the model has a
large amount of agreement with the data. There is presently no formal goodness-of-fit test
for this setting and is a future avenue of research.
Also presented in this section is an assessment of the predictive power of this model. To
mimic the idea of out-of-sample predictive ability, the analysis was done as follows. Let Ξˆ
denote the maximum likelihood estimators of the model parameters. Let y(−i)j and t(−i)j
denote the count and log-time vectors for the jth individual with the ith item removed.
Also let S(−i)j = Sj\ {i}. Let
(
θ
(m)
(−i)j , τ
(m)
(−i)j
)
, m = 1, . . . ,M denote M pairs sampled from[
θj , τj |y(−i)j , t(−i)j,S(−i)j , Ξˆ
]
. The estimated latent scores
θˆ(−i)j =
1
M
M∑
m=1
θ
(m)
(−i)j
and
τˆ(−i)j =
1
M
M∑
m=1
θ
(m)
(−i)j
are therefore estimates of the latent traits obtained without using information from the ith
item. Noting that E [Yij] = niΦ
(
−aibi/
√
1 + a2i
)
and E [Yij|θj ] = niΦ [ai (θj − bi)], rea-
sonable predictors of Yij are Yˆ
(0)
ij = niΦ
(
−aˆibˆi/
√
1 + aˆ2i
)
and Y
(1)
ij = niΦ
[
aˆi
(
θˆ(−i)j − bˆi
)]
where Yˆ
(0)
ij is the best predictor without any information on the latent factor, and Yˆ
(1)
ij
is the predictor using the latent factor estimated without using information from the
ith item. Similarly, noting that E [Tij ] = exp [βi + σ
2
τ/2 + 1/ (2α
2
i )] and E [Tij |τj ] =
exp [βi − τj + 1/ (2α2i )], predictors Tˆ (0)ij = exp
[
βˆi + σˆ
2
τ/2 + 1/ (2αˆ
2
i )
]
and
Tˆ
(1)
ij = exp
[
βˆi − τˆ(−i)j + 1/ (2αˆ2i )
]
are defined.
Define the root square prediction error, RSPE
(k)
Yi
=
[
|Si|−1
∑
j∈Si
(
Yij − Yˆ (k)ij
)2]1/2
and
RSPE
(k)
Ti
=
[
|Si|−1
∑
j∈Si
(
Tij − Tˆ (k)ij
)2]1/2
for k = 0, 1. These values are reported in Table
7.
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In general, the RSPE values in Table 7 indicate that the latent factors have strong predic-
tive power. When considering the relative decrease in RSPE,
(
RSPE(0) − RSPE(1)) /RSPE(0),
these values range between 0.097 and 0.454 for the count data, with an average reduction in
RSPE of about 24%. For the time data, the values range between 0.122 and 0.507, with an
average reduction in RSPE of about 30%.
6 Conclusion
A latent joint model to measure oral reading speed and accuracy was proposed in this
paper and a Monte Carlo EM algorithm to estimate the model parameters was derived.
Overall, it was demonstrated that model parameters were estimated well. Simulation studies
demonstrated reasonable recovery of model parameters. Also, data analysis demonstrated
the latent factors had excellent predictive power. However, the quality of estimated speed
factor scores as reporting oral reading speed is still unknown. Therefore, future research to
investigate the characteristics of estimated speed factor scores is warranted.
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7 Appendix
7.1 Derivation of Some Model Moments
The derivation of the moments for the ORF model outlined in this paper relies on two
important results concerning the normal distribution. The first of these two results is given
here before the derivation the moments of Yij, while the second result is presented before
the derivation of the covariance between Yij and logTij is shown.
Result 1: Let Z be standard normal random variable and let a > 0 and b be real num-
bers. It is then true that E [Φ (a (Z − b))] = Φ [−ab/(1 + a2)1/2] and E [Φ2 (a (Z − b))] =
Φ2
[−ab/(1 + a2)1/2,−ab/(1 + a2)1/2|ρ = a2/(1 + a2)] where Φ(·) denotes the standard nor-
mal cdf and Φ2(·, ·|ρ) denotes the bivariate normal cdf with zero means, unit variances and
correlation ρ.
Proof : Let Z1, Z2 and Z3 be iid standard normal random variables. Then,
E [Φ (a (Z2 − b))] = P (Z1 < a (Z2 − b))
= P
(
(1 + a2)1/2Z1 < −ab
)
= Φ
[−ab/(1 + a2)1/2]
where the second line follows from noting that a linear combination of independent normal
variables is again normal. Also,
E
[
Φ2 (a (Z1 − b))
]
=
∫
R
(∫ a(z−b)
−∞
φ (t) dt ·
∫ a(z−b)
−∞
φ (s) ds
)
φ (z) dz
=
∫
R
(∫
R
∫
R
I (t ≤ a (z − b)) I (s ≤ a (z − b))φ (t)φ (s) dtds
)
φ (z) dz
=
∫
R
P (Z2 ≤ a (z − b) , Z3 ≤ a (z − b))φ (z) dz
= P (Z2 − aZ1 ≤ −ab, Z3 − aZ1 ≤ −ab)
= Φ2
[−ab/(1 + a2)1/2,−ab/(1 + a2)1/2|ρ = a2/(1 + a2)]
where the last equality follows upon noting that the pair (Z2 − aZ1, Z3 − aZ1) is bivariate
normal with correlation ρ = a2/(1 + a2).
For random variable Yij, we have by application of the tower property of expectation,
E [Yij] = E [E(Yij|θj)] = NiE [Φ(ai(θj − bi)]
and similarly,
E
[
Y 2ij
]
= E
[
E(Y 2ij |θj)
]
= Ni(Ni − 1)E
[
Φ2(ai(θj − bi)
]
+NiE [Φ(ai(θj − bi)]
from which
Var (Yij) = N
2
i
[
Φ2
(
− aibi
(1 + a2i )
1/2
,− aibi
(1 + a2i )
1/2
∣∣∣∣ρ = a2i1 + a2i
)
− Φ2
(
− aibi
(1 + a2i )
1/2
)]
+Ni
[
Φ
(
− aibi
(1 + a2i )
1/2
)
− Φ2
(
− aibi
(1 + a2i )
1/2
,− aibi
(1 + a2i )
1/2
∣∣∣∣ρ = a2i1 + a2i
)]
.
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The result required for calculation of the covariance between Yij and logTij is now pre-
sented.
Result 2: Let Z be standard normal random variable and let a > 0 and b be real numbers.
It is then true that
E [ZΦ (a (Z − b))] = E [φ(b+ a−1Z)] = (2π)−1/2( a2
1 + a2
)1/2
exp
(
−1
2
a2b2
1 + a2
)
where φ(·) denotes the standard normal pdf.
Proof : The first equality relies on the result E [ZI(Z ≥ x)] = φ(x) as well as application
of the tower property. The second equality follows from some tedious but straightforward
algebra.
In evaluating the covariance, consider
E [YijlogTij] = E [E [Yij|θj] E [logTij|τj ]]
= NiE [Φ(ai(θj − bi))(βi − τj)]
= NiβiE [Φ(ai(θj − bi))]−NiE [τjΦ(ai(θj − bi))]
= NiβiE [Φ(ai(θj − bi))]−NiE
[
(στθθj + (σ
2
τ − σ2τθ)1/2Zj)Φ(ai(θj − bi))
]
= NiβiE [Φ(ai(θj − bi))]−NiστθE [θjΦ(ai(θj − bi))]
where the second-to-last equality makes use of the fact that θj has the same distribution as
στθθj + (σ
2
τ − σ2τθ)1/2Zj where Zj is a standard normal random variable and is independent
of θj . It then follows from application of Result 2 that the covariance is given by
Cov (Yij, logTij) = E [YijlogTij ]− E [Yij]E [logTij ]
= −NiστθE [θjΦ (ai (θj − bi))]
= −στθ Ni√
2π
(
a2i
a2i + 1
)1/2
exp
(
−1
2
a2i b
2
i
a2i + 1
)
.
7.2 Sampling Algorithm for MCEM Implementation
For the jth individual, the joint distribution for the vectors of non-missing counts and log-
times, Yj and Tj conditional on the latent variables θj and τj is
f
Yj ,logTj |θj ,τj (yj, tj|θj , τj) =
∏
i∈Sj
(
ni
yij
)
Φ [ai (θj − bi)]yij {1− Φ [ai (θj − bi)]}n−yij
×
∏
i∈Sj
αi√
2π
exp
[
−1
2
α2i (tij − βi + τj)2
]
while the latent traits have distribution
fθj ,τj (θj , τj) =
1
2π (σ2τ − σ2θτ )1/2
exp
{
− 1
2 (σ2τ − σ2θτ )
(
σ2τθ
2
j − 2σθτθjτj + τ 2j
)}
.
The unconditional distribution of [Yj , logTj ] involves a double integral and is therefore im-
practical for direct use, it is possible to integrate out the latent component τj ,
f
Yj ,logTj ,θj (yj, tj, θj) =
∫
R
f
Yj ,logTj |θj ,τj (yj, tj|θj , τj) fθj ,τj (θj , τj) dτj
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and as [θj |Yj,Tj ,Sj] is proportional to [Yj,Tj, θj ,Sj ], one can show that
f
θj |Yj ,logTj (yj , tj, θj) ∝
∏
i∈Sj
αi
(
ni
yij
)
Φ [ai (θj − bi)]yij {1− Φ [ai (θj − bi)]}ni−yij
 (20)
× exp
−12
(
1 + σ2τAj
1 + Aj
(
σ2τ − σ2θ,τ
))
θj + ( σθ,τ
1 + Ajσ2τ
)∑
i∈Sj
α2j (tij − βj)
2
where Aj =
∑
i∈Sj
αi. One can therefore use rejection sampling scheme to draw samples
from [θj |Yj,Tj,Sj ]. Let f ∗ (θj) denote the right-hand side of (20) and define
g∗(θj) = exp
−12
(
1 + σ2τAj
1 + Aj
(
σ2τ − σ2θ,τ
))
θj + ( σθ,τ
1 + Ajσ2τ
)∑
i∈Sj
α2j (tij − βj)
2 .
Note that g∗(θj) is the kernel of a Gaussian distribution with mean
µg = −
(
σθ,τ
1 + Ajσ2τ
)∑
i∈Sj
α2j (tij − βj)
 (21)
and variance
σ2g =
(
1 + σ2τAj
1 + Aj
(
σ2τ − σ2θ,τ
))−1 . (22)
Noting that f ∗ (θ) ≤ g∗ (θ) for all θ and defining
γ−1 = sup
θ
f ∗(θ)
g∗(θ)
where
f ∗(θ)
g∗(θ)
=
∏
i∈Sj
αi
(
ni
yij
)
Φ [ai (θj − bi)]yij {1− Φ [ai (θj − bi)]}ni−yij .
Therefore, one can implement rejection sampling in the following way: Generate a normal
random number R with mean µg as in (21) and variance σ
2
g as in (22). Also generate U
uniform(0,1). If
U ≤ γ f
∗(R)
g∗(R)
set θ˜j = R, otherwise repeat. Here, θ˜j represents a random draw from the distribution of
[θ|Y , logT ].
Next, it is easy to verify that the distribution of [τ |θ,Y , logT ] is normal with mean
µτ |θ,Y ,T = − (σ
2
τ − σ2θτ )1/2
1 + A(σ2τ − σ2θτ )
∑
i∈S
α2i (tij − βi + σθτθ) (23)
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and variance
σ2τ |θ,Y ,T =
(
1 + A
(
σ2τ − σ2θτ
))−1
. (24)
Therefore, after using rejection sampling to sample θ˜, the corresponding value τ˜ can be
sampled by plugging θ˜ into equations (23) and (24) and generating a normal random variable
with that mean and variance.
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Tables and Figures
50 word items 25 word items
(µcount, σ
2
count) (40, 6.2749
2) (20, 4.43712)
(µtime, σ
2
time) (0.4086, 0.1205
2) (0.2043, 0.06022)
Table 1: Means and variances of words correct count and reading time for items under two
different simulation scenarios.
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MOM ML
Sample size Parameters n1/2ASE n1/2ARMSE n1/2ASE n1/2ARMSE
a 0.670 0.704 0.625 0.628
b 2.123 2.164 1.983 2.011
n = 40 α 31.813 32.514 21.446 21.648
β 0.285 0.285 0.287 0.297
σ2τ 0.096 0.096 0.095 0.095
σθτ 0.243 0.245 0.228 0.231
a 0.696 0.704 0.619 0.625
b 1.909 1.938 1.825 1.849
n = 100 α 13.418 13.686 6.009 6.118
β 0.287 0.287 0.287 0.288
σ2τ 0.092 0.092 0.091 0.092
σθτ 0.227 0.227 0.208 0.219
a 0.701 0.703 0.601 0.607
b 1.819 1.823 1.727 1.734
n = 250 α 9.871 9.969 5.842 5.898
β 0.275 0.276 0.278 0.279
σ2τ 0.092 0.093 0.092 0.093
σθτ 0.232 0.233 0.218 0.235
Table 2: Average standard error (ASE) and average root mean square error (ARMSE) of
MOM and EM estimators, Ni = 25 and I = 4.
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MOM ML
Sample size Parameters n1/2ASE n1/2ARMSE n1/2ASE n1/2ARMSE
a 0.432 0.434 0.406 0.414
b 2.709 2.822 2.611 2.716
n = 40 α 18.606 19.196 15.205 15.937
β 0.288 0.288 0.292 0.292
σ2τ 0.103 0.104 0.099 0.100
σθτ 0.256 0.256 0.231 0.261
a 0.411 0.414 0.376 0.383
b 2.356 2.389 2.266 2.326
n = 100 α 11.196 11.419 9.289 9.695
β 0.295 0.295 0.299 0.299
σ2τ 0.100 0.100 0.096 0.097
σθτ 0.251 0.252 0.225 0.258
a 0.428 0.430 0.390 0.405
b 2.286 2.301 2.212 2.297
n = 250 α 9.668 9.732 8.162 8.454
β 0.294 0.294 0.295 0.295
σ2τ 0.103 0.103 0.101 0.101
σθτ 0.262 0.263 0.242 0.311
Table 3: Average standard error (ASE) and average root mean square error (ARMSE) of
MOM and EM estimators, Ni = 50 and I = 2.
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MOM ML
n 40 100 250 40 100 250
Ĉor
(
θ, θˆ
)
0.9653 0.9657 0.9667 0.9662 0.9661 0.9668
Ĉor (τ, τˆ) 0.9350 0.9465 0.9505 0.9468 0.9504 0.9514
Table 4: Average empirical correlation between true latent scores and imputed scores with
M = 20 Monte Carlo draws for model with Ni = 25 and I = 4.
MOM ML
n 40 100 250 40 100 250
Ĉor
(
θ, θˆ
)
0.9396 0.9437 0.9429 0.9413 0.9438 0.9427
Ĉor (τ, τˆ) 0.8954 0.9087 0.9121 0.9033 0.9116 0.9134
Table 5: Average empirical correlation between true latent scores and imputed scores with
M = 20 Monte Carlo draws for model with Ni = 50 and I = 2.
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Count Data (Y ) Time Data (T )
Item Ni Sample Moments Model Moments Sample Moments Model Moments
(y¯i, syi) (µˆYi, σˆYi) (t¯i, sti) (µˆTi, σˆTi)
1 19 (17.830, 2.737) (17.673, 2.915) (7.002, 1.649) (6.993, 1.726)
2 17 (16.277, 1.728) (16.186, 1.944) (7.139, 1.817) (7.122, 1.769)
3 8 (7.383, 1.226) (7.397, 1.263) (3.281, 0.733) (2.369, 0.753)
4 7 (6.383, 1.453) (6.352, 1.365) (3.091, 0.786) (3.110, 0.887)
5 8 (7.444, 1.486) (7.407, 1.447) (2.829, 0.938) (2.812, 0.967)
6 5 (4.644, 0.981) (4.627, 0.939) (2.141, 0.594) (2.128, 0.658)
7 11 (9.978, 2.251) (9.991, 2.166) (4.403, 1.786) (4.311, 1.473)
8 10 (8.533, 2.007) (8.826, 1.924) (5, 322, 1.895) (5.211, 1.797)
9 13 (11.356, 2.978) (11.555, 2.694) (5.120, 1.331) (5.135, 1.727)
10 9 (8.133, 2.029) (8.180, 1.756) (3.660, 1.411) (3.685, 1.368)
11 15 (13.689, 2.922) (13.761, 2.581) (5.753, 1.572) (5.768, 1.510)
12 8 (7.178, 2.026) (7.061, 2.075) (3.235, 1.080) (3.226, 0.967)
13 15 (12.778, 3.417) (13.132, 3.100) (6.260, 2.306) (6.256, 2.016)
14 6 (5.604, 0.962) (5.596, 0.947) (2.374, 0.796) (2.376, 0.737)
15 16 (14.958, 2.287) (14.955, 2.176) (5.331, 1.298) (5.368, 1.365)
16 9 (8.396, 1.180) (8.447, 1.116) (3.713, 1.129) (3.721, 1.085)
17 13 (11.729, 2.248) (11.857, 2.006) (4.845, 1.344) (4.870, 1.371)
18 4 (3.313, 0.776) (3.446, 0.852) (2.761, 1.230) (2.763, 1.141)
Table 6: Data summary: observed item moments (MOM) and model-implied item moments
from EM algorithm (ML).
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Count Data (Y ) Time Data (T )
Item RSPE(0) RSPE(1) RSPE(0) RSPE(1)
1 2.713 1.480 1.631 0.811
2 1.712 1.063 1.798 0.886
3 1.213 1.032 0.725 0.506
4 1.438 1.108 0.777 0.591
5 1.470 1.071 0.928 0.720
6 0.970 0.718 0.587 0.391
7 2.226 1.559 1.768 1.268
8 2.006 1.557 1.877 1.254
9 2.952 2.414 1.316 1.057
10 2.007 1.813 1.396 1.205
11 2.890 2.536 1.555 0.889
12 2.007 1.520 1.068 0.699
13 3.398 2.557 2.281 1.670
14 0.952 0.709 0.788 0.592
15 2.264 1.628 1.285 0.891
16 1.169 0.850 1.117 0.754
17 2.228 1.770 1.330 0.872
18 0.780 0.665 1.217 1.068
Table 7: Leave-item-out root square prediction error for count and time data. RSPE(0) is
model-free, while RSPE(1) is model-specific.
