Abstract-The high-level synthesis process allows the automatic design and implementation of digital circuits starting from a behavioral description. Evolutionary algorithms are very widely adopted to approach this problem or just part of it. Neverthless, some concerns regarding execution times exist. In evolutionary high-level synthesis, design solutions have to be evaluated to extract information about some figures of merit (such as performance, area, etc.) and to allow the genetic algorithm to evolve and converge to Pareto-optimal solutions. Since the execution time of such evaluations increases with the complexity of the specification, the overall methodology could lead to unacceptable execution time. This paper presents a model to exploit fitness inheritance in a multi-objective optimization algorithm (i.e. NSGA-II) by substituting the expensive real evaluations with estimations based on closeness in an hypothetical design space. The estimations are based on the measure of the distance between individuals and a weighted average of the fitnesses of the closest ones. The results shows that the Pareto-optimal set obtained by applying the proposed model well approximates the set obtained without fitness inheritance. Moreover, the overall execution time is reduced up to the 25% in average.
I. INTRODUCTION
Real world applications require simulations that are becoming more and more complex and expensive in terms of execution time. Neverthless, time-to-market constraints require to shorten the design process without inficing the quality of the proposed solutions. Thus, simulations are becoming even more time-constrained and new formulations are investigated to shorten the overall execution time without losing in quality of the results. This problem is particularly critical for the high-level synthesis process. High-Level Synthesis (HLS) is concerned with the automatic design and implementation of digital circuits starting from a behavioral description (e.g. in C language). This process is subject to a set of goals and constraints and exploits a given library of different types of resources.
High-level synthesis involves three main tasks: the operation scheduling, the resource allocation and the controller synthesis. Operation scheduling provides the cycle steps in which operations start their execution. Resource allocation assigns the operations and values to hardware components and interconnects them using connection elements. Controller synthesis provides the logic to issue datapath operations in accordance with the control flow. Solving operation scheduling and resource allocation efficiently is non-trivial Christian Pilato, Gianluca Palermo, Antonino Tumeo, Fabrizio Ferrandi, Donatella Sciuto, and Pier Luca Lanzi are with the Politecnico di Milano, Dipartimento di Elettronica e Informazione, Via Ponzio 34/5, Milano, Italy (email: {pilato,gpalermo,tumeo,ferrandi,sciuto,lanzi}@elet.polimi.it) because of their NP-complete nature [1] , thus heuristics are usually adopted to approximate good solutions.
The output of a HLS flow can be the model of the digital circuit in a hardware description language like Verilog or VHDL. This output can then be synthesized with the appropriate tools targeting Application-Specific Integrated Circuits (ASICs) or programmable devices like Field Programmable Gate Arrays (FPGAs).
Two parameters can define how good a solution is: total occupied area and execution time (design latency). The occupied area is the sum of the area of all resources allocated, while total execution time is defined as the worst case execution time. The total area not only includes the area of the functional and storage units, needed to execute operations and save the results, but also the area of the interconnection elements, which recent studies [2] have demonstrated to be one of the most constraining factor. A simple approach could select solutions with fewer functional units to optimize the area. However, doing so, it may create the necessity to add more registers to store intermediate results and more interconnection elements (multiplexers) to select the correct inputs. Moreover, reducing the number of functional units means that less operations, if independent, can be performed in parallel, eventually increasing the total execution time. This shows how each task of the HLS flow strictly interacts with the followings, and how elements like the number of storage and interconnections components are not known until the last phase. So the goodness of a solution cannot be evaluated a priori, but only at the end of the synthesis. However, this feedback information could be used to acquire experience and then produce new, and better, solutions. Thus genetic algorithms could be a good choice to approach this field.
The approach presented in this paper adopts a nondominated sorting genetic algorithm (NSGA-II [3] ), that maintains diversity into the population and allows a better exploration of the design space, to support a high level synthesis flow targeted to FPGA devices. The genetic algorithm is used to perform a global exploration of the design flow rather than optimize a single task of the HLS flow as in past approaches. Although fitness evaluation could be obtained processing the output of the HLS flow with an appropriate FPGA logic level synthesis tool to extract information about the objective values on the target device, the execution time could easily become unacceptable when many evaluations are required. So, for the integration in our flow, a model to estimate such objective values has been adopted.
This model aids to reduce objective evaluations time, but fitness calculations still require seconds on large examples (see Table II ), even if heuristics rather than exact approaches are used to obtain approximate good solutions in each HLS task. This leads again to unacceptable overall execution time when a huge number of design solutions are processed. Nevertheless, some more techniques can be introduced to shorten it. The fitness inheritance [4] is a technique that allows to reduce the number of real fitness function evaluations by substituting them with a surrogate, based on estimation of the fitnesses of parent individuals.
In this paper, we present the use of a model to estimate the fitness of an offspring based on individuals evaluated in previous generations. Two different approaches have been considered:
• estimation based on all the individuals evaluated from the beginning of the execution of the algorithm (ancestors) • estimation based only on the individuals evaluated in the latest generation (parents) In both cases we achieved a consistent reduction in the number of real evaluations without significative differences in the Pareto-solutions with respect to the results obtained without the fitness inheritance. We show that for our HLS flow the approach using parent population can reduce the real execution time by 25% in average, while the ancestors approach highly depends on the problem size.
The remainder of this paper is organized as follows. In Section II, a short survey of the state of the art in High Level Synthesis is proposed along with an overview of estimation of distribution algorithms. Section III presents the evolutionary high-level synthesis algorithm and motivates the use of fitness inheritance. Section IV presents and details the proposed model to inherit the fitness values. Section V discusses the experimental results obtained by applying the proposed inheritance model on common benchmarks for High Level Synthesis. Finally, Section VI concludes the paper and propose some future works.
II. RELATED WORKS
Synthesis, in particular for FPGA devices, requires fast and easy modifiable designs, so new design methodologies have been a very hot research topic over the past two decades. There have been many deterministic and non-deterministic approaches to solve the datapath synthesis problem. Early trends were oriented to solve the synthesis problem with deterministic algorithms Anyway, the mathematical formulations methods are impractical for large designs, so heuristic ones, that run efficiently at the expense of the design optimality, have been developed. Heuristic methods are by far the most commonly used in high-level synthesis.
All the heuristics generally try to optimize a single step of high-level synthesis problems, even if many techniques have been presented to solve such steps with the idea to reduce the impact on others (e.g. Chen and Cong [2] ). In general, they are not able to solve the problem in a global way, for the interdependence of different NP-complete problems, in particular when multi-objective optimization is involved. So genetic algorithms have been proposed as a valid alternative to optimize design solutions.
Classical optimization methods (including the multicriterion decision-making methods) suggest converting the multi-objective optimization problem to a single-objective optimization problem by emphasizing one particular Paretooptimal solution at a time. Since evolutionary algorithms (EAs) work with a population of solutions, a simple EA can be extended to maintain a diverse set of solutions. With an emphasis for moving towards the true Pareto-optimal region, an EA can be used to find multiple Pareto-optimal solutions in one single simulation run. The non-dominated sorting genetic algorithm (NSGA) proposed in [5] was one of the first of such EAs. This work has been further extended by Deb et al. [3] into the NSGA-II algorithm.
Mandal et al. present two genetic algorithms to approach high-level synthesis; the first one [6] is a scheduling algorithm and tries to minimize area cost and design latency, the second one [7] is an allocation and binding algorithm that works on a scheduled graph. They consider the two phases and problems separately. Grewal et al. [8] implement a hierarchical genetic algorithm, where genetic module allocation is followed by a genetic scheduling. Araújo et al. [9] uses a genetic programming approach, where solutions are represented as tree productions (rephrased rules in the HDL grammar) to directly creates Structured Function description Language (SFL) programs. Krishnan et al. [10] propose a more unitary view of the use of a genetic algorithms to perform design space exploration during datapath generation.
One of the promising areas in genetic and evolutionary algorithms (GEAs) is the design and development of competent genetic algorithms GAs that solve hard problems quickly, reliably, and accurately [11] . One of such class of competent genetic algorithms is composed of estimation of distribution algorithms (EDAs) [12] , [13] . These are search methods that replace the traditional variation operators of evolutionary algorithms by building and sampling a probabilistic model of promising solutions. EDAs have been shown to successfully solve boundedly difficult problems both on single and hierarchical level often requiring a polynomial (usually subquadratic) number of function evaluations. However, even sub-quadratic number of function evaluations can be daunting, mainly when the fitness evaluation involves complex simulations, computations, and models. This is usually the case with most real-world optimization problems. Therefore, there is a premium on a variety of efficiency-enhancement techniques to speedup EDAs. One such efficiency-enhancement technique commonly used in GEAs, and to a lesser extent in EDAs, is evaluation relaxation. In evaluation relaxation, an accurate, but computationally expensive fitness function is replaced by a less accurate, but inexpensive surrogate function. Thus, the total number of costly fitness evaluations are reduced [14] , [15] , [16] , [17] , [18] , [19] , [4] . The low-cost, less-accurate fitness estimate can either be (1) exogenous, as in the case of approximate fitness functions [14] , [16] , [20] , where external means are used to develop the fitness estimate, or (2) endogenous, as in the case of fitness inheritance [4] , where some of the offspring fitnesses are estimated from the fitness of parental solutions. Evaluation relaxation in GAs dates back to the early, largely empirical work of Grefenstette and Fitzpatrick [15] in image registration, in which significant speedups were obtained by reduced random sampling of the pixels of an image. Approximate models have since been used extensively to solve complex optimization problems in many engineering applications, such as aerospace and structural engineering [14] , [21] . Following the early empirical work design, theories have since been developed to understand the effect of approximate surrogate functions on population sizing and convergence time and to enhance speedups (see [18] for further details). While surrogates used in evolutionary algorithms can be readily used with EDAs, the probabilistic models of EDAs can be especially helpful in developing accurate surrogates and thereby provide significant speedup [17] , [19] when compared to simple endogenous surrogates [4] .
In fitness inheritance, the fitness of all the individuals in the initial population are evaluated. Thereafter, the fitness of some proportion of individuals in the subsequent population is inherited. Sastry et al. [22] use a model based on least squares fitting, applied in particular to extended compact genetic algorithm (eCGA [23] ). The proportion is called the inheritance proportion, p i . The remaining individuals receive evaluated fitness. If none of the individuals receive inherited fitness (p i = 0), all the individuals are evaluated as usual, and no speed-up will be obtained. On the other hand, if all the individuals receive inherited fitness (p i = 1), it means that none of the individuals are evaluated. Then, the fitness diversity in the population will vanish rapidly and the population will premature converge, so that GAs will fail to search the global optimum. As a result, it is important to choose an optimal inheritance proportion, so that that maximum speed-up will be achieved. Sastry et al. [24] define the optimal range for inheritance proportion as:
for moderate to large sized problems. In this work, also apparent speed-up, population sizing and time to convergence are described. Chen et al. [25] present their studies on fitness inheritance in multi-objective optimization as a weighted average of parent fitnesses, decomposed in the different n objectives.
III. EVOLUTIONARY HIGH-LEVEL SYNTHESIS
In this section, we propose the application of the NSGA-II algorithm to explore the design space and to find the designs that are the better trade-off between total area occupied and execution time. The flow we implemented to perform synthesis is based on the following classical steps:
• Allocation-and-Binding
The output of this flow is the desing of a circuit in the Verilog high level hardware description language. The design target are FPGA devices.
Allocation determines the number and types of components to be used in the design. These are normally selected from a library that contains the models of the hardware functional and storage units, each with specific characteristics, not only related to operations supported but also to size, delay, power dissipation, etc. Binding maps the operations, variables and data transfers in the behavioral description into the functional, storage and interconnection units, respectively. The scheduling determines the sequence of the operations in the design, and it is dependent on the number and type of resources available. A schedule can induce a resource allocation (since operations that are executed simultaneously need more resources) and resource allocation can induce a schedule (since resource constraints and dependences allow only some operations to be executed simultaneously). Thus, the total number of functional units required in a control step directly corresponds to the number of operations scheduled into it. This permits to generate a full datapath for the design. Then a State Machine to control the flow of the operation needs to be modeled. It will activate at the right control steps the required functional units to perform the operations. Register-allocation allocates and binds the memory elements required by the design to registers, while Interconnectionallocation determines the required communication elements among the different components.
Normally, exploration is performed only on a single step of the flow. This permits to optimize the results of a single phase, but it is not optimal since these steps strongly interact each other. Our work, instead, propose a model that permits the exploration of the entire design flow through a multiobjective genetic algorithm.
We propose the use of multi-objective functions since our goal it to find the best tradeoffs between area occupied on the target FPGA devices and performance in terms of control steps of the produced circuit. This can be very useful if the HLS flow is applied to embedded System-on-Chips. These architectures are usually composed by off-the-shelf components (general purpose processors, memories and interconnections) for time-to-market concerns and implemented through Application-Specific Integrated Circuit (ASIC) or directly on the FPGA. Thanks to the reconfigurable logic they can then be specialised for a given application.
If, for example, a system designer can individuate the most computationally intensive kernels, that limit the performance of the software application, and implement them in hardware to obtain significative speed ups. However, the porting from high level specification to hardware description of these kernels is limited by cost factors, and thus the HLS flow needs to find the solutions with the best execution times for a given area.
A. Chromosome encoding
In the proposed methodology, a chromosome encodes all the information that is necessary for synthesis computation and it can be seen as a vector composed by two parts. In the first part, each gene describes the mapping between the operations to be performed by the behavioral specification and the functional unit where it will be executed. Allocation and binding information are encoded in this formulation. In the second part, additional genes are added to represent algorithms used to complete the other steps of the high-level synthesis (scheduling, register allocation and interconnection allocation). Since these algorithms are deterministic, the results can be retrieved by applying the algorithms, instead of requiring to encode their results in the chromosome. With this encoding, all the genetic operators create feasible solutions. In fact, recombination of operations binding simply results in a new allocation or binding and recombination of completing algorithms results in using different highlevel synthesis algorithms. This produces good solutions using common genetic operators, and eliminates the necessity of a recovering procedure to produce feasible chromosome encodings.
B. Genetic Operators and Elitism
To explore and exploit the design space, the usual genetic operators are used: the unary mutation and the binary crossover. The uniform crossover operator is applied with a probability of the 80%, where each pair of the related genes in the two tournament-selected parents can be switched with a probability of 50%. The uniform mutation operator, used for finding new points in the search space, has been applied with a relatively low rate (10% on random-selected individuals), where each gene is modified with a probability of the 0.01%. If the gene changed by operators is related to an operation, the result is a new binding for that operation. Instead, if a gene corresponds to a completing algorithm among scheduling, register allocation or interconnection binding, the operator changes the algorithm used to solve that synthesis step.
The most important contributions of the NSGA-II [3] are the sorting algorithm to better rank individuals for selection and the elitist mechanism to preserve diversity into the population. In fact, for the HLS problem, it is desirable that the genetic algorithm maintains both the solutions ranked by their quality into Pareto-fronts and a good diversity into each front. NSGA-II implements a fast-non-dominated-sorting algorithm to store the solutions into Pareto-fronts, and a crowded-comparison operator based on a density estimation (estimation of the perimeter of the cuboid formed by the nearest neighbors) to mantain diversity among the individuals associated to each non-dominated level. Therefore, if two solutions have the same rank, they belong to the same front and the solution located into a lesser crowded region is preferred by the selection process.
C. Cost Function
The fitness function is multi-objective and is defined as follows:
Area(x) is an estimation of the area occupied by solution x, computed using the area model on the solution generated by the synthesis flow. The total area is the sum of the area of the functional and storage resources and of the interconnection units. T ime(x) is an estimation of the worst case execution time of solution x, computed as the longest path of sequential operations after the scheduling. The goal of the genetic algorithm is to find those solutions that minimize this cost function. Since the required number of area evaluations is too huge, it is not possible to completely synthesize on the target FPGA device each generated solution.
To reduce exploration time without reducing the number of visited solutions, we adapted an already existing area model for FPGA designs to generate the required values [26] . Even if this model can reduce the time spent in evaluating a solution, the synthesis flow can take several seconds or also minutes to generate the complete datastructure suitable for the model estimation. This can lead the algorithm to an unacceptable overall execution time on large examples. Thus the fitness inheritance technique has been investigated to reduce the number of real evaluations by substituting them with fast estimations.
IV. PROPOSED INHERITANCE MODEL
In the proposed approach, the fitness of all the individuals in the initial population are evaluated. Then, the fitness of some proportion of individuals in the subsequent population is inherited. Finally, the fitness of all the individuals in the last generation are tested to be evaluated. So, if an estimated individual reaches the last population, it will be effectively evaluated. Individuals that have already been evaluated will be skipped. Thus, all the individuals which the final Paretooptimal set will be computed on, will have a real fitness value associated.
To compute the fitness estimation for an individual Ind i , the distance between it and all the individuals considered for estimations has to be calculated. If the estimation is based on ancestors, the individuals are all those that have been effectively evaluated from the first generation. Instead, if the estimation is based on parents, the individuals are only those effectively evaluated in the lastest generation. In both cases, this set will be called S. The fitness value of an individual Ind i is estimated as follows. The chromosome of that individual is mapped into a binary vector of size N , where each variable of the vector is uniquely related to a gene of the chromosome. That is, the vector is instantiated by the following delta function:
where Ind n [k] is the value associated to the k-th gene of the individual Ind n . After the delta function has been computed for all the N genes of the chromosome, the distance between individual Ind i and individual Ind j can be computed as follows:
this function is normalized with the size of chromosome, so its value is always between 0 and 1. It gives information about similarity between the two chromosome; if the two individuals are totally different (there is not any matching gene), the value will be 1, if the two individuals are identical, the value will be 0 (no different genes). So this value can be considered as a measure of the distance between the two individuals in a hypothetical N -dimension space. Only individuals that are considered neighbors in this space will be kept for the fitness estimation. We call r the maximum distance that an individual should have to be kept for the estimation. The name r is used to remember the term radius, since the region delimited by this value can be imagined as a N -dimensional hypersphere where the center is pointed on the individual Ind i . All the individuals Ind j ∈ S having distance less than the radius r, can be represented as points inside the hypersphere. Therefore all these individuals will be considered for estimation. The distance value is modified as follows:
where all individuals outside the hypersphere are equivalent to points at infinite distance and they will not be considered for estimation. After that, we have chosen to consider a minimum number of points that have to be in this region to perform the estimation. If there are not enough points, it means that there is no sufficient local information to estimate this individual, so it will be evaluated. If there are enough points, the estimation can be performed on the set S of selected points as follows:
for each objective z, where F it z k is the value of objective z for individual Ind k and (1 − d i,j ) is used as a measure of closeness between individuals and the quadratic function is used to increase the weight of distance similarly to Physics equations about gravity or magnetism. It differs since we adopt a proportion with (1 − d) 2 and not (1/d) 2 . This is due to the fact that the distance, in this case, does not go to infinite, instead it has a value between 0 and 1. We need to consider as inf inite distance (no contribute to fitness) the values associated to 1. As explained above, this weighted average is performed for all the objective considered in optimization and the resulting fitness value is returned to the genetic algorithm so it can proceed. Note that a flag has to be associated to the individual to remember that the fitness has been estimated and not evaluated. In this way, in the 
V. EXPERIMENTAL RESULTS
We implemented the described methodology in a C++ High-Level Synthesis framework, integrated into the PandA [27] environment (our open-source framework covering different aspects of the hardware-software design of embedded systems). Evolutionary computation has been provided using the Open BEAGLE framework [28] . Open BEAGLE provides a high level software environment to perform a large set of evolutionary computations, with support for different genetic algorithms and encoding features.
The proposed approach has been applied to a common set of high-level synthesis benchmarks to test the effective speed up that can be obtained. A population size of 1.000 individuals was used by the genetic algorithm, evolving up to a maximum of 200 generations. The flow has been used to perform high level synthesis of two steps of the baseline JPEG compression algorithm with Huffman encoding: the mono-dimensional discrete cosine transformation (DCT) and the RGB to YUV color spaces conversion. The RGB to YUV performs independent elaboration for each pixel of the image, so the loop that applies the conversion equations to each pixel can be unrolled to parallelize and accelerate this phase. The 2D-DCT, instead, can be decomposed into two monodimensional transforms. Our software application, in fact, adopts this decomposition, thus executes a monodimensional DCT on the rows of each 8x8 block and then executes the same monodimensional code working on the columns of the resulting block from the first transform. So, before applying our high level synthesis flow to the RGB to YUV conversion routine, we unrolled it for a factor of two (RGBtoYUVx2) and four (RGBtoYUVx4), while we took the monodimensional DCT routine without any modifications. The remaining benchmark is a fifth order elliptic wave filter (EWF). This is one of the most famous benchmarks for hardware synthesis, composed of several additions and multiplications that can be parallelized to reduce latency or sequentialized to reduce area effort. Thus, the design space exploration performed by the genetic algorithm can be useful to search the best trade-offs between area or performance optimizations. Comparison between Pareto solutions obtained without fitness inheritance and with inheritance on parents and on ancestors for DCT benchmark Fitness inheritance has been computed with the model described in Section IV. Table I shows the number of real fitness evaluations performed without inheritance and with inheritance on ancestors and parents. The values show that with inheritance on ancestors, the number of evaluations can be reduced over 50%, while with inheritance on parents it can be reduced by 25% in average. Figure 1 , Figure 2 and Figure 3 show that the Pareto-optimal sets obtained with or without fitness inheritance have no substantial differences if executed on the same number of generations. In Figure 3 , we show that if the implementations with and without inheritance have been executed for the same time, the implementation with inheritance evolves for more generations (since it reduces the execution time of a single generation) and obtains better results in terms of Pareto solutions. If the fitness is inherited from ancestors, the estimation time grows with the number of estimations made generation by generation. When many generation have to be computed, it could take more time than a real evaluation. Figure 5 shows this situation for the EWF benchmark and Figure 6 shows the same problem for the RGBtoYUVx4 benchmark. In the EWF benchmark, the fitness inheritance on ancestors leads to an overall execution time worse also than the traditional algorithm without inheritance, since the estimation time is greather than the evaluation time. In the RGBtoYUVx4 benchmark, the inheritance time is always less than the evaluation time, but the trend could lead, on a greater number of generations, to overcome it. Since there are no substantial differences on use of fitness inheritance on ancestors or parents with respect to Pareto solutions found, the implementation that compute the estimation only on parents should be preferred. In this case, the estimation time is constant and always less than the evaluation time, since the estimation works on a set of almost constant size. Table II shows that, with this approach, the total execution time saved is about 25% in average. Figure 4 shows the differences between the overall execution time of the genetic algorithm with and without inheritance, with respect to the size of benchmarks. It shows that, in particular when the execution time of the evaluations become significant (in the order of seconds, see Table II for details), the fitness inheritance technique can even reduce the overall execution time also by several hours.
VI. CONCLUSIONS AND FUTURE WORKS
In this paper we presented a model to exploit fitness inheritance in a NSGA-II algorithm (multi-objective optimization algorithm) applied to the high-level synthesis problem. The proposed approach computes a fitness estimation for a proportion of the offspring individuals as a weighted average on the distance between the individual to be estimated and the individuals really evaluated in past generations. Two different implementations have been proposed: the first one computes the inheritance on all individuals evaluated from the beginning of the algorithm (all the ancestors) and the second one computes the estimations only on individuals evaluated in the parent population. The Pareto-optimal results show no substantial differences in quality with the use of inheritance, while the overall execution time of the algorithm is reduced by 25% in average. Therefore, at the same time, the proposed algorithm exploiting inheritance is able to evolve for more generations and to explore a larger region in design space, finding better results.
We also demonstrate that the solutions obtained with inheritance on ancestors or on parents only have no substantial differences in quality, while the execution time of the estimation on parents is constant and always less than the estimation made on ancestors. This is due to the fact that the set of individuals used for estimation on ancestors grows generation by generation, so the fitness estimation time grows as well.
We conclude that, for moderate to large sized problems, a substantial reduction of the overall execution time can be obtained with the use of fitness inheritance, even on parent population, without losing capabilities in finding design solutions.
Future works include the study of the relations among the population sizing and the number of evolved generations with the fitness estimation time, trying to find those values for which fitness inheritance remains worth with respect to fitness evaluation, while keeping the exploration space as large as possible.
