Missing data reconstruction for remote sensing images, such as dead-pixel recovery and cloud removal, is important for remote sensing data applications. Missing information reconstruction is well known as being an ill-posed inverse problem. In this paper, a weighted low-rank tensor regularization model is proposed to handle the problem. The proposed model fully utilizes the correlations in the spatial, spectral, and temporal components of the remote sensing images to adaptively deal with the varied missing data problems, including the Aqua Moderate Resolution Imaging Spectroradiometer (MODIS) band 6 dead line problem, the Landsat scan-line corrector failure (SLC-off) problem, and cloud contamination. A doubleweighted treatment is developed to balance the contributions from the different dimensions and preserve the different structures and textures in remote sensing images. The experiments undertaken confirmed the good performance of the proposed method, and the reconstruction results of the proposed method, in both visual effect and quantitative evaluation, were superior to those of the other methods.
I. INTRODUCTION
Malfunction of remote sensing sensors and cloud contamination often cause missing data problems for remote sensing images. Typical cases are the dead pixels in the Aqua Moderate Resolution Imaging Spectroradiometer (MODIS) band 6 ( Fig. 1(a) ) and the Landsat Enhanced Thematic Mapper Plus (ETM+) scan-line corrector (SLC)-off problem ( Fig. 1(b) ). Moreover, cloud contamination is generally present in remote sensing data ( Fig. 1(c) ). Thus, missing data reconstruction remains an important task for remote sensing data applications.
Many different approaches have been developed in recent decades to handle this problem, and a comprehensive technical review can be found in [1] . The complementary information from the different domains allows us to partition the current methods into spatial-based, spectral-based, and temporal-based methods.
The associate editor coordinating the review of this manuscript and approving it for publication was Wen Chen . The spatial-based methods do not require auxiliary data, and are good at restoration of small areas and gaps. However, these methods usually fail in recovery for large areas, because of over-smoothing or artificial object production. Therefore, they are not practical for remote sensing data reconstruction, since the reconstruction results are not suitable for further processing, such as classification and object detection.
The spectral information based methods rely on the high correlations between the neighboring bands of remote sensing images. For example, if a band suffers from missing data, and another band strongly correlated to this band is available, construction of a relationship between the two bands can enable recovery of the missing pixels through the relationship. A typical example is the recovery of Aqua MODIS band 6 dead lines. The first method to address this problem was developed by Wang et al. [8] , who constructed a global fitting (GF) relationship (linear or nonlinear) between bands 6 and 7 of the Aqua MODIS data. Considering the differences of the regression relationships in different land-cover classes, Shen et al. [9] presented a within-class local fitting (WCLF) model for this problem, with the help of unsupervised classification, which resulted in improved recovery results. In addition, Rakwatin et al. [10] suggested combining histogram matching with local least-squares fitting (HMLLSF) to recover the Aqua MODIS band 6 data; Gladkova et al. [11] developed a quantitative image restoration (QIR) algorithm that builds a linear piecewise restoration function based on the multivariate regressions between band 6 and the other spectral bands; and Shen et al. [12] presented a compressed sensing based method called adaptive spectrum-weighted sparse Bayesian dictionary learning (ABPFA) to recover the Aqua MODIS band 6 data.
Although the spectral information based methods can effectively recover the dead pixels using the complementary information between the different spectral bands, this approach fails when some pixels are missing in all the bands, causing absence of complementary information in the spectral component. Consequently, methods based on the complementary information in the temporal domain have been proposed. Storey et al. [13] proposed a local linear histogram matching (LLHM) strategy to repair the ETM+ SLC-off problem. This method is easy to implement, but it encounters difficulty in reconstructing heterogeneous landscapes. Chen et al. [14] proposed a neighborhood similar pixel interpolator (NSPI) method, which generally works well for the recovery of Landsat ETM+ SLC-off images; Zhu et al. [15] modified the NSPI method (MNSPI) for the reconstruction of cloud-contaminated data; Zeng et al. [16] proposed a multi-temporal weighted linear regression (WLR) method combining the advantages of the temporal and spatial methods, which is capable of predicting missing data precisely in varied scenes; and Li et al. [17] developed a patch matching based multi-temporal group sparse representation (PM-MTGSR) method that introduces sparse representation and dictionary learning theory for the cloud removal of remote sensing images. Other approaches such as multi-temporal image fusion [18] , the spatiotemporal Markov random field method [19] , and information cloning [20] have also been applied for the recovery of remote sensing data.
Although the remote sensing image missing data reconstruction problem has received much attention in recent decades, the existing methods still show limitations for missing data reconstruction. Remote sensing data possess spatial, spectral, and temporal components, with complementary information existing in all the components, which is useful for the missing information reconstruction problem. However, the current methods typically only utilize the complementary information of a few components, so jointly and fully utilizing the complementary information in all the spatial, spectral, and temporal components is a challenge worth exploring. Recently, hybrid methods based on tensor recovery have been proposed [21] , [22] , but the high correlation in remote sensing data is still not fully utilized, and the detail and texture preservation ability is still limited.
In this paper, to remedy these limitations, we propose a spatial-spectral-temporal method termed the doubleweighted low-rank tensor (DWLRT) model to reconstruct missing data in remote sensing images. For remote sensing images, the strong correlation and redundancy existing in the multi-temporal or multispectral/hyperspectral data ensures that the high-order data are low rank in each dimension [23] - [26] . In the proposed method, we effectively apply the low-rank tensor model to the remote sensing data to synergistically enforce a robust low-rank regularization in the various dimensions. Moreover, a weighted nuclear norm is developed to protect the structural and textural details in the recovery process. As a result, compared to the current state-of-the-art methods, the proposed DWLRT method better combines and utilizes the high correlations inherent in the spatial, spectral, and temporal components of remote sensing data, and preserves finer detail and texture for accurate reconstruction. The experimental results obtained in this study confirmed that the DWLRT method can achieve superior visual and quantitative results, compared to the traditional methods.
II. METHODOLOGY
The core problem of missing data reconstruction is establishing the relationship between the known and the unknown elements. The energy-based approaches which treat the image recovery as an energy function optimization problem are widely used [3] . Some of the energy-based methods, such as the partial differential equation (PDE) technique [2] and belief propagation [27] , mainly focus on the local relationships, estimating the missing values based on the neighboring values. However, the missing data may sometimes be connected to distant information, as for some recurring ground features or long edge structures in remote sensing images. Thus, it is necessary to globally capture the attributes of the image data. The ''rank'' is a powerful tool for globally capturing information [23] . Therefore, in this study, we employed the ''rank'' tool and developed the DWLRT energy function model for the recovery of remote sensing images.
A. THE DATA RECONSTRUCTION MODEL
If we suppose that there is a multispectral (or hyperspectral and multi-temporal) image suffering from some missing pixels, then the degradation process can be expressed as a linear function:
, and x i is the ith channel of X. Y = y 1 , y 2 , y 3 · · · y B is the observed degradation data, which have the same size as X, and y i is the ith channel of Y . A is a linear lossy operator also known as a mask matrix, representing the positions of the missing pixels. Formally,
, with a i as theith channel. a i is a diagonal mask matrix made up of 0's and 1's, with 0 representing the missing pixels in the ith channel of the degradation data. Knowledge of the positions of the missing pixels is necessary in advance. The parameter n represents the additive noise, and our goal is to reconstruct the unknown image X based on the observed image Y . Comparing the proposed model (1) and the compressive sensing model [28] - [30] , both aim to describe and recover a signal with incomplete measures. However, in (1), the observed data Y are partly the original value of the image X (without noise) and partly 0, while the elements in compressive sensing measurement differ from the data values of the original image, and are the data after transformation of the projection.
The direct estimation of X is an ill-posed inverse problem. It is therefore important to provide some prior information (i.e. regularization) to ensure that the problem is well posed. For example, in compressive sensing, the prior information about the signal is that the signal is sparse (the signal itself or under some transform basis that contains only a few non-zero elements). In the proposed method, we apply the tensor lowrank prior information of the remote sensing imagery to fully utilize the strong correlations existing in the spatial, spectral, and temporal components. The corresponding optimization problem is expressed as a constrained least-squares model as follows:X
where Y − AX 2 2 is the data fidelity term; J (X) is the regularization term, giving the prior information of the target image; and parameter λ is to balance the contributions of the two terms. Besides the sparsity and low-rank models mentioned above, other regularization models such as total variation based models [31] , [32] , non-local regularization based models [33] , and manifold learning based models [34] have also been proposed and used in remote sensing image quality improvement problems.
B. THE LOW-RANK MATRIX PRIOR MODEL
The low-rank model is a newly developed and popular approach [35] . The idea of this model is that there is usually high correlation and strong non-local similarity in most of the image, causing the low rank of the image matrix, and effectively representing the prior distribution of the image. Due to its good abilities in global property representation and robustness to noise, the low-rank model has been used in remote sensing image denoising [36] , [37] and pansharpening [38] .
For a single-band image x, the low-rank regularization model is written as:
where rank(x) represents the rank of matrix x. The missing data of x are determined to make the rank of the matrix x as small as possible. Unfortunately, this is usually impractical because minimizing the matrix rank is NP-hard. Therefore, one common approach is that the minimum rank problem can be recovered by minimizing the nuclear norm . * , which is the sum of the singular values:
where σ k (x) is the kth singular value of matrix x.
C. THE LOW-RANK TENSOR (LRT) PRIOR MODEL
However, for remote sensing images, they usually have multiple spectral bands or temporal frames. A multi-band or multi-temporal image is usually described as a 3-D array. If we apply the low-rank matrix model directly to the 3-D data, one possible approach is reconstruction in a band-by-band manner. However, the complementary information between the spectral bands or temporal frames is not utilized. Another approach is to reorganize the 3-D image into a large matrix, and then apply the low-rank matrix model to all the data. However, the spatial structure of the image would be broken, with the correlative message in the same band not being effectively used. In order to avoid the disadvantages of the low-rank matrix model for multichannel images, Liu et al. [23] developed the low-rank tensor (LRT) model for multi-dimensional data, with the definition of a new tensor trace norm for the multidimensional data.
A multi-band or multi-temporal image can be expressed as a three-mode tensor χ ∈ R I 1 ×I 2 ×I 3 . The unfolding along the ith mode of the tensor χ is recorded as [23] , with the unfoldings in relation to the three dimensions recorded as X (1) , X (2) , and X (3) , respectively. The LRT regularization model is then defined by the weighted summation of the nuclear norm of each unfolding:
where w i represents the weight of theith unfolding. By placing the low-rank constraints on the tensor unfolding of the different dimensions, the LRT model jointly utilizes the complementary and correlative information in each component of the multichannel images.
In (4), the low-rank regularization model is expressed as the different singular values having equal weights. This is usually solved by a shrinkage operator with the same threshold [24] . However, in the same unfolding, each singular value contains different information, and the large singular values usually represent the edge and texture information in an image. Therefore, in order to protect the edge and texture structures, the large singular values should be allocated weak shrinkage strengths, whereas the small singular values should be assigned large weights. Based on this idea, we define the DWLRT regularization model, which is presented as follows:
where X (i) α, * is defined as:
The weighted parameter α ij is inversely proportional to the corresponding singular value σ j (X (i) ):
where C is a compromise constant; it is set as 2 max(m 3 , n 3 )w i /β according to reference [39] , where m and n represent different unfolding sizes and β is the Lagrange parameter. ε is a small positive constant, which was empirically set to 2e −16 in all the experiments in this study. Therefore, the weight α ij , representing the shrinkage strength of different singular values, is adaptively controlled. For a large singular value, a small weight is enforced to prevent the over-shrinkage problem and preserve detail information. Thus, the corresponding DWLRT completion model is:
The proposed model is named the double-weighted low-rank tensor (DWLRT) model, because two weighted parameters are present in (9) . One is w i , controlling the contributions of the various dimensions. The other is the parameter α ij , controlling the shrinkage strength of different singular values in the same unfolding X (i) . In other words, the weighted parameter α ij controls the maintenance of the image structure details.
Adaptive determination of the weighted parameter w i : In the DWLRT completion model given in (9) , the definition of the weight w i is the same as that in [22] .
Adaptive determination of the weighted parameter α ij : In (8), a critical problem in adaptively computing the weighted parameter α ij is how to obtain the unknown value of σ j (X (i) ). In the proposed method, we directly compute σ j (X (i) ) from σ j (Y (i) ).
The problem min 
σ j (X (i) ) and σ j (Y (i) ) have the following relationship:
where c 1 and c 2 are respectively computed using the following equation:
After σ j (X (i) ) is directly determined from (11) and (12), the weighted parameter α ij is computed using (8) .
E. OPTIMIZATION PROCEDURE
After the definition of the DWLRT model, the final cost function is written as:
Parameter λ is a positive parameter λ > 0, and is usually inversely proportional to the value of Y − AX 2 2 . This problem is optimized by the alternating direction method of multipliers (ADMM) algorithm. Firstly, X is replaced by the new tensor-valued variable M i :
The augmented Lagrangian function is then defined as follows:
where the value of the Lagrange parameter β is set by experience, ranging from 10 −9 to 10 −5 in our experiments, and is manually adjusting until the best result is obtained. According to the ADMM, the two sub-problems are defined as follows with iteratively updated X and M i : sub-problem M i :
sub-problem X:
For sub-problem M i , the closed-form solution includes two shrinkage steps [40] as follows: Shrinkage step 1:
Shrinkage step 2:
The first stage minimizes the weighted nuclear norm, while the second stage minimizes the LRT model, where the ''shrinkage'' is the soft-thresholding operator [25] , which is given as:
The closed-form solution of sub-problem X is:
The Lagrangian variable B i is updated in the iteration:
where t represents the iteration times. The weighted parameter w i is updated adaptively in each iteration. The weighted parameter α ij is directly computed using the method introduced above and is unchanged in each iteration. Finally, the optimization process of the DWLRT method is summarized in Algorithm 1:
The convergence of the ADMM optimization algorithm has been proved theoretically [23] . The ADMM optimization method consists mainly of the solution for the two subproblems: the M i and Xsub-problems. The M i sub-problem is solved by two efficient shrinkage-thresholding operators, both with the linear computational complexity of O(N ), where N represents the total number of pixels in the input image. The X sub-problem is solved using (21) , which has a linear computational complexity of O(N ). This implies that Algorithm 1 Double-Weighted Low-Rank Tensor Model Optimization Algorithm Input: degraded data Y ; mask matrix A; parameters C, ε, λ, β; and max iteration times T . Output: Completion data X Initialization: w 1 = w 2 = w 3 = 1 3 , t = 0, X 0 = Y Compute the weighted parameter α ij by (8), (11) , and (12) While t < T and X t+1 − X t > tolerance do for i = 1 to 3 do (21):
Update the weighted parameter w i , as described in [22] End the total computational complexity for the algorithm is O(N ). This accounts for the efficient result of the ADMM algorithm in the proposed DWLRT method.
III. EXPERIMENTAL RESULTS AND ANALYSIS
Two simulated data experiments and three real data experiments were implemented to test the performance of the proposed DWLRT method. Details of the experimental data are provided in the following. The peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) [41] are used to give a quantitative evaluation for the simulated experiment results in terms of the gray-level fidelity and structurelevel fidelity, respectively; and the metric Q [42] index is used to give a quantitative evaluation of the simulated and real data experiment results from the human visual aspects, such as contrast, sharpness, and geometric continuity.
A. SIMULATED EXPERIMENTS 1) SIMULATED EXPERIMENT 1: DEAD LINES IN TERRA MODIS IMAGERY
In the first simulated experiment, the dead-pixel problem of Aqua MODIS band 6 was simulated in a Terra MODIS image. Since band 6 of the Terra MODIS data is unaffected, it can be simulated with the same missing conditions as the Aqua MODIS band 6 data, and then the reconstructed results can be compared with the original Terra MODIS data. Fig. 2(a) and (b) show the original band 6 data of Terra MODIS and the simulated dead-pixel contaminated data, respectively. The DWLRT method was compared with the WCLF method [9] , the HMLLSF algorithm [10] , the QIR method [11] , and the compressed sensing based method of [9] , (d) HMLLSF [10] , (e) QIR [11] , (f) ABPFA [12] , (g) LRT [23] , (h) AWTC [22] , and (i) the proposed DWLRT method. ABPFA [12] . Meanwhile, the LRT method [23] and the adaptive weighted tensor completion (AWTC) method [22] were also compared. The reconstruction results for each method are presented in Fig. 2(c) -(i), with zoomed details presented in Fig. 3 . Table 1 lists the quantitative evaluation results.
From Fig. 2 and the details in Fig. 3 , we can see that the proposed DWLRT method performs better than the other methods. In the results of the other six methods, striping artifacts are produced, to a greater or lesser degree, which can be clearly observed in Fig. 3(c) -(i). Fig. 3(h) shows that the DWLRT method is capable of obtaining a clearer image that is close to the original image. The quantitative evaluation results listed in Table 1 show that the DWLRT method obtains the highest PSNR, SSIM, and Q values, suggesting that the proposed DWLRT method is able to preserve both the gray level and the similarity of the structures, achieving a better visual appearance than the other methods.
ABPFA [11] , (e) LRT [22] , (f) AWTC [20] , and (g) the proposed DWLRT method.
2) SIMULATED EXPERIMENT 2: THE SLC-OFF AND CLOUD CONTAMINATION PROBLEMS IN ETM+ IMAGERY
Landsat imagery provides invaluable landscape information that can be utilized for a wide range of purposes. Unfortunately, the scan-line corrector (SLC) failure in 2003 resulted in a loss of 22% of the pixels in the Landsat ETM+ images, which is commonly termed the ''SLC-off'' problem [14] . In the second experiment, the SLC-off problem [13] , (e) NSPI [14] , (f) WLR [16] , (g) PM-MTGSR [17] , and (h) the proposed DWLRT method.
was simulated jointly with the cloud contamination problem, to further test the proposed DWLRT method on multispectral and multi-temporal images. Two ETM+ images acquired on July 9, 2002, and October 13, 2002, were used for the experiment. One image contained simulated dead lines and cloud contamination ( Fig. 4(a)-(b) ), and the other was selected as the reference image ( Fig. 4(c) ). Both images contained seven bands.
The results produced by the proposed method were compared with the results of LLHM [13] , NSPI [14] , WLR [16] , and patch matching based multi-temporal group sparse representation (PM-MTGSR) [17] . The recovery results of the various methods are displayed in Fig. 4(d)-(h) , where the DWLRT method again exhibits a better recovery result than the other methods. The result of LLHM displays spectral distortion in the striped and cloud-contaminated areas. For the NSPI method, the large cloud area is poorly reconstructed and contains some artifacts. The results of the WLR method also suffer from severe noise in the large cloud area. Although the PM-MTGSR method shows a better performance on the SLC-off problem, spectral artifacts remain in the recovered areas. The quantitative assessment results are listed in Table 2 , where the DWLRT method obtains higher values than the other four methods. 
B. REAL DATA EXPERIMENTS
For the real data experiments, three typical missing data scenarios were selected, as described below. [13] , (d) NSPI [14] , (e) WLR [16] , (f) PM-MTGSR [17] , (g) LRT [23] , (h) AWTC [22] , and (i) the proposed DWLRT method.
1) REAL DATA EXPERIMENT 1: DEAD PIXELS OF AQUA MODIS BAND 6
Aqua MODIS data are used in many quantitative studies and applications, due to the availability of a continuous spectrum. Unfortunately, some of the Aqua MODIS detectors are nonfunctional, while others suffer from severe noise, causing periodic invalid data in band 6. The first real data experiment addressed the dead-pixel problem in Aqua MODIS band 6. Fig. 5 compares the results of the proposed method with those of the GF method [8] , the WCLF method [9] , and the compressed sensing based ABPFA method [12] . The other two low-rank based methods-LRT [23] and AWTC [22] are also compared. Fig. 5 (b)-(g) show that although the two global/local filtering methods can recover most of the dead lines, some striping noise occurs along the dead lines. In fact severe artifacts are present along the dead lines for the LRT method, whereas the ABPFA and AWTC results are still characterized by some stripe noise. Meanwhile, the DWLRT method yields a good recovery of dead pixels, with fewer artifacts and less noise, which can be clearly observed in the regions delineated by the red ellipses. Fig. 6 : (a) LLHM [13] , (b) NSPI [14] , (c) WLR [16] , (d) PM-MTGSR [17] , (e) LRT [23] , (f) AWTC [22] , and (g) the proposed DWLRT method. [13] , (d) MNSPI [15] , (e) WLR [16] , (f) PM-MTGSR [17] , (g) LRT [23] , (h) AWTC [22] , and (i) the proposed DWLRT method. seven bands, with small displacements between the positions of the dead pixels in the two images. In our experiment, the two images were stacked together as a tensor and then input into the proposed DWLRT method. The proposed DWLRT method was then compared with the LLHM [13] , NSPI [14] , WLR [16] , PM-MTGSR [17] , LRT [23] , and AWTC [22] methods. Zoomed regions of the results are depicted in Fig. 7 . Fig. 6 and Fig. 7 show that the DWLRT method provides the best recovery result, with the filled regions characterized by better spatial and spectral continuity with the surrounding regions. The results of the other methods exhibit poor spatial consistency, especially for the edge structures, which are clearly visible in the zoomed regions in Fig. 7 .
3) REAL DATA EXPERIMENT 3: CLOUD REMOVAL
In the third real data experiment, the DWLRT method was tested on the cloud removal problem, which is a common missing data reconstruction problem in remote sensing. Fig. 8(a) shows a Landsat Thematic Mapper (TM) image with cloud contamination, acquired on August 3, 2000, while Fig. 8(b) displays the reference image without cloud, acquired on February 10, 2000. Although the two images represent different seasons with quite different spectral information, most of the spatial information is highly correlated. The cloud removal results of the different methods are shown in Fig. 8(c) -(i). Fig. 8 reveals that the LLHM method still causes spectral distortion. For the MNSPI method, the spatial information in the cloud regions is poorly reconstructed, and the spectral information in the reconstructed regions fails to match the observed regions. Although the spectral distortions associated with the WLR and PM-MTGSR methods are less, the recovery of texture and detail information in the cloudcontaminated regions is poor and over-smoothed. The results of the LRT method are also over-smoothed, while the AWTC method produces some spectral distortion in the recovered areas. The DWLRT method again yields a good performance, recovering both the spatial and spectral information.
The Q values for the three real data experiments listed in Table 3 enable an overall quantitative evaluation, which highlights the superiority of the proposed DWLRT method.
C. DISCUSSION
All the results of the experiments indicate proper representation of the low-rank property tensor data by the use of the double-weighted approach. The complementary information from the various dimensions allows composite and adaptive treatment of the structures in the images, resulting in better reconstruction of the missing information.
In the experiments described above, only two images from different dates were applied. However, we also attempted to test the proposed method on multi-temporal images (more than two temporal images). The experimental materials comprised four ETM+ SLC-off images acquired on different dates. The experimental results displayed in Fig. 9 reveal that the proposed method also preforms well on multi-temporal images. All the missing data are recovered well, with detailed preservation of the textural and structural information, adequately solving the SLC-off problem.
IV. CONCLUSION
The information from the spatial, spectral, and temporal components of remote sensing data are strongly correlated. Exploiting these correlations for the reconstruction of ground features has long been an active research area. Remote sensing images can be represented as tensor data, with the low rank as a significant feature, after unfolding the tensor data in different dimensions. Therefore, in this paper, we have proposed the DWLRT method for the recovery of remote sensing data. The method enables more adaptive and reasonable handling of the structures in the images, with proper representation of the various components (spatial, spectral, and temporal) of the remote sensing data. The complementary information from in and across the various dimensions can be jointly used in the reconstruction process. The experimental results suggested that the proposed DWLRT method is robust and that it can achieve a better reconstruction result than the other traditional methods. The proposed method yields ground features with well-preserved structural and textural details, and it also significantly improves the image reconstruction accuracy. Furthermore, the method is able to solve the common missing data problems for remote sensing images, including MODIS dead lines, the Landsat ETM+ SLC-off problem, and cloud contamination. This is due to the flexibility of the tensor to cope with different data conditions.
Although the proposed method performs better than the traditional methods in most cases, it does have some limitations. For example, the large cloud area was not reconstructed well in the experiment, and the proposed method only allows for the processing of thick clouds in the existing form. Therefore, extending the model to cover large areas and/or deal with thin cloud problems will be future research areas we intend to pursue. In addition, it will be worthwhile testing the proposed method on other image processing problems, such as denoising and super-resolution [43] .
