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ABSTRACT
A thorough study on the finite-difference time-domain (FDTD) simulation
of the Maxwell-Schro¨dinger system is given in this thesis. This system is a
very effective tool to simulate and study the light-matter interaction between
electromagnetic (EM) radiation and a charged particle in the semi-classical
regime. The system is divided into two parts: Maxwell’s equations and the
Schro¨dinger equation. For the Maxwell part, an alternate approach involving
the vector and scalar potentials (A and Φ) is used instead of Maxwell’s equa-
tions involving the fields (E and H). This new approach is more suitable for
this system since it is stable in the long wavelength regime and gets rid of an
additional step of extracting the potentials from the fields. A few important
FDTD techniques such as the perfectly matched layers (PML) and the plane
wave excitation technique are discussed in detail. For the Schro¨dinger part,
the technique of extracting the eigenfunctions in the time-domain through
FDTD simulations is explained. Then, the Schro¨dinger equation is modi-
fied to take the EM radiation into account, and the particle current term,
which couples the two systems, is explained. The FDTD stability condition
for the whole system is analyzed and derived. The FDTD simulation of the
Maxwell-Schro¨dinger system is shown to agree with the theory of quantum
coherent states.
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CHAPTER 1
INTRODUCTION
Computational electromagnetics (CEM) is an area of study where numerical
techniques are employed to solve Maxwell’s equations. Various frequency-
domain and time-domain techniques have been developed over the last few
decades to solve electromagnetic (EM) wave scattering problems by various
objects, solve antenna design problems, simulate wave propagation in inho-
mogeneous media, and so on. Recent advances in nanotechnology shrink
the length scales of electronic devices down to nanometers which are much
smaller compared to wavelengths of optical waves. One important aspect
that arises from this is the prominence of quantum effects. As the elec-
trons are trapped in smaller regions, the electronic states can be quantized,
and this behavior can only be described by the Schro¨dinger equation and no
other classical equations. From a CEM researcher’s point of view, this de-
velopment of nanotechnology causes the simulation problems to be so small
that they are either in the long wavelength regime or the problems become
multi-scale, which, in either case, raises challenges in simulations using the
methods available in CEM.
In the long wavelength regime (or at low frequency), where the wavelength
of the EM wave is much longer than the scatterer or the simulation domain,
many frequency-domain methods break down due to the finite computer pre-
cision and the imbalance of certain terms in Maxwell’s equations in terms of
frequency-scaling. The solution proposed in this thesis is to use an alternate
formulation of Maxwell’s equations, which will be discussed later in more
detail. If a problem is multi-scale, then there are slowly-varying as well as
rapidly-varying components in either the scatterer or the EM wave. This
renders most methods very inefficient due to too many unknowns to solve
for. One way to surmount this problem is to bring the simulation domain
down to a smaller scale and deal with a long wavelength problem. However,
the quantum mechanical effect is being neglected if only Maxwell’s equations
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are considered for the simulation.
The Maxwell-Schro¨dinger system allows us to incorporate quantum me-
chanical effects into EM simulations. This system involves two sets of equa-
tions that describe a light-matter interaction. Maxwell’s equations charac-
terize the behavior of electromagnetic waves at any length scale, while the
Schro¨dinger equation describes the time evolution of a wave function which
represents the state of a single particle. The two sets of equations are cou-
pled through a polarization current density term which is generated from
the movement of the particle. This system can be used to simulate a light-
matter interaction in the semiclassical regime where EM wave is simulated
classically and the wave function of a particle is simulated based on quantum
mechanics.
This system caught researchers’ attention nearly a decade ago, and one of
the first works involved a straightforward 3-dimensional (3D) finite-difference
time-domain (FDTD) scheme to simulate a simple electron tunneling prob-
lem [1]. There was another group that simulated the same system using
the transmission line matrix method for Maxwell’s equations and the FDTD
method for the Schro¨dinger equation to simulate a carbon nanotube between
two metallic electrodes [2]. Since the Schro¨dinger equation is affected by the
magnetic vector potential (A) and the electric scalar potential (Φ) rather
than the electric and magnetic fields, these groups’ simulation schemes in-
clude a step where they extract the potentials from the fields. In an attempt
to avoid this additional step and make the scheme more efficient, another
group introduced the length gauge [3] which transforms the Schro¨dinger
equation into one that directly takes the fields rather than the potentials.
However, this gauge can only be applied under a long wavelength assump-
tion, which would become inaccurate as the wavelength becomes shorter. In
their subsequent paper, they test the accuracy of the Maxwell-Schro¨dinger
system against the Maxwell-Newton system [4]. This work shows that when
the confining potential is not harmonic, the Maxwell-Newton scheme, which
is fully classical, fails to accurately simulate the physics of the problem, and
the Maxwell-Schro¨dinger system must be used in that case. The most recent
work done on this topic is an investigation of optimal laser pulses that con-
trol quantum states of particles [5]. A newly designed optimal laser pulse is
introduced in this paper, and they show the effectiveness of the new pulse
through their Maxwell-Schro¨dinger simulations. However, for accurate simu-
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lations, a full 3D scheme for this system is implemented in their work, which
includes the extra step of extracting the potentials.
In order to avoid this extra step, a new formulation (called the A-Φ for-
mulation [6]) of Maxwell’s equations solely in terms of the potentials is used
in the work shown in this thesis. In [6], it is revealed that the equations from
this new formulation do not suffer from the low-frequency breakdown prob-
lem because the imbalance due to frequency-scaling is not present. Since the
simulation of the Maxwell-Schro¨dinger system is often in the long wavelength
regime due to the small sizes of particles, the A-Φ formulation is an excellent
candidate for this system.
In the next chapter, the simulation of the A-Φ formulation of Maxwell’s
equations using the FDTD method is explained in detail. The discretization
of the equations is done by applying the discrete EM theory on a lattice [7].
Then, the implementation of the perfectly matched layers (PML) using the
coordinate stretching method [8], [9] is thoroughly described for the A-Φ
formulation. This is an important technique that enables free space simula-
tion since the PML can effectively absorb and attenuate the EM waves when
placed around the simulation domain. The plane-wave excitation technique
[10] is another important tool for EM simulations especially when simulating
a small object with the excitation source placed far away. In this case, the
incident wave can be effectively approximated as a plane-wave. At the end of
the chapter, some simulation results are shown and compared with analytical
solutions in order to confirm the accuracy of the method.
In Chapter 3, the FDTD simulation of the Schro¨dinger equation is de-
scribed. The discrete EM theory [7] can also be applied to discretize this
equation in a very similar manner to how it is applied to the electric scalar
potential equation. Once discretized, the equation can be used to simulate a
wave function for a small particle. One important technique is the method
to find the eigenfunctions in an arbitrary confinement potential [11] because
the particles can only be in a combination of the discrete eigenstates. This
same technique can be applied to extract the corresponding states from the
wave function. The application of this technique is shown through simulation
results.
In Chapter 4, the coupling of Maxwell’s equations and the Schro¨dinger
equation is done. The version of the Schro¨dinger equation which describes
the time evolution of a charged particle under EM radiation is discretized in
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a similar manner as is done in Chapter 3. The coupling factor between the
two systems, which is the electric current density term, is calculated from
the wave function and potentials. This current term contributes back to
Maxwell’s equations as an electric current source. Using these equations, the
FDTD simulation of the Maxwell-Schro¨dinger system is discussed. An elec-
tron is trapped in an artificial atom (or a quantum dot), and the confinement
potential of the dot is parabolic, meaning a quadratic potential. The electron
starts out in the ground state, gets excited by an incident plane wave, and
enters into a coherent state. It is shown here that the simulation agrees with
the theory of coherent state in quantum harmonic oscillators.
Finally, in Chapter 5, the work is summarized and concluded. Possible
directions for future work are also discussed here.
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CHAPTER 2
FDTD SIMULATION OF MAXWELL’S
EQUATIONS
Maxwell’s equations are a set of four equations that fully characterize the
behavior of EM waves according to their sources. They are valid at any
length scale, so they yield solutions suitable for any frequency from zero to
arbitrarily high frequencies. Many numerical techniques have been developed
over the past few decades to solve these equations. However, there are cases
where it is better to consider an alternate approach, a formulation in terms of
the potentials, called the A-Φ formulation [6]. Instead of solving for electric
and magnetic fields from Maxwell’s equations, this formulation is used to
solve for the magnetic vector potential and the electric scalar potential.
In quantum mechanics, the vector and scalar potentials can be more mean-
ingful quantities than the electric and magnetic fields. There exist situations
where there are no fields, but the potentials exist, as in the Aharonov-Bohm
effect [12]. In the Schro¨dinger equation, the potentials are the ones that enter
directly to influence the evolution of the wave function.
As will be described in the next section, the A-Φ formulation does not
suffer from low frequency breakdown. This is because the frequency imbal-
ance of the terms in the equations does not exist. Since this formulation
is derived from Maxwell’s equations, the equations can be discretized for
the FDTD method in a similar manner to the conventional FDTD methods.
Yee’s grid is used in this process [13]. In addition, the applications of the
coordinate stretching PML and plane wave excitation method are explained.
Finally, some simulation results are shown. Radiation from a short dipole is
used to compare the simulation result against the analytical solution. It is
confirmed that the FDTD simulation of the potentials is equivalent to the
conventional FDTD simulation of Maxwell’s equations.
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2.1 Electromagnetic Potentials
The following are Maxwell’s equations for an inhomogeneous, isotropic medium:
∇× E = − ∂
∂t
B (2.1)
∇×H = ∂
∂t
D+ J (2.2)
∇ ·B = 0 (2.3)
∇ ·D = ρ (2.4)
The constitutive relations are D = E and B = µH. From Equation (2.3), a
vector field can be defined such that
B = ∇×A (2.5)
This vector field A is called the magnetic vector potential, and it always
satisfies Equation (2.3) since the divergence of the curl of any vector field
is zero everywhere. If we substitute Equation (2.5) into Equation (2.1), we
have ∇× E = −∇ × ∂
∂t
A. Since the curl of the gradient of any scalar field
is zero everywhere, we can add a gradient of a scalar field to get
E = − ∂
∂t
A−∇Φ (2.6)
The scalar field Φ is the electric scalar potential. With these relationships
among the fields and the potentials, we can write Maxwell’s equations that
solely involve the potentials. By substituting Equation (2.6) into Equation
(2.4) using the constitutive relation,
− ∂
∂t
∇ · A−∇ · ∇Φ = ρ (2.7)
Similarly, by substituting Equations (2.5) and (2.6) into (2.2),
∇× µ−1∇×A+  ∂
2
∂t2
A+ 
∂
∂t
∇Φ = J (2.8)
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The generalized Lorenz gauge [6] is chosen in order to decouple the above
two equations.
−1∇ · A = −µ ∂
∂t
Φ (2.9)
This becomes the Lorenz gauge in the case of a homogeneous medium. This
is a useful gauge to pick for time-domain simulations because the vector and
scalar potentials propagate at the same speed, which is the speed of light.
The decoupled equations can be written in the following manner:
∇ · ∇Φ− 2µ ∂
2
∂t2
Φ = −ρ (2.10)
−∇× µ−1∇×A−  ∂
2
∂t2
A+ ∇−2µ−1∇ · A = −J (2.11)
These two are equivalent to Maxwell’s equations. The two sources in these
equations are related by the current continuity equation.
∇ · J+ ∂ρ
∂t
= 0 (2.12)
This A-Φ formulation is particularly useful in the low frequency regime.
To show the contrast, the vector wave equations derived from Maxwell’s
equations are shown below:
∇×∇× E− ω2µE = iωµJ (2.13)
∇×∇×H− ω2µH = ∇× J (2.14)
In low frequency, for example, Equation (2.13) becomes ∇ × ∇ × E = 0.
This equation does not have a unique solution because the irrotational part
of E is destroyed by the curl operator. Therefore, some additional method
is required in order to relieve this breakdown problem, and these equations
are not truly multiscale.
If we assume a homogeneous medium for simplicity, in the frequency do-
main, the A-Φ equations can be written as
∇2Φ + µω2Φ = −ρ

(2.15)
∇2A+ µω2A = −µJ (2.16)
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As the frequency approaches zero, these equations become
∇2Φ = −ρ

(2.17)
∇2A = −µJ (2.18)
They still remain solvable because Equation (2.17) is Poisson’s equation, and
Equation (2.18) is a set of three Poisson’s equations. Therefore, we observe
that the low frequency breakdown is absent in the A-Φ formulation, and this
is suitable for the Maxwell-Schro¨dinger simulations.
2.2 Discretization
In order to discretize Equations (2.10) and (2.11), the discrete EM theory
on a lattice [7] will be applied, and this theory is consistent with the widely
known Yee’s grid [13]. A brief review of the discrete vector calculus from the
discrete EM theory can be found in Appendix A.
The discrete versions of the A-Φ equations can be written as follows:
−∇ˆ · m∇˜Φnm + µm2m∂˜t∂ˆtΦnm = ρnm
(2.19)
∇ˆ × µ−1m+1/2∇˜ × A˜n−1/2m + m∂˜t∂ˆtA˜n−1/2m − m∇˜µ−1m −2m ∇ˆ · mA˜n−1/2m = J˜n−1/2m
(2.20)
∇ˆ · J˜n−1/2m + ∂ˆtρnm = 0
(2.21)
Here, m = (i, j, k) is a discrete coordinate where a continuous function
f(x, y, z, t) can be represented as fnm = f(i∆x, j∆y, k∆z, n∆t). Also, m +
1/2 = (i + 1/2, j + 1/2, k + 1/2). It can be observed that all differences in
space and time are central in the above equations, so the FDTD simulation of
these equations is second-order accurate. If the time differences are written
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explicitly, the three discrete equations become
ρnm =ρ
n−1
m −∆t(∇ˆ · J˜n−1/2m ) (2.22)
Φn+1m =2Φ
n
m − Φn−1m +
∆t2
µm2m
(
∇ˆ · m∇˜Φnm + ρnm
)
(2.23)
A˜n+1/2m =2A˜
n−1/2
m − A˜n−3/2m +
∆t2
m
(
−∇ˆ × µ−1m+1/2∇˜ × A˜n−1/2m
+ m∇˜µ−1m −2m ∇ˆ · mA˜n−1/2m + J˜n−1/2m
)
(2.24)
These are the time-stepping equations that are used to simulate the poten-
tials. We see that the A-Φ equations are coupled through the discrete current
continuity equation. They can be solved repeatedly in time to simulate the
evolution of the EM waves.
The stability condition for these equations is the same as the FDTD sta-
bility condition for Maxwell’s equations [14].
∆t ≤ 1
c
√
1
∆x2
+ 1
∆y2
+ 1
∆z2
(2.25)
Although the size of the time-step should be less than or equal to this value,
it is normally safe to choose 95% or 90% of the given maximum step size to
avoid any possibility of instability.
The rest of this section lists the completely discretized expressions for each
term in the discrete A-Φ equations. The time steps for each term are not
listed because they are equal to the one on the left-hand side.
∇ˆ · J˜n−1/2(i, j, k) =Jx(i+
1
2
, j, k)− Jx(i− 12 , j, k)
∆x
+
Jy(i, j +
1
2
, k)− Jy(i, j − 12 , k)
∆y
+
Jz(i, j, k +
1
2
)− Jz(i, j, k − 12)
∆z
(2.26)
The above term completes the discretization of the continuity equation.
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∇˜Φn(i, j, k) =xˆΦ(i+ 1, j, k)− Φ(i, j, k)
∆x
+ yˆ
Φ(i, j + 1, k)− Φ(i, j, k)
∆y
+ zˆ
Φ(i, j, k + 1)− Φ(i, j, k)
∆z
(2.27)
∇ˆ · (i, j, k)∇˜Φn(i, j, k) =(i+
1
2
, j, k)[∇˜Φ]x − (i− 12 , j, k)[∇˜Φ]x
∆x
+
(i, j + 1
2
, k)[∇˜Φ]y − (i, j − 12 , k)[∇˜Φ]y
∆y
+
(i, j, k + 1
2
)[∇˜Φ]z − (i, j, k − 12)[∇˜Φ]z
∆z
(2.28)
Here, [A˜]x means the x-component of the vector A˜, and the spatial coordi-
nates of these vector terms are the same as those of the ’s that are multiplied
to each of them. This completes the discretization of the Φ equation.
[∇ˆ × µ−1m+1/2∇˜ × A˜n−1/2m ]x
=
1
∆y
{
1
µ(i+ 1
2
, j + 1
2
, k)
(
Ay(i+ 1, j +
1
2
, k)− Ay(i, j + 12 , k)
∆x
− Ax(i+
1
2
, j + 1, k)− Ax(i+ 12 , j, k)
∆y
)
− 1
µ(i+ 1
2
, j − 1
2
, k)
(
Ay(i+ 1, j − 12 , k)− Ay(i, j − 12 , k)
∆x
− Ax(i+
1
2
, j, k)− Ax(i+ 12 , j − 1, k)
∆y
)}
− 1
∆z
{
1
µ(i+ 1
2
, j, k + 1
2
)
(
Ax(i+
1
2
, j, k + 1)− Ax(i+ 12 , j, k)
∆z
− Az(i+ 1, j, k +
1
2
)− Az(i, j, k + 12)
∆x
)
− 1
µ(i+ 1
2
, j, k − 1
2
)
(
Ax(i+
1
2
, j, k)− Ax(i+ 12 , j, k − 1)
∆z
− Az(i+ 1, j, k −
1
2
)− Az(i, j, k − 12)
∆x
)}
(2.29)
For the above term, only the x-component is shown because the components
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in the other two directions are analogous.
∇ˆ · mA˜n−1/2m =
(i+ 1
2
, j, k)Ax − (i− 12 , j, k)Ax
∆x
+
(i, j + 1
2
, k)Ay − (i, j − 12 , k)Ay
∆y
+
(i, j, k + 1
2
)Az − (i, j, k − 12)Az
∆z
(2.30)
By letting fn−1/2(i, j, k) = ∇ˆ · mA˜n−1/2m , we can write
∇˜fn−1/2(i, j, k) =xˆf(i+ 1, j, k)− f(i, j, k)
∆x
+ yˆ
f(i, j + 1, k)− f(i, j, k)
∆y
+ zˆ
f(i, j, k + 1)− f(i, j, k)
∆z
(2.31)
This concludes the discretization of the A-Φ equations.
2.3 Perfectly Matched Layers
In order to simulate the discrete A-Φ equations using the FDTD method,
some sort of boundary conditions must be enforced because the simulation
space cannot be infinitely large due to finite computer memory. At the
boundary of the simulation domain, the Dirichlet boundary condition is of-
ten used because of its simplicity, but this simulates a time evolution of EM
waves inside a perfectly reflecting box. In many cases, this is an undesirable
setting since most real-world applications are set in a seemingly infinitely
large space. The PML is the most efficient and simple tool to simulate an
infinite space. The PML are layers of artificial materials that have a matched
wave impedance to the medium in the simulation domain, and they addition-
ally have conductivity which causes attenuation of the waves traveling inside
the layers [8].
A very simple way of implementing the PML using the idea of coordinate
stretching was first introduced in [9]. This same technique is applied to
implement the PML for the A-Φ equations. Equations (2.10) and (2.11) are
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modified as follows:
∇s · ∇sΦ− 2µ ∂
2
∂t2
Φ = −ρ (2.32)
∇s × µ−1∇s ×A+  ∂
2
∂t2
A− ∇s−2µ−1∇s · A = −J (2.33)
where
∇s = xˆ 1
sx
∂
∂t
+ yˆ
1
sy
∂
∂t
+ zˆ
1
sz
∂
∂t
(2.34)
It can be shown that in this kind of medium, the wave vector becomes ks =
xˆkx
sx
+ yˆ ky
sy
+ zˆ kz
sz
, so if one of sx, sy, or sz is complex, the wave gets attenuated
in the x-, y-, or z-direction. These coordinate stretching parameters are
defined as
sx = 1 + i
σx
ω
, sy = 1 + i
σy
ω
, sz = 1 + i
σz
ω
(2.35)
If we substitute Equation (2.34) into (2.32) and convert it into the frequency
domain, we get
1
sx
∂
∂x
[∇sΦ]x + 2µω2Φsx +
1
sy
∂
∂y
[∇sΦ]y + 2µω2Φsy
+
1
sz
∂
∂z
[∇sΦ]z + 2µω2Φsz = −ρ (2.36)
The terms Φsx ,Φsy ,Φsz are called split-fields, and Φsx+Φsy +Φsz = Φ. These
split-fields do not have any physical meaning unless they are combined. The
above equation can be split as follows:
1
sx
∂
∂x
[∇sΦ]x + 2µω2Φsx = −ρ (2.37)
1
sy
∂
∂y
[∇sΦ]y + 2µω2Φsy = 0 (2.38)
1
sz
∂
∂z
[∇sΦ]z + 2µω2Φsz = 0 (2.39)
The choice of placing the source in the first equation of the above three is
an arbitrary one and can be changed without affecting the simulation. Since
the solutions to these three are analogous, only Equation (2.37) is discussed.
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Further substituting Equation (2.35) into (2.37) yields
∂
∂x
[∇sΦ]x + (2µω2 + iσxµω)Φsx = −ρ (2.40)
The above is obtained under the assumption that the source is never inside
the PML. This is a valid assumption since a source inside the PML would
not radiate. Bringing this back to time domain, we find
(2µ
∂2
∂t2
+ σxµ
∂
∂t
)Φsx =
∂
∂x
[∇sΦ]nx + ρn (2.41)
By turning the equation into a discrete one, the time-stepping equation can
be found as follows:
Φn+1sx =
1
2µ
∆t2
+ σxµ
2∆t
(
−2µ−2Φ
n
sx + Φ
n−1
sx
∆t2
+ σxµ
Φn−1sx
2∆t
+ ∂ˆx[∇˜sΦ]nx + ρn
)
(2.42)
The only remaining term to find is the third term in the parenthesis on the
right-hand side. We can write
[∇˜sΦ]nx =
1
sx
∂˜xΦ
n (2.43)
which becomes (
1 + i
σx
ω
)
[∇˜sΦ]x = ∂˜xΦn (2.44)
Transforming this into a time-domain equation yields
[∇˜sΦ]nx
(
i+
1
2
, j, k
)
+
σx

(n−1∑
m=1
[∇˜sΦ]mx
(
i+
1
2
, j, k
)
+
1
2
[∇˜sΦ]nx
(
i+
1
2
, j, k
))
∆t =
Φn(i+ 1, j, k)− Φn(i, j, k)
∆x
(2.45)
The summation in this equation is a discrete integral using the midpoint rule.
When i
ω
is transformed to an operator in the time-domain, it is written as
i
ω
↔
t∫
0
dt′ ≈
n∑
m=0
∆t (2.46)
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Equation (2.45) can be used to find [∇˜sΦ]nx using Φn. After finding this term,
it can be used to find
∂ˆx[∇˜sΦ]nx =
(i+ 1
2
, j, k)[∇˜sΦ]nx − (i− 12 , j, k)[∇˜sΦ]nx
∆x
(2.47)
The spatial coordinates of [∇˜sΦ] terms follow the ones of ’s multiplied to
them. This concludes the derivation of coordinate stretching PML for the
discrete Φ equation.
Applying the PML to the A equation is a bit more tedious since it involves
a vector field with more terms to work with. If we substitute
H = µ−1∇s ×A (2.48)
and
f = −2µ−1∇s · A (2.49)
into Equation (2.33), we get
∇s ×H+  ∂
2
∂t2
A− [∇sf ] = J (2.50)
To keep the derivation concise, we will only consider the x-component of this
equation. By converting this to the frequency-domain, applying Equation
(2.34), and taking the x-component, we find
1
sy
∂Hz
∂y
− 1
sz
∂Hy
∂z
− ω2Ax − [∇sf ]x = Jx (2.51)
Substituting Equation (2.35) into this and simplifying the expression yields
(
−ω2 − iωσz

)[∂Hz
∂y
]
+
(
ω2 + iω
σy

)[∂Hy
∂z
]
+
(
ω4 + iω3(σy + σz)− ω2σyσz

)
Ax +
(
ω2+ iω(σy + σz)− σyσz

)
[∇sf ]x
= −ω2Jx (2.52)
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Converting this back to time-domain,(
∂2
∂t2
+
σz

∂
∂t
)[
∂Hz
∂y
]
+
(
− ∂
2
∂t2
− σy

∂
∂t
)[
∂Hy
∂z
]
+
(

∂4
∂t4
+ (σy + σz)
∂3
∂t3
+
σyσz

∂2
∂t2
)
Ax
+
(
− ∂
2
∂t2
− (σy + σz) ∂
∂t
− σyσz

)
[∇sf ]x = ∂
2
∂t2
Jx (2.53)
When discretized, the above equation becomes
[
∂Hz
∂y
]n− 1
2 − 2
[
∂Hz
∂y
]n− 3
2
+
[
∂Hz
∂y
]n− 5
2
∆t2
+
σz

[
∂Hz
∂y
]n− 1
2 −
[
∂Hz
∂y
]n− 5
2
2∆t
−
[
∂Hy
∂z
]n− 1
2 − 2
[
∂Hy
∂z
]n− 3
2
+
[
∂Hy
∂z
]n− 5
2
∆t2
− σy

[
∂Hy
∂z
]n− 1
2 −
[
∂Hy
∂z
]n− 5
2
2∆t
+ 
A
n+ 1
2
x − 4An−
1
2
x + 6A
n− 3
2
x − 4An−
5
2
x + A
n− 7
2
x
∆t4
+ (σy + σz)
1
2
A
n+ 1
2
x − An−
1
2
x + A
n− 5
2
x − 12A
n− 7
2
x
∆t3
+
σyσz

A
n− 1
2
x − 2An−
3
2
x + A
n− 5
2
x
∆t2
−  [∇sf ]
n− 1
2
x − 2[∇sf ]n−
3
2
x [∇sf ]n−
5
2
x
∆t2
− (σy + σz) [∇sf ]
n− 1
2
x − [∇sf ]n−
5
2
x
2∆t
− σyσz

[∇sf ]n−
3
2
x =
J
n− 1
2
x − 2Jn−
3
2
x + J
n− 5
2
x
∆t2
(2.54)
This is essentially time-stepping A equation with PML. However, there are
several remaining terms that need to be derived. Going back to Equation
(2.48), we can substitute Equation (2.35) and take the sx-component to find
1
sx
∂
∂x
xˆ×A = µHsx (2.55)
The process is analogous for sy- and sz-components, so it will not be repeated
here. In the frequency-domain, this equation becomes
∂
∂x
(zˆAy − yˆAz) =
(
µ+ i
σxµ
ω
)
Hsx (2.56)
Since this equation has two vector components, we can split them into two,
each in z- and y-directions, and convert them into time-domain equations as
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follows:
A
n− 1
2
y (i+ 1, j + 12 , k)− A
n− 1
2
y (i, j + 12 , k)
∆x
= µH
n− 1
2
sx,z +
σxµ

(
n−1∑
m=1
H
m− 1
2
sx,z +
1
2
H
n− 1
2
sx,z
)
∆t
(2.57)
−A
n− 1
2
z (i+ 1, j, k + 12)− A
n− 1
2
z (i, j, k + 12)
∆x
= µH
n− 1
2
sx,y +
σxµ

(
n−1∑
m=1
H
m− 1
2
sx,y +
1
2
H
n− 1
2
sx,y
)
∆t
(2.58)
H
n− 1
2
sx,z can be calculated from A
n− 1
2
y , and H
n− 1
2
sx,y can be calculated from A
n− 1
2
z .
Once sy- and sz-components are also found from Equation (2.48) in a similar
manner, the magnetic field can be recovered as Hx = Hsx,x + Hsy ,x + Hsz ,x
and same for Hy and Hz. From this, the partial derivatives of H terms in
Equation (2.54) can easily be found.[
∂Hz
∂y
]
=
Hz(i+
1
2
, j + 1
2
, k)−Hz(i+ 12 , j − 12 , k)
∆y
(2.59)[
∂Hy
∂z
]
=
Hy(i+
1
2
, j, k + 1
2
)−Hz(i+ 12 , j, k − 12)
∆z
(2.60)
The remaining term to be derived in Equation (2.54) is the gradient of f
term. In order to derive this, f must be derived first. We have the following
relationship:
µ2f = ∇s · A (2.61)
Applying the split-field method and taking the sx-component of this equa-
tion, (
1 + i
σx
ω
)
fsx =
1
µ2
∂
∂x
(Ax) (2.62)
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We convert this to time-domain and discretize it.
f
n− 1
2
sx +
σx

(
n−1∑
m=1
f
m− 1
2
sx +
1
2
f
n− 1
2
sx
)
∆t
=
1
µ2
(i+ 1
2
, j, k)A
n− 1
2
x − (i− 12 , j, k)A
n− 1
2
x
∆x
(2.63)
Using this equation, f
n− 1
2
sx can be found from A
n− 1
2
x . The terms fsy and fsz
can be found similarly, and then f = fsx + fsy + fsz . From this f term, the
gradient of f can be calculated as follows:
∇sf = [∇sf ] (2.64)
Taking the sx-component of this,
1
sx
∂
∂x
xˆf = [∇sf ]sx = [∇sf ]x (2.65)
Note that the sx-component in this case happens to be the x-component
because the vector is only in the x-direction. The discretized time-domain
version of this equation is
fn−
1
2 (i+ 1, j, k)− fn− 12 (i, j, k)
∆x
= [∇sf ]n−
1
2
x +
σx

(
n−1∑
m=1
[∇sf ]n−
1
2
x +
1
2
[∇sf ]n−
1
2
x
)
∆t (2.66)
This concludes the derivation of the coordinate stretching PML for the A-Φ
equations.
2.4 Plane Wave Excitation
In EM scattering problems, when the source is placed far away, the incident
wave on the scatterer is essentially a plane wave. This is especially true for
a small scatterer. Therefore, this is a necessary simulation technique to be
developed for the A-Φ equations. This has been already developed for E and
H fields in Maxwell’s equations [10], so it can be applied in a similar manner
to the potentials.
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Figure 2.1: Illustration of the surface equivalence principle. Shown are a
scattering problem with a region of interest inside S (left) and an
equivalent problem with equivalent sources on S (right).
This technique is motivated from the surface equivalence principle illus-
trated in Figure 2.1 [15]. When an incident wave hits an object, the wave
is scattered. At steady state, the wave everywhere is a superposition of
the incident and the scattered waves, so the total fields are expressed as
E = Einc +Esca and H = Hinc +Hsca. This situation corresponds to the left
one in Figure 2.1. If we are only interested in the fields in a specific region
surrounded by surface S, then the fields outside this surface do not matter to
this problem. If we set the fields outside the surface to be E′ and H′, then by
applying the boundary conditions across the discontinuous interface at every
point on S, the equivalent sources on S can be written as JS = nˆ× (H′−H)
and MS = (E
′ − E)× nˆ.
In the simulation of a scattering problem, only the incident field is known
prior to the simulation because it is the source of excitation. If we pick
E′ = Esca and H′ = Hsca, then the equivalent sources on S simply become
JS = H
inc × nˆ and MS = nˆ× Einc. Using this principle, the simulation can
be excited by enforcing the incident field to be a plane wave. Although this
illustration of the equivalence principle is in terms of the fields, this can be
equivalently applied to the potentials.
For the implementation of this technique with the FDTD method, the
equivalent sources do not have to be calculated. Instead, the field values can
directly enter into the discrete equations, and this saves an additional step
of calculating the equivalent sources. As an example, consider a linearly z-
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Figure 2.2: Discrete vector field plot of a slice in the yz-plane shown near
the interface between the total and scattered field regions.
polarized plane wave traveling in the y-direction: Ainc = zˆA0 sin(ky−ωt). On
top of the original time-stepping equations that were derived in the previous
sections, a few terms need to be modified.
In Figure 2.2, the magnetic vector potentials are shown near the boundary
between the total field and the scattered field regions. We define the total
field region so that it includes the fields at the boundary. Let the red vector
in Figure 2.2 be a z-component of A at position (i, j, k + 1
2
). Then we can
write
Az
(
i, j, k +
1
2
)
= f
(
Ay
(
i, j − 1
2
, k
)
, Ay
(
i, j +
1
2
, k
)
,
Ay
(
i, j − 1
2
, k + 1
)
, Ay
(
i, j +
1
2
, k + 1
)
,
Az
(
i, j, k − 1
2
)
, Az
(
i, j − 1, k + 1
2
)
,
Az
(
i, j, k +
1
2
)
, Az
(
i, j + 1, k +
1
2
)
,
Az
(
i, j, k +
3
2
))
(2.67)
This just means that the red vector is some function of itself and the green
vectors nearby. Three of the arguments of this function are from the scattered
field region while the others are from the total field region. Therefore, these
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Figure 2.3: Discrete vector field plot of a slice in the yz-plane shown near
the interface between the total and scattered field regions.
terms need to be corrected in order to make the equation consistent. The
corrected equation should be in the form as
Az
(
i, j, k +
1
2
)
= f
(
Ay
(
i, j − 1
2
, k
)
, Ay
(
i, j +
1
2
, k
)
,
Ay
(
i, j − 1
2
, k + 1
)
, Ay
(
i, j +
1
2
, k + 1
)
,
Az
(
i, j, k − 1
2
)
,
Az
(
i, j − 1, k + 1
2
)
+ Aincz
(
i, j − 1, k + 1
2
)
,
Az
(
i, j, k +
1
2
)
, Az
(
i, j + 1, k +
1
2
)
,
Az
(
i, j, k +
3
2
))
(2.68)
In this case, only one term is modified because the plane wave only has a
z-component, so the Ay vectors in the scattered field region do not need any
modification.
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Consider updating a field in the scattered field region as follows:
Ay
(
i, j − 1
2
, k + 1
)
= g
(
Ay
(
i, j − 1
2
, k
)
, Ay
(
i, j − 3
2
, k + 1
)
,
Ay
(
i, j − 1
2
, k + 1
)
, Ay
(
i, j +
1
2
, k + 1
)
,
Ay
(
i, j − 1
2
, k + 2
)
, Az
(
i, j − 1, k + 1
2
)
,
Az
(
i, j, k +
1
2
)
, Az
(
i, j − 1, k + 3
2
)
,
Az
(
i, j, k +
3
2
))
(2.69)
This means that the red vector Ay is some other function of the nearby green
vectors as shown in Figure 2.3. It can be observed that most fields involved
in this equation are scattered fields, so a few of the total fields need to be
modified in this case to make the entire equation be in terms of scattered
fields. The corrected equation is
Ay
(
i, j − 1
2
, k + 1
)
= g
(
Ay
(
i, j − 1
2
, k
)
, Ay
(
i, j − 3
2
, k + 1
)
,
Ay
(
i, j − 1
2
, k + 1
)
, Ay
(
i, j +
1
2
, k + 1
)
,
Ay
(
i, j − 1
2
, k + 2
)
, Az
(
i, j − 1, k + 1
2
)
,
Az
(
i, j, k +
1
2
)
− Aincz
(
i, j, k +
1
2
)
,
Az
(
i, j − 1, k + 3
2
)
,
Az
(
i, j, k +
3
2
)
− Aincz
(
i, j, k +
3
2
))
(2.70)
In this case, two terms from the total field region are subtracted by the
incident field so that the equation is fully in terms of the scattered fields.
This technique needs to be applied to all the time-stepping equations to
simulate a plane wave.
As for the values of the incident fields, the easiest way to compute them
is to propagate them along a 1D grid using the FDTD method. A point
source in 1D corresponds to an infinitely large current sheet in 3D, so it can
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efficiently generate a plane wave. In this example, the 1D grid would be
along the y-direction, and the incident field value at point (i, j, k) in the 3D
grid would simply be taken at point (j) in the 1D grid.
2.5 Simulation Results
This section gives a summary of the FDTD simulation results of the A-Φ
equations. The first part shows the agreement of the simulation results and
the analytical solutions. The second part shows the agreement between the
A-Φ simulations and the conventional Maxwell’s equations simulations.
2.5.1 Comparison to the Analytical Solutions
A simple simulation of a short dipole under the Lorenz gauge is done with
the coordinate stretching PML. The field plots are shown in Figure 2.4. The
current density for the dipole is J = zˆ sin(2pic
λ
t) where λ = 0.1 m. The simu-
lation domain is 1 m× 1 m× 1 m, and the outer region is surrounded by the
PML. We can see that the magnetic vector potential propagates spherically
while the electric scalar potential radiates in the axial directions. This agrees
with the fact that
A(r) =
µ
4pi
∫∫∫
V
dr′J(r′)
eik|r−r
′|
|r− r′| (2.71)
Φ(r) =
1
4pi
∫∫∫
V
dr′ρ(r′)
eik|r−r
′|
|r− r′| (2.72)
for an infinitesimal dipole at r′ ∈ V [14]. When J is an infinitesimally small
current source, ρ forms a small dipole according to the continuity equation.
Only comparing the radiation pattern is not a reliable way to confirm the
accuracy of a simulation result. Therefore, Equations (2.71) and (2.72) are
further evaluated and compared to the simulated field values.
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(a) Plots of Az. Slices in xy- and yz-planes.
(b) Plots of Φ. Slices in xy- and yz-planes.
Figure 2.4: Field plots of a z-directed short dipole radiating surrounded by
PML.
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When the integrals in Equations (2.71) and (2.72) are evaluated,
A = zˆ
µIl
4pir
eikrei
pi
2 (2.73)
Φ = cos θ
Il
4picr
eikrei
pi
2 (2.74)
where r = |r− r′| and θ is the zenith angle. The additional phase of pi
2
comes
from the fact that the source is sinusoidal. The analytical values of these
expressions are plotted along with the simulated values as shown in Figure
2.5. We see that they match very well in both cases when compared far
away from the source, but in the case with Φ, we see some error very close to
the source. This is due to the fact that, in the simulation, the source forms
a dipole and occupies two consecutive nodes in the discrete space, while in
the calculation of the analytical values, the source is assumed to be at a
single point in the middle. Even with this small difference, the field values
match very well when compared at a sufficient distance from the source. This
confirms that the simulation of the A-Φ equations is very accurate.
2.5.2 Comparison with the Conventional FDTD Method
As a simple example, an EM scattering simulation is compared between the
two methods: the A-Φ equations and the conventional Maxwell’s equations.
As shown in Figure 2.6, a dielectric cube of r = 4 and size 0.25 m×0.25 m×
0.25 m is placed near the center of the simulation domain of 1.2667 m ×
1.2667 m × 1.2667 m. The total field region is 1 m × 1 m × 1 m, and it is
surrounded by the scattered field region and the PML. The expression for
the plane wave is Einc(y, t) = zˆE0 sin(ky− 2picλ t) where λ = 0.1 m and E0 = 1
V/m. The electric field can be recovered from A and Φ using Equation (2.6),
and the error between the two methods were calculated as
Perror =
∫∫∫ |EMax − EPot|2dV∫∫∫ |EMax|2dV × 100 (2.75)
where EMax is from Maxwell’s equations and EPot is from the A-Φ equations.
The field plots are shown in Figure 2.7. The error was calculated to be
Perror = 0.039%. This shows that the two ways of simulation agree very well.
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(a) Plot of Az: Analytical vs simulated.
(b) Plot of Φ: Analytical vs simulated.
Figure 2.5: Comparison between the analytical and simulated values.
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Figure 2.6: Simulation setting for the EM wave scattering from a dielectric
cube.
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(a) Plots of Ez obtained from the conventional FDTD simulation of Maxwell’s
equations.
(b) Plots of Az obtained from the FDTD simulation of the A-Φ equations.
Figure 2.7: EM wave scattering simulation plots for Ez and Az. Notice that
the phase differs in the two plots by pi
2
.
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CHAPTER 3
FDTD SIMULATION OF THE
SCHRO¨DINGER EQUATION
Classical description of charged particles, like electrons, fails at a tiny length
scale. In small electronic devices, such as quantum dots, the electrons are
confined in all three dimensions, and they only occupy discrete energy levels.
No classical particles exhibit this behavior. This kind of phenomenon can
only be explained through quantum mechanics, and we start by supposing
that the electronic states are describable as waves. The Schro¨dinger equation
was postulated [16] by Erwin Schro¨dinger in order to consistently describe
small particles as waves. Since then, its validity has been confirmed by nu-
merous experiments. In this chapter, several important aspects of simulating
the Schro¨dinger equation are discussed.
In the first section, it is shown that the discrete vector calculus that was
used to discretize the A-Φ equations can also be applied to the Schro¨dinger
equation. It is done in a very similar manner to the way it was done with
the Φ equation. Once the discrete time-stepping equations are obtained,
the FDTD simulation can be utilized to extract the eigenenergy levels for
some confinement potential [11], and this technique is general for any kind
of confinement potential. After that, this technique is applied to extract the
corresponding eigenfunctions for each eigenenergy levels. These techniques
are especially important because they can be applied to extract the eigen-
functions in any general nanoelectronic devices. Finally, a few simulation
results are shown and discussed.
3.1 Discretization
The time-dependent Schro¨dinger equation is given by
ih¯
∂
∂t
ψ(r, t) = − h¯
2
2m∗
∇2ψ(r, t) + V (r, t)ψ(r, t) (3.1)
28
where h¯ = h
2pi
, h is the Planck constant, ψ is the wave function of the particle
where |ψ|2 represents the probability density function of the particle, m∗ is
the effective mass of the particle, and V is the confinement potential. Small
particles which also behave as waves have total energy proportional to their
frequency as E = h¯ω. And ψ is a complex wave function which is propor-
tional to e−iωt. Therefore, the left-hand side of Equation (3.1) represents the
total energy of the particle. On the right-hand side, we have the momentum
operator, pˆ = h¯
i
∇, operating on the wave function twice divided by twice of
mass. This yields the kinetic energy. The last term with V represents the
potential energy, so the Schro¨dinger equation indicates that the total energy
of the particle traveling through some potential is equal to the sum of its
kinetic energy and potential energy.
Applying the discrete vector calculus, Equation (3.1) is turned into
ih¯ ˆ˜∂tψ
n
m = −
h¯2
2m∗
∇ˆ · ∇˜ψnm + Vmψnm (3.2)
Here, we have a special difference operator ˆ˜∂t which is an approximation to
the first-order time derivative. This takes the argument forward and back-
ward in time, so the spacing is twice as wide compared to ordinary forward
or backward difference operators. This special difference operator is indis-
pensable for the discretization of the Schro¨dinger equation since it has been
found by researchers that a simple scheme involving forward difference in
time and central difference in space is always unstable [17].
The time stepping equation can be written as
ψn+1m = ψ
n−1
m + i
h¯∆t
m∗
∇ˆ · ∇˜ψnm − i
2Vm∆t
h¯
ψnm (3.3)
and the stability condition for this is
∆t ≤ h¯
2h¯2
m∗
(
1
∆x2
+ 1
∆y2
+ 1
∆z2
)
+ Vmax
(3.4)
where Vmax is the maximum value of Vm [18]. The limit on the above con-
dition can be increased by adopting a staggered scheme where the equation
is divided into real and imaginary parts [17]. In the staggered scheme, the
factor of 2 in the denominator goes away, and this makes the simulation twice
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as short at best. However, it is shown in the next chapter that this cannot
be done with the Schro¨dinger equation when the EM wave is involved. A
new stability condition is derived then.
The second term on the right-hand side of Equation (3.3) is written as
follows:
∇ˆ · ∇˜ψ(i, j, k) =ψ(i+ 1, j, k)− 2ψ(i, j, k) + ψ(i− 1, j, k)
∆x2
+
ψ(i, j + 1, k)− 2ψ(i, j, k) + ψ(i, j − 1, k)
∆y2
+
ψ(i, j, k + 1)− 2ψ(i, j, k) + ψ(i, j, k − 1)
∆z2
(3.5)
This completes the discretization of the Schro¨dinger equation.
3.2 Extracting the Eigenfunctions
By simulating the Schro¨dinger equation using the FDTD method, the eigenen-
ergy levels and eigenfunctions of any structure can be extracted [11]. This is
an important technique since it allows us to find out which states an electron
can occupy given an arbitrary electronic structure.
In order to extract the eigenfunctions, the eigenenergy levels need to be
known first. The energy levels can be found by the following procedure:
1. Select a point in the simulation space. This point can be randomly
selected, but if there are any known knowledge of how the eigenfunc-
tions should look like prior to the simulation, then choose the point so
that it can avoid the null points of the eigenfunctions. This point is
the source/observation point.
2. A time-domain signal (preferably Gaussian) that covers a desired fre-
quency range is injected into the wave function at the source point in
the FDTD simulation. The wave function at the observation point is
recorded in discrete time.
3. After the simulation ends, Fourier transform the discrete time-domain
data to frequency domain, and obtain the frequency spectrum. This re-
veals the possible eigenenergy levels (as eigenfrequencies) for the given
structure.
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4. Repeat steps 1 through 3 for different source/observation points until
the complete frequency spectrum is obtained.
When the pulse is injected, only the eigenmodes remain after a while because
they are resonant, and all other modes decay away eventually. In this process,
several different points must be selected in order to obtain the full spectrum
of eigenfrequencies. The simulation time must also be long enough to resolve
each level in the frequency-domain.
After finding the eigenenergy levels, any of the eigenfunctions correspond-
ing to those levels can be found using a “running Fourier transform” [19]. If
the eigenfrequency of the desired level is f0, the discrete Fourier transform
is written as
Ψ(f0) =
N∑
n=0
ψ(n∆t)e−i2pif0n∆t∆t (3.6)
This sum can be calculated term by term while the FDTD simulation is
running at each time step by calculating
Ψn(f0) = Ψ
n−1(f0) + ψ(n∆t)e−i2pif0n∆t∆t (3.7)
These values are calculated at every point in the simulation domain. After
the simulation ends, Ψ(f0) will reveal the eigenfunction for the level at f0.
3.3 Simulation Results
In this section, the application of techniques introduced in the previous sec-
tion is demonstrated on an electron trapped in a 3D box. The size of the
box is 5 nm × 5 nm × 5 nm, and V = 0 everywhere. The number of nodes
is 51 × 51 × 51. This is essentially a 3D infinite potential well, and the
eigenenergy levels can be found analytically as
f(nx, ny, nz) =
h¯
4pim
[(
nxpi
Lx
)2
+
(
nypi
Ly
)2
+
(
nzpi
Lz
)2]
(3.8)
where nx, ny, nz are mode numbers in each direction, m is the mass of the
electron, and Lx, Ly, Lz are the lengths of each side of the box. The first
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Figure 3.1: Simulated frequency-domain data recorded at three different
source/observation points.
step is to find the eigenenergy levels and compare them to the analytical val-
ues. The simulation result is shown in Figure 3.1. We see that the different
modes are revealed by different simulations. Table 3.1 shows the compari-
son between the analytical and simulated eigenfrequency values. There is a
good agreement between the two, and higher accuracy can be achieved by
increasing the number of nodes in discrete space.
Any eigenmode can be picked, and its wave function can be extracted by
utilizing the “running Fourier transform” as it was discussed in the previous
section. For example, the (2,2,2) mode is extracted and plotted in Figure
3.2. We can see the two peaks in x-, y-, and z-directions from this mode as
expected.
Table 3.1: Comparison between analytical and simulated eigenfrequencies.
Mode (nx, ny, nz) Analytical Simulated Percent Error
(1,1,1) 1.0911× 1013 1.001× 1013 8.26%
(1,1,2) 2.1822× 1013 2.12× 1013 2.85%
(1,2,2) 3.2733× 1013 3.18× 1013 2.85%
(1,1,3) 4.0006× 1013 3.945× 1013 1.39%
(2,2,2) 4.3643× 1013 4.298× 1013 1.52%
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Figure 3.2: (2,2,2) mode extracted from the FDTD simulation. The
probability density function of slices along two different planes is plotted
here.
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CHAPTER 4
MAXWELL-SCHRO¨DINGER SYSTEM
As the size of the EM simulation domain shrinks down to nanoscale, quantum
effects become more apparent. If the simulation domain is so small that it
involves EM wave interaction with small particles or artificial atoms (quan-
tum dots), macroscopic average effects such as polarizations and conductions
used in constitutive relations will not be accurate anymore. In order to have
an accurate simulation scheme, the Maxwell-Schro¨dinger system must be
considered.
For the Maxwell part, the A-Φ equations are implemented since they are
suitable for low frequency (long wavelength) simulations. For the Schro¨dinger
part, the modified Schro¨dinger equation, which takes the EM radiation into
account, is implemented. This equation has a few extra terms due to the in-
teraction between the charged particle and the EM wave. The equation that
links these two systems is the particle current equation. Since the charged
particle gets excited under an EM radiation, its movement generates elec-
tric current density, and this will in turn contribute to Maxwell’s equations.
With these equations, an electron trapped in an artificial atom is considered.
The confinement potential is quadratic for a simple harmonic oscillator, so
when the electron is excited, it enters into a coherent state. The comparison
between the simulation result and the theory of coherent state is shown to
confirm that the Maxwell-Schro¨dinger system produces accurate results.
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4.1 Governing Equations
For the EM part of the Maxwell-Schro¨dinger system, the A-Φ equations from
Chapter 2 are used. They are listed here again for convenience.
∇ · ∇Φ− 2µ ∂
2
∂t2
Φ = −ρq (4.1)
−∇× µ−1∇×A−  ∂
2
∂t2
A+ ∇−2µ−1∇ · A = −Jq (4.2)
∇ · Jq + ∂ρq
∂t
= 0 (4.3)
The sources on the right-hand side of the first two equations have subscript
q to indicate that they are coming from the quantum part of the system.
For the quantum part, the time-dependent Schro¨dinger equation is
ih¯
∂
∂t
ψ(r, t) = − h¯
2
2m∗
∇2ψ(r, t) + V (r, t)ψ(r, t) (4.4)
This can be rewritten as
ih¯
∂
∂t
ψ(r, t) =
1
2m∗
(
h¯
i
∇
)
·
(
h¯
i
∇
)
ψ(r, t) + V (r, t)ψ(r, t) (4.5)
In the above equation, the first term on the right-hand side represents the
kinetic energy, and the second term represents the potential energy. Under
static electric field, the electric scalar potential contributes to the potential
energy of the equation as follows:
ih¯
∂
∂t
ψ(r, t) =
1
2m∗
(
h¯
i
∇
)
·
(
h¯
i
∇
)
ψ(r, t) + Φ(r, t)ψ(r, t) + V (r, t)ψ(r, t)
(4.6)
Under EM radiation, the momentum operators, pˆ = h¯
i
∇, need to be modified
as pˆ = h¯
i
∇ − qA [20] where q is the electric charge of the particle. This
modification leads to
ih¯
∂
∂t
ψ(r, t) =
1
2m∗
(
h¯
i
∇− qA
)2
ψ(r, t) + Φ(r, t)ψ(r, t) + V (r, t)ψ(r, t)
(4.7)
This modified Schro¨dinger equation fully describes a charged particle under
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an EM radiation.
When this particle is excited, it will be in a superpositioned state, meaning
that it would start to move. The probability density function for this particle,
|ψ|2, needs to obey the following continuity equation, which is analogous to
the electric current continuity equation:
∂
∂t
|ψ|2 +∇ · Jp = 0 (4.8)
where Jp is the probability current. Using Equations (4.7) and (4.8), we can
arrive at
Jp =
1
2
{[
pˆ− qA
m∗
ψ
]∗
ψ + ψ∗
[
pˆ− qA
m∗
]
ψ
}
(4.9)
Since this is due to a charged particle, the particle current that contributes to
the A-Φ equations is Jq = qJp. This completes the list of governing equations
for the Maxwell-Schro¨dinger system.
4.2 Discretization
The discretization of the A-Φ equations has been presented in Chapter 2,
but the discretization of the modified Schro¨dinger equation and the particle
current term has not been shown so far. These are the main discussions of
this section.
The discrete version of the modified Schro¨dinger equation is very similar
to the original one.
ih¯ ˆ˜∂tψ
n
m =
[
1
2m∗
(
h¯
i
∇ˆ − qA˜nm
)
·
(
h¯
i
∇˜ − qA˜nm
)
+ qΦnm + Vm
]
ψnm (4.10)
The time-stepping equation obtained from the above is
ψn+1m =ψ
n−1
m +
∆t
m∗
[
ih¯∇ˆ · ∇˜ψnm + q∇ˆ · (A˜nmψnm) + qA˜nm · ∇˜ψnm
− iq
2|A˜nm|2
h¯
ψnm
]
− i2∆tqΦ
n
m
h¯
ψnm − i
2∆tVm
h¯
ψnm (4.11)
The discretized expression for the second term on the right-hand side of
the above equation has been already derived and shown in Equation (3.5).
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Moving on to the next term, we have
∇ˆ · (A˜mψm) =
Ax(i+
1
2
, j, k)ψ − Ax(i− 12 , j, k)ψ
∆x
+
Ay(i, j +
1
2
, k)ψ − Ay(i, j − 12 , k)ψ
∆y
+
Az(i, j, k +
1
2
)ψ − Az(i, j, k − 12)ψ
∆z
(4.12)
where the coordinates of ψ follow that of A that is multiplied to itself. The
ψ on these points need to be calculated by taking the average of the values
on the two nearby nodes.
A˜m · ∇˜ψm =1
2
[
Ax
(
i+
1
2
, j, k
)
ψ(i+ 1, j, k)− ψ(i, j, k)
∆x
+ Ax
(
i− 1
2
, j, k
)
ψ(i, j, k)− ψ(i− 1, j, k)
∆x
]
+
1
2
[
Ay
(
i, j +
1
2
, k
)
ψ(i, j + 1, k)− ψ(i, j, k)
∆y
+ Ay
(
i, j − 1
2
, k
)
ψ(i, j, k)− ψ(i, j − 1, k)
∆y
]
+
1
2
[
Az
(
i, j, k +
1
2
)
ψ(i, j, k + 1)− ψ(i, j, k)
∆z
+ Az
(
i, j, k − 1
2
)
ψ(i, j, k)− ψ(i, j, k − 1)
∆z
]
(4.13)
|A˜m|2ψm =
[
Ax
(
i+
1
2
, j, k
)2
+ Ax
(
i− 1
2
, j, k
)2
+ Ay
(
i, j +
1
2
, k
)2
+ Ay
(
i, j − 1
2
, k
)2
+ Az
(
i, j, k +
1
2
)2
+ Az
(
i, j, k − 1
2
)2]
× ψ(i, j, k)
2
(4.14)
The last two terms in Equation (4.11) are very straightforward, so they are
not listed here.
The remaining equation to be discretized is the particle current equation.
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The discrete version of that is
J˜n+1/2q,m =
q
2
{[ h¯
i
∇˜ − qA˜n+1/2m
m∗
ψn+1/2m
]∗
ψn+1/2m
+ (ψn+1/2m )
∗
[
h¯
i
∇˜ − qA˜n+1/2m
m∗
]
ψn+1/2m
}
(4.15)
This can be simplified as
J˜n+1/2q,m = −
q
m∗
[
Re{ih¯(ψn+1/2m )∗∇˜ψn+1/2m }+ q|ψn+1/2m |2A˜n+1/2m
]
(4.16)
There are two terms in this equation, and the x-component of the discretized
expression for the first terms looks like
[ψ∗m∇˜ψm]x =
ψ∗(i+ 1, j, k) + ψ∗(i, j, k)
2
ψ(i+ 1, j, k)− ψ(i, j, k)
∆x
(4.17)
Only the real part of the above term enters into Equation (4.16). The y- and
z-components are analogous. For the x-component of the second term, we
have
[|ψm|2A˜m]x = ψ
2(i+ 1, j, k) + ψ2(i, j, k)
2
Ax
(
i+
1
2
, j, k
)
(4.18)
The y- and z-components can be written analogously, and this completes the
discretization for the Maxwell-Schro¨dinger system.
4.3 Stability Condition
The time-step, ∆t, is taken to be the minimum of the two from the A-
Φ equations or the Schro¨dinger equation in order to have a stable scheme.
The time-steps for these equations were shown in the previous chapters, but
since the Schro¨dinger equation is modified, so should its time-step be. The
technique used in [18] is applied in the derivation of the stability condition
shown in this section.
The time-dependent Schro¨dinger equation can be written as an eigenvalue
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problem.
ih¯
∂ψ
∂t
= λψ (4.19)
Here, λ is the eigenvalue. The discrete version of this equation is written as
ih¯
ψn+1 − ψn−1
2∆t
= λψn (4.20)
From this equation, we need |g| =
∣∣∣ψn+1ψn ∣∣∣ ≤ 1 where g is the growth factor.
This means that, to have a stable scheme, we need the wave function to decay
or to be bounded in time. Substituting this growth factor into Equation
(4.20) yields
g = −iλ∆t
h¯
±
√
1−
(
λ∆t
h¯
)2
(4.21)
In order to have |g| ≤ 1, we must have
λ∆t ≤ h¯ (4.22)
Looking at Equations (4.7) and (4.19), we can write
λψ =
1
2m∗
(
h¯
i
∇− qA
)2
ψ + Φψ + V ψ (4.23)
For an EM plane wave, under the assumption that the region of interest is
along the broadside of the source (a dipole) at a far location, it can be shown
that the plane wave is purely transverse. This means that even under the
Lorenz gauge, Φ = 0 everywhere. With this, expanding the above equation,
we get
λψ =
1
m∗
(−h¯2∇˜2ψ + ih¯qψ∇ˆ · A˜+ ih¯qA˜ · ∇ˆψ + ih¯qA˜ · ∇˜ψ + q2|A˜|2ψ) + V ψ
(4.24)
where ∇˜2 = ∇ˆ · ∇˜. Since the plane wave is purely transverse, the term
involving ∇ˆ · A˜ = 0 everywhere. All other terms can be nonzero.
In order to get a simple expression for the eigenvalue from Equation (4.24),
we need to consider a simple case where the wave function is a plane wave:
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ψ = eik·r. An example of ∇˜2ψ is shown only in the x-direction below.
(∂˜x + ∂ˆx)ψ(x) =
ei(kx(m+1)∆x) − ei(kxm∆x)
∆x
+
ei(kxm∆x) − ei(kx(m−1)∆x)
∆x
=
ei(kx(m+1)∆x) − ei(kx(m−1)∆x)
∆x
= ψ(x)
2i sin(kx∆x)
∆x
Using this way of simplification, Equation (4.24) can be written as
λ =
1
2m∗
[
4h¯2
(
sin2 kx∆x
2
∆x2
+
sin2 ky∆y
2
∆y2
+
sin2 kz∆z
2
∆z2
)
− 2h¯q
(
Ax
sin kx∆x
∆x
+ Ay
sin ky∆y
∆y
+ Az
sin kz∆z
∆z
)
+ q2|A|2
]
+ V
(4.25)
From Equation (4.22), we can get ∆t ≤ h¯
λ
. To ensure stability, we take the
maximum of λ and get
∆t ≤ h¯
1
m∗
[
4h¯2
(
1
∆x2
+ 1
∆y2
+ 1
∆z2
)
− 2h¯q
(
Ax
∆x
+ Ay
∆y
+ Az
∆z
)
+ q2|A|2
]
+ Vmax
(4.26)
This is the stability condition for the Schro¨dinger equation, and it can be
observed that when A = 0 everywhere, the stability condition in Equation
(3.4) is recovered. The time step of the Maxwell-Schro¨dinger system is chosen
to be the minimum of the above and Equation (2.25) for a stable scheme.
4.4 Simulation Results
In this section, the accuracy and validity of the FDTD simulation of the
Maxwell-Schro¨dinger system are confirmed through comparison with theory.
4.4.1 An Artificial Atom as a Dipole
The Maxwell-Schro¨dinger system is used to simulate a single electron in the
ground state trapped in an artificial atom (quantum dot). The confinement
40
Figure 4.1: Illustration of the simulation setting for an artificial atom.
potential of the atom is characterized by a harmonic oscillator. The simu-
lation setting is illustrated in Figure 4.1. This setting mimics the quantum
dot introduced in [21]. The effective mass of the electron is m∗ = 0.023m0
where m0 is the electron rest mass, and the angular frequency of the har-
monic oscillator is ω = 2pic
λ
where λ = 950 nm. The plane wave is given by
Ainc = zˆ10−7 sin(ky − ωt) V · s/m. The simulation domain is narrow in x-
and y-directions to reduce the number of unknowns and the simulation time.
When the electron is excited by the plane wave, it starts oscillating in
the z-direction and emits EM wave. When in the ground state, the electron
satisfies charge neutrality everywhere, but when it starts oscillating, charge
neutrality is locally disturbed. This creates a dipole inside the artificial
atom, which radiates in a similar manner to an infinitesimal dipole. The
plots for the A-Φ fields are shown in Figure 4.2. These are plotted after
the excitation plane wave has stopped for a while. Notice that the radiation
pattern resembles that in Figure 2.4, so the artificial atom indeed behaves
similarly as an infinitesimal dipole as expected.
In Figure 4.3, the total and scattered Az and Ez are plotted. These fields
are recorded at a distance along the broadside of the oscillation of the elec-
tron. The incident wave is a sine wave in A, so it is a flipped cosine in E.
Since the time-derivative of A is discontinuous shortly before t = 1 × 10−14
s, E is discontinuous at that time. The wave emitted from the electron is
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(a) Plots of Az. Slices in xy- and yz-planes.
(b) Plots of Φ. Slices in xy- and yz-planes.
Figure 4.2: Field plots from the simulation of an artificial atom.
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relatively weak compared to the incident wave, so its effect is not so obvious
when the incident wave is present. Since this is in long wavelength regime,
the contribution from Φ to E is greater than that of A to E.
In Figure 4.4, the sum of Jz in the simulation domain is plotted in time.
Because of the incident plane wave, the electron only moves along the z-
direction, so only Jz has a meaningful value. We see that while the incident
plane wave exists, Jz is amplified. After the excitation stops, the amplitude
of Jz slowly decays. If we consider an infinitesimal dipole with current density
J = 1× 1017 A/m2, the value of the electric field along the broadside of the
dipole can be found from the following equation [14]:
Ez = −ikηIl
4pir
[
1− 1
ikr
− 1
(kr)2
]
eikr (4.27)
In the case of the infinitesimal dipole with that current density, it is found
from a rough approximation that Ez ≈ 2 × 108 V/m. We see from Figure
4.3(b) that the Ez emitted from the electron is approximately 0.6×107 V/m
at maximum. The two are almost different by a little more than a single
order. The difference comes from the fact that the electron generates a
current density spread throughout the volume of the simulation space, while
the classical dipole only occupies a single point, much smaller even compared
to an electron.
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(a) Plots of Az.
(b) Plots of Ez.
Figure 4.3: Field plots recorded at a distance along the broadside direction
from the electron.
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Figure 4.4: Sum of Jz in the simulation domain.
4.4.2 Coherent State
When the electron in the harmonic oscillator is excited by a plane wave, it
starts oscillating. This oscillation is much like a classical behavior such as a
pendulum or an oscillating spring. However, this oscillation of the electron
is due to a superposition of many different eigenmodes in the artificial atom.
This state is called the coherent state.
The expression for a coherent state is given by [22]
|z〉 = e− |z|
2
2
∞∑
n=0
zn√
n!
|n〉 (4.28)
where z =
√
E0e
iϕ(t), n is the mode number in the harmonic oscillator, E0
is the average number of photons in the mode, and ϕ(t) is a real function in
time that represents the phase of the state. The probability of finding mode
n in this coherent state is
pn(z) =
En0
n!
e−E0 (4.29)
which is a Poisson distribution.
For the simulation of the coherent state, the electron is excited initially by
a plane wave, and then the technique discussed in Chapter 3 is used to extract
the eigenstates that the electron is in. The distribution of the states is shown
to roughly match the Poisson distribution as the theory suggests. The reason
for only a rough match is that the intensities of the eigenstates extracted
through the simulation depend on the different spatial points that were used
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Figure 4.5: Plot of eigenenergy levels of a simulated coherent state.
for the simulation, and this does not accurately reflect the probability of
finding the electron in those states.
Figure 4.5 shows the plot of the frequency domain signals that reveals the
eigenfrequency levels. We see that mainly three modes are excited from the
plane wave, and the peak is located at n = 0. In order to find the Poisson
distribution with the peak at the same location, the derivative of Equation
(4.29) is taken to be
d
dn
pn(z) =
En0 (lnE0 − ψ(0)(n+ 1))
eE0Γ(n+ 1)
(4.30)
where ψ(m)(z) is the polygamma function of order m and Γ(n) is the gamma
function. To find a Poisson distribution with a peak located at n = 0, we let
the above derivative be equal to zero and find the value of E0. It is found to
be E0 = 0.5615 photons. The corresponding Poisson distribution is plotted
in Figure 4.6.
In the simulation space, the average number of photons was set to be 6
photons, and this indicates that the electron absorbed E0
6
× 100 ≈ 9.36% of
the photons in space. In terms of volume, this corresponds to a sphere with
a radius of 4.1758 nm, and most of the probability density of the electron is
contained in this sphere. As a reference, a plot of the electron in the ground
state is shown in Figure 4.7.
If the number of photons in the simulation space is tripled from 6 to 18,
then E0 is also expected to triple from the previous value. This expected
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Figure 4.6: Plot of the Poisson distribution with E0 = 0.5615 photons.
Figure 4.7: Plots of xy- and yz-plane slices of an electron in a ground state
in an artificial atom with the quadratic confinement potential.
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Figure 4.8: Plot of the Poisson distribution with E0 = 1.6844 photons.
Figure 4.9: Plot of eigenenergy levels of a simulated coherent state.
Poisson distribution is plotted in Figure 4.8. With 18 photons in the sim-
ulation space, the coherent state simulation result is plotted in Figure 4.9.
We can see that the simulated distribution of states closely resembles the
predicted Poisson distribution.
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CHAPTER 5
CONCLUSION
In this thesis, the FDTD simulation of an artificial atom using the Maxwell-
Schro¨dinger system has been demonstrated, and its validity has been con-
firmed through comparison with the theories. Important techniques for the
FDTD simulations for Maxwell’s equations have been developed and derived.
The same has been done for the Schro¨dinger equation. The two are coupled
in the final chapter, and the simulation results are compared with theories.
Instead of Maxwell’s equations, the A-Φ equations are used to simulate
the EM wave. This is a better choice for the Maxwell-Schro¨dinger system
than Maxwell’s equations for two reasons. First, the potentials directly enter
the Schro¨dinger equation, so working with the A-Φ equations gets rid of an
additional unnecessary step of finding the potentials from the fields. Second,
the A-Φ equations are stable in the low frequency regime while Maxwell’s
equations require additional remedies for low frequency stability. Since the
Maxwell-Schro¨dinger system usually involves light-matter interaction where
the EM wavelength is much longer compared to the matter wavelength, a
stable scheme in long wavelength is very important.
Since the FDTD simulation of the A-Φ equations has not been studied
much by researchers, several important FDTD techniques are developed in
this thesis. It is shown and derived that these equations can be discretized
consistently using the EM theory on a lattice [7]. A stable coordinate stretch-
ing PML is developed to truncate the simulation domain, and the plane wave
excitation technique is also described. Infinitesimal dipole and EM wave scat-
tering simulations are demonstrated in order to confirm the accuracy of the
FDTD simulation of the A-Φ equations.
The Schro¨dinger equation is also discretized in a similar manner. A tech-
nique involving the “running Fourier transform” [19] has been shown to ex-
tract the eigenstates in an arbitrary potential. Simulation results are shown
to prove that the eigenenergy levels can be accurately extracted and that
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eigenfunctions can also be extracted.
For the Maxwell-Schro¨dinger system, the Schro¨dinger equation is modified
appropriately so that it can describe a charged particle under EM radiation.
This new equation is discretized, and also a new stability condition is derived
to have a stable scheme. Two kinds of simulations are done with this system:
a dipole and a coherent state. For the dipole simulation, an electron trapped
in an artificial atom with a parabolic potential is excited by a plane wave,
and it is shown that this oscillating electron radiates very similarly to an
infinitesimal dipole. For the coherent state simulation, the coherent state
excited by the EM wave is associated with the average number of photons
in the simulation space, and it is shown that, using the average number of
photons, it is possible to predict which states will be excited by the EM wave.
This thesis exhibits a detailed study on the FDTD simulation of the
Maxwell-Schro¨dinger system and shows that it is a valid tool. However,
there are a few limitations of this system that need to be noticed. First,
the number of unknowns grows approximately as O(N3), where N is the
number of unknowns along x-, y-, or z-axis, because it involves a 3D simu-
lation. Large number of unknowns quickly leads to a very long simulation
time because the system needs to be time-stepped with a step size limited
by the stability condition. Second, it only involves a single particle, and its
effect is only meaningful in a tiny scale. Most electronic devices still involve
thousands or millions of charged particles, and this system would not be
exactly suitable in these situations. However, the efficiency problem can be
worked around if one limits the size of the simulation domain by designing it
efficiently. In devices where many particles are involved, an independent par-
ticle approximation can be used to simulate the net effect of many particles.
One electron approximation is an example where the Schro¨dinger equation
is solved for a single electron with an effective potential. Future work should
involve simulation of electronic devices at nanoscale where a single charged
particle and EM waves interact. Quantum dots or single electron transistors
[1] are where this system could be efficiently applied.
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APPENDIX A
DISCRETE VECTOR CALCULUS
The discrete vector calculus forms the basis for the electromagnetic theory
on a lattice. A brief overview is given on this topic. The paper [7] includes
the details.
A differentiation can be approximated by a forward or backward difference.
When g(x) = ∂xf(x),
gm+1/2 = ∂˜xfm =
fm+1 − fm
∆x
(A.1)
gm−1/2 = ∂ˆxfm =
fm − fm−1
∆x
(A.2)
where ∂x =
∂
∂x
, fm = f(m∆x), and ∆x is the length of one cell. A discrete
gradient also has forward and backward directions as given below when g =
∇f .
g˜mnp = ∇˜fmnp = xˆ∂˜xfmnp + yˆ∂˜yfmnp + zˆ∂˜zfmnp (A.3)
gˆmnp = ∇ˆfmnp = xˆ∂ˆxfmnp + yˆ∂ˆyfmnp + zˆ∂ˆzfmnp (A.4)
where xˆ, yˆ, zˆ are unit vectors in x, y, z directions, g˜mnp is a fore-vector emanat-
ing from point (m,n, p) to (m+1/2, n, p), (m,n+1/2, p), and (m,n, p+1/2),
and gˆmnp is a back-vector located on points (m− 1/2, n, p), (m,n− 1/2, p),
and (m,n, p− 1/2) all pointing to (m,n, p).
If we have a fore-vector F˜mnp = xˆf
x
m+1/2,n,p+ yˆf
y
m,n+1/2,p+ zˆf
z
m,n,p+1/2, then
we define a discrete divergence associated with point (m,n, p) such that
dmnp = ∇ˆ · F˜mnp = ∂ˆxfxm+1/2,n,p + ∂ˆyf ym,n+1/2,p + ∂ˆzf zm,n,p+1/2 (A.5)
Similarly, the direction can be in the other way as dmnp = ∇˜ · Fˆmnp.
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The discrete curl is defined as
Bˆm+1/2,n+1/2,p+1/2 = ∇˜ × F˜mnp
= xˆ
(
f zm,n+1,p+1/2 − f zm,n,p+1/2
∆y
−
f ym,n+1/2,p+1 − f ym,n+1/2,p
∆z
)
+ yˆ
(
fxm+1/2,n,p+1 − fxm+1/2,n,p
∆z
− f
z
m+1,n,p+1/2 − f zm,n,p+1/2
∆z
)
+ zˆ
(
f ym+1,n+1/2,p − f ym,n+1/2,p
∆x
− f
x
m+1/2,n+1,p − fxm+1/2,n,p
∆y
)
(A.6)
Similarly, B˜m−1/2,n−1/2,p−1/2 = ∇ˆ × Fˆmnp is possible.
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