The structure matrix and a generalization of Ryser's maximum term rank formula  by Michael, T.S.
Mathematics Department 
United States Naval h&mg’ 
Annupoks, Maryland 21402 
Dedicated to the memory of Scott R. Johnson. 
Submitted by Richard A. Brualdi 
ABSTRACT 
Let 8( R, S) denote the class of all (0, l)-matrices with row sum vector R = 
( r1, f2r l l l , r,) and column sum vector S = (q, se, . . . , s,). Suppose that rl 3 r2 2 
l l - 2 rm and s1 2 s2 2 l l l 2 s,. A theorem of Ford and Fulkerson asserts that the 
class $I( R, S) is nonempty if and only if rl + r2 + 9 * - + r,,, = s1 + s2 + l 9 l +s, and 
the structure matrix T( R, S) associated with R and S is nonnegative. We show that this 
theorem remains valid under a weaker hypothesis on R and S than monotonicity. This 
stronger result enables us to prove a generalization of Ryser’s maximum term rank 
formula. Moreover, if we extend our definitions suitably, then our results are valid for 
classes of matrices with elements in the set (0, 1, . . . , q) in place of (0, 1). We work in 
the more general context throughout. Our theorems give information concerning the 
existence and size of matchings and other nearly regular subgraphs in bipartite graphs 
with prescribed degree sequences. 
1. AN OVERVIEW 
Throughout this paper 9 denotes a positive integer, and 
R = (r1,r2 ,..., r,,J and S = (sl,s2 ,..., sn) 
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THEOREM 1.1. The nearly mon&one class a,( R, S) is nonempty f and 
only if rlfrz+.**+r,=s,+sz+***+s, and the structure matrix 
T,( R, S) is nonnegative. 
The Ford-Fulkerson theorem deals with the monotone class a,( R, S). 
Their stipulation that R and S be monoton is a natural one; the components 
of potential row sum and column sum vectors may usually be permuted. But 
the stronger result of Theorem 1.1 streamlines our proof of the following 
generalization of Ryser’s maximum term rank formula. 
Let A = [aij] and B = [ bij] be nonnegative integral matrices of size m by 
n. We write 
R < A provided bij < aij 
for i= 1,2 ,..., mandj= l,2 ,..., n. The weight of B, denoted by T(B), is 
the sum of all of the entries of B. The matrix B is nearly biregdur provided 
its row sums differ by at most 1 and its column sums differ by at most 1. 
THEOREM 1.2. Let T = T,( R, S) = [Q] denote the structure mat& of the 
nonempty, monotone clars $!I,( R, S). Let 7 be a nonnegative integer, and 
sq2pose 
7 = mh + a = nk + b, ( ) 1.5 
where h, k, a, and b are integers with 0 < a < m and 0 < b < n. Then there 
exist a matrix A in P[& R, S) and a nearly biregular matrix B of weight T with 
< A if and ody if the inequality 
r < tU + min(i, a) + mini j, b} + hi + kj ( 1 1.6 
holdsfor i = O,l,. . m and = O,l,. . . , n. 
If q = 1 and r < mm{ m, n), then we may select h = k = 0 in (1.5), and 
ser’s maximum term rank formula [7; 8, p. 751 follows from (P .6). (See 
Coroll .l below.) 
0ur proof of Theorem 1.2 begins along the same lines as the first part of 
n by Brualdi and Ross [3]. Theorem 1. P 
em I.2 the matrix 
y monotone vet 
and S. Theorem 
in (1.6) hold if and only if the 
24 
Each matrix in e class N,( R, S) corresponds in the usual way to a 
degree sequences R and S. Thus the results in 
ated as results about classes of bipartite multi- 
12, then each matrix in the class 
e usuaP way to a directed g-multigraph with outde- 
gree sequence e sequence S. Thus, in this case our results may 
also be recast as results about classes of directed multigrapbs with prescribed 
rst lemma we list sever properties of the structure constants 
rk - ( 1 2.1 . 
k>i 
and the st~ct~~@ matrix , S) - [tii]. We e phnsize that no monotonicity 
( 1 2.2 
( 1 2.3 
t 
* 
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” - ti_l,j = 8 - Pi ( i= 1,2 ,. ..,m). ( ) 2.5 
= zz 32 ,*.*, ret 
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also holds. The e9at9ies in row 0 and column 0 of T are 
tolz = 0, t 0, on0 = 
to, n-2 = s, + s,-1, t m-2.0 = r* + rm-l, ( 1 2.7 
. 
. 
. 
t, = s,+s,-1+***+s,, t,=r,+r,_,+-•+9-,. 
Equations (2.3)-(2.7) are immediate consequences of the definition (2.1) 
and Equation (2.2). We omit the proofs. The above relationships and many 
other properties of structure matrices are found in the survey article by 
Brualdi [2] for the special case 9 = 1. We remark that (2.7) and the recur- 
rence relation (2.6) facilitate the computation of the (n + l)( n + 1) entries of 
the structure matrix T. 
Our next result motivates our definition (2.1) of the structure constants. 
The proof uses the usual counting arguments for results of this type. 
LEMMA 2.2. Suppose that the cluss %?I,( R, S) is nonempty. Then 
and tb structure m&d T,( A, S) = [tij] is nonnegatiue. 
Proof. Suppose that A E N&R, S). Then 
9-l + 9-2 9 l ** +rm = r(A) = s1 + s2 + l -* +s,. 
For i = 0, I,. . . , m and j = 61, . . . , n consider the decomposition 
where the submatrices IV and 2 are of sizes i by j and tn - i !_“: 02 - f, 
=Oormorifj= or n, then some of the submatrices are 
92 denote the mat of B’s of size tn by n. Consider the 
T. S. EL 
nmne e. ence 
) = 9ij + T( “) - r( 
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of 6 aud s^ equals r - 1. The entries of the structure matrix 
are given by 
i$* = ( 1 3.2 
We assert that ? is nonnegative. For suppose 
re 3 + 1, then by (3.1) we have 
= t,j+ (e-i)(re-_- 1) 9 12 1. 
On the other hand, if re < qj + 1, then by (2.3) and (3.1) we have 
. P F 1.2 
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( s;, s;, . . . , sh) satisfy 
r.-riE(h,h+l) I for i=1,2 ,..., m, 
sj - s;E(k,k+ 1) for j= 1,2,...,n 
for some nonnegatiue integers h and k. Then there exist matrices A in 91q( R, S) 
and A’ in 8 ,J R’, S? with A’ < A if and only if both of the classes 8 &R, S) and 
‘, S? are Monempty. 
rualdi and Ross [3] have given a proof of Lemma 4.1 in the special case 
4 = B and h = k = 0 based on the ideas in the proof by LovGsz [S] of the 
l-factor theorem. r$nstee has observed that essentially the same argument 
establishes Lemma 4.1 for q = 1. (See [l> Corollary 3.S] and [2, Theorem 
ization to q 2 1 presents no new difficulties. We omit the 
LEMMA 4.2. Suwose tht B 6 A, where B is a nearly biregular mat& of 
t T and A is in the mmtone &rss a,( 19, S). Then B’ < A’ for some 
meady bi lar matrix B’ uf weight 7 with monotone row sum and column sum 
some matrix A’ ire q(R, v 
satisfy the hwothesis of the lemma. 
exceeds the sum of row e by 1. Then 
e.+l,f for some index f. IF apf > b+ then we define A = A and 
suppose that ad = beJ. By the mono- 
uch that a,j - bcj > a,+,,j - b,+l,j. If 
S = B + E, - Ee+l,j* NOW suppose 
sewedefineI?=B- E,+If+E,fand A^=A 
In all cases the matrices A and .8 satisfv the 
row e of B now exceeds the sum of 
s shows that for some matrix A” in 
B” of weight 7 with monotone row 
n sum vector of 
that of B. A similar 
emma 4.2 there exist 
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class ?l,( fi, s”) is nonempty, where 
The vectors 2 and s^ are nearly monotone. By Theorem 1.1 the class $!I,( 4, s^) 
is nonempty if and only if the structure matrix T,( A, s^) = [t”,] is nonnegative. 
Now for i = 0, 1, . . . , m and j = 0, 1, . . . , n we have 
t^ir = q*ij+ c Fp- c sp 
p>i PG 
=q*M+ pFi(rp-h) -max{O,a-i) - p%_(Sp_k)+min(j,b) 
= 9 l ij + C rp - C sp + min(i, u) - a + min( j, b) - h(m - i) + kj 
p>i P6.i 
= t ij - 7 + min{i, a) + min{ j, b) + hi + I$. 
Therefore T,( ii, s^) is nonnegative if and only if (1.6) holds. 
5. CONSEQUENCES OF THEOREM 1.2 
Let A be a (0, l)-matrix. A set of l’s in A is independent provided no two 
of the l’s are in the same row or column of A. The term rank of A, denoted 
by p(A), is the -maximum cardinality of an independent set of l’s in A. Thus 
p(A) equals the maximum cardinality of a matching in the bipartite graph 
associated with A. Suppose that the class pI1( R, S) is nonempty. We define 
p=$(R,S) = max{p(A): AePIr(R,S)). 
Ryser deduced the following formula for the maximum term rank p’ from a 
decomposition theorem [7; 8, p. 751. Brualdi and Ross [3] provided a more 
r an even simpler proof led to the discovery of 
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CcmOLLARY 5.1 (Ryser) . Let T = T,(R, S) = [tij] be the structure mUtti 
of the fumempty, monotone claw PI,{ R, S). Tbren 
p= min {tij+ i+j), ( 1 5.1 
i,j 
Broc$ Lee p ix an integer with 0 < p < min {m, n}. There exists a 
1( R, S) with a set of p independent l’s if and only if for some 
1( A, S) there is a nearly biregular matrix B of weight p with 
em I.2 we select 9 = I,h=k=O,andr=a=b=p.By 
a matrix in g,( R, S) with term rank p if and only if the 
inequality 
9 < ty + min{2,$) i- min{ j; S] ( 1 5.2 
holds for i = 0, 1, . . . , m and j = 0.1, . . . , n. If f 2 p or if j 2 1~~ &en (5.2) 
s. Suppose that i < p and j < p. Then (5.2) holds if and only if 
p G Cfj + i + j. is proves (5.1). 
We conclude wit-h another corollary of Theorem 1.2. 
T = T,( R, S) = [Q] be the sttwture matrix of the 
nonempty, mrnast class a,( R, S). Suppose that h ad k are nonnegative 
km = kn = 7. 
(k,h,...,h) (k.k.....k) 
ZE- and K= -. 
m R 
1 1 5.3 
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hof. In Theorem 1.2 ve se!ect a = b = 0. By (1.6) our matrices A and 
B exist if and only if the inequality 
T < tij + hi + kj = tij + T 
holds for i = 0, 1, . . . , m and j = 0, 1, . . . , IL. If mn < ni + mj, then (5.4) 
clearly holds. Suppose that mn > ni + mj. Then (5.4) holds if and only if (5.3) 
holds. 
We remark that it is possible to associate a structure matrix with the class 
of all r-multigraphs with a prescribed degree sequence. Each result in this 
paper possesses a valid analogue in the new setting [S]. For instance, the 
counterpart of Ryser’s maximum term rank formula is a formula for the 
maximum cardinality of a matching among all graphs with a prescribed degref: 
sequence. 
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