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[1] The cross polar cap potential is considered an instantaneous monitor of the rate at which
magnetic flux couples the solar wind to the Earth’s magnetosphere-ionosphere system.
Studies have shown that the cross polar cap potential responds linearly to the solar wind
electric field under nominal solar wind conditions but asymptotes to the order of 200 kV for
large electric field. Saturation of the cross polar cap potential is also found to occur in MHD
simulations. Several mechanisms have been proposed to explain this phenomenon. Two
well-developed models are those of Siscoe et al. (2002), herein referred to as the Siscoe-Hill
model, and of Kivelson and Ridley (2008), herein referred to as the Kivelson-Ridley model.
In this study, we compare the mathematical formulas as well as the predictions of the two
models with data. We find that the two models predict similar saturation limits. Their
difference can be expressed in terms of a factor, which is close to unity during a saturation
interval. A survey of the differences in the model predictions show that, on average, the
potential of the Kivelson-Ridley model is smaller than that of the Siscoe-Hill model by
10 kV. Measurements of AMIE, DMSP, PC index, and SuperDARN are used to
differentiate between the two models. However, given the uncertainties of the
measurements, it is impossible to conclude that one model does a better job than the other of
predicting the observed cross polar cap potentials.
Citation: Gao, Y., M. G. Kivelson, and R. J. Walker (2013), Two models of cross polar cap potential saturation compared:
Siscoe-Hill model versus Kivelson-Ridley model, J. Geophys. Res. Space Physics, 118, 794–803, doi:10.1002/jgra.50124.
1. Introduction
[2] The cross polar cap potential (ΦPC) measures the rate
of magnetic flux transfer from the solar wind to the Earth’s
magnetosphere-ionosphere system. It is an important parame-
ter in characterizing the coupling among solar wind, magneto-
sphere, and ionosphere. Boyle et al. [1997] empirically
obtained a formula that linearly relates ΦPC measured by
DefenseMeteorological Satellite Program (DMSP) to the solar
wind parameters through
ΦPC kV½   107u km=s½ 2 þ 11:7B nT½  sin3 θ=2ð Þ; (1)
where ΦPC is in kV, u is the solar wind velocity in km/s, and B
is the magnitude of the interplanetary magnetic field (IMF) in
nT. Boyle et al. [1997] attributed the first term to the viscous in-
teraction between the solar wind and the magnetosphere
through the low-latitude boundary layer, i.e.,
Φvis kV½   107u km=s½ 2; (2)
and the second term to low-latitude magnetic reconnection, i.e.,
Φrec kV½   11:7B nT½  sin3 θ=2ð Þ: (3)
Previous studies found that ΦPC predicted from equation (1)
agrees reasonably well with observations under nominal solar
wind conditions [Boyle et al., 1997; Jiang et al., 2011; Gao,
2012a]. However, under intense solar wind driving, ΦPC
reaches an upper limit or saturates [e.g., Russell et al., 2000],
instead of increasing linearly as predicted by equation (1).
The saturation of ΦPC is consistent with observations [e.g.,
Nagatsuma, 2002; Shepherd et al., 2002; Hairston et al.,
2003; Ober et al., 2003] and is found to occur in MHD simu-
lations [e.g., Raeder et al., 2001; Siscoe et al., 2002; Merkine
et al., 2003]. Several models have been proposed to explain
the saturation of ΦPC [Siscoe et al., 2002; Siscoe et al., 2004;
Kivelson and Ridley, 2008; Borovsky et al., 2009]. However,
the physical mechanism is still in debate. Borovsky et al.
[2009] compared several saturation models and categorized
them as reconnection and postreconnection models. The re-
connection models, with details varying, explain the reduced
potential as being caused by a reduction of the dayside recon-
nection rate [Raeder et al., 2001; Siscoe et al., 2002; 2004;
Merkin et al., 2005; Ridley, 2005]. In contrast, the post-
reconnection model of Kivelson and Ridley [2008] explains
the reduced potential in terms of processes occurring on the
newly reconnected field lines.
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[3] The most extensively studied reconnection model is
presented by Siscoe et al. [2002; 2004], herein referred as
the Siscoe-Hill model [Hill et al., 1976; Siscoe et al., 2002;
2004]. The Siscoe-Hill model explains the saturation of ΦPC
as a result of the feedback of the Region 1 current. Under
extreme solar wind driving, the magnetic field generated
by the Region 1 current becomes comparable to and
opposes the Earth’s dipole field at the magnetopause where
reconnection occurs. By significantly weakening the field
that is reconnecting, the Region 1 current ultimately limits
the reconnection rate, resulting in the saturation of ΦPC
[Siscoe et al., 2002].
[4] Hill et al. [1976] argued that, for any given solar wind
reconnection electric field, the cross polar cap potential is
determined by the interplay between an unsaturated transmag-
netospheric potential (ΦM) and a saturated transpolar potential
(ΦS). ΦM is the potential drop around the magnetopause that
results from magnetic reconnection in the absence of the satu-
ration mechanism. This is an idealized potential in that the
model assumes that it increases linearly with the reconnection
electric field (EK-L) [Kan and Lee, 1979], i.e.,
ΦM / EKL; (4)
even in the saturation domain where, according to the
model, the real reconnection potential drop saturates. Here
EK-L is related to the solar wind parameters through
EKL ¼ uBYZsin2 θ=2ð Þ; (5)
where u is the solar wind velocity,
BYZ ¼ BY 2 þ BZ2
 1=2
(6)
in the GSM coordinates, and θ is the interplanetary magnetic
field (IMF) clock angle measured clockwise from the GSM Z
axis in a plane perpendicular to the Earth-Sun line. ΦS is the
transpolar potential that generates Region 1 current strong
enough to prevent any further increase in the reconnection rate
by creating an opposingmagnetic field at the reconnection site.
Hill et al. [1976] expressed the interplay between ΦM and ΦS
by combining them as
ΦSH ¼ ΦMΦS= ΦM þ ΦSð Þ: (7)
Under nominal solar wind conditions, ΦM ≪ ΦS. Thus,
ΦSH  ΦM: (8)
However, at high levels of geomagnetic activity, ΦM
increases to such an extent that ΦM ≫ ΦS and
ΦSH  ΦS: (9)
Thus, ΦS-H saturates for these intervals. Siscoe et al. [2002]
adopted and extended the results of Hill et al. [1976] by re-
lating ΦM and ΦS to solar wind and ionospheric parameters.
Siscoe et al. [2002] applied magnetic reconnection theory
to the magnetopause and obtained an analytical formula for
ΦM as
ΦM ¼ 1:82 106EKLp1=6; (10)
where EK-L is the reconnection electric field [Kan and
Lee, 1979] and p is the solar wind pressure in SI units.
In the following analysis, the parameters are in SI units. p, in
equation (10), includes both the solar wind dynamic pressure
(pdyn) and the magnetic pressure (pmag), i.e.,
p ¼ pdyn þ pmag: (11)
Here
pdyn ¼ ru2; and pmag ¼ B2=2m0; (12)
where r is the solar windmass density, B is the IMFmagnitude,
and m0 = 4p  107 H/m is the permeability of free space.
[5] The analytic formula for ΦS is derived based on the
magnetic field generated by the Region 1 current and is given
by
ΦS ¼ 4:61 109p1=3=xΣP; (13)
where ΣP, fixed at 10 S, is the ionospheric Pedersen conduc-
tance and x is a coefficient of the geometry of current flow
lines in the ionosphere. An empirical equation given by Siscoe
et al. [2002] relates x to ΣP through
x  4:45 1:08log10ΣP: (14)
From equation (14), x, usually between 3 and 4, is not sen-
sitive to ΣP. When ΣP = 10 S, x = 3.37, which is the value
used in the following analysis. To emphasize,
x ΣP¼10 S ¼ 3:37:j (15)
By substituting equation (10) and equation (13) into equa-
tion (7), the analytic formula of the Siscoe-Hill model is
obtained, i.e.,
ΦSH ¼ Φvis þ 1:82
106EKLp1=3= p1=2 þ 4 104xΣPEKL
 
:
(16)
where a viscous term has been added.
[6] The model of Kivelson and Ridley [2008], i.e.,
Kivelson-Ridley model, is considered as a postreconnection
model because it places no constraints on the reconnection
efficiency or the magnetospheric geometry. Kivelson and
Ridley [2008] argued that. when the impedance of the solar
wind across polar cap field lines dominates the impedance
of the ionosphere, the Alfvén waves incident from the
solar wind are partially reflected, reducing the signal in
the polar cap. The ratio of the cross polar cap electric
field (EK-R) to the reconnection electric field (EK-L) is
2ΣA/(ΣP + ΣA), i.e.,
EKR ¼ EKL2ΣA= ΣP þ ΣAð Þ; (17)
where ΣP is the ionospheric Pederson conductance taken as
10 S, and ΣA, the Alfvén conductance of the solar wind, is
computed from
ΣA ¼ 1=m0vA; (18)
and
vA ¼ B= m0rð Þ1=2: (19)
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Under nominal solar wind conditions, ΣA 16 S. With ΣP 
10 S [Kivelson and Ridley, 2008], EK-R is slightly larger than
but close to EK-L, i.e.,
EKR  1:2EKL: (20)
Under intense solar wind driving, ΣA decreases to such an
extent that ΣA < ΣP. Therefore,
EKR < EKL: (21)
Then, the cross polar cap potential is calculated from
ΦKR ¼ Φvis þ EKRD; (22)
where D is defined as the distance across the unperturbed
solar wind containing field lines that reconnect as they
encounter the dayside of the magnetosphere. D is taken to
be proportional to the distance to the nose of the magneto-
pause (Rmp),
D ¼ 0:1Rmp; (23)
where Rmp is calculated from
Rmp ¼ 2B0ð Þ2=2m0p
h i1=6
RE; (24)
where B0 = 30.4 mT is the equatorial surface field of the
Earth. Thus, the analytic formula given by the Kivelson-
Ridley model is
ΦKR ¼ Φvis þ 1:35 106EKLp1=6ΣA= ΣA þ ΣPð Þ; (25)
where
0:2p 2B0ð Þ2=2m0
h i1=6
RE ¼ 1:35 106 (26)
has been substituted. In this paper, we explore the similarities
and differences between these two models and compare the
model predictions with measurements. In section 2, we com-
pare equation (16) with equation (25) in the saturation limit.
We find that, except for some trivial differences, equation
(16) is practically the same as equation (25) in the saturation
limit. In section 3, using the same cases as Gao et al.
[2012c], the model predictions are compared to the measure-
ments of AMIE, DMSP, PC index, and SuperDARN. Since
different measurements give very different values, but the
model predictions are close, it is impossible to show that one
model is better than the other by comparing the predictions
with the measurements.
2. A Formula of ΦS-H Similar to ΦK-R
[7] In this section, we compare equation (16) with
equation (25) under nominal solar wind conditions. First,
we notice that by defining
F ¼ 2:5 103p1=2=xEKL; (27)
equation (16) can be written in a form similar to equation (25),
i.e.,
ΦSH ¼ Φvis þ 1:82 106EKLp1=6F= F þ ΣPð Þ; (28)
with the major difference that F in equation (28) replaces ΣA
in equation (25). To relate F to ΣA, we define
0:74 ¼ F=ΣA; (29)
where 0.74 is 1.35106 divided by 1.82106. By substituting
equation (18)and equation (27) into equation (29), we obtain
 ¼ 2:5 103p1=2m0vA=0:74xEKL: (30)
Then, we substitute equation (5) and equation (19) into
equation (30), and arrive at
 ¼ 2:5 103m01=2=0:74x
 
p1=2=r1=2u
 
B=BYZð Þ sin2 θ=2ð Þ:
(31)
Furthermore, by using 2.5 103m01/2/0.74x  1, equation (31)
can be reduced to
  1þ pmag=pdyn
 1=2
B=BYZð Þ sin2 θ=2ð Þ (32)
Thus,  varies between 1 and 1, i.e.,
 2 1;1ð Þ: (33)
In equation (32), x is estimated by substituting ΣP = 10 S in
equation (14), i.e., x = 3.37. In summary,
ΦSH ¼ Φvis þ 1:34 106EKLp1=6ΣA= 0:74ΣA þ ΣPð Þ: (34)
Thus, the challenge is to distinguish the above equation from
ΦKR ¼ Φvis þ 1:35 106EKLp1=6ΣA= ΣA þ ΣPð Þ: (35)
The saturation of cross polar cap potential often occurs con-
currently with a magnetic storm driven by a coronal mass
ejection (CME) [e.g., Kivelson and Ridley, 2008], during
which ΣA can decrease to such an extent that
ΣA ≪ ΣP; (36)
In this limit,
ΣA þ ΣP  ΣP; and 0:74ΣA þ ΣP  ΣP: (37)
Under nominal solar wind conditions, BX is usually
comparable to or larger than BZ in magnitude due to
the Parker spiral. In fact, 1 min ACE data show that
|BX| > |BZ| is satisfied 61.8% of the time from 1999 to
2009. However, during exceptionally disturbed periods,
the field configuration is typically abnormal. Frequently,
saturation is associated with the passage of a CME. For
such an interval, BZ usually dominates over both BX
and BY, i.e.,
BZj j≫ BYj j; and BZj j≫ BXj j: (38)
For these conditions,
B=BYZ  1; and sin2 θ=2ð Þ  1: (39)
Furthermore, if we assume
1þ pmag=pdyn  1; or p  pdyn; (40)
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then
  1: (41)
Ignoring the viscous term, ΦS-H and ΦK-R become
ΦSH  1:20 109p1=3=ΣP; and ΦKR  1:20 109p1=3=ΣP;
(42)
and it follows that
ΦSH  ΦKR: (43)
In equation (42),
EKLΣA ¼ uBYZsin2θ=2
 
r1=2=Bm0
1=2
 
 892p1=2 (44)
has been used in both forms of the cross polar cap potential.
[8] The preceding analysis demonstrates that the Siscoe-
Hill model and the Kivelson-Ridley model predict similar
saturated potentials for solar wind conditions that lead to
saturation. In order to obtain significantly different predictions
from the two models,  needs to be larger than 1, requiring a
large BX (so that B/BYZ differs significantly from 1), or pmag
must be comparable to pdyn. Neither of these situations is
typical of the solar wind conditions that drive the polar cap
into saturation.
3. Comparing Model Predictions With
Measurements
[9] Four techniques are commonly used to infer the iono-
spheric parameters from which the cross polar cap potential
is determined [Gao, 2012a]. Assimilative Mapping of
Ionospheric Electrodynamics (AMIE) uses magnetic field
data from ground magnetometers and electric field data from
radars and satellites to map high-latitude electrostatic
potentials, from which the difference of the potential ex-
trema is used to estimate ΦPC [Richmond and Kamide,
1988; Richmond et al., 1988]; Defense Meteorological
Satellite Program (DMSP) measures the cross-track ion
drift velocity and estimates ΦPC from the difference of the
potential extrema along the spacecraft trajectory [Hairston
et al., 1998]; the polar cap (PC) index is derived from the
surface magnetic field perturbation [Troshichev et al.,
1988] and is found to relate to ΦPC through the formula
of Troshichev et al. [1996], i.e.,
ΦPC kV½   19:35PCþ 8:78; (45)
(see also Ridley and Kihn [2004] for a different formula to
convert from the PC index to ΦPC). The Super Dual Auroral
Radar Network (SuperDARN) measures the line-of-sight
ionospheric convection velocities with a ground-based
network of radars and then infers the electrostatic potential
pattern from the convection velocity observations. ΦPC is
obtained from the difference between the potential extrema
[Ruohoniemi and Baker, 1998].
[10] Using the saturation events of Gao et al. [2012c], we
compare the potentials predicted from equations (16) and (25)
with the measurements. The solar wind inputs for the two
equations are taken from the measurements of the Advanced
Composite Explorer (ACE) spacecraft. The technique of
Weimer et al. [2003] and Weimer [2004] is used to propagate
the data from Lagrange point 1 (L1) to XGSM = 17RE. Figure 1
shows an example from 20 November 2003. ΦPC predicted
from equation (1), equation (16), and equation (25) are
displayed with the blue line, the green line, and the red line,
respectively. ΦPCs measured by the aforementioned techniques
are also plotted. For consistency, we define saturation as the
time interval during which the formula of Boyle et al. [1997]
(equation (1)) overpredicted ΦPC by at least 100 kV compared
to the second largest prediction or measurement. This occurred
between 11:00 UT and 20:00 UT for this case. From Figure 1, it
is clear that, during the saturation interval, different techniques
can give quite different measurements. For example, ΦPC
measured by SuperDARN is significantly lower than the values
obtained from other techniques. However, the model predic-
tions of ΦS-H and ΦK-R agree well with each other.
[11] As argued by Siscoe et al. [2002], the transmagneto-
spheric potential ΦM dominated the transpolar potential ΦS
during the saturation interval (Figure 2a). Thus, in this inter-
val, ΦS-H was almost equal to ΦS. At the same time, as seen
from Figure 2b, ΣA decreased to such an extent that ΣA < ΣP
was satisfied as suggested by Kivelson and Ridley [2008].
Therefore, EK-R became smaller than EK-L. Figure 3 com-
pares the relative magnitudes of BX and BZ for this event.
As shown in Figure 3a, |BZ/BX| was consistently above 1
and close to 5 after 12:00 UT, which indicates that |BZ| ≫
|BX|. The dominance of |BZ| over |BX| is confirmed by
examining the time series of |BZ|  |BX|, which is shown in
Figure 3b. Clearly, |BZ|  |BX| stayed positive after 12:00 UT.
00 03 06 09 12 15 18 21 00
0
100
200
300
400
500
600
700
20 November 2003
Φ
PC
 
 
[kV
]
DMSP F−13
PCN
AMIE
SuperDARN
Boyle et al., 1997
Siscoe et al., 2002
Kivelson and Ridley, 2008
Figure 1. The cross polar cap potential (ΦPC) on
20 November 2003. The blue line is ΦPC computed from
equation (1). The green line is ΦS-H. The red line is ΦK-R. The
black dashed line with circles is ΦPC measured by DMSP.
The cyan line is ΦPC converted from PC index by using the
formula of Troshichev et al. [1996]. The magenta line is ΦPC
measured by AMIE. The yellow line is ΦPC measured by
SuperDARN.
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Similarly, |BZ| also dominated over |BY| after 12:00 UT, i.e.,
|BZ| ≫ |BY| (not shown here). Besides, we calculate the ratio
of |BZ| over |BX| for saturation intervals satisfying ΦPC derived
from the PC index (equation (45)) larger than 150 kV for all
the cases, and find that, on average, |BZ|  3.5|BX| for such
intervals. Figure 4 compares the magnetic pressure pmag with
the dynamic pressure pdyn for this case. As seen from
Figure 4a, on 20 November 2003, pdyn was always larger than
pmag. The ratio, pdyn/pmag, was close to 100 during the nonsa-
turation interval (00:00 UT to 09:00 UT in Figure 4b). Even
though the ratio decreased during the saturation interval, it
remained above 3. Thus, it is legitimate to assume that
equation (40) is satisfied and that similar predictions from
equations (34) and (35) can be expected.
[12] Another case on 6–7 April 2000 is shown in Figure 5.
The formula of Boyle et al. [1997] overpredicted ΦPC in the
interval between 18:00 UT and 24:00 UT on 6 April 2000.
As in the previous case, ΦS-H was close to ΦK-R, while
substantial differences between the observations were found
during the saturation interval. A detailed examination of the
other events of Gao et al. [2012c] supports our finding that
ΦS-H and ΦK-R are close while there are larger differences in
the observations. Because of lack of midlatitude radars before
2005, the SuperDARN radars’ limited field of view was not
able to cover the whole polar cap in a saturation interval, and
thus, its measurements appeared systematically to underesti-
mate ΦPC. It has been shown that recent deployment of
SuperDARN radars at midlatitude expanded the SuperDARN
equatorward and provided data for more precise estimation of
convection distribution at high levels of geomagnetic activity,
both on statistical basis [Baker et al., 2007] and on an event
basis [Ebihara et al., 2009]. The SuperDARN measurements
are included in this study for completeness. However, we rely
on the measurements of AMIE, DMSP, and the PC index to
differentiate the two models. The difference between ΦPC
inferred from AMIE (ΦPC,AMIE) and that inferred from the
PC index (ΦPC,PC), i.e., ΦPC,AMIE – ΦPC,PC, in 2000 is shown
in Figure 6a. In general, the difference between the two techni-
ques is close to 10 kV. However, for a saturation interval, it
is common for the difference to increase to 100 kV (e.g.,
Figure 6b). The differences between ΦPC inferred from AMIE
and that inferred from DMSP, and between ΦPC inferred from
DMSP and that inferred from the PC index are also on the
order of 100 kV for a saturation interval (e.g., Figure 1).
[13] Using 1 min observations from the Advanced Compo-
sition Explorer (ACE) to evaluate equation (35), a histogram
of ΦK-R from 1999 to 2009 is shown in Figure 7a. The proba-
bility mass concentrates around 30 kV and predicted values
larger than 150 kV rarely occur. Kivelson and Ridley [2008]
argue that saturation occurs when the impedance of the solar
wind dominates that of the ionosphere, i.e.,
ΣA < ΣP: (46)
With ΣP fixed at 10 S, this saturation criterion, i.e., ΣA< 10 S,
is met 6% of the time (Figure 7b). In Figure 7c, the histogram
of ΦS-H is displayed. Compared to Figure 7a, ΦS-H is likely to
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Figure 2. The parameters of Siscoe-Hill model and Kivelson-Ridley model on 20 November 2003.
(a) The transmagnetospheric potential ΦM (equation (10)) and the transpolar potential ΦS (equation (13)).
(b) The Alfvén conductance of the solar wind, ΣA (equation (18)). The red line in Figure 2b labels 10 S, which
is the value of ΣP used in this study.
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Figure 3. The relative magnitude of IMF BX and BZ on
20 November 2003. (a) |BZ / BX| versus time. (b) |BZ|  |BX|
versus time. The magenta dashed line in Figure 3a is com-
puted by smoothing the blue solid line using the technique
of LOWESS with window length 180 [Cleveland, 1979].
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take on a value larger than ΦK-R. Siscoe et al. [2002] argued
that when the transmagnetospheric potential (ΦM) dominates
the transpolar potential (ΦS), saturation occurs, which results
in the saturation criterion,
ΦM > ΦS: (47)
For the solar wind observations from 1999 to 2009, this cri-
terion is satisfied 4% of the time (Figure 7d).
[14] The difference between ΦK-R and ΦS-H is systemati-
cally examined by studying
Δ ¼ ΦKR  ΦSH; (48)
from 1999 to 2009. A histogram of Δ is shown in Figure 8a.
Notice that the distribution of Δ is strongly biased toward the
negative end, which means that, in general,
ΦKR≤ΦSH: (49)
The probability mass of Δ concentrates around 10 kV, i.e.,
ΦSH  ΦKR þ 10 kV: (50)
Given the uncertainties of measurements, a difference of
10 kV is not large enough to differentiate the two models.
The conditional distribution of Δ under
ΦM > ΦS (51)
is shown in Figure 8b. Compared to Figure 8a, the difference
between ΦK-R and ΦS-H is more likely to take on a large
(negative) value for cases in which ΦS-H satisfies saturation
conditions. The criterion,
ΣA < 10 S; (52)
(for which ΦK-R predicts saturation) can also be used to
demonstrate the same inequality as is shown in Figure 8c.
Figure 8d shows the distribution of Δ when both criteria are
used. Regardless of the particular form used as a saturation
criterion (Figures 8b, 8c, or 8d), the magnitude of the differ-
ence between the two predictions increases when data are re-
stricted to saturated intervals (e.g., ΦM > ΦS, or ΣA < 10 S).
However, there are still very few cases for which ΦK-R
differs from ΦS-H substantially. For example, in the decade
analyzed, there is only one case, on 15 May 2005, with
intervals during which,
Δj j > 100 kV: (53)
We next examine the data for this special case.
[15] The case of 15 May 2005 is shown in Figure 9. After
06:00 UT, the difference between ΦS-H and ΦK-R remained
close to 100 kV for the remainder of the day. The reason for
the difference betweenΦK-R andΦS-H is revealed in Figure 10.
After 06:00 UT, ΣA was much smaller than ΣP, i.e., ΣA ≪ ΣP
(Figure 10f). Corresponding to the big difference between
ΦK-R and ΦS-H during the interval with ΣA < ΣP (Figure 10a),
 differs substantially from 1 (Figure 10b) due to the IMF
geometry (Figure 10c), for which B/BYZ sin
-2θ/2 became large
(Figure 10d). Although pmag was close to pdyn at around 10:00
UT, the ratio of pmag to pdyn remained below 1 (Figure 10e)
and thus did not contribute to  significantly. Thus, again
ignoring the viscous term,
ΦKR  1:35 106EKLp1=6ΣA=ΣP; (54)
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Figure 5. As in Figure 1 for a different case on 6–7 April 2000.
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Figure 4. The magnetic pressure pmag and dynamic pressure pdyn on 20 November 2003. (a) pmag and
pdyn versus time. (b) The ratio between pdyn and pmag versus time. The Y axes are in logarithmic scales.
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and,
ΦSH  1:82 106EKLp1=6 ¼ ΦM: (55)
In other words, for the interval between 09:00 UT and
18:00 UT when IMF was northward-oriented, the theory of
Kivelson and Ridley [2008] predicts saturation of cross polar
cap potential, while, according to Siscoe et al. [2002, 2004],
saturation did not occur. Clearly, after 09:00 UT, the
measurements were close to ΦK-R in terms of absolute
value. However, the measured ΦPC was much smaller than
both ΦS-H andΦK-R from 06:00 UT to 08:00 UT. One should
note that, after 06:00 UT, the time derivative of ΦPC mea-
sured by AMIE or PC index was closer to the derivative of
ΦS-H than the derivative of ΦK-R (i.e., ΦS-H – ΦPC  const).
In summary, the measurements favor ΦK-R in terms of abso-
lute value but favor ΦS-H in terms of time derivative. Thus,
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Figure 7. Histograms of ΦK-R (a), ΣA (b), ΦS-H (c), and ΦM – ΦS (d) for 1 min solar wind observation
from 1999 to 2009. The text in a panel shows the summary statistics of the plotted quantity. For example,
in Figure 7a, ΦK-R is summarized as follows: minimum, 1.83; first quartile, 25.56; median, 37.42; third
quartile, 54.66; maximum, 375.17.
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Figure 6. (a) Histogram of the difference between ΦPC inferred from AMIE (ΦPC,AMIE) and ΦPC inferred
from the PC index (ΦPC,PC) in 2000. The distribution is summarized as follows: minimum, –104.43; first
quartile, –14.17; median, –7.30; third quartile, 1.10; maximum, 198.80. (b) Time series of ΦPC inferred
from AMIE (blue line), ΦPC inferred from the PC index (green line), and their difference (black area) in
20 November 2003.
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even though the two models gave fundamentally different
predictions for the case of 15 May 2005, the difference of
the predicted values was still not large enough in magnitude
to argue that one model is better than the other by directly
comparing ΦS-H and ΦK-R with data.
[16] There are two factors that complicate comparisons
between the Siscoe-Hill model and the Kivelson-Ridley
model. One is the concurrent action of the mechanisms of
the Siscoe-Hill model and the Kivelson-Ridley model in
cases producing saturation. The other is the feedback of
magnetotail activity. We comment on these two matters.
[17] The mechanisms identified as the reasons for satura-
tion in the two models, i.e., feedback of the Region 1 current
that reduces the reconnection rate and reflection of the inci-
dent electric field that reduces the transmitted electric field
are both likely to act during a saturation interval. Siscoe
[2011] argued that the two models probably should be
regarded not as different theories but as alternative formula-
tions of the same basic idea. He further argued that the
Siscoe-Hill model formulates the basic idea, while the
Kivelson-Ridley model gives a specific instance of it. The con-
sistency between the two models during a saturation interval
suggests that the process described by Siscoe et al. [2002] is
likely to occur concurrently with that described by Kivelson
and Ridley [2008]. However, we do not support the view of
Siscoe [2011] that the Kivelson-Ridley model should be
viewed as a specific instance of the Siscoe-Hill model. On
the one hand, an instance on 15 May 2005 is found, for which
after 06:00 UT the Siscoe-Hill model predicts no saturation
but the Kivelson-Ridley model predicts saturation. On the
other hand, it is difficult to believe that the magnetic field
cancellation at low-latitude magnetopause resulting from
enhanced Region 1 currents is the same as the partial wave
reflection on a newly reconnected field line due to the
dominance of solar wind impedance over the ionospheric
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Figure 8. Histograms of Δ (a), a subset of Δ satisfying ΦM > ΦS (b), a subset of Δ satisfying ΣA < 10 S
(c), and a subset of Δ satisfying ΦM > ΦS and ΣA < 10 S (d) for 1 min solar wind observation from 1999
to 2009. The text in a panel shows the summary statistics of the plotted quantity.
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Figure 9. As in Figure 1 for a different case on 15May 2005.
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impedance. We think it likely that one process plays a key
role but that it is unlikely that we will be able to establish
unambiguously from observation which is dominant.
[18] It is worth noting that neither model predicts the full
cross polar cap potential (e.g., Figure 1). The cross polar
cap potential arises from the sum of all convective flows in
the polar ionosphere. In addition to the convection initiated
by the solar wind and IMF, there are other sources of the
convective flows. For example, Gao et al. [2012c] found
that the polar cap dynamics also respond to magnetotail en-
ergy unloading, whose contribution is about half of that of
solar wind driving. Thus, magnetotail activity is expected
to contribute significantly to the cross polar cap potential.
However, both the Siscoe-Hill model and the Kivelson-
Ridley model are models driven by the solar wind. They make
no attempt to include the phenomenology of the magnetotail
and do not ascribe any particular importance to reconnection
in the tail. A direct consequence is that the measured ΦPC is
more dynamic (and often larger) than ΦPC predicted by either
model. For example, as shown in Figure 1, the measuredΦPCs
by AMIE (magenta line) and PC index (cyan line) varied more
drastically than the predicted ΦPCs from Siscoe-Hill model
(green line) and Kivelson-Ridley model (red line) in the
saturation interval (11:00 UT to 20:00 UT). The more dynamic
nature of the measurements than the model predictions is
confirmed by other cases (e.g., Figures 5 and 9). This further
complicates the comparison of the two models.
4. Discussion and Conclusions
[19] It has been noted in previous studies [e.g., Lavraud
and Borovsky, 2008; Siscoe, 2011] that the cross polar cap
potential predicted by Siscoe et al. [2002] is similar to that
predicted by Kivelson and Ridley [2008]. In this paper, we
examine the similarities and differences between the two
models mathematically and compare the predictions to
measurements. We find that the mathematical formula of the
Kivelson-Ridley model is similar to that of the Siscoe-Hill
model. The difference can be summarized in an  factor
(equation (25) vs. equation (34)). Using the saturation cases
of Gao et al. [2012c], we compare the model predictions
with the measurements of AMIE, DMSP, PC index, and
SuperDARN.We find that, as expected, the model predictions
are very close to each other, although the measurements from
different techniques are quite different. A systematic survey of
the differences in model predictions from 1999 to 2009 shows
that, on average, ΦK-R is smaller than ΦS-H by roughly 10 kV.
Given the uncertainties of the measurements, such a difference
is not large enough to support one model over the other. In one
exceptional event, the difference between ΦS-H and ΦK-R was
as large as 100 kV. However, even for this case, it was still not
possible to establish that one model is to be preferred over the
other by comparing with observations.
[20] Siscoe et al. [2002] propose that it is the feedback of
the Region 1 current that reduces the reconnection rate,
which eventually limits the rate of flux transfer from the
solar wind to the magnetotail, resulting in the saturation of
ΦPC. However, Kivelson and Ridley [2008] argue that the
saturation of ΦPC is caused by the reflection of the Alfvén
waves incident from the solar wind, when the impedance
of the solar wind across the polar cap field lines dominates
the impedance of the ionosphere. These two processes co-
occur in a saturation interval and lead to very similar
predictions of ΦPC. Thus, it is impossible to tell which is
responsible for the saturation of ΦPC from observations.
[21] Contributions from magnetotail activity further
complicate the comparison of the models. According to
Gao et al. [2012c], polar cap dynamics are significantly
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Figure 10. The predicted cross polar cap potentials and the relevant parameters on 15 May 2005. Plotted
are the time series of ΦK-R and ΦS-H (a),  (equation (32)) (b), IMF in GSM coordinates (c), B/BYZsin
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influenced by the magnetotail energy unloading, and so is
ΦPC. [see also Gao, 2012b; Gao et al., 2012a, 2012b]. Since
both the Siscoe-Hill model and the Kivelson-Ridley model
are driven models that do not incorporate the effects of
magnetotail activity, it is unlikely that either prediction will
be fully consistent with measurements. The measured ΦPC is
typically more dynamic than that predicted from the models,
an observation that is confirmed from Figures 1, 4, and 7.
Thus, not only is it difficult to find events in which the solar
wind input implies significantly different predictions from
the contending theories but also the theories predict only a por-
tion of the polar cap response, making it even more
challenging to find events in which data could support one
theory over the other.
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