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Abstract 
Supervised data stream mining has become an important and challenging data mining task in modern 
organizations. The key challenges are threefold: (1) a possibly infinite number of streaming examples 
and time-critical analysis constraints; (2) concept drift; and (3) skewed data distributions. 
To address these three challenges, this thesis proposes the novel dynamic data mining (DDM) 
methodology by effectively applying supervised ensemble models to data stream mining. DDM can be 
loosely defined as categorization-organization-selection of supervised ensemble models. It is inspired 
by the idea that although the underlying concepts in a data stream are time-varying, their distinctions 
can be identified. Therefore, the models trained on the distinct concepts can be dynamically selected in 
order to classify incoming examples of similar concepts.   
First, following the general paradigm of DDM, we examine the different concept-drifting stream 
mining scenarios and propose corresponding effective and efficient data mining algorithms. 
• To address concept drift caused merely by changes of variable distributions, which we term 
pseudo concept drift, base models built on categorized streaming data are organized and 
selected in line with their corresponding variable distribution characteristics.  
• To address concept drift caused by changes of variable and class joint distributions, which we 
term true concept drift, an effective data categorization scheme is introduced. A group of 
working models is dynamically organized and selected for reacting to the drifting concept.  
Secondly, we introduce an integration stream mining framework, enabling the paradigm advocated by 
DDM to be widely applicable for other stream mining problems. Therefore, we are able to introduce 
easily six effective algorithms for mining data streams with skewed class distributions.  
In addition, we also introduce a new ensemble model approach for batch learning, following the same 
methodology. Both theoretical and empirical studies demonstrate its effectiveness. 
Future work would be targeted at improving the effectiveness and efficiency of the proposed 
algorithms. Meantime, we would explore the possibilities of using the integration framework to solve 
other open stream mining research problems. 
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Chapter 1  
 
Introduction  
1.1 Dynamic Data Mining for Supervised Stream Mining 
Supvervised data stream mining has become an important and challenging data mining task in a 
wide range of modern application areas inlcluding large-scale credit card fraud detections, 
telecommunication customer behaviour prediction, real-time network intrusion detection, 
dynamic pattern analysis of social networks, and relevance ranking of web searching results. The 
key challenges of the data mining task can be summarized as follows: 
• There is an infinite number of streaming data examples produced at high rates in a 
continuous manner, which invalidates most off-line learning methods. 
• The concepts underlying these data always change over time leading to what is popularly 
known as concept drift [1], which continuously degrades models trained on previous data. 
• There are imbalanced data distributions in many of these applications, which causes 
suboptimal classification performance of state-of-the-art data mining algorithms.  
In credit card fraud detection [2; 3], for instance, banks, which process tens of millions of online 
transactions each day, seek to understand credit card spending patterns in order to accurately 
predict frauds. The fundamental technical problem is how to build models on the continous 
transaction data accommodating the change of environments from which this data is generated. 
That is to say, the spending pattern of a single cardholder is always evolving, and the spending 
patterns of different carholders often conflict with one another. This is the problem of concept 
drift, which is particularly challenging in the context of large-scale streaming data and/or hard 
time constraints. It is important to note that recourse to a great number of computing resources 
cannot be readily assumed, or that the large-scale historical data can be passed over multiple 
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times. In addition, the fraud rate is relatively low. For example, the online credit card fraud rate 
in the US was only 2% in 2006 [4]. This is the problem of imbalanced class distributions. 
This thesis focuses on supervised stream mining and investigates how to effectively use 
ensembles of supervised models for data stream prediction. We propose the novel dynamic data 
mining 1 (DDM) methodology and the supervised data mining algorithms thereof to address the 
three key challenges mentioned before. DDM can be loosely defined as categorization-
organization-selection of ensemble models. It embodies the following features. 
• Learning supervised ensemble models instead of a single model 
• Categorization: a sliding window of training data streams is dynamically categorized into 
distinct data categories in terms of underlying concept, and base models are respectively 
learned on the data categories instead of the entire window of data examples. 
• Organization: the achieved models are organized in line with their corresponding 
underlying concepts, either in training or classification. 
• Selection: given the organized based models, when classifying unlabelled streaming data, 
a dynamical model selection process is performed in order to choose the most appropriate 
base models and to assign each an appropriate weight. The process is based on 
identifying the underlying target concept of incoming unlabelled streaming data. 
Following the general paradigm, we propose several groups of effective ensemble model 
algorithms for predicting different kinds of concept-drifting streams. We also propose theoretical 
and empirical studies for applying the same paradigm to datasets with static concepts.  
In addition, in order to adapt the dynamic data mining methodology to new and different stream 
mining problems, we present an (abstract) integration framework based on a model-centric data 
mining process model. By applying this framework to a specific stream mining problem (i.e. 
mining data streams with skewed distributions), we can easily instantiate six new and effective 
(concrete) methods/frameworks. Empirical studies demonstrate the advantages of the six 
methods over state-of-the-art algorithms to balance classification Sensitivity and Specificity. 
They greatly avoid sacrificing accuracy in detecting the majority class in favour of the minority. 
                                                 
1 The term “dynamic data mining”, which is not new [5-8], has in this thesis different connotations, and refers to our 
approach. 
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1.2 Motivations 
We investigate two perspectives on how to effectively apply ensemble models to stream mining. 
• Data mining algorithm perspective: improving classification effectiveness of stream 
mining by learning ensemble models on categorized data. This is detailed in section 1.2.1. 
• Data mining process perspective: supporting ensemble-model-based stream mining 
effectively by a model-centric data mining process. This is detailed in section 1.2.2. 
1.2.1 Reducing Classification Error by Categorizing Datasets 
1.2.1.1 The Batch Learning Scenario 
The fundamental supervised batch learning problem is to construct a model ݂ሺܺሻ based on an 
observed training dataset ሼሺ ଵܺ, ܿଵሻ, ሺܺଶ, ܿଶሻ, … , ሺܺ௠, ܿ௠ሻሽ, such that ݂ሺܺሻ approximates the 
target data-generating function ்݂ ሺܺሻ [9], where ௜ܺ denotes a vector in a pre-defined n-
dimensional variable space, and ܿ௜ denotes a label in a pre-defined class label set, ݅ ൌ 1,… ,݉. 
The expected error mainly consists of two components: bias and variance2 [9; 10]. The bias 
indicates how the average of the classifications that different learned models produce for an 
example are far from ்݂ ሺܺሻ, while the variance generally measures, on average, how the choice 
of the training set affects the classifications of ݂ሺܺሻ[10]. In practice there is always a trade-off 
between these two error components, which may lead to what is known as the over-fitting or 
under-fitting problem. On the one hand, if ݂ሺܺሻ is too complex and fits the data too well, the 
bias is greatly reduced, but the variance could be substantially large because of being highly 
sensitive to the observed (biased) data. This is over-fitting. On the other hand, if ݂ሺܺሻ is too 
simple and only able to fit partial training examples, the variance may be decreased but the bias 
could be large because the model makes little attempt to fit the entire data. This is under-fitting. 
Figure 1.1(a) and Figure 1.1(b) show the two cases in a complex binary classification problem. 
As can be observed, it is not a trivial task to find out a single optimum decision boundary. 
However, as shown in Figure1.1(c), if the complex dataset can be appropriately pre-categorized 
into simpler data partitions, then a combined optimum decision boundary, which is not too 
                                                 
2 A third component of the error is noise, which is incurred independently of the learning algorithm [10]. 
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complex but may be fitted to data very well, can be easily achieved on partitions of the data. 
Note that, according to Occam's razor, a simple model is always preferred to a complex one, but 
in many cases, a simple model cannot be fitted to a complex dataset very well. 
 
Figure 1.1: Motivation of dynamic data mining: data categorization and learning 
1.2.1.2 The Stream Mining Scenario 
When addressing the special challenges in the data streams mining scenario, it is not practical to 
train a data mining model on the entire historical data from scratch. Moreover, the method of 
training a single model on a subset of the data at a preset percentage is also shown to be 
ineffective, due to a possibly over-simplified model as a result of the sub-sampling of the 
historical data [11]. Another straightforward solution [12] to this problem discards data 
indiscriminately after they become old, namely, after a period of time ܶ has passed since their 
arrival. Although this solution is conceptually simple, it tends to create the following dilemma 
[12]: if ܶ is large, the training data is likely to contain outdated concepts, which reduces 
classification accuracy; if ܶ is small, there may be not enough training data, thus, the learned 
model will likely over-fit the data.  
Incremental Data Mining Approach for Stream Mining 
A possible solution to these challenges would be the incremental data mining methods, through 
which a new concept is continuously learned on new data, while the outdated concept in a single 
incremental model is gradually discarded. However, the single model may pose a serious 
shortcoming for handling conflicting concepts. That is, the old concept may conflict with the 
new concepts and, therefore, have to be discarded. However, the old concept may still be 
valuable in classification of incoming data in the near future.  
Figure 1.2 explains this situation. Let ܧ௝ be the streaming data arriving between time step ݐ௝ 
and ݐ௝ାଵ. As shown in Figure 1.2(a1), Figure 1.2(a2), and Figure 1.2(a3), the concepts learned 
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from ܧ௝ and ܧ௝ାଵ conflict with each other, and so too the concepts learned from ܧ௝ାଵ and ܧ௝ାଶ 
also conflict. However, the underlying concept in ܧ௝ is almost consistent with that in ܧ௝ାଶ. A 
single incremental model, therefore, would experience serious performance drops twice, the 
latter of which should have been avoided if the old concept had not been discarded. 
 
Figure 1.2: Motivation of dynamic data mining: concept conflicting 
Dynamic Data Mining for Stream Mining 
To resolve these issues, a combination of the data categorization strategy and the ensemble 
models would be a good choice. That is, during online training, we categorize streaming data 
into data partitions, each of which may contain a valuable and different (even conflicting) 
concept. Then the concepts are learned into different supervised base models. Hence, during 
online classification, we only need to develop appropriate model selection mechanisms to choose 
the most matched base models with the current target concept. This is dynamic data mining. 
1.2.2 Supporting Ensemble­model­based Stream Mining with Model­
centric Data Mining Processes 
Given the advantages of DDM, the thesis proposes a model-centric data mining process to adapt 
DDM to a variety of stream mining problems. The process would support manipulation of 
multiple models and integration of state-of-the-art data mining algorithms. In addition, data 
mining process related problems have been recognized as one of the top 10 challenges in data 
mining research [13]. 
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Traditional Data Mining Process 
The traditional data mining process involves numerous iterative steps, normally including (1) 
data selection, (2) data cleaning and preprocessing, (3) data transformation and reduction, (4) 
data mining task and algorithm selection, and, finally, (5) interpretation of discovered 
knowledge [14; 15]. These process models have two important features. First, they are 
predominantly data-centric, and most are structured as sequences of steps that focus on 
manipulating and analyzing (distributed and/or heterogeneous) data. However, few are devoted 
to the non-trivial management and operations of numerous base models for ensemble model 
methods. Secondly, the process models are concerned with iterations. Lessons learned during a 
previous iteration can trigger new and often more focused iteration. However, in iteration of the 
process, effective reusability of previous data mining models is often out of consideration. 
Incremental Data Mining Process 
Many incremental data mining algorithms, including  the FLORA family [16], the VFDT series 
[17-21], and the OLIN series [22-24], employ a different process. They repeatedly apply a 
knowledge updating mechanism to a sliding window of new training examples. This process of 
stream mining improves on the traditional ones in terms of automatic adaptation of the historical 
models. However, most of these algorithms are highly algorithm-specific, focusing on how to 
modify a specific existing non-incremental model to make it incremental. They may fail to 
integrate widely state-of-the-art (non-incremental) data mining algorithms into this process, 
which may constrain its development. 
Dynamic Data Mining Process 
To ease these issues, it would be beneficial to have a data mining process which supports 
ensemble-model-based stream mining and allows state-of-the-art (non-incremental) data mining 
techniques to be integrated. This is the dynamic data mining integration framework. 
1.3 Thesis Contributions 
This thesis contributes to the application of ensemble models for stream mining, and proposes 
the novel dynamic data mining methodology and the algorithms thereof for effectively mining 
data streams with concept drift and/or skewed data distributions.   
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• Understanding of concept drifts. The various presentations of concept drift in the 
literature are unified. We formally group the concept-drifting data streams from the 
perspective of changes of the data distribution into pseudo concept drift, concept noise, 
and true concept drift, and further formally divide true concept drift into abrupt concept 
drift and gradual concept drift according to data distribution change rate. We extensively 
surveyed state-of-the-art concept-drifting data mining algorithms and group them into the 
tracking and adaption approaches. We also collect a set of the most popular benchmark 
concept-drifting data streams.  
• An ensemble model framework and a group of algorithms thereof for static concepts. 
We generally introduce the ensemble-model-based dynamic data mining methodology 
and then, following its paradigm, we introduce an ensemble model framework and the 
algorithms thereof for supervised batch learning (under static concepts). The proposed 
framework differs from other ensemble models including Bagging and Boosting: (1) 
(Categorization) the datasets are categorized into several categories using a data 
categorization scheme including clustering; (2) (Organization) base models are built on 
these data categories, respectively, and organized in line with the rules extracted from the 
data categorization scheme; (3) (Selection) when evaluating a test instance, a dynamic 
model selection process is used to pick the most appropriate base model based on these 
unique rules. We also propose the data categorization theorem, which theoretically 
guarantees this framework is more accurate than the single model method. Empirical 
studies verify the theoretical analyses and demonstrate that the proposed algorithms 
reduce the error rate of the produced by the single model method by up to 72.45%3. 
• An ensemble model framework and a group of algorithms thereof for handling concept 
drifts caused only by variable distribution changes (termed pseudo concept drift). We 
propose an ensemble model framework for mining data streams with pseudo concept drift 
based on the DDM paradigm: (1) during online training, we categorize the training 
stream into fix-sized data categories. Next, we summarize the variable distribution of 
each category using principal component analysis and build one model on each category. 
                                                 
3 Let ܧݎݎଵ and ܧݎݎଶ denote the error rate produced by an opponent algorithm/model and our method respectively. Then error 
reduction is calculated by  ா௥௥భିா௥௥మ
ா௥௥భ
. For instance, if the error rates of an opponent model and our method are 0.2 and 0.05 
respectively, the error rate is reduced by ଴.ଶି଴.଴ହ
଴.ଶ
ൌ 75%. The rest of this thesis follows the same error reduction calculation. 
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Then, each base model is indexed to its corresponding principal components; (2) during 
online classification, the base models are dynamically selected by comparing their 
indexed principal components with the principal components of the incoming examples. 
Empirical results reveal the improvements of the proposed method over state-of-the-art 
algorithms in classification effectiveness and reducing the impact of biased training 
samples. For example, the proposed method reduces the error rate of Wang’s weight-by-
accuracy ensemble model method [12] by up to 31.02%. 
• An ensemble model framework and a group of algorithms thereof for handling concept 
drifts caused by changes of the variable and class joint distribution (termed true concept 
drift). This framework consists of a data categorization process for online model training 
and a dynamic model selection process for online classification. The novelties of this 
framework are threefold: (1) we extend RePro’s conceptual equivalence measure [25] to 
two new measures: concept consistency measure and concept inconsistency measure, 
which measure both similarity and dissimilarity between two concepts; (2) we propose to 
use the working model set and its corresponding model weighting strategies for reacting 
to the drifting concept in online classification; (3) we introduce a new online data 
categorization and model building algorithm. The algorithm first sequentially identifies 
the distinct training concepts and then non-sequentially merges the similar concepts 
among them for model building. Extensive experiments show that the proposed approach 
is substantially more accurate than the state-of-the-art concept-drifting stream mining 
algorithms. For example, on benchmark STAGGER, the error rate is reduced by about 86% 
compared to the best of the others.  
• A model-centric integration framework for dynamic data mining. The integration 
framework is an abstract framework built on the new model-centric data mining process 
model. It is able to adapt the dynamic data mining methodology to new and different 
stream mining problems. It also offers a basis for future research and a new paradigm for 
analyzing stream mining problems, as a source of innovative ideas. In addition, it helps 
achieve a unified implementation of all the dynamic data mining algorithms.  
• Six methods for mining data streams with skewed distributions. We instantiate the 
abstract integration framework into six concrete methods for mining skewed streaming 
data. These proposed methods – developed by reasonably combining different 
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components (algorithms) of the integration framework – are experimentally studied on a 
set of benchmark data streams. The results demonstrate their advantages over opponents 
to balance classification Sensitivity and Specificity/Precision. They greatly avoid 
sacrificing classification effectiveness on one class in favour of the others.  
• A prototype implementation of dynamic data mining. Based on the integration 
framework, we implement a prototype system, DynamicMiner, in Java. DynamicMiner 
incorporates all the proposed frameworks and algorithms in this thesis. 
1.4 Thesis Organization 
Figure 1.3 presents the structure of the thesis.  Chapter 2 describes the background to our studies 
including ensemble model methods, incremental data mining algorithms, model selection criteria, 
learning under sample selection bias and various model evaluation metrics. 
Chapter 3 proposes a formal understanding of various concept drifts. Real-world application 
scenarios of mining data streams with varieties of concept drift are also examined. Moreover, we 
summarize a set of popular benchmark concept-drifting data streams and survey state-of-the-art 
concept-drifting stream mining algorithms. In addition, we present a general introduction to the 
dynamic data mining methodology. 
Chapter 4 investigates the use of dynamic data mining for batch learning scenarios, where there 
are static concepts in the datasets. Both theoretical and empirical studies are presented.  
Chapter 5 proposes the novel solutions of dynamic data mining for mining data streams with 
concept drift caused merely by changes of the variable distribution (pseudo concept drift). 
Detailed framework, specific algorithms, and the novel index strategy are introduced. 
Experimental studies are also presented.  
Chapter 6 proposes the novel algorithms of dynamic data mining for mining data streams with 
concept drift caused by changes of the variable and class joint distribution (true concept drift). 
We propose the novel strategies including the concept consistency measure, concept 
inconsistency measure, the new data categorization algorithms, the working model set and its 
corresponding model weighting strategies. Extensive experiments are studied to evaluate the 
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advantages of the proposed algorithms over state-of-the-art concept-drifting stream mining 
algorithms. 
Chapter 7 describes the model-centric-process-based integration framework for dynamic data 
mining. Examples of state-of-the-art data mining techniques that can be integrated into the 
framework are presented. The six new methods, which are instantiated from the integrated 
framework for mining skewed data streams, are also proposed, and experimentally compared 
with the state-of-the-art algorithms.  
Chapter 8 summarizes the achievements of this thesis and presents the future work.  
 
 
Figure 1.3: Structure of the thesis 
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Chapter 2  
 
Background 
2.1 Introduction 
Focusing on supervised predictive analytics, this chapter provides background knowledge related 
to this thesis research. Section 2.2 discusses the state of the art of ensemble model methods, the 
family of which dynamic data mining generally belongs to. Section 2.3 discusses previous efforts 
on incremental data mining, which shares some common features with dynamic data mining for 
mining data streams. Section 2.4 distinguishes two related data mining fields from dynamic data 
mining: classic models selection techniques and learning under sample selection bias. Although 
dynamic data mining is not devoted to model selection, it attempts to select appropriate models 
from a set of base models for classification. In addition, dynamic data mining deals with pseudo 
concept drift, which can be broadly considered an extension of the sample selection bias problem 
from batch learning to data stream mining. Section 2.5 reviews various performance metrics in 
model evaluation. Section 2.6 summarizes this chapter.  
2.2 Ensemble Models  
There has been an increasing body of work addressing ensemble model methods. The general 
principle underlying these methods is to select and combine multiple diverse base models as the 
final model rather than to train and apply a single model for classification. It has been shown that 
ensemble models methods are able to outperform any single base model in terms of classification 
performance. Typical examples of ensemble models include Bagging [26], Error-Correcting-
Output-Codes [27], Boosting [26], Meta-learning [28], Stacking [29] and Ensemble Selection 
[30]. 
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2.2.1 Bagging 
Bagging, also known as Bootstrap Aggregating, was proposed by Breiman [31]. It combines 
classification outcomes from multiple types of base models, or from the same type of base 
models trained on different data subsets. A typical Bagging procedure is shown in Figure 2.1. As 
can be seen, given a training dataset, Bagging generates a number, m, of samples with 
replacement, and then trains a total number of, m, base models on these samples. During 
classification, the base models are combined using a weighted or unweighted vote of their 
classification outcomes. Breiman empirically and theoretically showed that if the sampling can 
cause significant differences in the base models, Bagging can improve accuracy. Bagging is 
purely a variance-reduction technique [32]. 
 
Figure 2.1: Bagging Procedure 
2.2.2 Ensemble Selection 
Ensemble Selection is an overproduce and choose [33] method, carried to build diverse base 
models from large collections of diverse learning algorithms. An ensemble is built by selecting 
from the collection a subset of models that produce the best performances on a target 
optimization metric. For example, Caruana et al. [30] presented  the forward stepwise selection 
to find a locally-optimal subset of models for classification. It starts with an empty ensemble and 
then iteratively adds to the ensemble a base model that maximizes a given performance metric on 
a validation set. Additions to this selection procedure were also studied in order to improve 
classification performance, including selection with replacement, sorted ensemble initialization, 
and Bagged ensemble selection. The selection with replacement allows adding a base model 
multiple times into the ensemble. The sorted ensemble initialization sorts the base models by 
their performance and put the best N base models in the ensemble, instead of starting with an 
empty ensemble. The Bagged ensemble selection chooses base models drawn from a random 
sample of the entire base models. 
                                                                                                                                   13 
 
 
2.2.3 Boosting 
 
Figure 2.2: AdaBoost Algorithm [32; 34]. ܧ௪denotes expectation over a number, ܰ, of  training 
examples with weights ݓ ൌ ሺݓଵ,ݓଶ, … ,ݓேሻ. At each iterative step, AdaBoost increases the 
weights of the misclassified examples by a factor depending on the weighted training error.  
Boosting is a general framework for improving the accuracy of any given learning algorithms [35; 
36]. The most common Boosting algorithm is AdaBoost [34]. As shown in Figure 2.2, it operates 
by iteratively training “weak” base models on given training data with changing data weights. 
Initially, all examples are equally weighted. Then at each iterative step, the weights of 
misclassified examples are increased in order to learn a more accurate model on them at next 
step. The final model is a weighted majority of all the base models. Boosting is capable of 
reducing both bias and variance [32]. Variants of AdaBoost are proposed by applying a different 
data and/or model weighting strategy. For example, MadaBoost [37] modifies AdaBoost by 
bounding the weight assigned to each example by its initial probability, which avoids the weights 
becoming arbitrarily large as it happens in AdaBoost. 
2.2.4 Stacking 
Stacking [29], also known as stacked generalization, works by deducing the biases of base 
models with respect to a provided learning set. The deduction proceeds by generalizing in a 
second space whose inputs are the predicted outcomes of the original base models when taught 
with part of the learning set and trying to predict the outcome of it, and whose output is the 
correct prediction. Figure 2.3 presents an example of how Stacking works to combine two base 
models ܩଵand ܩଶ. The learning set, L, is represented figuratively by the full ellipse, consisting of 
the training set and validation set (just one example ሺݔ, ݕሻ is represented). ܩଵand ܩଶare trained on 
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the training set, and used to predict the validation set. When ܩଵ predicts the class as ݃ଵ  and 
ܩଶ predicts the class as ݃ଶ, the information can be cast as a new input-output learning example, 
i.e.൫ሺ݃ଵ, ݃ଶሻ, ݕ൯ in a new space (on next level). Choosing other partitions of L makes other such 
points. Taken together, these points constitute a new learning set 1L .ܩଵand ܩଶ are then trained on 
all of L and asked the question of q, After that, the pair of predictions are fed to a third base 
model which has been trained on 1L . The third model’s prediction is the final outcome for what 
output corresponds to q. The whole process can be iterated, culminating in “n-level” base models. 
 
Figure 2.3: An illustrative example of Stacking [29]. To classify a test exampleሺݍ, ? ሻ, Stacking 
classifies ቀ൫݃ଵ௤, ݃ଶ௤൯, ? ቁ, where ݃ଵ௤, ݃ଶ௤ are respectively predicted by two base models 1G and
2G on ሺݍ, ? ሻ. 
2.2.5 Error­Correcting Output Codes 
Error-Correcting Output Codes [27] suggests classification be viewed as a kind of 
communication problem, in which the identity of the correct output class for a test example is 
“transmitted” over a channel. A channel is composed of the input variables, the training dataset, 
and the learning algorithm. By encoding the class in an error-correcting code and “transmitting” 
each bit separately, the system may be able to recover from corrupted classification outcomes. 
An error-correcting code is a matrix of binary values, illustrated in Figure 2.4. Its learning 
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procedure is as follows. First, for each class from 0 to 9, a unique binary string of length 15 is 
assigned. Then 15 binary base models (i.e. ଴݂~ ଵ݂ସ) are learned for the 15 bit positions 
respectively. That is, when training on an example of a specific class, say, 0, the desired outputs 
of these 15 binary functions are 110000101001101. A test example is classified by evaluating 
each of the 15 binary functions to generate a 15-bit string. The string is then compared with each 
of the 10 strings. The test example is assigned to the class whose string is closest, according to 
certain distance measure including the Hamming distance [27] which counts the number of bits 
that differ, to the generated string.  
 
Figure 2.4: An illustrative example of Error-Correcting Output Codes [27]. 
2.2.6 Meta­learning  
Meta-learning  is loosely defined as learning from learned knowledge [28; 38]. It advocates the 
need for continuous adaptation of base models at different levels of abstraction. If a base-model 
fails to perform efficiently, one would expect the learning mechanism itself to adapt in case the 
same task is presented again. Thus learning can take place not only at the example (i.e. base) 
level, but also at the across-task (i.e. meta-) level. Figure 2.5 depicts the different stages in a 
simplified meta-learning scenario. First, the (base) models are trained from the initial (base-level) 
training sets. Then predictions are generated by the learned models on a separate validation set. 
After that, a meta-level training set is composed from the validation set and the predictions 
generated by the models on the validation set. Finally, the final (meta-level) models are trained 
from the meta-level training set. In meta-level learning a learning algorithm is used to learn how 
to integrate the learned models. That is, rather than having a predetermined and fixed integration 
rule, the integration rule is learned based on the behaviour of the trained models. One advantage 
of meta-learning is its inherent parallelism and distributed nature, which is due to the inherently 
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independent base models, and can be taken to design and implement a powerful and practical 
distributed data mining system. JAM [39] is such an implementation.     
 
Figure 2.5: Illustration of Meta-learning [38] 
2.2.7 Strategy Comparison of Ensemble Model Methods 
From the perspective of data mining process (roughly including model training, knowledge 
representation, and classification), some insights can be gained after comparing the above 
methods.  
• (Training) The training data that holds different distribution characteristics are able to 
play significantly-different roles in model training. An adaptive and dynamic training 
algorithm that takes into account the differences would benefit to train more effective 
models. Boosting uses this strategy. In Boosting, the training examples that are 
misclassified at an iterative training step are assigned greater weights for next step 
training and thereby are capable of playing a more important role in training possibly 
more accurate base models. 
•  (Training), all of the above methods except ECOC and Ensemble Selection utilize the 
strategy that we call multi-phase training. That is, the training examples are scanned 
multiple times in order to better understand the data distribution characteristics.  
•  (Model or knowledge representation) Different knowledge representations may lead to 
different strategies for generating and applying the ensemble models. For instance, 
ECOC, borrowing the idea from information encoding, employs a unique bit string of 
length n for each classification outcome. This knowledge presentation results in special 
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training and classification algorithms, which are similar to encoding and decoding 
information.  
• (Classification) Different model selection and weighting strategies may result in different 
classification algorithms. Examples of the strategies include voting, arbitration, and 
combining [38]. In voting, each model gets one weighted vote, and the majority (or 
plurality) wins, while arbitration itself is a model whose final outcomes are from 
arbitrating other classifiers’ predictions. Combining “coalesces” the predictions from base 
classifiers, and therefore the results may be different from any one classifier. For example, 
Bagging applies voting to combine prediction outcomes of its base models. Boosting 
combines weighted base models during their classification processes. Meta-learning and 
Stacking arbitrate the predictions of base models to make the final decisions.  
2.3 Incremental Data Mining 
Incremental data mining addresses the time and/or resource constraints in the following data 
analysis scenarios [40]: (1) the example generation itself is time-dependent, e.g. time series data 
and streaming data; (2) new data are obtained at interval, e.g. scientific data; (3) the training data 
set is too large to fit in main memory. Although there have been no universal agreements on 
defining the term incremental data mining [41-53], it generally operates by applying achieved 
knowledge to analyzing the incoming examples, while the discrepancy between the analysis 
outcomes and the actual results would trigger modifications to existing knowledge. Incremental 
data mining is different from batch mining where the training dataset is fully available or can be 
fully processed at the beginning of the training process.  
We review three groups of well-known incremental data mining algorithms in this sub-section: 
the FLORA family [16], the VFDT series [17-21] and the OLIN series [22-24]. 
2.3.1 FLORA Family 
The family of FLORA (1996) [16] is among the first concept drift tracker algorithms. 
Distinguished from the classic mining algorithms, FLORA is based on the principle that 
knowledge forgetting should permit fast recovery after a context change by getting rid of 
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outdated and contradictory information incrementally. Therefore, FLORA introduces a 
knowledge forgetting operator controlled by an adjustable sliding window over the training 
stream. When a context change seems to occur, the system consults its store of old knowledge 
descriptions to see whether some old knowledge might better describe the examples currently in 
the window. 
 
Figure 2.6: Knowledge description items transitioning among the description sets during the 
learning process [16].  
In FLORA, the knowledge description, or hypothesis, is represented in the form of three sets: the 
set ADES, containing knowledge description items matching only positive examples; the set 
NDES, similarly summarizing the negative examples; and the PDES, containing items that are 
too general to match the positive or negative examples. The knowledge description item is a 
conjunction of attribute-value pairs, e.g. (ܿ݋݈݋ݎ ൌ ݓ݄݅ݐ݁ሻ ר ሺݐ݁݉݌݁ݎܽݐݑݎ݁ ൌ ݈݋ݓሻ. In Figure 
2.6, the arrows indicate possible migrations of the items between the three sets after the arrival or 
deletion of a positive (ْ) or negative (ٓ) data example. For example, when a new positive 
example arrives, the respective counters in PDES are incremented and description items in 
NDES matching the example are moved to PDES. 
2.3.2 VFDT Series 
The Very Fast Decision Trees (VFDT) series use improved decision trees for mining high-speed 
online data streams. VFDT (2000) [20] applies the general-purpose probability theorem 
Hoeffding inequality [54] to providing the necessary bound on the correctness of the choice of 
split variable. It can be shown for any small value of δ, that a particular choice of the split 
variable is the correct choice with probability at least 1 െ δ , if a sufficient number of streaming 
examples have been scanned. VFDT was reported to be capable of incorporating tens of 
thousands of examples per second using off-the-shelf hardware [20]. In addition, the Hoeffding 
                                                                                                                                   19 
 
 
inequality is performed on information gain or Gini index of the examples instead of the 
examples themselves, which enables each example to be seen only once and not to be stored. 
Figure 2.7 depicts the VFDT system. 
 
Figure 2.7: The VFDT algorithm. 
The Concept-drifting Very Fast Decision Tree (CVFDT, 2001) [18] is designed as an extension 
to VFDT by adding the ability of handling concept drift. It works by keeping its model consistent 
with an adjustable sliding window of examples. Every time a new example arrives, it updates the 
sufficient statistics at its nodes by incrementing the counts corresponding to the new example 
and decrementing the counts corresponding to the oldest example in the window. It grows 
alternative subtrees immediately after concept drift is detected and then performs replacement of 
the original subtrees if necessary.  
VFDTc (2003) [21] extends VFDT by supporting continuous data. It adds Naïve Bayes models at 
the tree leaves where a test example is classified with the class that maximizes the posterior 
probability resulted from Bayesian Theorem. Naïve Bayes model takes into account not only the 
prior distribution of the classes, but also the conditional probabilities of the attribute-values given 
the class. Thereby there is a much better exploitation of the available information at each leaf. In 
addition, since Naïve Bayes is easily updatable by computing statistics of the examples, the tree 
is incremental and does not have to store any old examples.  
Gama et al. (2006) [19] then extend VFDTc with the ability of dealing with concept drift by 
continuously monitoring differences between the two class distributions of the examples: the 
class distribution when a node was built and the class distribution in a time window of the most 
recent examples. In addition, fVFDT (2007) [17] improves VFDT and VFDTc by handling 
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continuous attributes based on a threaded binary search tree and using a more efficient attribute-
splitting-test method. 
2.3.3 OLIN Series 
 
Figure 2.8: An illustrative example of IFN [22] 
The On-Line Information Network (OLIN) series addresses mining continuous non-stationary 
data stream. OLIN (2002) [22] is based on the following principles. The learned knowledge is 
represented in the form of an info-fuzzy network (IFN), a network-like classification model4, as 
shown in Figure 2.8. The system repeatedly constructs a new IFN from a sliding window of latest 
examples. The latest model classifies the examples that arrive before the subsequent IFN 
reconstruction. A concept drift is detected by an unexpected rise in the classification error rate. 
When the concept is stable, the system increases the size of the window, up to a pre-specified 
limit, and reduces the frequency of model updates. With the detection of a concept drift, the 
system recalculates the size of the window.  Figure 2.9 depicts the OLIN system architecture. 
The system has three modules: the Learning Module, which implements the INF; the 
Classification Module, which uses the current INF to classify the incoming examples; and the 
Meta-Learning Module, which controls the operation of the Learning Module. 
Incremental On-Line Information Network (IOLIN, 2004) [24] is an incremental version of 
OLIN. The basic intuition behind IOLIN is to update5, instead of regenerate, IFN with the current 
                                                 
4 IFN has a topological structure resembling multi-layer neural networks. Each hidden layer is related to a specific input attribute 
and represents interaction between this attribute and the others. The target layer represents class. 
5 It is experimentally shown that it is sufficient to only update the final layer of IFN in order to adapt to concept drift[24]. 
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window as long as no major concept drift has been detected. Multiple-Model IOLIN (2005) [23] 
is an enhanced algorithm for IOLIN. It searches for the best IFN model representing the current 
data from all the old IFNs, if a concept drift is detected. The chosen IFN is the one that was built 
on the window whose target entropy is closest to current target’s entropy. Pure Multiple-Model 
IOLIN (2005) [23] is a variant of Multiple-Model IOLIN. It uses previously-built IFN instead of 
updating the current IFN even if the concept changes because it is believed that an appropriate 
model will probably be found in adjacent old windows. This strategy is expected to save 
additional analysis cost.  
 
Figure 2.9: OLIN system architecture [22]. 
2.4 Model Selection and Learning under Sample Selection Bias 
Table 2.1 describes the relationship between model selection, learning under sample selection 
bias and dynamic data mining. In batch learning scenarios, many classic model selection criteria 
are proposed under the assumption that the distributions between training and test datasets are 
identical (i.e. static concept). However, there are often cases where training samples are not 
randomly selected and therefore training distributions differ from test distributions [55]. 
Learning under sample selection bias addresses one of these problems. It deals with the 
situations where there are different training and test variable distributions. Many state-of-the-art 
data mining models including C4.5 and Naïve Bayes are highly sensitive to biased samples and 
therefore suffer from this problem [55]. 
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Given the possibly infinite number of streaming data, there is often sample selection bias since a 
model’s observations may be limited.  Moreover, the data-generating mechanism is often 
evolving as time elapses. Thus, there may be not only changing variable distributions but also 
changing variable and class joint distributions. Dynamic data mining addresses all these 
challenges.  
Table 2.1: Relationship between model selection, learning under sample selection bias and 
dynamic data mining. Classic datasets refers to the typical batch learning situations where 
datasets are simply divided into a training and test/validation subsets and data mining models are 
trained on training sets and then evaluated on test/validation set. Data streams refer to the 
contexts where there is possibly infinite number of streaming data. 
 DATA 
Classic datasets Data streams 
UNDERLYING 
CONCEPT IN 
DATA 
Static data distribution Model selection Dynamic data mining
Changing variable distribution Learning under sample selection bias Dynamic data mining 
Changing variable and class 
distribution - Dynamic data mining 
2.4.1 Model Selection Problem and Techniques 
Model selection attempts to find a fitted model subject to certain operating model such that the 
overall discrepancy between the fitted model and operating model would be minimized [56; 57]. 
As shown in Figure 2.10, the operating model refers to the actual probability distribution, while 
the fitted model is an estimated distribution according to observed examples. Theoretically, the 
overall discrepancy is composed of two discrepancies [56]: the discrepancy due to 
approximation, which constitutes the lower bound for the discrepancy for models in the 
approximating model family, and the discrepancy due to estimation, which is due to the observed 
examples used to estimate the fitted model in the family.  
Note that, the best approximating model in a more complex family is generally closer to the 
operating model than is the best model in a simpler family, but the fitted model in the more 
complex family is likely to end up farther away from the best model than is the fitted model in 
the simpler family. Thus, the problem of model selection can be theoretically thought of as that 
of finding an appropriate compromise between the two opposing situations.  
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However, accepting that the overall discrepancy for particular observed sample cannot be 
computed, it would be of some help in practically deciding which approximating model to select 
if we could compute its average value of a number of samples. This is called the expected 
(overall) discrepancy. Unfortunately we cannot compute it either without knowing the operating 
model, but we can estimate it in practice. An estimator of the expected discrepancy is the model 
selection criterion [56], which acts as the practical solution to the model selection problem. 
 
Figure 2.10: Statistical model selection 
Many model selection criteria have been proposed, including maximum likelihood criterion 
(MLC), Akaike’s information criterion (AIC), Bayes information criterion (BIC), and Cross-
Validation (CV). 
• MLC [57], out of the maximum likelihood hypotheses in the competing models, aims to 
select the one that has the largest likelihood or, equivalently, the largest log-likelihood. 
• AIC [58] attempts to find the model that best explains the data with a minimum number 
of free parameters. ܣܫܥ ൌ 2݇ െ 2 log ܮ, where ܮ refers to the likelihood under the fitted 
model and ݇ is the number of parameters in the model.  
• BIC [59]. ܤܫܥ ൌ ݇ log ݊ െ 2 log ܮ, where ܮ refers to the likelihood under the fitted model, 
݇ is the number of parameters in the model, and ݊ is sample size. BIC differs from AIC 
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only in the first term which depends on the sample size. Thus, as  ݊ grows, BIC favours 
simpler approximating model families than AIC [56]. 
• CV [60] is an entirely different technique. In k-fold Cross-Validation, training examples 
are divided into k disjoint subsets, and a model is iteratively fitted to k-1 subsets and then 
evaluated on the rest one in terms of error rate. ݁௖௩ ൌ
ଵ
௞
∑ ݁௜௞ଵ , where ݁௜ refers to error 
rate at the ݅ݐ݄ iterative step.  The model with smallest ݁௖௩ is selected. 
2.4.2 Sample Selection Bias Problem and Techniques 
A number of model selection criteria and learning theories are further devoted to a more 
complex situation where the training variable distribution is different from test variable 
distribution. This problem is termed sample selection bias [55] or covariate shift [61; 62].  
Shimodaira et al. [63] propose a remedy for this problem by simply adjusting training variable 
density to test variable density with a density ratio. However, Sugiyama et al. [64] argue that this 
method tends to have large variance. They therefore propose to add a power, ߣ ሺ0 ൑ ߣ ൑ 1)6, to 
the ratio, and then try to estimate ߣ. This method is proven to be asymptotically unbiased [64]. 
Sugiyama et al. also find out that classic Cross-Validation works not as desired under sample 
selection bias and propose an improved version of classic Cross-Validation, called Importance 
Weighted Cross Validation [65]. This criterion adds a weight to each validation error in the 
classic Cross Validation procedure and is proved to be unbiased under sample selection bias. 
In addition, Zadrozny et al. [55] propose the Bias Correction Theorem for correcting sample 
selection bias. They assume that the sample selection bias problem results from the following 
model training procedure: the training examples are drawn from test examples and there is a 
random variable deciding whether a test example is moved to the training set or not. That is, the 
random variable leads to sample selection bias. Hence, an unbiased empirical estimate of the 
error of a model can be calculated by the theorem if the random variable can be estimated. In 
contrast, Bickel et al. [62] assume that sample selection bias is caused by a different training and 
test procedure. That is, the training and test data examples are both exclusively drawn from a 
dataset and there is a random variable deciding whether an example is drawn into the training or 
                                                 
6 Note that Shimodaira et al ’s ratio can be considered a special case of Sugiyama et al., when ߣ ൌ 1. 
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test dataset. Then the problem can be transformed into modelling discrepancy between training 
and test distributions. The idea is practiced with Logistic Regression model.  
2.5 Performance Metrics of Model Evaluation 
Data mining models are typically trained to minimize loss measured by certain performance 
metric. Different performance metrics often reveal different hidden information of a data mining 
model under different situations. For example, in the context of imbalanced or cost-sensitive data, 
high classification accuracy is not enough to demonstrate high model effectiveness, because 
simply predicting all test examples as the majority class may still lead to high accuracy. We 
review, in Table 2.2, 20 state-of-the-art  performance metrics based on a  taxonomy of 
performance metrics proposed by Caruana et al.’s [66]. Table 2.3 illustrates some of these 
metrics by showing a confusion matrix under binary classification problem where there are only 
two class labels in the examples: positive and negative.  
• Threshold metrics: for a threshold metric, it is not important how close a prediction is to a 
threshold, only if the predicted outcomes are above or below a threshold. For example, 
Accuracy, F-score and Lift belong to this group. Usually Accuracy and F-score have a 
fixed threshold (e.g., 0.5). With Lift, the threshold is often adjusted so that a fixed percent, 
݌, of examples are predicted as positive and the rest as negative (e.g., ݌ = 25%). 
• Ordering/rank metrics depend only on the ordering of the examples, not the actual 
predicted outcomes. As long as ordering is preserved, it makes no difference if predicted 
values fall between 0 and 1 or 0.89 and 0.90. These metrics measure how well the 
positive examples are ordered before negative examples and can be viewed as a summary 
of model performance across all possible thresholds. These metrics include Area under 
the ROC curve (AUC), Average precision, and Precision/recall breakeven point.  
• Probability metrics are minimized (in expectation) when the predicted outcomes for each 
example coincides with the true conditional probability of that example being positive. 
Root mean squared error (RMSE), Cross-entropy and Calibration belong to this group. 
• Hybrid metrics are mixtures of the other metrics. For example, Caruana et al. introduced 
a metric, called SAR [67], which is a combination of Accuracy, AUC and RMSE. 
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Table 2.2: Performance Metrics 
CATEGORY METRICS DESCRIPTIONS 
Threshed 
Metrics 
Accuracy  Percentage of examples correctly classified, cf. Table 2.3 
Error Rate  1 െ ܣܿܿݑݎܽܿݕ, cf. Table 2.3 
ܲݎ݁ܿ݅ݏ݅݋݊  Percentage of true positive examples against examples classified as positives
Recall ሺܵ݁݊ݏ݅ݐ݅ݒ݅ݐݕሻ  Percentage of true positive examples against all actually positive examples 
ܵ݌݂݁ܿ݅݅ܿ݅ݐݕ  Percentage of true negative examples against all actually negative examples 
F-Score (F-Measure) ܨ െ ܵܿ݋ݎ݁ ൌ
൫ఉమା ଵ൯כ௉௥௘௖௜௦௢௡כோ௘௖௔௟௟
ఉమכ௉௥௘௖௜௦௢௡כோ௘௖௔௟௟
, where ߚ is the relative importance 
between precision and recall. F-measure is F-Score when ߚ ൌ 1. 
G-Mean [68] ܩ െܯ݁ܽ݊ ൌ ඥܴ݈݈݁ܿܽ כ ܵ݌݂݁ܿ݅݅ܿ݅ݐݕ 
Lift [69] 
A measure of the performance of a model at segmenting the entire example, 
widely used in marketing campaign. Let ܶܽݎ݃݁ݐܲ݁ݎܿ݁݊ݐሺ݂, ݌ሻ be the percent 
of targets in the first ݌ % of the list sorted by decreasing score of 
model ݂.ܮ݂݅ݐ ൌ ்௔௥௚௘௧௉௘௥௖௘௡௧ሺ௙,௣ሻ
௣
 
Ordering / 
Ranking 
Metrics 
Receiver Operating 
Characteristics (ROC) 
A graphical representation of the trade-off between the Sensitivity (y-axis) and
1- Specificity (x-axis) of a model [70]. 
Area under ROC 
(AUC)  
[71; 72] 
AUC, the area beneath an ROC curve, is equal to the probability that a model 
ranks a randomly chosen positive example higher than a randomly chosen 
negative one [70]. 
Average Precision 
(AP)  
AP, widely used in information retrieval, is mean of Precision scores 
obtained after each relevant document is retrieved, using zero as Precision for 
relevant documents that are not retrieved [73]. 
Precision-Recall 
Curve 
It shows trade-off between Precision and Recall. The curve is plotted by 
connecting the points given by the (Precision, Recall) values corresponding to 
each Recall level. 
Precision-Recall 
Breakeven Point  
Given a Precision-Recall Curve, it is the point where precision and recall are 
equal. As this point, false positive is equal to false negative. 
RFM 
RFM, which is often used to describe and evaluate trading behaviour of 
customers, quantitatively identifies the best customers by examining how 
recently a customer has purchased (Recency), how often a customer 
purchases (Frequency), and how much a customer spends (Monetary). 
RFM-ROI [74] It integrates Return of Investment (ROI) with RFM. ROI expresses the profit and loss of a customer in a certain process of securities investment.  
Probability 
Metrics 
Mean Squared Error 
(MSE) 
It is the mean difference between actual and predicted values. Let ܶ consist of 
test examples in the form of ሺݔ, ܿሻ and ௖݂ሺݔሻ be the probability given by 
model ݂that ݔis an example of class c. Then MSE ൌ ଵ
|்|
෌ ሺ1 െ ௖݂ሺݔሻሻଶሺ௫,௖ሻא் .
Root Mean Squared 
Error (RMSE) RMSE ൌ √MSE 
Mean Cross Entropy 
(MXE) 
Let ܶ consist of test examples in the form of ሺݔ, ܿሻ and ௖݂ሺݔሻ be the 
probability given by model ݂that ݔis an example of class c.  
Then MXE ൌ െ ଵ
|்|
∑ logሺ ௖݂ሺݔሻሻሺ௫,௖ሻא் .  
Calibration [75] 
Let ܶ consist of test examples in the form of ሺݔ, ܿሻ and ௖݂ሺݔሻ be the 
probability given by model ݂that ݔis an example of class c. Then ݂ is said to 
be well-calibrated if ௖݂ሺݔሻ ൌ ௖ܲሺݔሻ, where ௖ܲሺݔሻ is the actual probability that 
ݔis an example of class c. A method of computing Calibration is presented in 
[67].  
Hybrid 
Metrics SAR [66] ܵܣܴ ൌ ሺܣܿܿݑݎܽܿݕ ൅ ܣܷܥ ൅ ሺ1 െ ܴܯܵܧሻሻ/3 
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Table 2.3: Confusion Matrix. Given a binary classification problem with negative and positive 
class labels, the Confusion Matrix shows the relationship between actual classes of the test 
examples with predicted classes of a model on the examples. 
 PREDICTED RESULT 
negative positive 
ACTUAL 
RESULT 
negative TN (true negative) FP (false positive) 
positive FN (false negative) TP (true positive) 
ܣܿܿݑݎܽܿݕ ൌ ்ேା்௉
்ேା்௉ାி௉ାிே
;  ܧݎݎ݋ݎ ݎܽݐ݁ ൌ 1 െ ܣܿܿݑݎܽܿݕ; ܲݎ݁ܿ݅ݏ݅݋݊ ൌ ்௉
்௉ାி௉
; ܴ݈݈݁ܿܽ ൌ
்௉
்௉ାிே
; ܵ݌݂݁ܿ݅݅ܿݕ ൌ ்ே
்ேାி௉
; ܨ െ ܵܿ݋ݎ݁ ൌ   ൫ఉ
మା ଵ൯כ௉௥௘௖௜௦௢௡כோ௘௖௔௟௟
ఉమכ௉௥௘௖௜௦௢௡כோ௘௖௔௟௟
;ܩ െܯ݁ܽ݊ ൌ  ඥܴ݈݈݁ܿܽ כ ܵ݌݂݁ܿ݅݅ܿ݅ݐݕ 
2.6 Summary 
This chapter provided background knowledge for the work in this thesis. Section 2.2 summarized 
a number of ensemble model methods including Bagging, Error-Correcting-Output-Codes, 
Boosting, Meta-learning, Stacking and Ensemble Selection. Section 2.3 introduced main features 
of incremental data mining and described three families of the algorithms: FLORA family, 
VFDT series and OLIN series. Section 2.4 discussed two related data mining techniques to 
dynamic data mining: model selection and learning under sample selection bias. Their 
relationships with dynamic data mining, specific problems and solutions are discussed. Section 
2.5 summarized performance metrics in model evaluation, a number of which are used in the 
thesis work. 
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Chapter 3  
 
Understanding of Concept Drift and 
Methodology of Dynamic Data Mining  
Dynamic data mining offers solutions to the popular concept-drifting stream mining challenges, 
where there are possibly infinite number of streaming data, time-critical analysis constraints, 
potential drifting concepts inside the data and probably skewed data distributions.  
In this chapter, we present both formal and practical understanding of various concept drift and 
provide an overview of the dynamic data mining approach.  
We illustrate a number of real-world use cases of the concept-drifting data stream mining. We 
group concept drift into concept noise, pseudo concept drift, and true concept drift (including 
abrupt concept drift and gradual concept drift). We also extensively review state-of-the-art 
concept drifting stream mining algorithms and corresponding popular benchmark datasets.  
Based on the unified understanding of concept drift, the dynamic data mining approach is briefly 
introduced in this chapter. In the next three chapters, by looking into different kinds of concept 
drift, and following the general paradigm of dynamic data mining, we propose separate 
algorithms for each kind.  
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3.1 Introduction 
In data stream mining, we have to always face the challenge of concept drift. It makes models 
built on outdated data inconsistent with incoming data. For example, a credit card fraud detection 
system [2; 3] has to fully understand the ever-evolving spending patterns of a credit card in order 
to identify abnormal credit card spending behaviours, which may indicate a fraud. Concept-
drifting stream mining algorithms react to the cards’ time-varying spending patterns and, 
therefore, enable effective fraud detections.  
Normally, two kinds of concept drift may occur in real-world stream mining applications: (1) 
pseudo concept drift; (2) true concept drift. The pseudo concept drift, also known as sampling 
shift [76] or virtual concept drift [77], is caused by the continuous and always “incomplete” data 
or limitations of the data-collecting mechanism. It can be observed as changes of the variable 
distribution of streaming data. Even if the data-generating mechanism remains the same, this 
change may often lead to degradation of existing models. The true concept drift, also termed 
(real) concept change [25] or rigorous concept drift [78], is essentially caused by changes of the 
data-generating mechanisms. It can be reflected in changes to the conditional distribution of 
classes on variables of the data.  
We propose the dynamic data mining approach for mining concept-drifting streams. It is a novel 
supervised ensemble model-based approach, based on the idea that although the underlying 
concepts in a data stream are time-varying, distinctions between the concepts can be identified. 
Models trained on the different concepts can be therefore dynamically selected for classifying 
incoming examples of similar concepts.  
This idea is desirable because the models that are well-fitted to an underlying concept tend to 
perform ineffectively on classification of examples generated from a different concept. In other 
words, a well-fitted model is likely to produce more accurate prediction outcomes for the 
examples holding consistent concept than those models pertinent to inconsistent concepts. We 
demonstrate, in the next chapters, that the dynamic data mining approach, which is based on this 
idea, is feasible and the corresponding solutions are effective. In general, the approach 
categorizes each sliding window of streaming data into subsets, which are likely to hold distinct 
inter-subset concepts and similar intra-subset concepts, and then to train disagreeing base models 
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on these subsets instead of the entire window of data. When classifying incoming examples, a 
dynamic selection process is performed in order to choose the base models which are consistent 
with the underlying concepts. 
The rest chapter is organized as follows. Section 3.2 discusses the real-world application 
scenarios of concept-drifting mining. Section 3.3 presents a formal framework of understanding 
concept drift. Section 3.4 and Section 3.5 review state-of-the-art concept-drifting stream 
benchmarks and algorithms, respectively. Section 3.6 presents a general introduction to dynamic 
data mining. Section 3.7 concludes this chapter.  
3.2 Use Scenarios and Problem Analyses 
There is always concept drift in real-world data mining application scenarios. Good analyses of 
these applications help understand the challenge of mining concept-drifting data streams. Three 
of these scenarios are analyzed in this section. 
Scenario A: Credit Card Fraud Detection (CCFD): As the popularity of online shopping grows 
day-by-day, the opportunities for attackers to steal credit card details and commit fraud are also 
increasing. According to an ACNielsen study conducted in 2005, one-tenth of the world’s 
population is shopping online [79]. The total credit card fraud in the United States alone was 
$2.7 billion in 2005 [2].  
In online purchases, only some important information about a card (card number, expiration date, 
and secure code) is required to make the payment. It is easy for fraudsters to acquire this 
information from victims and then to commit frauds online. Thus, the banks, which deal with 
tens of millions of online transactions each day, need to understand credit card spending patterns 
in order to detect fraud accurately. There are, in this respect, three fundamental features: (1) great 
volumes of continuous online transactions every day, and detection operations time constraints 
either due to the time-critical transactions themselves or because the “normal” customers often 
cannot endure waiting a long time to finish their transactions; (2) the spending patterns for a 
single cardholder are always evolving. For example, someone graduating from college might 
suddenly have completely different monetary concerns [1], and this is reflected in his credit card 
spending patterns; (3) these changes can either be very fast or gradual. 
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Scenario B: Customer Churn Prediction (CCP): Churning is the continuous process of 
customer turnover. This is a major concern for companies including credit card issuers, insurance 
companies, and telecommunication companies. For example, the monthly churn rate for 
European cellular carriers averages between 8 and 12 percent [80]. This rate is much higher in 
some Asia countries including India and China. Frequently, new customers will churn away 
before the company can fully recoup its acquisition costs.  
Since most customers will only signal their intention to churn when they call to cancel their 
accounts, the companies need to fully understand their customer's behaviours in order to identify 
the churners beforehand and to resist the particular churn. However, there are three challenges: 
(1) continuous large-scale information including customer demographics, usage patterns, 
payment behaviour, and competitor offers; (2) time constraints for the analytic processing due to 
the need of extra time for customer retention activities; (3) the patterns of churning are time-
changing and the changes can be . For example, customers may gradually reduce their calls and 
then switch out; they may suddenly churn only because of house moving or job changes. 
Scenario C: Email Spam filtering (ESF): Bickel et al. [81] have introduced a spam filtering 
mechanism for their industrial partner’s email system. This has three features: (1) scanning 
several millions of email accounts and/or emails per day; (2) the email accounts have diverse 
properties and existing emails cannot represent the global characteristics of all emails. That is, 
new accounts and emails are not likely to share identical variable distributions with the existing 
ones; (2) the concept of spam is, however, consensual for all users and the labelled emails.  
3.3 Understanding of Concept and Concept Drift  
In this section, we summarize the above problem analyses and the various presentations of 
concept drift in the literature, and formally present taxonomy of concept drift. 
There are few previous studies which attempt to give formal or semi-formal definitions for 
concept drift. Gao et al. [4] describe different kinds of concept drift from the perspective of data 
distribution changes. They group concept drift into feature change, conditional change, and dual 
change. In this section, we formally extend their descriptions of concept drift based on the same 
idea. 
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3.3.1 Concept and Concept Drift  
In a stream environment, concept drift is due to either changes of the data-generating 
mechanisms or limitations of the data-collecting methods. It can be fully expressed as changes 
of ܲሺܺ, ܿሻ, where ܺ denotes any vector in the pre-defined n-dimensional variable space and ܿ 
denotes any label in the pre-defined class label set.  
In other words, the concept of the streaming data in a given sequential data block ௧ܹ is 
determined by the data-generating or data-collecting  mechanisms during the given time step, ݐ, 
but is naturally reflected in the joint distributions,  ܲௐ೟ሺܺ, ܿሻ, of the variables, ܺ and labels, ܿ, in 
௧ܹ. We define concept and concept drift as follows. 
Definition 3.1 The concept of  ௧ܹ  is defined as the joint distributions  ௐܲ೟ሺܺ, ܿሻ.   
Definition 3.2 A concept drift happens between  ௧ܹଵ and  ௧ܹଶ, if any joint distribution changes, 
i.e.  ௐܲ೟భሺܺ, ܿሻ ്   ௐܲ೟మሺܺ, ܿሻ.  
3.3.2 True Concept Drift, Pseudo Concept Drift and Concept Noise 
Note that ܲሺܺ, ܿሻ ൌ ܲሺܺሻ כ ܲሺܿ|ܺሻ. The changes of concept can be transformed to changes of 
ܲሺܺሻand/or ܲሺܿ|ܺሻ. However, a given data-generating function is generally a mapping from ܺ to 
ܿ and is, in principle, not only dependent on ܺ itself. Thus, the changes between  ௐܲ೟భሺܺሻ 
and  ௐܲ೟మሺܺሻ only, should not be essentially considered true concept drift. Therefore, we term it 
pseudo concept drift.  
However, Pseudo concept drift is also a non-trivial problem in stream mining. In the context of 
data streams, pseudo concept drift is common since it is often difficult for data-collecting 
methods to accumulate sufficient and/or unbiased training examples even if the data-generating 
mechanism is stable. It may greatly deteriorate the classification performance of a significant 
number of state-of-the-art data mining models including J48 and Naïve Bayes [55]. These models 
are generally termed global models7 by Zadrozny [55]. 
                                                 
7 In addition, Zadrozny [55] believe that an ideal data mining model is supposed to learn asymptotically a concept, only relying 
on  ܲௐ೟ሺܻ|ܺሻ, and have termed this group of models local models. Logistic regression model belongs to this group. 
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A true concept drift, on the other hand, is defined as a substantial difference between   ௐܲ೟భሺܿ|ܺሻ 
and  ௐܲ೟మሺܿ|ܺሻ. It reflects an actual change of the data-generating functions. In addition, if the 
changes of the data-generating functions make absolutely no, or very limited differences to the 
concepts, a data mining model is supposed to perform as well as it used to. Only the changes of 
the functions which cause substantial distinctions between  ௐܲ೟భሺܿ|ܺሻand  ܲௐ೟మሺܿ|ܺሻ may lead to 
true concept drift.  
Thus, we separate concept drifts into three kinds: pseudo concept drift, true concept drift and 
concept noise. They are defined as follows. 
Definition 3.3 A pseudo concept drift between  ௧ܹଵ and   ௧ܹଶ is a concept drift in which only the 
variable distributions are different, i.e.  ௐܲ೟భሺܺሻ ്   ௐܲ೟మሺܺሻ and  ௐܲ೟భሺܿ|ܺሻ ൌ   ௐܲ೟మሺܿ|ܺሻ. 
Definition 3.4 A true concept drift between   ௧ܹଵ and   ௧ܹଶ is a concept drift in which there is 
substantial difference in the posterior probabilities, i.e.   ௐܲ೟భሺܿ|ܺሻ ്   ௐܲ೟మሺܿ|ܺሻ 
and ݀ሺ  ௐܲ೟భሺܿ|ܺሻ,   ௐܲ೟మሺܿ|ܺሻሻ ൒ ߮, where ݀ሺ·,·ሻ denotes a pre-defined measure of distribution 
discrepancy and ߮ is a pre-defined threshold, ߮ ൐ 0.  
Definition 3.5 A concept noise between   ௧ܹଵ and   ௧ܹଶ is a concept drift in which there is no 
substantial difference in the posterior probabilities,   ௐܲ೟భሺܿ|ܺሻ ്   ௐܲ೟మሺܿ|ܺሻ 
but ݀ሺ  ௐܲ೟భሺܿ|ܺሻ,   ௐܲ೟మሺܿ|ܺሻሻ ൏ ߮, where ݀ሺ·,·ሻ denotes a pre-defined measure of distribution 
discrepancy and ߮ is a pre-defined threshold, ߮ ൐ 0. 
A simple example of the pre-defined discrepancy measure is the ܮଵ-norm [82]. Let the two 
density functions be, ଵ݂,  ଶ݂, respectively, ܮଵ െ ݊݋ݎ݉ ൌ ׬ | ଵ݂ െ ଶ݂| ݀ݔ. If ܮଵ െ ݊݋ݎ݉ ൒  ߮, there 
is true concept drift; if ߮ ൐ ܮଵ െ ݊݋ݎ݉ ൐  0, there is concept noise. In addition, various 
statistical tests for two-group comparisons including the Wilcoxon signed-rank test can be also 
used to measure the discrepancy (cf. Appendix A.2).    
The pseudo concept drift is also termed sampling change [25],  covariate shift [64], sampling 
selection bias [55; 62], sampling shift [76], loose concept drift [78]or virtual concept drift [16] in 
the literature. The true concept drift is also termed (real) concept change [25] or rigorous 
concept drift [78].   
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Note that although our definitions of concept drift share ideas with Gao et al. [4] in terms of 
changes of the data distribution, we distinguish concept noise from true concept drift and pseudo 
concept drift. In addition, we further formally categorize true concept drift into abrupt concept 
drift and gradual concept drift according to the concept change rate. 
3.3.3 Abrupt Concept Drift and Gradual Concept Drift  
Another two kinds of concept drift exist in real-world applications and have been mentioned 
extensively in literature: the gradual and abrupt. They are categorized generally according to 
how fast the concept changes. In gradual concept drift, the concept has small shifts, while in 
abrupt concept drift, the concept experiences instantaneous and drastic changes.  
Definition 3.6 The concept-drifting rate, ߣ, of true concept drift between  ௧ܹଵ and   ௧ܹଶ is 
defined as ߣ ൌ
ௗሺ ௉ೈ೟భሺ௖|௑ሻ, ௉ೈ೟మሺ௖|௑ሻሻ
௠೟భା௠೟మ
, where ݀ሺ·,·ሻ denotes a pre-defined discrepancy measure 
and ݉௧ଵ, ݉௧ଶ denote the data examples in   ௧ܹଵ or   ௧ܹଶ respectively.  
Definition 3.7 A gradual concept drift between  ௧ܹଵ and   ௧ܹଶ is a true concept drift in which ݒ ൑
ߪ; an abrupt concept drift between  ௧ܹଵ and   ௧ܹଶ is a true concept drift in which ݒ ൐ ߪ, where ߪ 
is a pre-defined threshold.   
The gradual concept drift is also termed concept drift [25; 83] or slow drift [84]. The abrupt 
concept drift is also known as concept shift [25; 83] or sudden drift[84]. 
3.4 Benchmark Concept­Drifting Datasets 
Table 3.1 lists the benchmark concept-drifting data streams popularly used in the literature. 
• SEA CONCEPTS: SEA was generated and firstly used in the work of Streets et al [85]. It 
simulates data streams in a three-dimensional variable space. There are two class labels in 
the data. The three variables have numeric values between 0 and 10, and only the first 
two variables are relevant. There are four concepts in the data streams. As time elapses, 
examples from the four concepts are sampled to form the data streams. In each concept, 
the classification is done using ݔଵ ൅ ݔଶ ൑ ߠ, where ݔଵ and ݔଶ represent the first two 
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variables and ߠ is the threshold value of a concept. The threshold values of the four 
concepts are 9, 8, 7, and 9.5, respectively. SEA was normally considered as abrupt 
concept drift [86]. However, as the four concepts are very similar to each other due to the 
four threshold values, we categorize it as gradual concept drift.   
Table 3.1: Benchmark concept-drifting data streams 
STREAM PSEUDO/ TRUE 
ABRUPT/ 
GRADUAL NOISY? USED IN PREVIOUS WORK 
SYNTHETETIC DATA STREAMS 
SEA True Gradual NO [85] [86] [87] [88] [89] [90] 
STAGGER True Abrupt NO [87] [25] [91] [92] [16] [84] [93] [94] 
HYPERPLANE True Gradual NO [18] [12] [25] [86] [91] {} [95] [96] [94][90] [97] 
RANDOM RBF Pseudo  - NO [86] [95] [98] [90] 
LED True Gradual NO [86] [21] [95] [98] [89] [90] [19] 
WAVEFORM True Abrupt NO [86] [21] [95] [89] [90] [19] 
KDD99-IT Pseudo - Uncertain [25] [91] [78] [99] [94] [100] [101] 
REAL-WORLD DATA STREAMS 
ELECTRICITY True Uncertain Uncertain [86] [87] [102] [93] [22] [88] [103] [98] [89] [19] 
 
• STAGGER: STAGGER was first used in Schlimmer’s work [92] and then experimented 
on with one of the first concept trackers: FLORA [16]. In the dataset, the example space 
is defined by three variables: ݏ݅ݖ݁ א ሼݏ݈݈݉ܽ, ݉݁݀݅ݑ݉, ݈ܽݎ݃݁ሽ; 
ܿ݋݈݋ݎ א ሼݎ݁݀, ݃ݎ݁݁݊, ܾ݈ݑ݁ሽ and ݏ݄ܽ݌݁  א ሼݏݍݑܽݎ݁, ܿ݅ݎܿݑ݈ܽݎ, ݐݎ݅ܽ݊݃ݑ݈ܽݎሽ. Three 
concepts are simulated: (1) if ܿ݋݈݋ݎ ൌ ݎ݁݀  ר  ݏ݅ݖ݁ ൌ ݏ݈݈݉ܽ, ݈ܿܽݏݏ ൌ ݌݋ݏ݅ݐ݅ݒ݁; 
otherwise ݈ܿܽݏݏ ൌ ݊݁݃ܽݐ݅ݒ݁; (2) if ܿ݋݈݋ݎ ൌ ݃ݎ݁݁݊  ש  ݏ݄ܽ݌݁ ൌ ܿ݅ݎ݈ܿ݁, ݈ܿܽݏݏ ൌ
݌݋ݏ݅ݐ݅ݒ݁; otherwise ݈ܿܽݏݏ ൌ ݊݁݃ܽݐ݅ݒ݁; (3) if ݏ݅ݖ݁ ൌ ݉݁݀݅ݑ݉  ש ݈ܽݎ݃݁, ݈ܿܽݏݏ ൌ
݌݋ݏ݅ݐ݅ݒ݁; otherwise ݈ܿܽݏݏ ൌ ݊݁݃ܽݐ݅ݒ݁. 
• MOVING HYPERPLANE: MOVING HYPERPLANE simulates concept drift using a 
continuously moving hyperplane. It was introduced by Hulten et al. to evaluate the 
performance of CVFDT[18]. The hyperplane is in ݀-dimensional variable space and is 
denoted by equation: ∑ ܽ௜ݔ௜ ൌ ܽ଴ௗ௜ୀଵ , where each vector of variables ۃݔଵ, ݔଶ, … ݔௗۄ is 
randomly generated and uniformly distributed in the variable space. Examples satisfying 
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∑ ܽ௜ݔ௜ ൒ ܽ଴
ௗ
௜ୀଵ  are labelled as positive and examples satisfying ∑ ܽ௜ݔ௜ ൏ ܽ଴ௗ௜ୀଵ  as 
negative. The value of ܽ଴ is generally chosen such that the hyperplane cuts the variable 
space into two portions of the same volume. That is ܽ଴ ൌ
ଵ
ଶ
∑ ܽ௜
ௗ
௜ୀଵ . Thus, the positive 
and negative examples are roughly half-half.  
• RANDOM RBF: This data stream was devised to offer an alternative complex concept 
type that is not straightforward to approximate with a decision tree [95]. The stream 
generator is contained in the massive stream mining toolset MOA [90]. In the generator, a 
fixed number of random centres are built, each of which has a random position, a single 
standard deviation, class label, and weight. It creates new examples by selecting a centre 
at random, taking weights into consideration so that centres with higher weight are more 
likely to be chosen, and a random direction is chosen to offset the variable values from 
the central point. The length of the displacement is randomly drawn from a Gaussian 
distribution with standard deviation determined by the chosen centres. The chosen centre 
determines the class label of an example [86]. Therefore, given a number of centres, the 
underlying concept is fixed but the variable distribution varies. 
• LED: LED is contained in MOA [90] and originates from the CART book [104]. A 
sample of LED is in the UCI repository [105]. The concept is represented by the digit 
displayed on a seven-segment LED display where each variable has a 10% chance of 
being inverted. 
• WAVEFORM: WAVEFORM is contained in MOA [90] and originates from the CART 
book [104]. A sample of WAVEFORM is in the UCI repository [105].  There are three 
concepts in the stream represented by three classes of waveforms, each of which is 
generated from a combination of two or three base waves. There are 21 numeric variables, 
all of which may or may not include noise.  
• ELECTRICITY: The classification problem, presented by M. Harries [106] and studied 
by Gama [93], among other researchers, is to predict whether the electricity price is going 
UP or DOWN within a period of 24 hours. It is a real-world data stream containing 
45312 instances collected from the Australian New South Wales Electricity Market 
between 7 May 1996 and 5 December 1998. As the prices are influenced by unknown 
market demand and supply, there exist unknown concept drifts in the data stream. 
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• KDD99-IT: This is a data stream previously used in KDDCup’99 and public assessable 
in UCI repository [105]. The task is to distinguish between “bad” connections, called 
intrusions or attacks, and “good” normal connections. This data stream contains a 
standard set of data to be audited, which includes a wide variety of intrusion types in a 
military network environment. As shown in Figure 3.1, there are bursts of different 
intrusion types along with the time step in the stream. Since the detection rule for each 
intrusion type is always effective, there is no true concept drift in the stream. However, in 
the context of streaming data, there is pseudo concept drift caused by the limitations of a 
model’s observation. 
•  
Figure 3.1: Network intrusion stream. 
3.5 Supervised Mining Methods Addressing Concept Drift  
In this sub-section, we describe the fundamental feature of supervised stream mining and 
summarize the state-of-the-art supervised concept-drifting stream mining algorithms. 
3.5.1 A Fundamental Feature of Supervised Stream Mining 
A fundamental feature of supervised stream mining is that the actual class labels of the incoming 
unlabelled examples can be continuously retrieved as soon as these examples have been 
classified. This feature enables effective supervised concept-drifting stream mining methods: the 
models built on historical training distributions can be continuously updated or new models can 
be continuously trained on these newly-labelled examples in order to adapt to or track the 
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drifting concept [12; 16; 22; 24; 91]. Generally, the more promptly the class labels can be 
retrieved, the more effective these methods. 
This feature is notably different from classic supervised batch learning where the actual labels of 
classified test examples are either out of consideration or unavailable during classification.  
Based on this feature, there are generally two kinds of approaches proposed for mining concept- 
drifting data streams in the literature: tracking and adaption.  
3.5.2 The Tracking Approach 
During online prediction, the tracking approach passively renews its models after being 
stimulated by certain concept drift detection mechanisms. These detection mechanisms 
continuously identify concept drift by monitoring changes of certain metrics calculated from the 
most recently labelled examples. For instance, Gama’s concept drift detection method  [93] 
belongs to the tracking approach. The method continuously monitors short-term classification 
error rate produced by its single base model and attempts to retrain/update the model if the error 
rate surpasses a predefined error level. We term these metrics concept drift detection indicators, 
and group them into five categories:  
• Information-theory based indicators, e.g. entropy, information gain, mutual information  
and conditional mutual information [18; 23; 24; 88; 97; 107];  
• Indicators based on class distribution [19];  
• Performance indicators including evaluated classification accuracy and error rate [16; 
19; 22; 83; 89; 93; 108; 109];  
• Algorithm-specific metrics [110]; 
• Fractal dimension8  [101]. 
A number of algorithms belonging to this approach are surveyed in Table 3.2. As can be seen, 
the majority of these algorithms apply a single (incremental) model instead of ensemble models.  
                                                 
8 A fractal is a rough or fragmented geometric shape that can be split into parts, each of which is (at least approximately) a 
reduced-size copy of the whole [111], a property called self-similarity. The fractal dimension D [112] is given by the formula 
ܦ௤ ൌ ቐ
డ ୪୭୥∑ ௣೔೔ ୪୭୥ ௣೔
డ ୪୭୥ ௥
ݍ ൌ 1
డ ୪୭୥∑ ௣೔
೜
೔
డ ୪୭୥ ௥
݋ݐ݄݁ݎݓ݅ݏ݁
. 
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Table 3.2: The tracking algorithms 
ALGORITHM 
/ AUTHOR YEAR INDICATOR 
ENSEMBLE 
MODELS? DETAILS 
FLORA 1996 [16] 
Classification 
accuracy & 
counts of the 
knowledge 
description 
items 
NO 
A serious drop in classification accuracy or an explosion of the 
number of knowledge description items signals a concept drift. 
The accuracy is monitored over a fixed number of past classified 
examples. The set ADES is a novel knowledge representation, 
containing items matching only positive examples.  
Klinkenberg 
et al 
1998 
[83] 
Classification 
accuracy, 
Recall, 
Precision 
NO 
It employs a sliding window to adapt to concept drift. The window 
size can be dynamically adjusted based on comparison of current 
accuracy (or Recall, Precision) with previous and average 
accuracies (or Recalls, Precisions). 
Klinkenberg 
et al. 
2000 
[109] 
Classification 
error rate NO 
The detector is a variant of the leave-one-out estimator. It bounds 
the number of leave-one-out errors in the context of support 
vector machine. A sliding window is dynamically adjusted based 
on results of the detector.  
OLIN 2002 [22] 
Training and 
validation 
accuracy 
NO 
Concept drift is detected based on a statistical significance test of 
difference between training and validation accuracies. OLIN 
employs a tree-like novel knowledge representation known as 
information fuzzy network and an adjustable window. 
IOLIN 2004 [24] 
Classification 
accuracy NO 
It is an extension to OLIN. Cconcept drift is detected whenever 
there is a sudden fall in classification accuracy. It also employs a 
sliding window.  
Multi-Model 
OLIN 
2005 
[23] Entropy YES 
It is an extension to OLIN and employs a sliding window. 
Concept drift is detected through comparing the entropy values of 
the current data window with historical windows.  
Advanced 
OLIN 
2005 
[23] 
Conditional 
mutual 
information 
NO 
It is an extension to OLIN and employs a sliding window. Concept 
drift is detected through ccomparing the conditional mutual 
information of current data window with historical windows.  
CVFDT 2001 [18] 
Information 
gain /  
Gini index  
NO 
It is an extension to VFDT [20], which is an incremental 
Hoeffding tree algorithm employing the inequality to reduce 
training examples effectively for determining the split attribute at 
any given node. It maintains a window of training examples and 
keeps its learned tree up-to-date with this window by monitoring 
the quality of its old decisions as data moves into and out of the 
window. In particular, whenever a new example is read, it is 
added to the statistics at all the nodes in the tree that it passes 
through. The last example in the window is forgotten from every 
node where it had previously had an effect, and the validity of all 
statistical tests are checked. If CVFDT detects a change, it starts 
growing an alternate tree in parallel, which is rooted at the newly-
invalidated node. When the alternate is more accurate on new data 
than the original, the original is replaced by the alternate. 
Gama et al 2005 [89] 
Classification 
error rate NO 
It is an extension to UFFT [113], which is another incremental 
Hoeffding tree. An increase of classification error of the Naïve 
Bayes model embedded in an inner decision tree node indicates 
concept drift.  
Gama et al 2006 [19] 
Classification 
error / Class 
distribution 
NO 
It is an extension to VFDTc, which extends VFDT by introducing 
the Naïve Bayes classifiers at the tree leaves where a test example 
is classified with the class that maximizes the posterior 
probability. Two concept drift methods are used: (1) Comparing 
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the estimate of the error of a tree node with the sum of the error 
estimates of all the descending leaves of the node; (2) Comparing 
the class distribution before a node expansion with the sum of the 
class distributions in all the leaves rooted at that node. The 
comparison is based on the Affinity Coefficient9. 
DD 2004 [93] 
Classification 
error rate NO 
The concept drift detection is based on two pre-defined error rate 
levels: the warning level and drift level.  
Nunez et al. 2005 [108] 
Classification 
accuracy NO 
Detecting drops in the percentage of well-classified examples 
under the decision tree nodes. It also uses the sliding window. 
EDD 2006 [102] 
Classification 
error rate NO 
It extends DD [93] using the estimated distribution of the 
distances between classification errors.  
Wu et al. 2005 [110] 
Algorithm-
specific 
metrics  
YES 
A group of algorithm-specific measures are introduced for 
detecting concept drift including the component drifting distance 
and system stability. The algorithm is based on mixture Gaussian 
models. 
Vorburger  
et al. 
2006 
[97] Entropy NO 
It applies a sliding window and adapts the window size whenever 
the concept drift is detected. The detection method compares 
entropies in most recent window and an older window. 
Nishida et al 2007 [115] 
Classification 
accuracy NO 
Comparing P-value of classification accuracy with a pre-defined 
significance level. 
StreamGP 2007 [101] 
Fractal  
dimension YES 
It is a boosting-based ensemble algorithm and concept drift is 
detected through comparing self-similarity of the ensemble 
behavior, and measured by its fractal dimension. 
ADB 2009 [86] 
Classification 
error rate YES 
ADB is an improved online Bagging method for concept drifting 
stream mining. It combines the online Bagging algorithm of Oza 
et al. [26] and the ADWIN algorithm, which is a change detector  
in classification performance.  
3.5.3 The Adaption Approach 
The adaption approach automatically adapts to concept drift without performing explicit concept 
drift detections. This kind of algorithms has also to rely on the continuously retrieved labelled 
examples during online prediction. A well-known example of this kind is the weight-by-accuracy 
ensemble model method (WEM) proposed by Wang et al. [12]. In this method, a set of base 
models are continuously weighted proportionally to their validation accuracies on a given number 
of most recent labelled examples. Table 3.3 lists state-of-the-art algorithms belonging to the 
adaption approach. As can be observed, most of these algorithms apply ensemble models instead 
of a single (incremental) model.  
 
                                                 
9 The Affinity Coefficient  [114] is given by: ܽܿሺܵ, ܳሻ ൌ ∑ ඥ ௟ܵ௔௕௘௟ ൈ ܳ௟௔௕௘௟௣௟௔௕௟௘ୀଵ , where the ௜ܵ and ܳ௜ indicates the 
frequency of each class in the distributions ܵ and ܳ respectively and p is the number of existing labels in the data set. 
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Table 3.3: The adaption algorithms 
ALGORITHM 
/ AUTHOR YEAR 
ENSEMBLE 
MODELS? DETAILS 
SEA 2001 [85] YES 
It builds separate classifiers on sequential chunks of training examples. These 
classifiers are combined into an ensemble of fixed size. Newly-built models are 
continuously added into the ensemble to replace old models if their validation 
accuracies are higher than existing ones. 
DWM 
2003, 
2007  
[87; 
116] 
YES 
Dynamic Weighted Majority (DWM) maintains an ensemble of base models, 
predicts using a weighted-majority vote of these base models, and dynamically 
creates and deletes base models in response to performance changes of each 
individual model. 
WEM 2003 [12] YES 
It weights ensemble models by their validation accuracies on most recent data 
examples and combines them for prediction of incoming examples. 
StreamMiner 
2004  
[11; 
117] 
YES It is a cross-validation decision tree ensemble that selects appropriate data and models for classification.  
RePro 2005 [25] YES 
It continuously groups historical ensemble models of similar concepts, learns 
concept-transition patterns from the concept history, and estimates what the next 
concept will be during online classification. 
Wang et al. 2006 [96] YES 
It uses a stochastic model (Hidden Markov Model) to describe the concept 
shifting patterns, through which it attempts to learn a model based on the most-
likely distribution for current classification. 
Scholz et al. 2007 [118] YES 
It is a boost-like ensemble model method. It adapts to concept drifts by two 
strategies: (1) maintaining two competitive ensembles and employing a better 
ensemble for classification in terms of classification performance; (2) updating 
their weights with respect to current distribution. It also quantifies concept drift
by observing any significant deviation of model weights from their initial ones.  
HighOrder 2008 [91] YES 
In training, it captures all stable concepts in all historical examples and builds 
ensemble models on the captured concepts in an off-line manner. In online 
prediction, it uses a Hidden Markov Model-like method to estimate the next 
concept and chooses the corresponding model for classification. The method 
relies on the assumption that the label of an unlabelled example is available right 
after it is predicted. 
AHB 2009 [86] YES 
AHB, Adaptive-Size Hoeffding Tree Bagging, is an online Bagging method using 
Hoeffding trees of different size for concept drift. The algorithm continuously 
grows and weights each base Hoeffding tree, while replacing oversized trees with 
new ones. 
3.6 Dynamic Data Mining Methodology: General Introduction 
3.6.1 Overview  
In this section, we propose a brief introduction to the dynamic data mining methodology. It 
consists of three stages – categorization, organization, and selection – illustrated in Figure 3.2.  
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Figure 3.2: The dynamic data mining methodology. 
Categorization identifies, during online training, distinct concepts in the streaming training data 
and records these separately in different data mining models. A time-based sliding window may 
be used for collecting the training data, and in each of the windows, the examples are 
dynamically placed into data categories such that each data category represents a distinct concept. 
A base model is then trained on each of the data categories.  
Organization arranges the base models in order to benefit online prediction. This stage may 
happen during either online training or online prediction. 
• If there are only pseudo concept drifts in the application domain, the concept of each data 
category can be explicitly represented by its variable distribution. Therefore, during 
online training, a data pattern is explicitly extracted for each data category to represent 
its variable distribution, and then the base models are organized in line with their data 
patterns.  
• Otherwise, the working model set is dynamically organized for adapting to the current 
drifting concept during online prediction.  
Selection: during online classification, a dynamic model selection process is performed – based 
on different operations in Organization – to choose dynamically appropriate base models.  
• If there are only pseudo concept drifts, the dynamic model selection process first 
identifies the target data patterns from incoming unlabelled data examples, and then 
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chooses the base models whose indexing data patterns are measured and discovered to be 
most consistent with the target data patterns.  
• Otherwise, the dynamic model selection process dynamically maintains the working 
model set to classifying the incoming examples. The operations include adding consistent 
models to the working model set, removing degraded models from the working model set, 
and updating weights of the model in the working model set.  
3.6.2 Dynamic Data Mining for Pseudo Concept Drift  
In the case of pseudo concept drift, the training examples are categorized into chunks, on which 
base models and data pattern are achieved during categorization. During organization, the 
models are indexed to their corresponding data patterns, while during selection, the base models 
are chosen according to how much the data pattern extracted from a chunk of incoming 
(unlabeled) examples is consistent with the historical data patterns indexing the base models. 
Figure 3.3 illustrates the process. 
 
Figure 3.3: Dynamic data mining for pseudo concept drift. 
3.6.3 Dynamic Data Mining for True Concept Drift  
In the case of true concept drift or unknown/hybrid concept drift, a working model set is 
dynamically maintained for adapting to the target concept. Figure 3.4 illustrates the process. 
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During categorization, the streaming data are categorized into distinct data categories which are 
used to build base models; during organization and selection, the degraded models in the 
working model set are dynamically removed, while the weights of the rest are updated. Moreover, 
candidate models are continuously added if they are measured to be consistent with the 
remaining models in the working model set.  
 
Figure 3.4: Dynamic data mining for pseudo concept drift. 
3.7 Summary  
This chapter presented a detailed examination of concept drift and briefly introduced the 
dynamic data mining approach.  
Section 3.2 analyzed three real-world application scenarios of data stream mining. Section 3.3 
proposed a formal understanding of concept drift. Section 3.4 surveyed popular benchmark 
concept-drifting data streams. Section 3.4 extensively reviewed state-of-the-art concept drifting 
stream mining algorithms.  
Based on this understanding of concept drift, section 3.6 proposed the dynamic data mining 
methodology. It consists of three data analysis stages: categorization, organization, and selection. 
When examining various kinds of concept drift, it offers different and concrete operations in the 
three stages.
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Chapter 4  
 
Dynamic Data Mining for Static Concepts 
This chapter applies the three-stage dynamic data mining methodology to (supervised) batching 
learning where there are static concepts. The data categorization theorem is proposed , so to 
prove that dynamic data mining, which learns ensemble models on categorized static datasets, is 
able to outperform a single model trained on the entire dataset in terms of classification 
performance.  
In order to illustrate how the theorem works in practice, specific ensemble model algorithms on 
static datasets are introduced. These algorithms are in line with the categorization-organization-
selection paradigm of dynamic data mining.  
Empirical studies confirm the effectiveness of the proposed algorithms. For example, those with 
Naïve Bayes base models reduce the error rate produced by a single Naïve Bayes by up to 
72.45%. The experimental results also show that the proposed algorithms are able to achieve 
more error reductions with simple (parametric) base models including Naïve Bayes and Logistic 
Regression than complex (non-parametric) base models including J48. 
We also experimentally compare dynamic data mining with two state-of-the-art ensemble 
models: Boosting and Bagging. The results demonstrate that given simple (parametric) base 
models, the proposed algorithms are able to outperform both in terms of classification 
performance. 
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4.1 Introduction 
Considerable efforts have been devoted to ensemble model methods.  The fundamental principle 
underlying these methods is to train and combine multiple data mining models instead of a single 
model for classification. Typical examples of these methods include Ensemble Selection [30], 
Boosting [26], Meta-learning [28], Stacking [29], Bagging [26], and Error-Correcting-Output-
Codes [27], as described in Chapter 2.  
Dynamic data mining is a new ensemble model approach. For example, given static concepts, it 
trains ensemble models on categorized subsets respectively instead of the entire (training) dataset. 
When evaluating a test example, a dynamic model selection process is performed to choose the 
appropriate model [119]. We call this static concept version of dynamic data mining DDM-S. 
Theoretical and experimental studies presented in this chapter show that DDM-S is capable of 
significantly reducing classification errors compared to a single model built on the entire dataset.  
DDM-S is motivated by the two properties of the variance and expectation in probability theory:  
• Law of total variance [120]: the variance of a total group of observations cannot be 
smaller than the mean of the variances of the subgroups. An intuitive real-world example 
of this property is that the variance of the weights of all people can be no less than the 
average of the variances of the weights of females and males. If the two categories (i.e. 
females and males) are analyzed separately, the variance is affected only by the male-
male differences and the female-female differences. If the two categories are combined, 
however, then the female-male differences are also counted into the variance.  
• Law of total expectation [120]: the expectation of a total group of observations is equal to 
the mean of the expectation of the subgroups. An intuitive real-world example of this 
property is that the expectation of the weights of all people is supposed to be equal to the 
average of the expectations of the weights of females and males.  
Note that the expected mean squared error of a data mining model can be mainly decomposed 
into classification variance and bias [9]. They are due to the learning algorithm as well as 
training data. Compared to a single model, the proposed approach is capable of reducing the 
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expected classification error by reducing the classification variance without raising the 
classification bias according to law of total variance and law of total expectation. 
The remaining chapter is organized as follows. Section 4.3 presents a theoretical error reduction 
analysis of DDM-S based on Geman et al’s bias-variance decomposition theory [9]. The reached 
conclusion is named the data categorization theorem. Section 4.4 discusses a number of 
theoretical properties of DDM-S.  Section 4.5 illustrates how the data categorization theorem 
works by practically designing two data categorization strategies based on clustering algorithms. 
They follow the general methodology of dynamic data mining mentioned in Chapter 3. Section 
4.6 and section 4.7 experimentally study the proposed algorithms on a number of datasets in 
order to confirm their effectiveness and to verify correctness of the data categorization theorem. 
The approach is also experimentally compared with Boosting and Bagging in this section. 
Section 4.8 summarizes this chapter.  
4.2 Dynamic Data Mining for Static Concepts: Notations and 
Definition 
Let ݂ሺܺሻ denote a model built on a training set ܦ. Assume ݎሺܺሻ ൌ ሼݎ௜| ݅ ൌ 1, … , ݇, ݇ ൒
1 ݅ݏ ܽ ݂݀݁݅݊݅ݐ݁ ݊ݑܾ݉݁ݎሽ denote a pre-defined data categorization scheme10 under which, ܦ can 
be partitioned into ݇ disjoint categories ܦ ൌ ڂ ܦ௜௞௜ , ܦ௜ ځܦ௝ ൌ ׎, ݅ ് ݆ and the probability of a 
given test example ܺ௧ belonging to ܦ௜ is ݌௜, denoted as: 
 ݌௜ ൌ ܲሺܺ௧ א ܦ௜ሻ ൌ ܲሺݎሺܺ௧ሻ ൌ ݎ௜ሻ                                         (4.1) 
Then, we fit ݇ base models, ݃௜ሺܺሻ, ݅ ൌ 1,… , ݇, such that ݃௜ሺܺሻ is only fitted to ܦ௜.  
Finally, we construct a model ensemble ݃ሺܺሻ, such that given a test example ܺ௧, the probability 
output of  ݃ሺܺ௧ሻ is given by: 
݃ሺܺ௧ሻ ൌ ൝
݃ଵሺܺ௧ሻ,       ݂݅ ݎሺܺ௧ሻ ൌ ݎଵ  
…                     …            
݃௞ሺܺ௧ሻ,       ݂݅ ݎሺܺ௧ሻ ൌ ݎ௞
                                                  (4.2) 
                                                 
10 ݎሺܺሻ consists of a definite number of disjoint rules (i.e. events) that partition the training dataset. 
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That is, ݃ሺܺሻ is a piecewise function composed of  ݃௜ሺܺ௧ሻ, ݅ ൌ 1,…݇, and ݃ሺܺሻ represents the 
dynamic data mining approach for static concepts (DDM-S). 
4.3 Error Reduction Analyses 
Based on law of total variance [120] and law of total expectation [120], we prove, in this 
subsection, that if the theoretical assumption of Eq. (4.1) holds, then ݃ሺܺሻ can be theoretically 
more accurate than ݂ሺܺሻ. We term this conclusion the data categorization theorem. 
4.3.1 Geman et al’s Bias/Variance Decomposition  
A data mining model, ݂ሺܺሻ, attempts to minimize expected value of mean-squared error, 
݁ሺ݂ሺܺሻ, ܻሻ ൌ ሺ݂ሺܺሻ െ ܻሻଶ, over the training set, ܦ. Geman et al. [9] have proven that the error 
can be decomposed into the three error components: classification noise, N, classification bias, B, 
and classification variance, V, denoted as: 
ܧ஽ሾሺ݂ሺܺሻ െ ܻሻଶ|ܦሿ ൌ ܰ ൅ ܤ ൅ ܸ 
where 
ܰ ൌ ܧሾሺܻ െ ܧሾܻ|ܺሿሻଶ|ܺ, ܦሿ 
ܤ ൌ ሺܧ஽ሾ݂ሺܺሻሿ െ ܧሾܻ|ܺሿሻଶ 
ܸ ൌ ܧ஽ሾሺ݂ሺܺሻ െ ܧ஽ሾ݂ሺܺሻሿሻଶሿ ൌ ܸܽݎ஽ሾ݂ሺܺሻሿ 
(where ܧሾ·ሿ means expectation with respect to the real data distribution; ܧ஽ሾ·ሿ represents 
expectation with respect to the training set, ܦ; ܸܽݎ஽ሾ·ሿ represents variance with respect to the 
training set, ܦ.) 
As can be seen, the classification noise is independent of the training set, ܦ, and it is also 
independent of the data mining model,݂ሺܺሻ; If ݂ሺܺሻ is different from ܧሾܻ|ܺሿ in an expected 
manner, then there is an estimation classification bias (it is, therefore, said to be biased as a 
model of ܧሾܻ|ܺሿ). The classification variance is an estimation of the loss caused by fluctuations 
around its expectation tendency on ܦ. 
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4.3.2 Data Categorization Theorem  
According to Geman’s bias-variance decomposition, the classification bias, ܤ௜, and 
classification variance,  ௜ܸ, of any base model ݃௜ሺܺሻ, can be given by:  
ܤ௜ ൌ ሺܧ஽ሾ݂ሺܺሻ|ݎ௜ሿ െ ܧሾܻ|ܺሿሻଶ 
௜ܸ ൌ ܸܽݎ஽ሾ݂ሺܺሻ|ݎ௜ሿ 
This is because only the examples that fulfil ݎ௜ are available for  ௜݃ሺܺሻ. 
By definition of ݃ሺܺሻ, the classification bias, ܤᇱ, and classification variance, ܸᇱ, of ݃ሺܺሻ can be 
given by:  
ܤᇱ ൌ ∑  ݌௜
௞
௜ୀଵ כ ܤ௜  
ܸᇱ ൌ ∑  ݌௜
௞
௜ୀଵ כ ௜ܸ  
This is because given a test example ܺ௧ and the data categorization scheme ݎሺܺሻ, there is a 
probability, ݌௜, of that ܺ௧ belongs to ܦ௜. This results in that ܤ௜ and  ௜ܸ contribute to ܤᇱ and  ܸᇱ 
with a probability of  ݌௜, respectively. Furthermore, 
                        ܤᇱ ൌ ∑  ݌௜
௞
௜ୀଵ כ ܤ௜ ൌ ܧோሾሺܧ஽ሾ݂ሺܺሻ|ܴሿ െ ܧሾܻ|ܺሿሻ
ଶሿ   
ൌ ሺܧ஽ሾ݂ሺܺሻሿ െ ܧሾܻ|ܺሿሻଶ ሺܽܿܿݎ݋݀݅݊݃ ݐ݋ ݈ܽݓ ݋݂ ݐ݋ݐ݈ܽ ݁ݔ݌݁ܿݐܽݐ݅݋݊ሻ         (4.3) 
                     ܸᇱ ൌ ∑  ݌௜௞௜ୀଵ כ ௜ܸ ൌ ܧோሾܸܽݎ஽ሾ݂ሺܺሻ|ܴሿሿ ൌ ܸܽݎ஽ሾ݂ሺܺሻሿ െ ܸܽݎோሾܧ஽ሺ݂ሺܺሻ|ܴሻሿ 
൑ ܸܽݎ஽ሾ݂ሺܺሻሿ ሺܽܿܿ݋ݎ݀݅݊݃ ݐ݋ ݈ܽݓ ݋݂ ݐ݋ݐ݈ܽ ݒܽݎ݅ܽ݊ܿ݁ሻ                                (4.4) 
(where ܧோሾ·ሿ represents expectation with respect to the categorization scheme; ܸܽݎோሾ·ሿ represents 
the variance with respect to the categorization scheme.) 
As mentioned before, the classification noise component is independent on the datasets and 
models, and thus it remains unchanged. Therefore,  
ܧ௑,௒~஽ሾሺ݃ሺܺሻ െ ܻሻଶ|ܦሿ  ൑ ܧ௑,௒~஽ሾሺ݂ሺܺሻ െ ܻሻଶ|ܦሿ 
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The right-hand side (ܧ௑,௒~஽ሾሺ݂ሺܺሻ െ ܻሻଶ|ܦሿ) is the expected mean squared error that we intend 
to minimize using ݂ሺܺሻ without the categorization scheme. The left-hand side (ܧ௑,௒~஽ሾሺ݃ሺܺሻ െ
ܻሻଶ|ܦሿ ) is the expected mean squared error using the same data mining algorithm under the 
categorization scheme. This quantifies that DDM-S is able to outperform single model method in 
terms of classification performance. We, therefore, reword it to the following theorem.  
Theorem 1 (Data Categorization Theorem) For any training dataset, ܦ, partitioned into ڂ ܦ௜௞௜  
by given categorization rules ݎሺܺሻ ൌ ሼݎ௜|݅ ൌ 1,… , ݇, ݇ ൒ 1 ݅ݏ ܽ݊ ݂݀݁݅݊݅ݐ݁ ݊ݑܾ݉݁ݎሽ,  for any 
model, ݂, and the ensemble model ݃ ൌ ൞
 ݃ଵ,       ݂݅ ݎሺܺሻ ൌ ݎଵ  
݃ଶ,       ݂݅ ݎሺܺሻ ൌ ݎଶ
…
݃௞,      ݂݅ ݎሺܺሻ ൌ ݎ௞
 (where  the base model ݃௜ is 
trained on ܦ௜, i=1,2,…,k, and ݂ and ݃௜ are based on the same learning algorithm), given the 
mean squared  loss function ݁ሺ݂ሺܺሻ, ܻሻ ൌ ሺ݂ሺܺሻ െ ܻሻଶ,  then 
ܧ௑,௒~஽ሾ݁ሺ݂ሺܺሻ, ܻሻሿ ൒ ܧ௑,௒~஽ሾ݁ሺ݃ሺܺሻ, ܻሻሿ 
Note that, the theorem can be easily extended to other loss functions including the absolute 
loss ݁ ൌ |݂ሺܺሻ െ ܻ|.  
In addition, the equality holds i.i.f. ܸܽݎோሾܧሺ݂ሺܺሻ|ܴሻሿ ൌ 0, i.e., ܧሾ݂ሺܺሻ|ݎ௜ሿ ൌ ܧሾ݃௜ሺܺሻሿ ൌ
ܿ݋݊ݏݐܽ݊ݐ. This means that unless the categorization scheme takes absolutely no effect into 
changes of the data distribution, ݃ሺܺሻ performs better than ݂ሺܺሻ. 
4.3.3 Classification by Selecting Appropriate Base Models 
This subsection further considers that the data categorization scheme is not enough for ensuring 
effectiveness of DDM-S. Besides, the dynamic model selection stage is also necessary. This 
conclusion can be achieved by comparing ݃ሺܺሻ with ݄ሺܺሻ. We first present ݄ሺܺሻ and then 
compare it with ݃ሺܺሻ. 
݄ሺܺሻ uses the same data categorization scheme as DDM-S when training the base 
models ݃௜ሺܺሻ, ݅ ൌ 1,… , ݇. However, given a test exampleܺ௧, ݄ሺܺሻ does not select a base 
model ݃௜ሺܺሻ for classification but combines them together, given by: 
݄ሺܺ௧ሻ ൌ ∑ ݌௜ כ ௜݃ሺܺ௧ሻ
௞
௜                                                   (4.5) 
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where ݌௜ denotes the probability of ܺ௧ fulfilling ݎ௜.  
Comparison: we prove the expected classification error of ݄ሺܺሻ is equal to that of ݂ሺܺሻ and, 
therefore, underperforms ݃ሺܺሻ, as follows: 
Let ݁ሺ݂ሺܺሻ, ܻሻ denote the expected classification error of ݂ሺܺሻ. Then, the expected classification 
error of any one base model, ݃௜ሺܺሻ, is given by: 
ܧ஽ሾ݁ሺ݃௜ሺܺሻ, ܻሻ ሿ ൌ ܧ஽ሾ݁ሺ݂ሺܺሻ, ܻሻ|ݎ௜ሿ                                            (4.6) 
                                              ൌ ෍ ݁ሺ݂ሺܺሻ, ܻሻ
௑,௒~஽
஽ܲሺܺ, ܻ|ݎ௜ሻ 
                                                               ൌ ෍ ݁ሺ݂ሺܺሻ, ܻሻ
௑,௒~஽
஽ܲሺݎ௜|ܺ, ܻሻ ஽ܲሺܺ, ܻሻ
஽ܲሺݎ௜ሻ
 
Eq. (4.6) holds because only examples fulfilling ݎ௜ are available for ݃௜ሺܺሻ.  
Thus, the expected classification error of ݄ሺܺሻis calculated as  
             ܧ஽ሾ݁ሺ݄ሺܺሻ, ܻሻ ሿ ൌ ܧ஽ൣ∑ ݌௜ כ ݁ሺ݃௜ሺܺሻ, ܻሻ
௞
௜ ൧                                                                         (4.7) 
                                              ൌ ෍݌௜
୩
୧ୀଵ
כ ܧ஽ሾ݁ሺ݃௜ሺܺሻ, ܻሻ ሿ 
ൌ ∑ ݌௜
୩
୧ୀଵ כ ∑ ݁ሺ݂ሺܺሻ, ܻሻ௑,௒~஽
௉ವሺ௥೔|௑,௒ሻ௉ವሺ௑,௒ሻ
௉ವሺ௥೔ሻ
                                  (4.8) 
ൌ෍෍ ݁ሺ݂ሺܺሻ, ܻሻ
௑,௒~஽
஽ܲሺݎ௜|ܺ, ܻሻ ஽ܲሺܺ, ܻሻ
௞
௜ୀଵ
  
ൌ ∑ ݁ሺ݂ሺܺሻ, ܻሻ௑,௒~஽ ஽ܲሺܺ, ܻሻ כ ሺ∑ ஽ܲሺݎ௜|ܺ, ܻሻ
௞
௜ୀଵ ሻ                         (4.9) 
ൌ෍ ݁ሺ݂ሺܺሻ, ܻሻ
௑,௒~஽
஽ܲሺܺ, ܻሻ ൌ ܧ஽ሾ݂ሺܺሻሿ 
Eq. (4.7) is achieved by definition of ݄ሺܺሻ. In Eq.(4.8), ݌௜ ൌ ஽ܲሺݎ௜ሻ, and in Eq.(4.9), 
∑ ஽ܲሺݎ௜|ܺ, ܻሻ
௞
௜ୀଵ ൌ 1.ז 
This comparison shows that if there is no dynamic model selection stage, DDM-S is not effective.  
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4.4 Discussion 
The error reduction analyses mentioned previously demonstrate the effectiveness of DDM-S. 
This section further discusses its theoretical assumptions and some of its theoretical properties.  
4.4.1 Property I: Reducing Variance without Adding Bias  
According to the proof of the data categorization theorem, compared to the single model method, 
DDM-S is able to reduce classification variance without adding classification bias: 
• Eq. (4.4) quantifies that the classification variance of the single model fitted to the entire 
dataset cannot be smaller than the classification variance of our approach. When the data 
categories are fitted separately, the classification variance is influenced only by the 
differences within each data category. If the data categories are also combined, however, 
then the differences between data categories are counted into the classification variance.  
• Eq. (4.3) further quantifies the classification bias of the DDM-S as being equal to that of 
the single model. Each base model in DDM-S is not biased, because they are only used to 
classify their corresponding data categories.  
4.6.2 Property II: Increasing Disagreement between Base Models Results 
in Outperformance  
It can be observed in Eq. (4.4) that the larger value of ܸܽݎோሾܧሺ݂ሺܺሻ|ܴሻሿ will result in more error 
reduction. It is, therefore, preferable to design a data categorization scheme that can lead to 
disagreeing base models, and the more greatly the base models can disagree with each other, the 
more error reduction DDM-S can achieve compared to the single model method. This conclusion 
is in agreement with Krogh [121] that increasing the “disagreement” among ensemble outputs 
will improve the overall generalization. 
4.6.3 Property III: No Guarantee for Outperformance of All Base Models 
The data categorization theorem does not indicate all single base models can outperform ݂ሺܺሻ. 
Instead, a few base models may produce larger classification variances than ݂ሺܺሻ. Note that law 
of total variance never ensures the total variance is larger than all the variances of the subgroups 
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[120].  Consider here the human weight example. The variance of the weights of all people is not 
guaranteed to be larger than both variances of weights of females and males. 
4.6.4 Property IV: Variable Distribution Only in the Data Categorization 
The data categorization scheme, ݎሺܺሻ, in DDM-S, can only be dependent on the variable 
distributions of the data examples. This property enables many exploratory data analysis 
techniques, including clustering, to be used for the data categorization. However, class-label-
related techniques including Entropy can also be used to categorize the training set.  
4.6.5 Two Theoretical Assumptions for DDM­S  
By definition of DDM-S, the outperformance of DDM-S is based on the two fundamental 
theoretical assumptions. 
Assumption I (Equal proportions between training and test data categories): DDM-S assumes 
that the data categorization scheme can partition both training and test datasets into data 
categories of the same proportions. In practice, if the assumption is violated, DDM-S may either 
be outperforming or underperforming the single model method.  
 
Figure 4.1: Assumption I for DDM-S. The assumption is explained in (a). Two practical cases 
where the assumption is not met are explained in (b) and (c). 
We illustrate these situations with a simple example in Figure 4.2. Assume there are three data 
categorization schemes. The first one strictly satisfies Assumption 1, partitioning training and 
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test datasets into two categories of the same proportions (60% and 40%). The classification 
errors of ݂ሺܺሻ, ݃ଵሺܺሻ and ݃ଶሺܺሻ are 0.15, 0.05 and 0.2 respectively. Then the classification error 
of ݃ሺܺሻ is 0.11 and less than that of ݂ሺܺሻ. If there were only test examples belonging to only one 
of the two categories, then the classification error of ݂ሺܺሻ would be either too large or too small.  
Assumption II (Static concept between training and test sets): A potential assumption for 
DDM-S is that there should be no substantial changes of the concepts between training and test 
datasets. Otherwise, the models learned on the training dataset would not be reliable on the test 
dataset. This assumption is widely used in batch learning scenarios [26]. 
4.5 Dynamic Data Mining Algorithms for Static Concepts: 
Towards Practice 
This section explains how the data categorization theorem works practically. We develop two 
data categorization schemes for DDM-S. They are based on the clustering algorithms. Clustering 
is good choice to categorize datasets into distinguishable data categories (i.e. data clusters) 
because they tend to minimize the intra-cluster variance while maximizing the inter-cluster 
variance [122].   
Two clustering algorithms, k-means [123] and x-means 11 [124], are applied as the categorization 
schemes. Figure 4.4, Figure 4.5, and Figure 4.6 present the algorithms based on k-means 
clustering.  As ݇ -means may be very sensitive to the choice of initial cluster centroids and the 
cluster numbers, classification performance of DDM-S may be greatly affected by k-means. We 
also test performance of DDM-S with x-means. X-means is able to choose automatically an 
estimated cluster number. Thus, no explicit input of ݇ is required for x-means in Algorithm 4.1.   
Algorithm 4.1 outlines the stages of categorization and organization (indexing) using k-means 
clustering. In the algorithm, the centriod of each data category (i.e. cluster) is extracted for the 
stage of selection. A data mining model is trained on each of the data categories using a specific 
data mining algorithm. The model is eventually indexed to its corresponding centriod.  
                                                 
11 X-means is an extension to k-means with efficient estimation of the cluster number. It goes into action after each 
run of k-means, making local decisions about which subset of the current centroids should split themselves [124]. 
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Figure 4.2: Categorization and indexing in DDM-S using ݇-means clustering. 
 
Figure 4.3: Selection in DDM-S based on k-means clustering 
 
Figure 4.4: Measuring similarities between the data patterns 
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Figure 4.4 and Figure 4.5 outline the stage of selection in DDM-S. In the algorithms, a base 
model is selected if a test example is within its corresponding cluster. We simply compare the 
Euclidean distances from the test example to the centriods of all the clusters. The base model 
whose corresponding cluster centriod is closest to the test example is chosen to classify it. 
4.6 Experiment Setup 
4.6.1 Purposes of the Experiments 
We experimentally analyze DDM-S from the following perspectives: (1) we demonstrate that the 
clustering-based data categorization and the cluster-centriod-based dynamic model selection 
strategies of DDM-S are effective when compared to single model method regardless of the 
algorithm used in training the base model and the number of data categories; (2) we compare the 
proposed algorithms with another two ensemble model methods: Boosting and Bagging, in order 
to understand  further their effectiveness;  (3) through the experiments, the correctness of the 
data categorization theorem would also be empirically verified; (4) we study reasons in detail for 
unsatisfying experimental results based on the theoretical assumptions of DDM-S. 
4.6.2 Algorithm Competitors  
In the experiments, we use Naïve Bayes, Logistic Regression [125], and J48 [126] implemented 
on WEKA [127] as the base model respectively. They are based on different learning schemes. 
AdaBoostM1 and Bagging are also implemented on WEKA. We use their default algorithmic 
settings, but choose Naïve Bayes, Logistic Regression, and J48 to train the base models. 
4.6.3 Datasets 
The experiments are conducted on seven classification problems from the UCI machine learning 
repository [105]: PEN.04, PEN.59, MAGIC, WAVEFORM2, OPTICAL, LETTER.AF, and 
ABALONE. Table 4.1 lists the details of the datasets. The datasets include variable sets with a 
few till many dimensions. Moreover, in order to cover both binary and multi-class classification 
problems,  PEN.04 and PEN.59 are converted from PEN by retaining half of the classes (from “0” 
to “4” and from “5” to “9”), respectively; LETTER.AF are converted from LETTER by retaining 
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the classes from letter “A” to “F” only; ABALONE is converted into a binary classification 
problem by treating the class label less than “15” as “1st-half” and the rest as “2nd-half”.  
Table 4.1: Description of the datasets 
DATASET # OF ATTRIBUTES # OF CLASS LABELS # OF EXAMPLES (Training/Test) 
PEN.04 16 5 3837/1792 
LETTER.AF 16 6 3000/1639 
ABALONE 8 2 3000/1177 
WAVEFORM2 40 3 2500/2500 
MAGIC 11 2 3000/2000 
OPTICAL 64 10 3823/1797 
PEN.59 16 5 3656/1707 
4.7 Experimental Results 
4.7.1 Effectiveness with X­means and Different Base Models 
We study the effectiveness of DDM-S using x-means clustering and different base model 
algorithms. Table 4.2 shows the comparison results using Naïve Bayes, Logistic Regression or 
J48 as the base model. Two conclusions can be achieved from Table 4.2. 
• Although DDM-S with different base model algorithms produces different classification 
error rates, it is confirmed that DDM-S is able to outperform the single model method.  
• It can be observed that DDM-S tends to favour simple base models including Naïve 
Bayes and Logistic Regression. Such an observation complies with our intuitive 
motivation that the data categorization method favours simpler models 12 and is designed 
to increase their complexity (cf. subsection 1.2.1).  
• This is possibly because it is difficult for (complex) parametric models including Naïve 
Bayes and Logistic Regression to increase asymptotically their model complexity 
according to an increasing number of examples, assuming fixed parameter forms of the 
data distributions. In contrast, (complex) non-parametric models including J48 are able to 
                                                 
12 However, this does not imply that (simple) parametric models are always less accurate than (complex) non-
parametric models. Often, simple models are preferred in case of over-fitting [128]. 
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increase asymptotically their own complexity along with the growing number of training 
examples, making little or no such assumption [4] 13.  
More specifically, when using Naïve Bayes, DDM-S surpasses on all datasets, and it reduces 
error rate by up to 65.5% (PEN.59). In the case of Logistic Regression, DDM-S outperforms on 
five out of the seven datasets, and the error rates reduction is up to 20.8% (PEN04) compared to 
the single model. In the case of J48, DDM-S produces up to 14.8% (WAVEFORM2) lower error 
rate than the single model.  
Table 4.2: Error rate (%) of single model and DDM-S using x-means-based data categorization. 
The bold font is used to indicate the best result.  
DATASET Naïve Bayes J48 Logistic Regression # OF DATA CATEGORIES Single DDM-S Single DDM-S Single DDM-S 
PEN.04  10.10 9.26 4.97 4.24 3.07 3.125 4 
LETTER.AF  14.70 11.22 5.74 6.03 6.83 5.19 6 
ABALONE  35.51 23.96 8.41 7.65 7.22 7.13 4 
WAVEFORM2  19.2 16.16 26.12 22.25 13.32 14.08 4 
MAGIC  26.35 21.4 17.05 17.95 22.45 16.75 4 
OPTICAL 10.57 8.46 14.25 12.24 7.79 5.95 8 
PEN.59  16.81 5.80 4.80 5.16 4.92 2.93 4 
4.7.2 Effectiveness with K­means and Different Base Models 
We examine the effectiveness of k-means-based DDM-S with different base model algorithms. 
Table 4.3, Table 4.4, and Table 4.5 present the error rates of DDM-S using Naïve Bayes, Logistic 
Regression and J48 as the base model, respectively.   
Generally, two conclusions can be reached from the experiments. They are consistent with those 
mentioned in subsection 4.7.1. 
• DDM-S with k-means is able to achieve significantly lower error rate than the single 
model method regardless of the base models.  
• However, DDM-S with Naïve Bayes or Logistic Regression is able to achieve larger error 
reductions than DDM-S with J48.  
                                                 
13 Non-parametric models differ from parametric models in that the model structure and parameters are not 
specified a priori but are determined from data. Thus, non-parametric models are able to show nonlinear effects. 
                                                                                                                                   59 
 
 
More specifically, Table 4.3 presents the error rates of single Naïve Bayes model and k-means-
based DDM-S using Naïve Bayes as the base model. The error rate of the single model is reduced 
by 25.9% (PEN.04), 57.2% (LETTER.AF), 63.64% (ABALONE), 31.36% (WAVEFORM2), 
32.1% (MAGIC), and 72.45% (PEN.59), respectively. 
Table 4.3: Error rate (%) of single Naïve Bayes and DDM-S using k-means-based data 
categorization and Naïve Bayes base model. 
DATASET Single Model 
DDM-S using k-means (number of data categories) DDM-S using x-
means 2 3 4 5 6 7 8 
PEN.04 10.10 11.05 9.43 9.26 9.49 7.92 8.26 7.48 9.26 (4)ǂ 
LETTER.AF 14.70 15.68 13.73 11.71 10.80 7.02 6.28 8.85 11.22 (6) 
ABALONE 35.51 12.91 22.18 19.03 14.19 19.54 19.20 13.85 23.96 (4) 
WAVEFORM2 19.2 22.96 13.44 14.40 14.68 14.36 14.92 14.72 16.16 (4) 
MAGIC 26.35 21.95 21.60 20.25 19.95 19.70 17.90 18.05 21.4 (4) 
OPTICAL 10.57 12.24 9.24 7.74 8.63 9.46 8.63 8.18 8.46 (8) 
PEN.59 16.81 6.62 5.92 5.21 4.98 4.63 7.26 7.15 5.80 (4) 
   ǂ The number in the round brackets denotes the data category number automatically achieved by x-means.  
Table 4.4: Error rate (%) of single Logistic Regression and DDM-S using k-means-based data 
categorization and Logistic Regression base model. The bold font is to indicate the best result.  
DATASET Single Model 
DDM-S using k-means (number of data categories) DDM-S using x-
means 2 3 4 5 6 7 8 
PEN.04 3.07 2.90 2.68 2.18 1.90 2.06 1.95 1.95 3.125 (4)ǂ 
LETTER.AF 6.83 6.65 6.47 6.47 6.47 5.06 4.94 5.06 5.19 (6) 
ABALONE 7.22 6.97 6.97 7.05 6.97 7.31 7.22 7.14 7.13 (4) 
WAVEFORM2 13.32 13.76 13.92 13.96 15.08 14.76 15.20 15.36 14.08 (4) 
MAGIC 22.45 16.35 16.20 16.20 15.65 15.35 16.75 16.75 16.75 (4) 
OPTICAL 7.79 7.51 6.34 5.12 5.56 6.18 5.56 6.40 5.95 (8) 
PEN.59 4.92 3.57 2.87 3.69 2.64 3.46 4.69 4.51 2.93 (4) 
   ǂ The number in the round brackets denotes the data category number automatically achieved by x-means. 
Table 4.5: Error rate (%) of single J48 and DDM-S using k-means-based data categorization and 
J48 base model. The bold font is to indicate the best result.. 
DATASET Single Model 
DDM-S using k-means (number of data categories) DDM-S using x-
means 2 3 4 5 6 7 8 
PEN.04 4.97 4.46 4.41 4.41 4.80 4.19 5.08 4.46 4.24  (4) ǂ 
LETTER.AF 5.74 5.61 7.02 5.26 4.50 4.39 5.00 7.26 6.03  (6) 
ABALONE 8.41 8.24 7.73 7.73 7.39 8.41 8.24 8.50 7.65  (4) 
WAVEFORM2 26.12 23.48 23.56 22.64 23.56 23.08 22.48 22.32 22.25  (4) 
MAGIC 17.05 15.75 17.05 17.3 17.75 17.75 17.75 16.15 17.95  (4) 
OPTICAL 14.25 12.19 13.24 12.35 12.41 11.85 12.47 9.91 12.24  (8) 
PEN.59 4.80 5.57 5.21 5.86 5.51 5.10 7.50 6.21 5.16  (4) 
   ǂ The number in the round brackets denotes the data category number automatically achieved by x-means. 
Table 4.4 presents the error rates of single Logistic Regression model and k-means-based DDM-
S using Logistic Regression base model. In six out of the seven datasets, DDM-S outperforms 
and the outperformance is achieved under almost any ݇ in the experiments. For example, the 
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error rate of the single model is reduced by up to 38.1% (PEN.04), 27.7% (LETTER.AF), 4.7% 
(ABALONE), 31.6% (MAGIC), 34.3% (OPTICAL), and 46.34% (PEN.59), respectively. 
Table 4.5 tests the error rates by using J48 as the base model. As can be seen, although the error 
reduction is not as large as the cases of Naïve Bayes and Logistic Regression, DDM-S is still 
capable of outperforming the single model method. The error rate produced by the single J48 is 
decreased by up to 15.7% (PEN.04), 23.5% (LETTER.AF), 12.1% (ABALONE), 14.5% 
(WAVEFORM2), 7.62% (MAGIC), and 30.5% (OPTICAL), respectively.  
4.7.3 Impact of Category Number on Classification Performance  
 
Figure 4.5: Impact of data category number, ݇, on classification performance of DDM-S using k-
means  
Given the same k-means algorithm, a different data category number, ݇, leads to a different data 
categorization scheme. We take a closer look at the effect of different ݇ on the classification 
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performance of DDM-S. Figure 4.6 shows the changing error rate of DDM-S with Naïve Bayes 
according to a changing ݇ from 2 to 8.  
As can be observed, although there are fluctuations of the error rate according to different ݇, 
DDM-S is able to achieve consistently significant error reduction for the single model on all 
datasets in the experiment. This result verifies the data category theorem. 
4.7.4 A Comprehensive Analysis of the Reasons of Unsatisfying and 
Satisfying Performance of DDM­S 
In this section, we conduct a comprehensive analysis of the reasons that DDM-S practically 
underperforms or outperforms the single model. The analysis takes into account the following 
four factors that may influence performance: (1) whether the data is static or not (Assumption 
II); (2) whether the data categorization scheme leads to equal proportions of the training and test 
data categories or not (Assumption I); (3) whether the data categorization scheme leads to 
distinct data categories or not (Property II); (4) different base models. 
We only investigate the performance of DDM-S using k-means given ݇ ൌ 2,3 and different base 
models (Naïve Bayes and Logistic Regression) on WAVEFORM2. The investigations can be 
extended to other ݇, base models and data categorization schemes. Table 4.6, Table 4.7, and 
Table 4.8 present the detailed analysis results.  
Table 4.6 explains why DDM-S with ݇ ൌ 3 and Naïve Bayes base models underperforms the 
single Naïve Bayes on WAVEFORM2.  
• Table 4.6 (a) shows that, when ݇ ൌ 3, the k-means-based data categorization scheme 
achieves good data categories in terms of fulfilling Assumption I.  
• Table 4.6 (b) shows that there is no substantial concept change between the training and 
test subsets (which fulfils Assumption II), since all the models built on the training 
subset do not greatly deteriorate on the test subset.  
• However, Table 4.b (b) demonstrates that the data categorization scheme is effective 
given Naïve Bayes base models. It is able to achieve three distinct data categories and 
lead to base models of good training performance.  
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Table 4.6: Investigation into the reasons for satisfying performance of DDM-S on 
WAVEFORM2 where ݇ ൌ 3 (k-means-based DDM-S using Naïve Bayes as the base model). 
(a) Proportions of examples in the achieved training and test data categories. 
% of Examples 
Training Subset (2500) Test Subset (2500) 
Class 1 Class 2 Class 3 Total Class 1 Class 2 Class 3 Total 
Data 
Categories 
Category 1 0.2% ǂ 14.7% 14% 28.9% § 0.2% 13.8% 13.9% 27.9% 
Category 2 17.2% 18.1% 0% 35.3% 17.8% 19.5% 0% 37.3% 
Category 3 17.8% 0% 18% 35.8% 14.5% 0% 20.3% 34.8% 
 ǂ The percentage is calculated by dividing the number of training examples with Class 1 in Category 1 by the total 
number of training examples (i.e. 2500).  
 § The percentage is calculated by dividing the number of training examples in Category 1 by the total number of 
training examples (i.e. 2500). Other percentages are calculated in a similar way.  
(b) Training and test errors (%) in the achieved training and test data categories.  
Error Rate (%) 
Training Error Test Error 
Base Models DDM-S Single Class 1 Class 2 Class 3 Base Models DDM-S Single
Data 
Categories 
Category 1 12.19 
14.68 ǂ 20.28
100 § 10.76 12.36 12.07 
13.44 19.2 Category 2 15.16 22.97 7.57 0 14.9 
Category 3 16.22 21.7 0 6.71 12.97 
ǂ The training error of DDM-S is the mean of the training errors of its base models, i.e., 14.68=12.19 * 0.2% + 15.16 
* 17.2% + 16.22 * 17.8%. 
§ The error is calculated by dividing the number of misclassified test examples with Class 1 in Category 1 by the 
total number  (i.e. 0.2% * 2500) of test examples with Class 1 in Category 1.  
 
Table 4.7: Investigation into the reasons for unsatisfying performance of DDM-S on 
WAVEFORM2 where ݇ ൌ 2 (k-means-based DDM-S using Naïve Bayes as the base model).  
(a) Proportions of examples in the achieved training and test data categories respectively.  
% of Examples 
Training Subset (2500) Test Subset (2500) 
Class 1 Class 2 Class 3 Total Class 1 Class 2 Class 3 Total 
Data 
Categories  
Category 1 17.2% ǂ 30.5% 1.5% 49.2% § 17.5% 31.4% 1.4% 50.3% 
Category 2 18% 2.3% 30.5% 50.8% 15.0% 2.1% 32.8% 49.9% 
ǂ The percentage is calculated by dividing the number of training examples with Class 1 in Category 1 by the total 
number of training examples (i.e. 2500).  
§ The percentage is calculated by dividing the number of training examples in Category 1 by the total number of 
training examples (i.e. 2500).  
(b) Training and test errors (%) in the achieved training and test data categories. 
Error Rate (%) 
Training Error Test Error  
Base Models DDM-S Single Class 1 Class 2 Class 3 Base Models DDM-S Single
Data 
Categories 
Category 1 22.18 23.52 ǂ 20.28 
5.25 § 29.3 5.56 20.27 
22.96 19.2 Category 2 24.82 6.41 2.04 35.9 25.68 
ǂ The training error of DDM-S is the mean of the training errors of its base models, i.e., 23.52=22.18 * 49.2% + 
24.82 * 50.8%. 
§ The error is calculated by dividing the number of misclassified test examples with Class 1 in Category 1 by the 
total number (i.e. 17.5% * 2500) of test examples with Class 1 in Category 1.  
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Table 4.8: Investigation into reasons for unsatisfying performance of k-means-based DDM-S on 
WAVEFORM2 where ݇ ൌ 3 (k-means-based DDM-S using Logistic Regression as the base 
model).  
(a) Proportions of examples in the achieved training and test data categories. 
% of Examples 
WAVEFORM2  
Training Subset (2500) 
WAVEFORM2  
Test Subset (2500) 
Class 1 Class 2 Class 3 Total Class 1 Class 2 Class 3 Total 
Data 
Categories  
Category 1 0.2% ǂ 14.7% 14% 28.9% § 0.2% 13.8% 13.9% 27.9% 
Category 2 17.2% 18.1% 0% 35.3% 17.8% 19.5% 0% 37.3% 
Category 3 17.8% 0% 18% 35.8% 14.5% 0% 20.3% 34.8% 
ǂ The percentage is calculated by dividing the number of training examples with Class 1 in Category 1 divided the 
total number of training examples (i.e. 2500).  
§ The percentage is calculated by dividing the number of training examples in Category 1 by the total number of 
training examples (i.e. 2500).   
(b) Training and test errors (%) in the achieved training and test data categories.  
Error Rate (%) 
WAVEFORM2 Training 
Error 
WAVEFORM2  
Test Error 
Base 
Models DDM-S Single Class 1 Class 2 Class 3 
Base 
Models DDM-S Single
Data 
Categories  
Category 1 10.94 
12.12 ǂ 12.12 
50 § 12.50 13.22 13.07 
13.92 13.32 Category 2 12.22 15.77 11.25 0 14.40 
Category 3 12.98 16.76 0 6.71 14.00 
ǂ The training error of DDM-S is the mean of the training errors of its base models, i.e., 12.12=10.94 * 0.2% + 12.22 
* 17.2% + 12.9 * 17.8%. 
§ The error is calculated by dividing the number of misclassified test examples with Class 1 in Category 1 by the 
total number of test examples with Class 1 in Category 1 (i.e. 0.2% * 2500) 
In contrast, Table 4.7 shows that, on the same dataset, DDM-S becomes not effective when ݇ ൌ
2.  The two base models produce larger training errors than the single model and both training 
errors are close to each other. 
Table 4.8 illustrates, on the same dataset, why DDM-S is still not effective given ݇ ൌ 3. As can 
be observed, the single Logistic Regression can fit very well to WAVEFORM2 such that it is 
hard for DDM-S to make further performance improvement. Both training errors are equal to 
each other. 
4.7.5 Comparison with AdaBoostM1 and Bagging 
We also examine the effectiveness of DDM-S by comparing it with AdaBoostM1 and Bagging. 
By applying the same base models (i.e. Naïve Bayes, Logistic Regression and J48) to the three 
methods, Table 4.9, Table 4.10, and Table 4.11 show that DDM-S basically outperforms both 
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AdaBoostM1 and Bagging when Naïve Bayes and Logistic Regression are used as the base 
models, but performs worse than at least one of them on most datasets when J48 is used.   
Table 4.9: Error rate (%) of single model, DDM-S using x-means-based data categorization, 
Bagging, and AdaBoost. The base model is Naïve Bayes for all the three ensemble model 
methods.  
DATASET Single Model 
DDM-S using k-means (number of data categories) Bagging AdaBoost 
2 3 4 5 6 7 8 
PEN.04 10.10 11.05 9.43 9.26 9.49 7.92 8.26 7.48 10.04 8.20 
LETTER.AF 14.70 15.68 13.73 11.71 10.80 7.02 6.28 8.85 13.53 9.77 
ABALONE 35.51 12.91 22.18 19.03 14.19 19.54 19.20 13.85 35.26 15.55 
WAVEFORM2 19.2 22.96 13.44 14.40 14.68 14.36 14.92 14.72 19.12 19.20 
MAGIC 26.35 21.95 21.60 20.25 19.95 19.70 17.90 18.05 26.40 22.20 
OPTICAL 10.57 12.24 9.24 7.74 8.63 9.46 8.63 8.18 10.57 10.57 
PEN.59 16.81 6.62 5.92 5.21 4.98 4.63 7.26 7.15 16.81 6.68 
 
Table 4.10: Error rate (%) of single model, DDM-S using x-means-based data categorization, 
Bagging, and AdaboostM1. The base model is Logistic Regression for all the three ensemble 
model methods.  
DATASET Single Model 
DDM-S using k-means (number of data categories) Bagging AdaBoost 
2 3 4 5 6 7 8 
PEN.04 3.07 2.90 2.68 2.18 1.90 2.06 1.95 1.95 3.13 3.07 
LETTER.AF 6.83 6.65 6.47 6.47 6.47 5.06 4.94 5.06 7.12 7.02 
ABALONE 7.22 6.97 6.97 7.05 6.97 7.31 7.22 7.14 7.31 7.22 
WAVEFORM2 13.32 13.76 13.92 13.96 15.08 14.76 15.20 15.36 13.32 13.32 
MAGIC 22.45 16.35 16.20 16.20 15.65 15.35 16.75 16.75 22.45 22.45 
OPTICAL 7.79 7.51 6.34 5.12 5.56 6.18 5.56 6.40 6.07 7.79 
PEN.59 4.92 3.57 2.87 3.69 2.64 3.46 4.69 4.51 4.22 4.92 
 
Table 4.11: Error rate (%) of single model, DDM-S using x-means-based data categorization, 
Bagging, and AdaboostM1. The base model is J48 for all the three ensemble model methods.  
DATASET Single Model 
DDM-S using k-means (number of data categories) Bagging AdaBoost 
2 3 4 5 6 7 8 
PEN.04 4.97 4.46 4.41 4.41 4.80 4.19 5.08 4.46 2.79 2.40 
LETTER.AF 5.74 5.61 7.02 5.26 4.50 4.39 5.00 7.26 3.97 2.14 
ABALONE 8.41 8.24 7.73 7.73 7.39 8.41 8.24 8.50 7.56 8.58 
WAVEFORM2 26.12 23.48 23.56 22.64 23.56 23.08 22.48 22.32 17.48 18.28 
MAGIC 17.05 15.75 17.05 17.3 17.75 17.75 17.75 16.15 14.95 15.95 
OPTICAL 14.25 12.19 13.24 12.35 12.41 11.85 12.47 9.91 7.96 5.18 
PEN.59 4.80 5.57 5.21 5.86 5.51 5.10 7.50 6.21 2.93 1.87 
More specifically, Table 4.9 and Table 4.10 show that when Naïve Bayes and Logistic 
Regression are used as the base models, Bagging and AdaBoostM1 offer few error reductions 
and even provide worse classification results than the single model (e.g. Logistic, Bagging, on 
ABALONE; Logistic, AdaBoostM1 on LETTER.AF). However, DDM-S takes substantially 
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positive effects. When J48 is used, Bagging and AdaBoostM1 generally are more accurate than 
DDM-S: DDM-S wins on one dataset; Bagging surpasses on two; AdaBoost performs better on 
the remaining four.  
This again accords with the conclusions reached before that DDM-S is effective but favours 
(simple) parametric base models. 
4.7.6 Conclusions  
By summarizing all the experiments in this chapter, we can reach the following conclusions. 
•  The clustering-based data categorization and cluster-centriod-based dynamic model 
selection succeed in improving classification performance compared to single model 
method, regardless of the model learning algorithm and the data category number. 
• However, the strategies tend to favour simple parametric data mining models including 
Naïve Bayes and Logistic Regression rather than complex non-parametric models 
including J48. This complies with our intuitive motivation that the data categorization 
method favours a simple model than a complex one (, which is also recommended by 
Occam's razor) and is able to increase the complexity of the simple model. 
• Compared to Bagging and Boosting (under their default algorithmic settings), the 
clustering-based DDM-S is capable of achieving relatively good classification 
performance when Naïve Bayes or Logistic Regression is used as the base model. 
• The correctness of the data categorization theorem is also verified through the 
experiments.  
4.7.7 Limitations 
There are a number of limitations of DDM-S, on which future work is needed.  
• A weakness of the clustering-based data categorization schemes is their high time 
complexity. Thus, the proposed algorithms are not suitable for the situations where there 
are huge numbers of data examples or there are very critical time constraints.  
• Although the experiments demonstrate that the k-means-based data categorization 
scheme is able to achieve close proportions of the training and test data categories 
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respectively, the cluster-centriod-based dynamic model selection strategy offers no active 
measure to fulfil Assumption I. An improvement may be that we categorize both training 
and test subsets instead of only the training subset. This improvement may be promising 
because we are able to control proactively which training data categories a test data 
example would be assigned to for the model selection process.  
• It is interesting to observe in Table 4.6 that the data categories achieved by k-means tend 
to contain examples with the same or fewer class labels. For instance, Table 4.6(a) shows 
that in Category 2 there are no examples with Class 3. However, there is no evidence, so 
far, that this is certainly related to effectiveness of DDM-S.  
4.8 Summary 
This chapter proposes the data categorization theorem and dynamic data mining algorithms for 
batch learning where there are datasets with static concepts. The approach differs from the other 
ensemble models including Bagging and Boosting in three aspects: (1) The datasets are 
categorized into several categories using certain data categorization scheme including clustering 
algorithms; (2) base models are built on these individual data categories, respectively, and 
organized in line with a number of rules extracted from the data categorization scheme; (3) when 
evaluating a test example, a model selection process is used to select the most appropriate base 
model in assistance with these rules. 
The data categorization theorem proves that dynamic data mining is effective on static concepts 
because, in comparison to the single model method, it is able to reduce classification variance 
without raising classification bias. Moreover, this error reduction can be substantial if the data 
categorization schemes can lead to distinct data categories (detailed in section 4.3 and section 
4.4). 
We practically introduce k-means clustering and x-means clustering to categorize the datasets 
and train Naïve Bayes, Logistic Regression and J48 models on each data category (presented in 
section 4.5).  Experiments reveal substantial error reductions achieved by the two strategies 
compared to the single model method (detailed in section 4.7).    
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Chapter 5  
 
Dynamic Data Mining for Pseudo 
Concept Drift 
This chapter proposes the effective supervised learning algorithms of dynamic data mining to 
mining data streams with pseudo concept drift. We introduce a novel index structure to 
appropriately organize historical base models in line with their underlying concepts. The three-
stage solution is as follows: (1) (Categorization and Organization) during online training, we 
categorize streaming data into fixed-size data categories, next summarize each data category 
using principal component analysis (PCA), and then index the corresponding base model to the 
principal components; (2) (Selection) during online classification, based on the index, we 
identify the underlying concepts from which specific incoming examples are generated before 
performing actual predictions of the labels. That is to say, the base models are dynamically 
selected by comparing their indexed principal components with principal components 
summarized on the incoming examples.  
Experiments conducted on both synthesis datasets and the network intrusion detection domain 
demonstrate the advantages of the proposed method over state-of-the-art algorithms in terms of 
effectiveness and efficiency. For example, it is significantly more accurate than state-of-the-art 
incremental mining algorithms, CVFDT, and Updatable Naïve Bayes; compared to Wang’s 
weight-by-accuracy ensemble model method, the proposed method reduces error by up to 
31.02%, while saving substantial analysis time.   
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5.1 Introduction 
This chapter focuses on the concept-drifting stream mining applications that have only pseudo 
concept drift. A real-world example of this kind can be found in network intrusion detections 
[105], where there are often bursts of different intrusion types  (e.g. buffer overflow and smurf), 
against a learned model along with the time step. As the rules for describing intrusion types are 
likely to change once the types are identified [25; 91], there is no true concept drift. However, 
there is pseudo concept drift due to limitations of a model’s observation [25; 91].  
5.1.1 Problem Refinement  
We summarize the features of these applications (in addition to the key features of data stream 
mining applications analyzed in section 3.2.2) as follows.  
• The data-generating function remains unchanged. However, the data-collecting 
mechanisms, in the data stream context, often lead to observations of biased samples and, 
therefore, result in pseudo concept drift.  
• Due to the unchanged data-generating mechanism, the underlying concept,   ௐܲ೟ሺܺ, ܿሻ, of 
a given streaming data block, ௧ܹ, can be simplified as   ௐܲ೟ሺܺሻ. 
• There are often repeated concepts (e.g. bursts of internet instruction types identified 
earlier), or probabilities that a current concept is a co-occurrence of multiple existing 
concepts (e.g. mixture of multiple instruction types). 
The rest of this chapter is organized as follows. Section 5.2 overviews the specific framework 
and strategies of dynamic data mining addressing pseudo concept drifts. Section 5.3 examines 
the key algorithms according to the framework. Section 5.4 describes the experiment setup. 
Section 5.5 and Section 5.6 experimentally demonstrate its effectiveness and efficiency on both 
synthetic and real-world datasets. Section 5.7 discusses experimental conclusions and 
contributions. Section 5.8 summarizes this chapter.  
5.2 Framework Overview  
Following the general paradigm of the dynamic data mining methodology, we propose a 
straightforward but effective approach for handling pseudo concept drift.  
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5.2.1 The Strategies 
The specific strategies in this framework are as follows.  
• Instead of using clustering in data categorization mentioned in Chapter 4, we simply 
categorize each window of examples into a number of equally-sized small data categories, 
along with the time step for lower time complexity during online training.  
• Note that in the context of data streams, we cannot assume the possibility that an infinite 
number of data examples can be retained for long and accessed in multiple runs. We, 
therefore, introduce a multivariable analysis technique on the variable distribution of each 
data category. In our work, principal component analysis (PCA) [129] (cf. Appendix A.1)  
is utilized. We apply the principal components summarized from each data category to 
represent roughly its underlying concept (i.e.  ௐܲ೟ሺܺሻ).  
 There are three benefits: (1) PCA is able to reduce the dimensionality of the 
dataset into a smaller number of principal components; (2) the principal components 
reveal the internal structure of the data in a way which best explains its spatial orientation 
(i.e. the first principal component corresponds to a spatial direction that represents the 
greatest sum of squares of the distances of the examples from the direction; the second 
greatest sum of squares on the second principal component, and so on) [129]; (3) the 
similarities between the principal components are measurable. There have been a number 
of effective PCA similarity measures in the literature [130; 131]. In our work, we choose 
the popular PCA Similarity Factor [129] and design a new PCA similarity measure as the 
similarity measures respectively. 
• We introduce an index structure to organize the base models in line with its 
corresponding data patterns. The index enables us to choose dynamically appropriate 
base models for online classification. 
• We introduce a prediction window for sequentially collecting the incoming unlabelled 
data examples. In each of the windows, the dynamic model selection process is performed 
on a number of data examples, instead of a single example, at a time. This strategy is 
generally based on the consideration that it is easier to indentify the underlying concept 
of a group of examples than a single example. It also speeds up online classification 
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because a single dynamic model selection process can be used for classification of 
multiple incoming data examples. 
• Given the probability that a current concept is a co-occurrence of multiple concepts or is 
similar to multiple existing concepts, we choose multiple base models which are indexed 
to multiple data patterns for online classification.  
• The base models are weighted based on how much their corresponding principal 
components are similar to the target principal components. The models with higher 
weights are preferably selected. This strategy is of benefit for improving classification 
accuracy because data mining models are supposed to be more effective on its training 
data distributions (or training concepts) than on distinct data distributions.  
5.2.2 The Framework 
Figure 5.1 shows an overview of the framework which, as can be seen, has two online processes: 
(I) the model building and organization process performs online model training; (II) the dynamic 
model selection process performs online classification. 
 During the model building and organization process, there is a sequence of operations on the 
training streaming data: (I.1) a training window is used to collect the training streaming data; (I.2) 
the data categorization operation categorizes each window of examples into data categories of 
equal size; (I.3) a base model is trained on each individual category, while a data pattern is also 
summarized from the category; (I.4) the base models are indexed to their corresponding data 
patterns, resulting in the index. 
During the dynamic model selection process, there is a sequence of operations on incoming 
unlabelled streaming data: (II.1) a prediction sliding window is used to collect the incoming data 
examples; (II.2) the same data categorization strategy is used to categorize each window of 
examples; (II.3) each unlabelled data category is summarized to a (target) data pattern using the 
same strategy as that used in the first process; (II.4) appropriate historical base models are 
selected by comparing the target data pattern with the historical data patterns in the knowledge 
base. The models are dynamically weighted by how much their data patterns are similar to a 
target data pattern; (II.5) the selected models are combined with the calculated weights to 
classify the corresponding data category. 
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Figure 5.1: Overview of core steps of dynamic data mining for pseudo concept drift 
5.3 Algorithms for Pseudo Concept Drift  
In this section, we describe a group of straightforward but effective algorithms materialising the 
proposed framework for pseudo concept drift.  
5.3.1 Knowledge Base 
The knowledge base, ܭܤ, in this chapter, is a dynamically-updatable knowledge repository 
storing data mining models, data patterns, and index, denoted as a triple: 
ܭܤ ൌ ۃܯ݋݈݀݁ݏ,ܲܽݐݐ݁ݎ݊ݏ, ܫ݊݀݁ݔۄ 
where ܯ݋݈݀݁ݏ denote the set of the models; ܲܽݐݐ݁ݎ݊ݏ denote the set of the data patterns;  
ܫ݊݀݁ݔ denotes the index system. 
Figure 5.2 shows the schematic structure of the knowledge base.  
• Data mining models are trained on data categories with certain data mining algorithm. In 
our work, J48 is used. 
• Data patterns represent simplified concepts (i.e.  ௐܲ೟ሺܺሻ) explicitly extracted from the 
data categories. Generally, the more accurately a data patter may represent  ௐܲ೟ሺܺሻ, the 
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more accurate the model selection results. In our work, principle components are used to 
represent roughly   ௐܲ೟ሺܺሻ.  
• Index is a data structure indexing the data mining models to their data patterns.  
 
Figure 5.2: Structure of the knowledge base. 
5.3.2 Algorithm for Online Model Building and Organization 
 
Figure 5.3: Online model building and organization mechanism 
Figure 5.3 outlines the online model building and organization procedure. It uses a non-
overlapping sliding window for continuously fetching ݉ examples from a training stream, and 
then divides each window of examples into ݇ categories of equal size along with the time step. 
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Next, on each data category, a model is built and the principal components are summarized as 
the data pattern. After that, the model is organized in line with the data pattern. Finally, all the 
models, data patterns, and index are stored in the knowledge base. 
5.3.3 Algorithms for Dynamic Model Selection  
 
Figure 5.4: Online dynamic model selection mechanism 
 
Figure 5.5: Measuring similarities of the data patterns. 
Figure 5.4 presents the procedure for online dynamic model selection. The algorithm slides a 
prediction window on the unlabelled streaming data and categorizes each window into equally-
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sized data categories. Next, it selects N models from the knowledge base for each of the 
categories. This is achieved by summarizing each data category into principal components and 
comparing the principal components with historical principal components in the knowledge base. 
The models whose indexing principal components are most similar to the target ones are selected. 
These models are also weighted by their similarity values, respectively. 
Figure 5.5 outlines the procedure of comparing the principal components using PCA Similarity 
Factor [130] or an alternative PCA similarity measure. 
5.3.4 PCA Similarity Factor and the Alternative PCA Similarity Measure  
The PCA Similarity Factor, ܵ௉ௌி, and the alternative PCA similarity measure,  ஺ܵ௟௧, measure 
similarity between any two matrices, L and M, of the first n principal components (the principal 
components are ordered according to their variances). They are defined as follows: 
ܵ௉ௌிሺܮ,ܯሻ ൌ ݐݎܽܿ݁ሺܮܯ்ܯܮ்ሻ ൌ ∑ ∑ ൫cos ߠ௜௝൯
ଶ௞
௝ୀଵ
௞
௜ୀଵ                   (5.1) 
஺ܵ௟௧ሺܮ,ܯሻ ൌ ∑ ሺcos ߠ௜௜ሻଶ
௡
௜ୀଵ                                                    (5.2) 
where ߠ௜௝ is the angle between the ݅ݐ݄ principal component of ܮ and the ݆ݐ݄ principal component 
of ܯ; ߠ௜௜ is the angle between the ݅ݐ݄ principal component of ܮ and ܯ.  
A weakness of the PCA Similarity Factor is that it is unable to distinguish L and M, when their 
ordered principal components are (almost) sequentially orthogonal. This is illustrated in Figure 
5.6. However, the alternative PCA similarity measure is capable of resolving this issue. 
 
Figure 5.6: Weakness of PCA Similarity Factor: the similarity between matrices L and M of the 
first 2 principal components is measured to be 1, which should be 0. 
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5.4 Experiment Setup 
5.4.1 Purposes of the Experiments 
We experimentally demonstrate the classification effectiveness and efficiency of the proposed 
method (DDM-P) on pseudo concept drift. We compare DDM-P with state-of-the-art concept-
drifting stream algorithms including an ensemble model method and two incremental mining 
algorithms. DDM-P is analyzed from the following four perspectives: (1) we demonstrate that 
although the proposed PCA-based model selection and equally-sized data categorization methods 
are simple, they are effective and efficient; (2) we examine the advantages of DDM-P’s PCA-
based model selection and weighting strategy over the validation-accuracy-based model selection 
and weighting strategy of WEM to ease sample selection bias caused by the pseudo concept drift; 
(3) we also compare effectiveness and efficiency of DDM-P using PCA Similarity Factor and the 
alternative similarity measure; (4) we further examine properties of classification effectiveness 
and/or efficiency of DDM-P by varying its algorithm parameters and datasets. 
5.4.2 Algorithm Competitors 
The opponent algorithms used in the experiments are described as follows. 
• Two incremental mining algorithms: a) CVFDT [18] is an incremental decision tree 
reported in KDD’01 (cf. section 3.5). The algorithm is implemented in C on open-source 
VFML [132]. It has been widely used as a benchmark algorithm for concept drifting 
stream mining in the literature [25; 95; 96]. The parameter settings are also aligned with 
its reporting paper; b) an incremental version of Naïve Bayes, UpdatableNaiveBayes 
(UNB) is used as the opponent. It is implemented in Java on WEKA  [127]. 
• Wang’s weighted ensemble model method (WEM) [12] is reported in KDD’03 as an 
excellent ensemble model method for concept-drift stream mining (cf. section 3.5). It has 
been widely considered a benchmark algorithm for concept-drifting stream mining too in 
the literature [25; 91]. We implement this method in Java. 
5.4.3 Data Streams  
Two benchmark data streams are used in our experiments. 
76                                                       Chapter 5. Dynamic Data Mining for Pseudo Concept Drift 
 
• We apply the widely-used Random RBF stream benchmark [90; 95] to simulating pseudo 
concept drift (cf. section 3.4). In the datasets, a fixed number of distant centres are built. 
Along with the time, the biased examples are created by continuously selecting a centre 
in a dominant way and then randomly switching to the next centre. We simulate a number 
of these datasets by varying the number, ݀, of the centres, the number, ݒ,  of variables, 
and the number, ܿ, of class labels. In each dataset, there are 100,000 examples. 
• We also test DDM-P on the network intrusion detections domain. We apply KDD99-IT 
internet intrusion detection dataset (cf. section 3.4) in our experiments. The dataset 
contains 100,000 examples randomly selected from the original dataset but retains all of 
its intrusion types.  
5.5 Experimental Results on the Random RBF Streams 
We first study the effectiveness and efficiency of DDM-P by comparing it with the opponents on 
Random RBF streams. In these experiments, J48 is used as the base model for DDM-P and 
WEM.  
5.5.1 Efficiency Comparison with WEM  
 
Figure 5.7: Comparison of classification and training time of DDM-P using ܵ௉ௌி and WEM. In 
the experiments, we vary the data category /chunk size from 50 to 1000.  
A series of experiments is conducted to compare classification effectiveness and efficiency of 
DDM-P using ܵ௉ௌி with WEM on the RBF stream with ݀ ൌ 50 (ݒ ൌ 10 and ܿ ൌ 2). We vary 
the data category size of DDM-P and data chunk size of WEM from 50 to 1000 and set ܰ ൌ 10 
in Algorithm 5.2.  
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Figure 5.7 compares the efficiency of the three methods. As can be seen, the two DDM-P 
methods cost comparative analysis time with each other. But both are more efficient than WEM. 
This advantage becomes more substantial when the category / chunk size becomes larger.  
• On the one hand, DDM-P consumes slightly more training time than WEM. This is due 
to the extra operations of DDM-P for summarizing principal components and indexing 
the base models to the principal components. In addition, both show increasing training 
time in a near-linear manner according to increasing data category size (This result 
complies with WEM’s reporting paper [12]). 
• On the other hand, DDM-P achieves substantially lower classification time compared to 
WEM. When the data category size increases, WEM shows no substantial change of its 
classification time, while DDM-P becomes less time-consuming. The reason is as follows. 
Let ݏ denote the validation data chunk size. Given a fixed number, ݉௧, of incoming 
examples and a fixed number, ݉௕, of base models, WEM performs the model evaluation 
operations on a constant count, ݉௧ כ ݉௕ of validation examples14. However, DDM-P 
performs the similarity measure operations on a count, ௠೟
௦
כ ݉௕, of principal components, 
which is inversely proportional to ݏ 15.  
5.5.2 Effectiveness Comparison with WEM  
Figure 5.8 examines the error rates of DDM-P using ܵ௉ௌிand WEM under the same settings as 
above. As shown, both DDM-P methods are more accurate than WEM in every data 
category/chunk size. When the data category/chunk size is small, DDM-P produces a much 
lower error rate than WEM. For instance, DDM-P using ܵ௉ௌி produce 31.02% less error rates 
than WEM respectively, when the category/chunk size is 50. As the size becomes larger, all error 
rates decrease and converge gradually to one another.  
These experimental observations give us two insights into the properties of the proposed PCA-
based model selection strategy over WEM’s weight-by-accuracy strategy. 
                                                 
14 This is because ݏ is equal to the test data chunk size in WEM, i.e., ௠೟
௦
כ ݉௕ כ ݏ ൌ ݉௧ כ ݉௕. 
15 This is because ௠೟
௦
כ ݉௣=
௠೟
௦
כ ݉௕, where ݉௣ denotes the number of data patterns. Note that ݉௣ ൌ ݉௕. 
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• Under pseudo concept drift, when the data category/chunk size is small, the data 
distribution discrepancy between validation and incoming examples is likely to be large 
(i.e. the validation sample tends to be very biased). This leads to that the validation 
accuracy of a historical base model is likely to differ from its prediction accuracy on the 
incoming examples. Thus, WEM suffers. In contrast, as the PCA-based model selection 
strategy is performed by comparing actual variable distributions of incoming examples 
with historical ones, it is able to avoid this problem largely. 
• Provided there are an increasing number of examples in each data category / chunk, the 
three methods tend to agree with one another about the classification accuracy. This is 
because as the data category / chunk size increases, the observed data distributions tend 
to be unbiased. Thus, not only more accurate base models can be trained in DDM-P and 
WEM, but also the validation accuracy of each base model in WEM tends to be close to 
its prediction accuracy.  
 
Figure 5.8: Comparison of classification error rates among WEM and DDM-P using ܵ௉ௌி. The 
data category size of DDM-P and data chunk size of WEM are varied from 50 to 1000.  
5.5.3 Impact of Dataset Complexity 
Figure 5.9 studies the impact of number of variables (ݒ) or class labels ሺܿሻ on error rate of 
DDM-P using ܵ௉ௌி. In the experiments, we change ݒ and ܿ, respectively, and keep the other 
parameters fixed: the category size is set to 400; the ensemble size (ܰ in Algorithm 5.2) is set to 
8; there are 50 centres (݀ ൌ 50) in the data stream.  
As can be seen, the error rate rises as the number of class labels increases, while the error rate 
reduces as the number of variables grows.   
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Figure 5.9: Impact of number of variables or class labels on error rates of DDM-P using ܵ௉ௌி.  
5.5.4 Impact of Ensemble Size 
Figure 5.10 examines the impact of ensemble size (i.e. the number, ܰ, of models chosen in 
Algorithm 5.2) on error rate and analysis time of DDM-P using ܵ௉ௌி. The experiment is carried 
on the RBF stream with ݀ ൌ 50 (ݒ ൌ 10 and ܿ ൌ 2). The category size is set to 400. The 
ensemble size is varied from 4 to 12.  
The results indicate that, when N increases, the error rate reduces, while the classification time 
gradually increases. 
 
Figure 5.10: Impact of ensemble size on error rates and classification time of DDM-P using ܵ௉ௌி. 
The ensemble size is the number, ܰ, of models chosen in Algorithm 5.2. 
5.5.5 Comparison with Incremental Mining Algorithms  
We also compare effectiveness and efficiency of DDM-P using ܵ௉ௌி and WEM with CVFDT 
and UNB on the synthetic datasets. Table 5.1 presents the results. We create synthetic datasets 
with ݀ ൌ 30,40,50,60 and keep ݒ ൌ 10, ܿ ൌ 2 for these datasets. We select 8 models each time 
for DDM-P (i.e. ܰ ൌ 8 in Algorithm 5.2), and vary the data category / chunk size from 100 to 
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1000 (ݏ ൌ 100, 200,400,700,1000) for DDM-P and WEM. The algorithm settings of CVFDT 
are aligned with its reporting paper. The presented results of UNB are the best evaluation results.  
The following three observations can be achieved based on Table 5.1.  
• The results indicate that ensemble models are clearly less efficient than incremental 
algorithms. This is because the data analysis process of a single incremental algorithm 
may not only save substantial training time, by incrementally updating the single model 
according to each incoming example, instead of learning from scratch on all historical 
dataset, but also saves substantial classification time without the model selection and 
weighting operations. In contrast, in ensemble model methods, a great deal of time has to 
be consumed in order to train continuously new base models according to blocks of new 
labelled examples, and to dynamically select and weight multiple base models for 
classification.  
• However, the results also indicate that ensemble models can be more effective than 
incremental algorithms. In addition, DDM-P is able to significantly outperform all the 
others in terms of classification accuracy. 
•  DDM-P is more efficient than WEM, as analyzed before. 
Table 5.1: Error rate (%) and analysis time (seconds) on synthetic datasets. The analysis time is 
the total time consumed in training and classification. We vary the data category / chunk size 
from 100 to 1000 (ݏ ൌ 100, 200,400,700,1000). 
Methods 
RBF Streams 
݀ ൌ 30 ݀ ൌ 40 ݀ ൌ 50 ݀ ൌ 60 
Error Time Error Time Error Time Error Time 
DDM-P 
(PSF) 
ݏ ൌ 100 8.56 15.99 12.47 17.02 14.76 8.84 18.91 16.60 
ݏ ൌ 200 7.43 16.26 10.91 18.02 11.66 11.52 13.48 17.44 
ݏ ൌ 400 6.26 19.26 8.76 21.59 9.19 14.88 11.32 19.33 
ݏ ൌ 700 5.10 20.84 7.32 23.68 8.00 17.56 9.37 21.20 
ݏ ൌ 1000 4.67 23.07 6.62 25.41 7.48 20.57 8.64 24.38 
WEM 
ݏ ൌ 100 16.55 19.15 19.65 20.65 20.29 20.23 23.17 19.96 
ݏ ൌ 200 11.00 22.67 11.08 24.87 14.08 24.94 16.09 24.57 
ݏ ൌ 400 6.27 27.35 8.55 30.39 9.86 27.45 12.10 27.77 
ݏ ൌ 700 5.18 28.97 7.39 32.13 7.99 30.30 9.58 29.53 
ݏ ൌ 1000 4.71 31.46 6.63 34.64 7.48 32.20 8.79 33.05 
UNB 18.47 2.53 24.85 2.42 27.97 2.39 25.02 2.34 
CVFDT ǂ 10.59 1.05 16.04 1.34 15.53 1.13 18.87 1.21 
ǂ As CVFDT is implemented in C and UNB is implemented in Java, CVFDT’s analysis time is evaluated 
shorter than UNB. 
81 
 
 
5.5.6 Effectiveness Analysis of ࡿࡼࡿࡲ and ࡿ࡭࢒࢚ 
We conduct two experiments to investigate the effectiveness of ܵ௉ௌி and  ஺ܵ௟௧. The first 
experiment compares the accuracies of the two measures in identifying the concepts. The second 
experiment compares the overall classification accuracies of our approach using the two 
measures.  
To achieve these experiment purposes, a slightly different experiment setup from the others is 
applied: (1) we choose a single J48 model for classification (i.e. ܰ ൌ 1 in Algorithm 5.2); (2) we 
change the RBF stream generator by adding another parameter: the average length, ݑ, of each 
concept. That is, we sample ݑ examples from a specific centre and then randomly switch to the 
next centre. We also record the generated centres in order to identify whether a centre has been 
generated previously. We simulate four of these RBF streams (100,000 examples) with ݊ ൌ
200,300,400,500 (݀ ൌ 50, ݒ ൌ 10 and ܿ ൌ 2). 
 
Figure 5.11: Effectiveness analysis of the two similarity measures. 
Figure 5.11 compares both the accuracies of the two similarity measures in identifying the 
concepts and the corresponding overall classification accuracies. There are three conclusions. 
• ஺ܵ௟௧ is substantially more effective than ܵ௉ௌி to identify the concepts. ஺ܵ௟௧ is also 
substantially more accurate to classify the incoming examples on all the datasets.  
• Both similarity measures demonstrate slightly increasing accuracies in identifying the 
concepts as there are an increasing number of examples in the concepts. This implies that 
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a larger number of examples in each of the concepts help better characterize these 
concepts. Thus, these concepts can be identified more accurately. 
• Given an increasing number of examples in the concepts, both similarity measures lead to 
slightly raising overall classification accuracies. There are two reasons: (1) there are 
increasing accuracies of both similarity measures in identifying the concepts; (2) the J48 
base model built on a concept becomes more accurate due to more training examples in 
the concept. 
5.6 Experimental Results on Network Intrusion Detection 
Domain 
We also study effectiveness and efficiency of DDM-P by comparing it with the opponents on 
network intrusion detection domain. J48 is used as base model for DDM-P and WEM in the 
experiments. We vary data category size of DDM-P and data chunk size of WEM from 100 to 
1000 and set ܰ ൌ 8 in Algorithm 5.2. 
 
Figure 5.12: Comparison of error rate (%) and analysis time (seconds) of DDM-P using ܵ௉ௌி and 
WEM on KDD99-IT. Analysis time is the total time consumed in classification and training.  
Figure 5.12 compares the classification error rate and analysis time consumed in classification 
and training of DDM-P and WEM. The results generally comply with those on Radom RBF 
datasets.   
• DDM-P consumes less time than WEM. This advantage becomes more substantial when 
the category / chunk size becomes larger. 
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• When data category/chunk size is small, DDM-P produces lower error rate than WEM 
(i.e. up to 14.9% less error rate, category/chunk size 100). As the size grows bigger, both 
error rates decrease and converge gradually to each other. 
Table 5.2 shows effectiveness and efficiency of DDM-P using ܵ௉ௌி with CVFDT and UNB. The 
results still indicate ensemble model methods are less efficient but more effective than single 
incremental algorithms. DDM-P is clearly the best in terms of classification accuracy. 
Table 5.2: Error rate (%) and analysis time (seconds) of DDM-P, WEM, CVFDT and UNB on 
KDD99-IT. The analysis time is the total time consumed in training and classification. We vary 
the data category / chunk size from 100 to 1000 (s ൌ 100, 200,400,700,1000). 
 DDM-P (PSF) WEM CVFDT 
ǂ UNB 
Error Time Error Time Error Time Error Time 
ݏ ൌ 100 1.72 55.35 2.02 44.71 
15.45 0.74 1.50 38.4 
ݏ ൌ 200 1.54 37.73 1.87 48.24 
ݏ ൌ 400 1.49 29.22 1.59 51.69 
ݏ ൌ 700 1.37 29.85 1.41 51.59 
ݏ ൌ 1000 1.25 30.90 1.27 58.85 
ǂ As CVFDT is implemented in C and UNB is implemented in Java, CVFDT’s analysis time is evaluated shorter 
than UNB. 
5.7 Conclusions and Contributions 
5.7.1 Conclusions  
The experimental results show that DDM-P leads to significant improvement of classification 
accuracy compared to state-of-the-art ensemble model approaches and incremental mining 
algorithms including WEM and CVFDT under pseudo concept drift. DDM-P also demonstrates 
substantial classification efficiency compared to opponent ensemble model approaches. More 
specifically, the following conclusions can be achieved. 
• Compared to WEM, DDM-P is able largely to reduce the impact of biased training 
samples resulting from pseudo concept drift and therefore to improve classification 
accuracy. This is because DDM-P classifies incoming examples by selecting models 
which are built on similar data distributions. However, WEM estimates prediction 
accuracies of base models on incoming examples by their validation accuracies on most 
recently labelled examples and then weights these models by their validation accuracies. 
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Given pseudo concept drift, the validation data examples tend to be biased. Thus, the 
estimation of WEM tends to be inaccurate and WEM suffers. In contrast, DDM-P is able 
to reduce this effect by comparing actual variable distributions. This advantage is more 
substantial when data chunks are smaller (i.e. samples are more biased).  
• DDM-P is also able to outperform the weight-by-accuracy strategy of WEM on pseudo 
concept drift in terms of efficiency. Although DDM-P consumes slightly more training 
time costs for summarizing principal components and indexing the base models to the 
principal components, the PCA-based model selection and weighting strategies greatly 
reduce classification time costs compared to WEM. When the data category size 
increases, WEM shows no substantial change of its classification time but DDM-P 
becomes much less time-consuming. 
• DDM-P (ensemble model methods) is able to outperform single incremental algorithms 
in terms of classification accuracy. However, the data analysis process of a single 
incremental algorithm can be faster than ensemble model methods including DDM-P 
because the former may not only save substantial training time by incrementally updating 
the single model instead of learning from scratch for a new model, but also save 
substantial classification time without model selection and weighting. In contrast, in 
ensemble model methods, a great deal of time has to be consumed for continuously 
training new base models on new labelled examples and to dynamically select multiple 
base models for classification. 
• DDM-P can be more effective if the ensemble size becomes bigger (i.e., N in algorithm 
5.2). In addition, DDM-P demonstrates rising classification accuracy as the number of 
class labels in the dataset reduces or as the number of variables increases (i.e., as the 
dataset complexity reduces). 
• DDM-P with different PCA similarity measures may lead to different effectiveness and 
efficiency. The alternative PCA similarity measure is significantly more accurate than 
PCA Similarity Factor.  
5.7.2 Contributions  
DDM-P is a new ensemble model approach for mining data streams with pseudo concept drift. 
Its contributions are twofold.  
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• It introduced the strategy of structuring multiple historical data mining models in line 
with the variable distributions of their training datasets. This strategy benefits to locate 
appropriate models for online classification in terms of both effectiveness and efficiency.  
• Attempts have been made to predict labels of test examples by first revealing their 
underlying data distributions (or the underlying concept), instead of making predictions 
of the labels only. This strategy is beneficial for improving classification accuracy 
because data mining models are supposed to be more effective on its training data 
distributions (or training concepts), rather than on distinct data distributions. 
5.8 Summary  
This chapter presented a new ensemble-model-based approach to mining data streams with 
pseudo concept drift. This approach combines equally-sized data categorization and PCA-based 
model selection strategies under the general dynamic data mining paradigm. Experimental results 
show the proposed approach significantly outperforms opponents in terms of classification 
accuracy and/or efficiency.    
The key mechanism of the approach is as follows. During training, it uses a novel index structure 
to statically organize the historical base models to their corresponding training variable 
distributions (section 5.3); the variable distributions are roughly represented by principal 
components (section 5.3); during classification, it selects a number of base models by matching 
the variable distributions of incoming examples with historical ones. This is done by measuring 
similarities of new principal components with historical ones using PCA Similarity Factor and 
an alternative PCA similarity measure (section 5.4). The chosen models are also weighted by the 
same similarity values. 
Experimental results from both synthetic datasets and network intrusion detection domain 
demonstrate that the proposed approach offers significant advantages over incremental mining 
algorithms, including CVFDT and the accuracy-weight-based ensemble model method, WEM, 
to improve classification accuracy and to ease sample selection bias in the context of data 
streams. It is also much more efficient than WEM (section 5.6).
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Chapter 6  
 
Dynamic Data Mining for True Concept 
Drift 
This chapter proposes effective supervised ensemble model algorithms for data streams with true 
concept drift. They follow the dynamic data mining paradigm: (1)during the data categorization 
and model training process, we categorize, in an online manner, each window of data examples 
in two phases: sequentially discerning the examples of distinct underlying concepts and non-
sequentially merging the examples of similar underlying concepts; (2) during the dynamic model 
organization and selection process, we introduce a working model set to react continuously to 
drifting target concepts for classification of the incoming unlabelled examples. The working 
model set is dynamically maintained and weighted according to how the models are consistent or 
inconsistent with the drifting target concept. 
The proposed method greatly differs from that for pseudo concept drift discussed in Chapter 5: 
(1) it applies a more active data categorization scheme than the equally-sized data categorization; 
(2) the underlying concepts are differentiated by comparing validation outcomes between data 
mining models instead of measuring similarities between principal components; (3) no principal 
components are summarized. Instead, the working model set is applied to adapting dynamically 
to the target concept during online prediction.  
Extensive experiments show that the proposed method is effective in handling not only abrupt 
concept drift and gradual concept drift, but also pseudo concept drift or hybrid concept drift. It 
substantially outperforms eight state-of-the-art concept-drifting stream mining algorithms on all 
data streams. On STAGGER the error rate produced by the best of the others is reduced by 86%, 
and up to 69.8% on SEA, HYPERPLANE, ELECTRICITY, and KDD99-IT.   
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6.1 Introduction 
A wider range of real-world data stream mining applications are under true concept drift or even 
hybrid concept drift rather than mere pseudo concept drift. This chapter offers a solution (DDM-
T) to these applications.   
In addition to the application scenarios mentioned in Chapter 3, other examples include (short-
term) intelligent car navigation [133; 134] and AI applications [133; 135]. In intelligent car 
navigation systems, the traffic congestion is being continuously predicted a few minutes (e.g. 5-
10 minutes) ahead for car drivers based on current congestion measurements produced by the 
Automatic Traffic Recorders (ATR) located in road segments. Since the traffic patterns are 
changing periodically as well as permanently, the systems have to handle concept drift. In online 
computer game design [135], the adversary actions of human players (cheating) might be one of 
the drift sources [133], where a robot player often has to consider a human player’s actual move 
in order to make its next decision. 
6.1.1 Problem Refinement  
We summarize features of these applications (in addition to those mentioned in Chapter 3). 
• There are true concept drift or even unknown (hybrid) concept drift.  
• In spite of concept drift, there is high probability that a very small number (e.g. about 20 - 
30) of adjacent data examples are generated under similar / the same data-generating 
mechanism and, therefore, are consistent with one another in terms of the underlying 
concept (e.g. the traffic patterns are often continuously evolving).  
• There are often repeated concepts (e.g. periodical traffic patterns during the days).  
• The actual class labels can be retrieved continuously during online classification as 
mentioned in section 3.5.1. 
The rest of the chapter is organized as follows. Section 6.2 presents an overview of the proposed 
solution, which addresses the problem mentioned above. Section 6.3 and Section 6.4 propose the 
data categorization algorithms and the dynamic model selection mechanism using the working 
model set, respectively. Section 6.5 and Section 6.6 present the experiment setup and empirical 
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evaluation results. Section 6.7 discusses the contributions and limitations of the proposed method 
and differentiates it from the related work. Section 6.8 concludes this chapter.  
6.2 Overview of the Dynamic Data Mining Solution 
6.2.1 The Strategies 
Following the general paradigm of the dynamic data mining methodology, there are two 
processes in our proposed method: a data categorization and model building process for online 
training and a dynamic model organization and selection process for online classification. We 
introduce the following strategies for the two processes to address the problem mentioned before. 
• During the data categorization and model building process, the possibly distinct concepts 
are distinguished and the repeated or similar concepts are combined in a non-time-
sequential manner. There are two benefits: (1) the accuracy of a base model is expected 
to increase as its training sample accumulates [128]; (2) selecting distinct base models 
tends to be easier than selecting similar base models during online classification. 
• During the data categorization and model building process, the concepts of two training 
datasets are distinguished by building a data mining model on each dataset and then 
comparing their classification outcomes on a validation dataset using  Eq. (6.1) [25]. As a 
double check, we test significant difference between the paired classification outcomes 
using Wilcoxon signed-rank test16. If the null hypothesis is not rejected based on the test, 
there may be no significant difference between the two concepts.  
Note that this strategy is an extension from measuring discrepancy of variable 
distributions (used in Chapter 5) to measuring that of join distributions. Thus, it is also 
able to distinguish pseudo concept drift. 
• During the dynamic model organization and selection process, a group of working models 
(termed working model set) is introduced to react to the drifting concept. The working 
model set (WMS) is maintained by removing degraded working models, updating weights 
of the remaining working models, and adding appropriate models continuously. 
                                                 
16 Given two groups of paired classification outcomes, ሼݕଵ, ݕଶ, . . ݕ௡ሽ and ሼݕଵᇱ , ݕଶᇱ , . . ݕ௡ᇱ ሽ of ݊ values each, the null hypothesis of the 
test is that there is no significant difference between the two groups.  
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Note that as the actual labels of incoming examples can be continuously retrieved during 
the online classification, the performance of each working model can be easily evaluated.  
• During the dynamic model organization and selection process, models are removed from 
or added to the WMS based on whether they tend to be consistent with the drifting target 
concept or not. The models are weighted based on the same principle. 
6.2.2 Framework Overview 
Figure 6.1 illustrates the data categorization and model building process, which aims to identify 
distinct historical concepts in the training examples and then to build a model on each individual 
concept. As can be seen, given a window of time-ordered training data, the data categorization 
scheme consists of two phases: (1) Differentiating distinct concepts sequentially; (2) Merging 
similar concepts into unique concepts non-sequentially. The first phase cuts a window of time-
ordered streaming data into data chunks representing distinct concepts. The second phase non-
sequentially combines the data chunks representing similar concepts into data categories. In 
addition, this process is based on the proposed algorithms for measuring concept similarity and 
calculating error reduction.  
 
Figure 6.1: The online data categorization scheme 
Figure 6.2 presents the dynamic model organization and selection process. Using the WMS, this 
process consists of three phases: (1) removing, if there are any, degraded working models; (2) 
updating weights of the remaining; (3) adding consistent models from the knowledge base to the 
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WMS till its predefined capacity. During this process, the current WMS is continuously applied 
to classifying the next incoming example.  
 
Figure 6.2: The working model set and online classification process 
6.3 Categorizing Windowed Streaming Data and Building Data 
Mining Models 
In this section, we discuss the online model training process in detail, which is outlined in Figure 
6.3. Given a sliding window of training streaming data, this process non-sequentially categorizes 
each window of data examples into several data categories in order that there are as many 
distinctions as possible among the categories and as much consistency as possible within each 
category. These data categories are then used to train data mining models respectively.   
6.3.1 Splitting Windowed Streaming Data 
We first sequentially split a given window of data examples into data chunks of very small size.  
This phase is based on the observation that although there are time-varying concepts in a 
concept-drifting stream environment, during a very limited time span, the data-generating 
mechanism would still keep the unchanged. Therefore the very small number of adjacent data 
examples would belong to a similar concept. In our work, we split streaming data into chunks of 
equal size and leave the size to be 20. 
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Figure 6.3: Outline of the online data categorization and model building process 
6.3.2 Measuring Concept Similarity between Data Chunks 
Then, the data chunks of small size are sequentially merged if they share a similar concept. This 
is discussed in section 6.3.3. In this section, we first present a key step of this phase. 
To measure whether two training datasets contain similar concept or not, two models (of the 
same data mining algorithm) are built on the two datasets and their classification outcomes are 
compared. This idea is reasonable because data mining models are supposed to fit well their 
training datasets and, therefore, produce different classification outcomes, given the same test 
dataset, if these training datasets represent distinct concepts. There are two specific comparisons 
between the classification outcomes: direct comparison and significance test. 
Comparison I: Direct Comparison of Classification Outcomes  
This measure is proposed in Repo [25], denoted in Eq. (6.1): 
݀݁݃ݎ݁݁ሺܯ݋݈݀݁௜,ܯ݋݈݀݁௝ሻ ൌ
ห൛௑א௏|ெ௢ௗ௘௟೔ሺ௑ሻୀெ௢ௗ௘௟ೕሺ௑ሻൟห 
|௏|
                        (6.1) 
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where ܺ represents an example in a validation dataset ܸ; ܯ݋݈݀݁௜ሺܺሻ represents the class label of 
ܺ classified by ܯ݋݈݀݁௜;  | · | represents the number of examples in a given dataset. 
In our case, there are two issues concerning the use of Eq. (6.1). First, an inappropriate selection 
of the validation dataset may cause classification bias and, as a result, inaccurate measuring 
results. Secondly, as each data chunk is of small size, the model built on it may be inaccurate. 
Two strategies are introduced in our proposed approach to ease these two issues, respectively. 
• To address the first issue, we sample training examples randomly from every data chunks 
of a window as the validation dataset.  
• To address the second issue, we combine two adjacent data chunks to build one data 
mining model (thus, there is at least a double number of training examples). Then, we 
measure concept similarity between every other chunk. Figure 6.4 illustrates this strategy 
in detail. We measure sequentially how much ܥ௡ is similar to ܥ௡ାଶ (instead of ܥ௡ାଵ) 
through applying Eq. (6.1) to ܯ݋݈݀݁௡ and ܯ݋݈݀݁௡ାଵ. ܯ݋݈݀݁௡ and ܯ݋݈݀݁௡ାଵ are built 
on ܥ௡, ܥ௡ାଵ and ܥ௡ାଵ, ܥ௡ାଶ respectively.  
Note that ܥ௡ାଵ contributes the same to building ܯ݋݈݀݁௡ and ܯ݋݈݀݁௡ାଵ, and distinctions 
between  ܯ݋݈݀݁௡ and ܯ݋݈݀݁௡ାଵ are caused by differences between ܥ௡ and ܥ௡ାଶ. 
 
Figure 6.4: Measuring concept similarity between ܥ௡ and ܥ௡ାଶ (instead of between ܥ௡ and ܥ௡ାଵ) 
by comparing validation outcomes between ܯ݋݈݀݁௡ and ܯ݋݈݀݁௡ାଵ. The small size training data 
chunks are achieved by splitting windowed streaming data (cf. section 6.3.1). 
Comparison II: Significance Test of Classification Outcomes  
As a double check, in addition to Eq. (6.1), we further perform significance tests on the same 
classification outcomes: (1) the null hypothesis of the test is that there is no significant difference 
between the paired classification outcomes of ܯ݋݈݀݁௡ and  ܯ݋݈݀݁௡ାଵ; (2) the statistical test 
chosen in our work is the Wilcoxon signed-rank test (cf. Appendix A.2), a non-parametric paired 
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test; (3) the results of the test: lists of boolean values indicating whether the null hypothesis is 
accepted or not given predefined significance levels (i.e. α ൌ 1% and α ൌ 5% in our work). 
 
Figure 6.5: Examples of concept similarity measuring results on data chunks containing abrupt 
concept drift or gradual concept drift. The results are achieved by using the direct comparison 
(Comparison I) and significance test (Comparison II) of the classification outcomes.  
Examples 
Figure 6.5 shows examples of the measuring results achieved by applying the two comparisons 
to two series of training data chunks with abrupt concept drift and gradual concept drift, 
respectively. Interestingly, it can be observed that the results produced by the two comparisons 
do not always agree in terms of indicating similar concepts between chunks. For instance, in (a), 
chunk 10 is 100% similar to chunk 12 by the direct comparison. Using the significance test, both 
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results are No (1% and 5%), which imply that under both confidence levels, there is no 
significant difference of the concept between chunk 10 and chunk 12. 
6.3.3 Coalition of Optimistic and Pessimistic Concept Boundary 
Identifications 
In view of the measuring results (between ܥ௡ and ܥ௡ାଶ) described above, this phase identifies 
possible concept boundaries between any two sequential data chunks (i.e. ܥ௡ and ܥ௡ାଵ), and then 
merges the data chunks within any two adjacent boundaries.  
This phase is performed by a coalition of the strength of the following two concept identification 
strategies: (1) pessimistic identification: this strategy tends to identify possible concept 
boundaries among the sequential data chunks in a conservative manner such that substantial 
concept distinctions are recognized. However, this strategy is likely to identify less boundaries 
than the actual; (2) optimistic identification: this strategy, in comparison, tends to identify those 
concept boundaries that may be ignored by the pessimistic identification, and it is likely to 
identify more boundaries than the actual. 
Pessimistic Identification  
Figure 6.6 describes the pessimistic identification algorithm. The input is a sequential list of 
small data chunks and a low confidence level (α ൌ 1% in our work). This algorithm calculates 
two sequential lists: the degrees values (by Comparison I) and the distincts values (by 
Comparison II), based on both, a rigorous checking of the adjacent degree values is used. The 
output is a list of cutting points representing possible boundaries of substantially-distinct 
concepts in a window.  
Take the measuring results shown in Figure 6.5(a) as an instance. The algorithm identifies a 
concept boundary between chunk 14 and chunk 15 if the following five conditions are met 
simultaneously: (1) chunk 14 substantially differs from chunk 16 and chunk 13 substantially 
differs from chunk 15. That is, the 14th degree value is less than mean degree value or the 14th 
distinct value is Yes (α ൌ 1%), and the 13h degree value is less than mean degree value or the 
13th distinct value is Yes (α ൌ 1%); (2) chunk 14 is less similar to chunk 16 than chunk 15 is 
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similar to chunk 17. That is, the 14th degree value is less than the 15th degree value; (3) chunk 12 
is more similar to chunk 14 than chunk 13 is similar to chunk 15. That is, the 13th degree value is 
less than the 12th degree value; (4) compared to chunk 17, chunk 13 is less similar to chunk 15. 
That is, the 13th degree value is less than the 15th degree value; (5) compared to chunk 16, chunk 
12 is more similar to chunk 14. That is, the 14th degree value is less than the 14th degree value. 
•  
Figure 6.6: Identifying concept boundaries of time-ordered data chunks in a pessimistic manner 
Optimistic Identification 
Figure 6.7 describes the optimistic identification algorithm. The input is a sequential list of small 
data chunks and a high confidence level (α ൌ 5% in our work). This algorithm calculates two 
sequential lists: the degrees values (by Comparison I) and the distincts values (by Comparison 
II). Based on both, a loose checking of the adjacent degree values is used. The output is a list of 
cutting points representing possible boundaries of loosely-distinct concepts in a window.  
More specifically, if the measuring results shown in Figure 6.5(a) are taken as an instance, the 
algorithm accepts a concept boundary between chunk 14 and chunk 15 based on the following 
two conditions simultaneously: (1) chunk 14 may differ significantly from chunk 16. That is, the 
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16th degree value is less than mean degree value or 14th distinct value is Yes (α ൌ 5%); (2) chunk 
14 is less similar to chunk 16 than chunk 15 is similar to chunk 17. That is, the 14th degree value 
is less than the 15th degree value. 
 
Figure 6.7: Identifying concepts of time-ordered data chunks in an optimistic manner 
Coalition of Optimistic and Pessimistic Identification 
Finally, a simple procedure, that takes the cutting points achieved from both strategies as input, 
outputs, as the final concept boundaries, all the cutting points from the pessimistic identification 
(which are “ensured”) and a selected list of cutting points from the optimistic identification 
(which are a “complement”). The selected cutting points from the optimistic identification are 
those which are not close to the cutting points from the pessimistic identification. This avoids the 
single data chunk left for the next phase.  
In the next phase, these data chunks of relatively large size are merged into data categories of 
distinct concepts in a non-time-sequential manner. This is discussed in section 6.3.5. In section 
6.3.4, we present a key step of this phase. 
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6.3.4 Calculating Error Reduction 
In order to determine whether any two data chunks can be merged together, we follow the error 
reduction calculation used in Chapter 4. We consider any two data chunks, ܥ௜ and ܥ௝, as two data 
categories partitioned by a certain data categorization scheme from an entire dataset ܥ௜௝ ൌ ܥ௜ ൅
ܥ௝. If the scheme is effective, the corresponding two base models built on  ܥ௜ and ܥ௝ outperform a 
single model built on ܥ௜௝. Thus, we keep ܥ௜ and ܥ௝ unmerged. Otherwise, we merge them.  
More specifically, ܥ௜ is first divided into a training set, ௜ܶ, and validation set, ௜ܸ, denoted as:  
ܥ௜ ൌ ௜ܶ ൅ ௜ܸ 
Then ܥ௜௝ can be given by: 
ܥ௜௝ ൌ ௜ܶ௝ ൅ ௜ܸ௝ 
where 
௜ܶ௝ ൌ ௜ܶ ൅ ௝ܶ, ௜ܸ௝ ൌ ௜ܸ ൅ ௝ܸ 
Then, three models  ܯ݋݈݀݁௜, ܯ݋݀݁ ௝݈ and ܯ݋݈݀݁௜௝ are trained on  ௜ܶ, ௝ܶ  and  ௜ܶ௝ respectively, and 
evaluated on  ௜ܸ, ௝ܸ  and ௜ܸ௝ respectively. The error reduction is given by: 
∆൫ܥ݅, ܥ݆൯ ൌ
ห൛௑א௏೔ೕ|ெ௢ௗ௘௟೔ೕሺ௑ሻஷ௔௖௧௨௔௟ሺ௑ሻൟห
ห௏೔ೕห
െ
|ሼ௑א௏೔|ெ௢ௗ௘௟೔ሺ௑ሻஷ௔௖௧௨௔௟ሺ௑ሻሽ|ାหሼ௑א௏ೕ|ெ௢ௗ௘௟ೕሺ௑ሻஷ௔௖௧௨௔௟ሺ௑ሻሽห
ห௏೔ೕห
    (6.2) 
where ܯ݋݈݀݁௜ሺܺሻ denotes the class label of ܺ classified by ܯ݋݈݀݁௜; ܽܿݐݑ݈ܽሺܺሻ denotes the real 
class label of ܺ. 
Moreover, to ensure consistent concepts between ௜ܶ and  ௜ܸ, we sequentially scan ܥ௜ and extract a 
validation example every given number of examples, and leave the remaining as  ௜ܶ. In our work, 
half examples are retained as  ௜ܶ. 
6.3.5 Categorizing Data Streams by Merging Data Chunks  
The final phase is to merge non-sequentially similar data chunks into data categories. This, 
shown in Figure 6.8, compares any two data chunks using the error reduction calculation denoted 
by Eq. (6.2), and combines the chunks of negative error reduction: (1) in each round, the chunks  
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Figure 6.8: Data categorization: merging data chunks in a non-time-sequential manner. 
99 
 
 
of smallest negative error reduction value are first merged; (2) in order to reduce the times taken 
to execute the error reduction calculation, we introduce a distinct- concept-set to store pairs of 
identities of any two data chunks of positive error reduction (i.e. chunk pairs with distinct 
concept). This set is initialized with pairs of data chunks on opposite sides of the cutting points 
from the pessimistic concept identification; (3) we also use an error-reduction-map to store error 
reduction values of any two similar data chunks. It helps locate efficiently the chunks to be 
merged; (4) the output is data categories of the window, which are used to train data mining 
models, respectively. 
6.4 Dynamically Organizing and Selecting Prediction Models 
 
Figure 6.9: Outline of the online dynamic model organization and selection process 
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In this section, we discuss the dynamic model organization and selection process.  We introduce 
a dynamically-updatable working model set for adapting to the target concept during online 
prediction. Figure 6.9 outlines the process in pseudo code. We explain it below step-by-step. 
6.4.1 Working Model Set 
The WMS is a number of data mining models dynamically selected and weighted from the 
knowledge base for online prediction. Figure 6.3 has already illustrated the relationship between 
the knowledge base and the WMS. There are generally three model operations. 
• Removing degraded working models: the degraded working models represent distinct 
concepts from the target concept and are, therefore, removed from the WMS.  
• Updating weights of the remaining: if a remaining working model continuously makes 
correct classifications, it tends to be consistent with the target concept. Its weight is 
gradually increased. Otherwise, its weight is reduced to a pre-defined small value. 
• Adding weighted models: models are added to the WMS, if they are measured to be 
consistent with the target concept. These models are weighted due to the same principle. 
6.4.2 Identifying and Removing Degraded Working Models 
We propose to identify a degraded working model by comparing its current short-term with 
average classification accuracy. The inherent effectiveness of a model can be expressed by its 
average accuracy, and if the short-term accuracy is worse than the average accuracy, this may 
indicate that an inconsistent concept emerges. This strategy is denoted by Eq. (6.3): 
݂ܴ݅݁݉݋ݒ݁ሺܯ݋݈݀݁௜, ߱ሻ ൌ ൜
ݐݎݑ݁, ݂݅ ܿݑݎܲ݁ݎ݂ሺܯ݋݈݀݁௜, ߱ሻ ൏ ܽݒ݁ܲ݁ݎ݂ሺܯ݋݈݀݁௜ሻ 
݂݈ܽݏ݁,  ݋ݐ݄݁ݎݓ݅ݏ݁          (6.3) 
where ݂ܴ݅݁݉݋ݒ݁ሺܯ݋݈݀݁௜, ߱ሻ represents whether to remove a model, ܯ݋݈݀݁௜, from the WMS; 
ܿݑݎܲ݁ݎ݂ሺܯ݋݈݀݁௜, ߱ሻ represents short-term accuracy of ܯ݋݈݀݁௜ calculated based on a number, ߱, 
of most recent labelled examples classified by it; ܽݒ݁ܲ݁ݎ݂ሺܯ݋݈݀݁௜ሻ represents long-term 
accuracy of ܯ݋݈݀݁௜ calculated on all labelled examples classified by it.  
6.4.3 Updating Weights of Remaining Working Models  
This phase updates the weight of each remaining working model. We introduce a rigorous 
weighting strategy for handling abrupt concept drift and gradual concept drift: (1) the weight of 
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a working model is increased as the number of lasting examples correctly-classified by the 
working model is increased; (2) the weight of a model that misclassifies a most recent labelled 
example is reduced to a pre-defined small degree. This strategy is given by: 
ݑ݌݀ܽݐܹ݄݁݀݁݅݃ݐሺܯ݋݈݀݁௜, ߠሻ ൌ ቊ
ߠ          , ݂݅ ܯ݋݈݀݁௜ ݉݅ݏ݈ܿܽݏݏ݂݅݅݁ݏ ܺோ
1 െ ଵ
௅ሺெ௢ௗ௘௟೔ሻ
,  ݋ݐ݄݁ݎݓ݅ݏ݁        (6.4) 
where  ܺோ denotes a most recent labelled example; ܮሺܯ݋݈݀݁௜ሻ represents the number of labelled 
examples correctly classified by ܯ݋݈݀݁௜, when it is in the WMS; ߠ is a pre-defined small weight 
value. In our work, ߠ ൌ 0.5.   
6.4.4 Filtering Inappropriate Candidate Models 
The first phase of adding models to the WMS is to prune efficiently inconsistent candidate models 
from the knowledge base. We simply validate these models on a single most recent labelled 
example: if the models misclassify the example, they are filtered. This strategy is given by: 
݂݅ܨ݈݅ݐ݁ݎሺܯ݋݈݀݁௜ሻ ൌ ൜
ݐݎݑ݁, ݂݅ ܯ݋݈݀݁௜ ݉݅ݏ݈ܿܽݏݏ݂݅݅݁ݏ ܺோ
݂݈ܽݏ݁,  ݂݅ ܯ݋݈݀݁௜ ܿ݋ݎݎ݁ܿݐ݈ݕ ݈ܿܽݏݏ݂݅݅݁ݏ ܺோ
                 (6.5) 
where ݂݅ܨ݈݅ݐ݁ݎሺܯ݋݈݀݁௜ሻ represents whether to prune a model, ܯ݋݈݀݁௜ or not; ܺோdenotes a most 
recent labelled example.   
6.4.5 Adding Weighted Candidate Models to the Working Model Set 
Figure 6.10 details the algorithm. Let ܽܿݐݑ݈ܽሺܺሻdenote the actual label of a given validation 
example, ܺ. Let ܸ be a validation set and ܯ݋݈݀݁௜ denote a candidate model; Let ܴܧ denote the 
removed working models after operations mentioned in section 6.4.2 and ܧ the remaining. 
The algorithm first checks whether or not the current WMS is empty. This step is necessary 
because under different true concept drift, WMS tends to behave differently: (1) during gradual 
concept drift, the working models decay slowly and are gradually removed; (2) under abrupt 
concept drift, the working models degrade dramatically, which may easily result in an empty WMS.  
The algorithm then selects and weights, in a different manner, from the unfiltered candidate 
models the most consistent models to the WMS.  
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Non-empty Working Model Set (Gradual Concept Drift) 
Under non-empty WMS, it is preferable to select models which are not only consistent with ܧ, 
but also can offset the possible concept gap between ܧ with the target concept. 
 
Figure 6.10: Dynamic model selection and weighting 
• The most recent labelled examples are used as ܸ. These are supposedly more consistent 
with the target concept than any other labelled examples we can retrieve.  
• In order to measure to what degree ܯ݋݈݀݁௜ is consistent with the concept represented by 
 ܧ, we examine how many examples that are correctly classified by ܧ can be also 
correctly classified by ܯ݋݈݀݁௜, given by: 
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ܿ݋݊ݏ݅ݏݐ݁݊ܿݕሺܯ݋݈݀݁௜, ܧሻ ൌ
|ሼ௑א஼|ெ௢ௗ௘௟೔ሺ௑ሻୀாሺ௑ሻሽ|
|஼|
                                (6.6)  
where ܥ ൌ ሼܺ א ܸ|ܧሺܺሻ ൌ ܽܿݐݑ݈ܽሺܺሻሽ denoting examples in ܸ correctly-classified by ܧ.  
This is because ܥ  can be considered consistent with ܧ in terms of the underlying concept 
and the proportion of  ܥ correctly-classified by  ܯ݋݈݀݁௜ is, therefore, able to indicate how 
much  ܯ݋݈݀݁௜ is consistent with ܧ. 
• In order to measure to what degree ܯ݋݈݀݁௜ can offset the possible concept gap between ܧ 
with target concept, we examine how many examples that are misclassified by ܧcan be 
correctly classified by ܯ݋݈݀݁௜, given by: 
݅݊ܿ݋݊ݏ݅ݏݐ݁݊ܿݕሺܯ݋݈݀݁௜, ܧሻ ൌ
|ሼ௑אூ|ெ௢ௗ௘௟೔ሺ௑ሻୀ௔௖௧௨௔௟ሺ௑ሻሽ|
|ூ|
                         (6.7)  
• where ܫ ൌ ሼܺ א ܸ|ܧሺܺሻ ് ܽܿݐݑ݈ܽሺܺሻሽ denoting examples in ܸ misclassified by ܧ. 
This is because, provided that the concept of ܸ is consistent, to a large degree, with the 
target concept, ܫ may indicate, to a large degree, the concept gap between ܧ and target 
concept. Thus, the proportion of ܫ correctly-classified by  ܯ݋݈݀݁௜ can, roughly indicate 
how  ܯ݋݈݀݁௜ can be consistent with the target concept and can offset the gap. 
• The weighting strategy is to balance above two measures. In addition, a short-term 
validation accuracy of the candidate model is taken into account. The weighting strategy 
is represented by: 
݊݁ݓܹ݄݁݅݃ݐ_ܩݎܽ݀ݑ݈ܽሺܯ݋݈݀݁௜ሻ ൌ ݌݁ݎ݂ כ
௖௢௡௦௜௦௜௧௘௡௖௬ ା௜௡௖௢௡௦௜௦௧௘௡௖௬
ଶ
              (6.8) 
where ݌݁ݎ݂ denotes its validation accuracy; ܿ݋݊ݏ݅ݏ݅ݐ݁݊ܿݕ and ݅݊ܿ݋݊ݏ݅ݏݐ݁݊ܿݕ are 
calculated by Eq. (6.6) and Eq. (6.7), respectively. 
Furthermore, during the selection process, only the models that have larger concept consistency 
values than a pre-defined threshold, ߜ, are kept (In our work, ߜ ൌ 0.5).  
Empty Working Model Set (Abrupt Concept Drift) 
Under empty WMS, we select those models that are dissimilar to ܴܧ. For a double check, we 
also validate a candidate model on the most recent labelled examples (which are possibly 
inconsistent with the target concept).  
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• Since ܴܧ are inconsistent with the target concept, a candidate model, ܯ݋݈݀݁௜, has to be at 
least dissimilar to these models, denoted by: 
݀݅ݏݏ݈݅݉݅ܽݎ݅ݐݕሺܯ݋݈݀݁௜, ܴܧሻ ൌ 1 െ ݀݁݃ݎ݁݁ሺܯ݋݈݀݁௜, ܴܧሻ                      (6.9)  
• To make further guarantee, the weighting strategy takes account of validation accuracy 
of ܯ݋݈݀݁௜, given by: 
݊݁ݓܹ݄݁݅݃ݐ_ܾܽݎݑ݌ݐሺܯ݋݈݀݁௜, ߤሻ ൌ ൜
ሺ1 െ ݌݁ݎ݂ሻ כ ݀݅ݏݏ݈݅݉݅ܽݎ݅ݐݕ, ݌݁ݎ݂ܴܧ ൐ ߤ
݌݁ݎ݂ כ ݀݅ݏݏ݈݅݉݅ܽݎ݅ݐݕ          , ݌݁ݎ݂ܴܧ ൑ ߤ
     (6.10) 
where ݌݁ݎ݂ܴܧ represents validation accuracy of ܴܧ on ܸ; ݌݁ݎ݂ denotes validation 
accuracy of ܯ݋݈݀݁௜ on ܸ; ݀݅ݏݏ݈݅݉݅ܽݎ݅ݐݕ is calculated using Eq.(6.9). ߤ is a pre-defined 
threshold value. In our work, ݑ ൌ 0.5. 
• This weighting strategy is reasonable, given the abrupt concept drift; most of the 
validation examples may be produced by a previous concept and, therefore, may be 
inconsistent with the target concept. In other words, there is possibly a high evaluation 
accuracy of ܴܧ (i.e. ݌݁ݎ݂ܴܧ ൐ ߤ) but low accuracy of a potentially effective candidate 
model (Thus, ሺ1 െ ݌݁ݎ݂ሻ). However, after the abrupt concept drift, the increasing 
number of examples produced by the target concept would be added to ܸ. Thus, the 
evaluation accuracy of ܴܧ may go down (i.e. ݌݁ݎ݂ܴܧ ൑ ߤ) but the evaluation accuracy 
of an effective candidate model may become high (thus, ݌݁ݎ݂ is used in Eq. (6.10)). 
Figure 6.11 further shows two examples of the online classification process under empty and 
non-empty WMS. During gradual concept drift, there are always models available in the 
working model set. The process tends to reduce the impact of the models misclassifying a 
previous example but to increase gradually the impact of models continuously making correct 
classifications. During abrupt concept drift, as the models degrade dramatically, the working 
model set becomes promptly empty. The added models are supposed to be at least dissimilar to 
the working models removed.   
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Figure 6.11: Examples of the online process for dynamically removing, updating, selecting, and 
weighting the working model set. In the examples, we assume the actual label of an unlabeled 
example arrives at next time step.  
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6.5 Experiment Setup 
6.5.1 Purposes of the Experiments 
We conduct experiments on data streams with various concept drifts to evaluate the effectiveness 
and efficiency of DDM-T: (1) these data streams include not only true concept drift but also 
pseudo concept drift; in true concept drift: there are abrupt concept drift and gradual concept 
drift; these data streams also include concept drift with various concept-drifting rates; (2) we 
experimentally study impacts of various algorithmic parameters of DDM-T on its effectiveness 
or time complexity. These parameters include sliding window size, capacity of the working 
model set, base model algorithm, the model used for measuring model similarity and calculating 
error reduction; (3) we compare DDM-T with state-of-the-art concept-drifting stream mining 
methods to further understand its effectiveness and efficiency; (4) we investigate the behaviour 
of the proposed data categorization scheme by comparing it with two other categorization 
schemes which are based on a one-block-ahead predictor (cf. Appendix A.4). 
We implement DDM-T in Java and use the base model algorithms implemented on WEKA [127]. 
The default algorithmic settings mentioned previously (including J48, which is used as the base 
model and the window size is set to 1000) are used unless otherwise specified.  
In addition, in the experiments, we follow the evaluation method used by many state-of-the-art 
concept-drifting mining algorithms [12; 16; 22; 24; 91] including those of our competitors. The 
actual class label of an incoming example becomes available immediately after its prediction.  
6.5.2 Data Streams  
We employ five of the benchmark data streams mentioned in Chapter 3 in our experiments: SEA, 
STAGGER, MOVING HIGHPLANE, ELECTRICITY, and KDD99-IT. These datasets cover 
true concept drift: abrupt concept drift and gradual concept drift, as well as pseudo concept drift. 
They also include both artificial data streams and real-world data streams. By using artificial data 
streams, we can observe the specific information of our approach such as the behaviour of our 
approach when a specific kind of concept drift is taking place. By using the real-world data 
streams, we can verify the strength of DDM-T in real-world scenarios. The specific settings of 
these data streams in the experiments are as follows. 
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• SEA simulates gradual concept drift. A number of datasets are synthetically created, each 
of which contains 200 thousand data examples. In the datasets, a number, 100, 200, 300, 
400 or 500, of examples (n=100, 200, 300, 400, or 500) are randomly generated 
according to each concept, where ݊ represents the average length of a concept occurrence 
and is reciprocal of the concept-drifting rate (cf. section 3.3.3). The transition among 
different concepts is random.  
• STAGGER simulates abrupt concept drift. A number of datasets are synthetically created, 
each of which contains 200 thousand data examples. In the datasets, a number, 100, 200, 
300, 400 or 500, of examples (n=100, 200, 300, 400, or 500) are randomly generated 
according to each concept. The transition among different concepts is random. 
• MOVING HYPERPLANE simulates gradual concept drift. We synthetically create a 
number of datasets under this mechanism, each of which contains 200 thousand data 
examples. In the datasets, the hyperplane moves from a concept to a randomly created 
new concept every 100, 200, 300, 400 or 500 examples (n=100, 200, 300, 400, or 500). 
Next, the hyperplane remains that concept for a random number of examples (no more 
than n examples) and then begins to rotate to a newly-generated concept again. Compared 
to the settings in some other work, this setting is closer to real-world gradual concept 
drift scenarios (e.g., a device stays functioning for a while; gradually it begins to 
malfunction; finally, it stays malfunctioning [16]). 
• ELECTRICITY is a real-world data stream containing true concept drift. 
• KDD99-IT is a network intrusion data stream containing only pseudo concept drift. In the 
experiments, we sample 200 thousand examples from the original dataset provided on 
UCI. The sampling process keeps the original sequence and class label proportions, and, 
therefore, never changes its original concept-drifting trends.  
6.5.3 Algorithm Competitors 
We study the advantages of DDM-T over the state-of-the-art concept-drifting stream mining 
algorithms mentioned in Chapter 3. We implement Wang’s weighted ensemble model method in 
Java and use Java-based open source implementations of all the other competitors. J48, Logistic 
Regression, and Naïve Bayes are used as the base model for DDM-T.  
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• Wang’s weighted ensemble models (WEM) [12] is reported in KDD’03 as an excellent 
ensemble model method for concept-drift stream mining. We have improved WEM by 
using a relatively small number of validation examples.  
• The original WEM specifies to validate the performance for each base model under a pre-
defined size of the most recent examples which is equal to its data chunk size (each data 
chunk is used to train a base model). This leads to the following dilemma: 1) on the one 
hand, the chunk size has to be relatively large in order to leave sufficient examples to 
train effective base models on the chunks [96];  2) on the other hand, validation accuracy 
may be greatly affected by different frequencies of concept drift due to the large chunk 
size. This is because a major number of historical validation examples are more likely to 
be inconsistent with the current target concept.  
• We implement an improved version of WEM so to choose a relatively small number of 
the most recent validation examples, while its original large chunk size is kept for model 
training. Our experimental results demonstrate that the improved version is able to 
outperform the original ones in terms of classification performance. We present, therefore, 
only the better experimental results.  
• In the examples, the algorithmic settings are as follows unless otherwise specified: the 
window size is set to 1000; the chunk size is set to 100; and the number of validation 
examples is set to 20. J48 is used as the base model. 
• Bifet’s two improved online Bagging methods [86]: both ADB and AHB are reported in 
KDD’09 as two excellent online Bagging algorithms for concept-drift stream mining. In 
the experiments, we use the implemented versions on MOA [90], and have the 
algorithmic parameters for them as stated in their reporting paper, except that a different 
base model is chosen for ADB in order for a better evaluation performance (AdaHot5, 
which is introduced in the same paper as ADB, is used as the base model for ADB). 
• Dynamic Weighted Majority (DWM) [87; 116]: DWM is initially reported in ICDM’03 
as an excellent ensemble model method for drifting concept. In the experiments, we use 
its implemented version on MOA [90] and have its default algorithmic settings on MOA. 
• Two tracking algorithms: the well-known drift detection method (DD) proposed by 
Gama et al. [93] and its extension, extended drift detection method (EDD) proposed by 
Baena-Garcia et al. [102]. In the experiments, we use the implemented versions on MOA 
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[90] and choose base model (i.e. Naïve Bayes) for them in order to achieve the best 
evaluation performance. 
• Two incremental mining algorithms: The updatable Naïve Bayes (UNB) {} is an 
incremental version of Naïve Bayes. Spegasos ,a stochastic variant of Pegasos [136], is an 
excellent incremental SVM algorithm reported in ICML’07. In the experiments, we use 
the implemented versions on WEKA  [127] and their default algorithmic parameters. 
6.6 Experimental Results 
6.6.1 Overall Accuracy Analysis 
We compare the effectiveness of DDM-T with the eight competitors in terms of error rate.  The 
error rate is calculated by the proportion of misclassified examples to all test examples. In the 
experiments, we choose J48 as the model to measure the concept similarity and to calculate error 
reduction during the data categorization process of DDM-T.  
Table 6.1 presents the results. As can be seen, DDM-T is clearly the best among all the methods 
on all data streams. It is substantially more accurate. 
• DDM-T produces only about 14% error rate of the best of other methods (DD) on 
STAGGER. This result demonstrates that DDM-T is able to achieve excellent 
classification performance on abrupt concept drift.  
• On HYPERPLANE, DDM-T also has the best evaluation performance. This result 
demonstrates its effectiveness on gradual concept drift.  
• DDM-T performs very well on KDD99-IT, which implies its suitability for handling 
pseudo concept drift. On this data, the major classification loss of DDM-T is caused by 
bursts of newly emerging intrusion types. Since DDM-T employs a fix-sized sliding 
window, it cannot adapt to these new concepts promptly. A possible improvement of 
DDM-T may lie in replacing an adjustable sliding window for the fix-sized window. Once 
there is a sharp increase in the classification error, we reduce the window size and train 
immediately a new model on the window. If the new concept is learned, there would be a 
prompt error decrease. We leave this for future work. In addition, ADB and DWM are 
competitive to DDM-T on this data stream. 
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• DDM-T substantially outperforms the others on ELECTRICITY, which suggests DDM-T 
can adapt to real-world concept-drifting applications with hybrid/unknown concept drift. 
Table 6.1: Performance comparison of DDM-T with all other methods. Error rate (%) is 
measured as the final percentage of examples correctly classified over the entire classified 
examples (200 thousand). In the data streams of SEA, STAGGER and HYPERPLANE, n is the 
average length of a concept occurrence and is reciprocal of the concept-drifting rate. The bold 
font is used to indicate the best result.  
 STAGGER 
(n=300) 
SEA 
(n=300) 
HYPERPLANE 
(n=300) ELECTRICITY KDD99-IT 
DDM-T   0.55 4.46 11.20 9.44 0.25 
WEM  4.14  5.92  15.19 15.82 2.56 
ADB  19.50  7.18  15.79 13.40 0.28 
AHB  27.63  7.13  19.44 15.81 20.28 
DWM  31.01  7.41  22.08 16.07 0.31 
DD  3.83  8.62  13.83 14.10 0.44 
EDD  10.33  9.10  14.39 25.52 0.38 
UNB  33.56  8.63  22.10 15.51 5.68 
Spegasos  54.62  6.34  18.99 19.87 NA ǂ 
ǂ “NA” denotes that the corresponding result of Spegasos is not achieved because it cannot handle multi-valued 
nominal class. 
6.6.2 Impact of Concept­drifting Rate on Prediction Performance  
 
Figure 6.12: Impact of concept-drifting rate of STAGGER, SEA and HYPERPLANE on error 
rates (%). 
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We study the impact of the concept-drifting rate on classification performance of DDM-T. We 
generate data streams with ݊ ൌ 100,200,300,400,500. The error rate is calculated by the 
proportion of misclassified examples to all test examples in a dataset. 
Figure 6.12 examines the results on STAGGER, SEA and HYPERPLANE at different concept-
drifting rates. As can be observed, the error rates of DDM-T remain lowest among all the 
methods at all concept-drifting rates, and the error rates reduce on all the data streams as the 
concept-drifting rate decreases. This demonstrates that DDM-T is able to robustly and effectively 
handle concept drift of various changing rates. We analyze the results on each dataset one by one. 
On STAGGER, the error rate of DDM-T steadily reduces as ݊ decreases. DDM-T produces only 
10.2% (݊ ൌ 100, WEM), 12.1% (݊ ൌ 200, DD), 14.4% (݊ ൌ 300, DD), 12.77% (݊ ൌ 400, DD), 
and 12.84% (݊ ൌ 500, DD) of the error rates produced by the best of the others.  
On SEA, DDM-T reduces the error rate as ݊ drops. The error rates produced by DDM-T are 84.5% 
(݊ ൌ 100, WEM), 80.1% (݊ ൌ 200, WEM), 75.34% (݊ ൌ 300, WEM), 75.3% (݊ ൌ 400, 
WEM), and 69.8% (݊ ൌ 500, WEM) of the best of the others.  
On HYPERPLANE, DDM-T yields a steady error rate along with various changing rates, while 
other algorithms produce dramatically-changing error rates according to the concept-drifting rate. 
The error rates of DDM-T are 79.4% (݊ ൌ 100, WEM), 73.6% (݊ ൌ 200, WEM), 80.98% 
(݊ ൌ 300, DD), 79.8% (݊ ൌ 400, EDD), and 79.7% (݊ ൌ 500, EDD) of the best of the others.  
In addition, WEM performs relatively well compared to all its competitors. This is because (1) 
we appropriately choose its chunk size such that the data examples in each chunk basically 
represent consistent concept. This helps train an accurate model; (2) we reduce the validation 
dataset to an appropriate size the original chunk size, which enables the validation concept to be, 
to a large degree, consistent with the target concept. 
6.6.3 Impact of Concept Drift on Short­Term Prediction Performance  
We study short-term classification error rates of DDM-T on all data streams, detailing its 
changing prediction performance along the concept drift. The short-term error rate at a time step 
is calculated by the proportion of most recent misclassified examples to all the most recent 
examples. We choose ݊ ൌ 300 for STAGGER, SEA and HYPERPLANE. 
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As can be seen, DDM-T is able to adapt promptly and effectively to the changing target concept 
in all cases, while the others often show either irregular delays to catch the target concept or a 
large error increase when encountering the concept drift.   
 
Figure 6.13: Short-term error rate during a specific abrupt concept drift on STAGGER. The error 
rate at a time step is measured as the proportion of the most recent 20 examples misclassified. 
The vertical black line indicates an abrupt concept drift.  
Figure 6.13 demonstrates the behaviours of the methods during abrupt concept drift.  
• Under abrupt concept drift, DDM-T quickly reduces the error rate to zero after observing 
few examples, while others may either lag far behind or fluctuate dramatically. The 
advantage of DDM-T is due to its two mechanisms: (1) different concepts are identified 
through the data categorization process. This helps build accurate and distinct base 
models for prediction. Once a consistent model is chosen for the target concept, the error 
rate can be reduced to minimal; (2) during online prediction, the abrupt concept drift 
promptly degrades the working models and urges new consistent models to be chosen. 
• The improved WEM also demonstrates steady performance within each concept. It can 
recover from a concept drift quickly due to its relative small validation set. However, its 
error rate grows much larger than DDM-T. This is because its base models are trained on 
sequential datasets of fixed size, which are not as accurate as those of DDM-T.  
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• ADB, DD, and EDD demonstrate good performance within the concept, but they recover 
from the concept drift with large delays.  
• The performances of the other methods are greatly influenced by the frequent concept 
drifts. They may not have recovered from a concept drift before encountering the next. 
 
 
Figure 6.14: Short-term error rate during a gradual concept drift of HYPERPLANE and SEA. 
The error rate at a time step is measured as the proportion of most recent 20 examples 
misclassified. The vertical black lines indicate abrupt concept drift.  
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On HYPERPLANE and SEA, DDM-T achieves relatively stable error rates along the gradual 
concept drifts, while the others demonstrate dramatic performance changes, as detailed in Figure 
6.14. This is because DDM-T fades away the inconsistent working models and gradually adds 
consistent models to the WMS, which stabilizes the evaluation performance.   
 
Figure 6.15: Short-term error rates on KDD99-IT and ELECTRICITY. The error rate at a time 
step is measured as the proportion of the most recent 20 examples misclassified.   
Figure 6.15 compares the short-term error rates of the methods on KDD99-IT and ELCTRICITY. 
On KDD99-IT, given the bursts of new intrusion types (e.g. at about time step 153000), all 
methods show immediate error increase. However, DDM-T degrades less. As mentioned 
previously, if an adjustable sliding window can be used for DDM-T, its adaption speed should be 
faster. On ELECTRICITY, DDM-T produces a steadily lower short-term error rate than the 
others and the error rate of DDM-T changes more smoothly. 
6.6.4 Impact of Window Size on Prediction Performance  
We study the effect of window size on the effectiveness of DDM-T. We vary the window size 
from 1000 to 5000. Table 6.2 shows that the performance of DDM-T is influenced to a small 
extent. On STAGGER, the error rate increases as the window size expands. However, the error 
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rate is kept much lower than the other methods. On SEA and HYPERPLANE, the error rate 
slightly drops as window size increases. On ELECTRICITY and KDD99-IT, the error rate 
slightly increases with fluctuation when window size increases.  
Table 6.2: Effect of window size on error rate (%) of DDM-T. The error rate is calculated as the 
proportion of all misclassified examples.  
Window 
Size 
STAGGER 
(n=300) 
SEA 
(n=300) 
HYPERPLANE 
(n=300) ELECTRICITY KDD99-IT 
1000 0.55 4.46 11.20 9.44 0.25 
2000 0.51 4.27 11.35 10.91 0.256 
3000 0.62 4.34 11.12 10.73 0.285 
4000 0.75 4.24 11.02 10.99 0.315 
5000 0.87 4.03 11.02 12.26 0.305 
6.6.5 Impact of Working Model Set Capacity on Prediction Performance  
Table 6.3 examines the impact of different upper bounds of the WMS capacity on the 
effectiveness of DDM-T. We change capacity from 5 to 13. As can be seen, DDM-T 
demonstrates steady performance with different capacities. 
Table 6.3: Effect of different upper bound of the size of the working model set on error rate (%) 
of DDM-T. The window size is set to 1000.  
Upper Size STAGGER (n=300) 
SEA 
(n=300) 
HYPERPLANE 
(n=300) ELECTRICITY KDD99-IT 
5 0.55 4.46 11.20 9.44 0.25 
7 0.47 4.62 11.30 9.25 0.26 
9 0.46 4.58 11.19 9.45 0.26 
11 0.46 4.53 11.25 9.51 0.25 
13 0.47 4.47 11.23 9.62 0.27 
6.6.6 Impact of Different Base Models on Prediction Performance  
We compare the impact of different base models and/or different models for measuring model 
similarity and calculating error reduction during the data categorization process of DDM-T on its 
effectiveness. These models include Logistic Regression, J48 and Naïve Bayes. 
Three experiments are conducted. First, we use J48 as the base model for all cases, but choose 
different models for measuring model similarity and calculating error reduction. Table 6.4 
implies that these different models take little effect into the performance of DDM-T, although 
Logistic Regression and Naïve Bayes are shown to be slightly better than J48.  
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Table 6.4: Effect of different model for model similarity measures and error reduction 
calculation on error rate (%).The window size is set to 1000. The model used to measure model 
similarity and to calculate error reduction is Navies Bayes, Logistic Regression or J48. J48 is 
used as the base model.  
Model for Measuring 
Model Similarity and 
Error Reduction  
STAGGER 
(n=300) 
SEA 
(n=300) 
HYPERPLANE 
(n=300) ELECTRICITY KDD99-IT 
J48 0.55 4.46 11.20 9.44 0.25 
Logistic Regression 0.47 4.26 11.13 NA ǂ 0.34 
Naïve Bayes 0.46 4.38 10.93 9.14 0.357 
ǂ “NA” denotes that the corresponding result of Logistic Regression is not achieved. This is because the algorithm of 
Logistic Regression from WEKA fails on datasets with missing values. 
Table 6.5: Effect of different base models on error rate (%). In the data streams of SEA, 
STAGGER and HYPERPLANE, n is set to 300. The window size is set to 1000. J48 is used to 
measure model similarity and to calculate error reduction. Navies Bayes, Logistic Regression and 
J48 are used as the base model respectively.  
Base Model  STAGGER (n=300) 
SEA 
(n=300) 
HYPERPLANE 
(n=300) ELECTRICITY KDD99-IT 
J48  0.55  4.46 11.20 9.44  0.25
Logistic Regression 12.01  1.93 3.95 NA ǂ  0.201
Naïve Bayes 0.49  5.76 5.62 11.60  0.32
 ǂ “NA” denotes that the corresponding result of Logistic Regression is not achieved. This is due to the algorithm of 
Logistic Regression from WEKA fails on datasets with missing values. 
Table 6.6: Effect of different base model and the model for measuring model similarity and error 
reduction on error rate (%) of DDM-T. In the data streams of SEA, STAGGER and 
HYPERPLANE, n is set to 300. The window size is set to 1000. The model used to measure 
concept similarity and error reduction is the same as the base model.  
Both Base Model and 
Model for Measuring 
Model Similarity and 
Error Reduction  
STAGGER 
(n=300) 
SEA 
(n=300) 
HYPERPLANE 
(n=300) ELECTRICITY KDD99-IT 
J48  0.55  4.46 11.20 9.44  0.25
Logistic Regression  10.62  1.30 3.49 NA ǂ  0.311
Naïve Bayes 0.49  5.50 5.10 11.26  0.318
ǂ “NA” denotes that the corresponding result of Logistic Regression is not achieved. This is because the algorithm 
of Logistic Regression from WEKA fails on datasets with missing values. 
Secondly, we keep J48 as the model for measuring model similarity and calculating error 
reduction, but use Navies Bayes, Logistic Regression and J48 as the base model, respectively. A 
great difference between error rates is achieved. As shown in Table 6.5, J48 has relatively stable 
effectiveness. Naïve Bayes is more accurate than J48 on HYPERPLANE and STAGGER, but 
less accurate on the rest. Logistic Regression wins on almost all datasets: it leads to great error 
reduction on SEA, HYPERPLANE, and KDD99-IT, but ineffectiveness on STAGGER.  
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Thirdly, we use the same model as the base model and the model for similarity measure and error 
reduction calculation. Compared to Table 6.5, Table 6.6 indicates that it is slightly better to use 
the same model for all operations than different models. 
To sum-up, the three experiments indicate that DDM-T is effective for various base model 
algorithms. In particular, Logistic Regression often wins over J48 and Naïve Bayes. This may 
imply that local models (cf. section 3.3.2), which can better adapt to biased training data, may be 
advantageous in terms of classification performance.  
6.6.7 Effectiveness Analysis of the Data Categorization Scheme  
We conduct two experiments to investigate the behaviour of the proposed data categorization 
scheme. We compare our scheme (Ours) with two alternative data categorization schemes 
(Scheme1 and Scheme1.Improved) which are based on a one-chunk-ahead predictor (cf. 
Appendix A.4).  
To achieve this experiment purpose, we generate one STAGGER stream (abrupt concept drift) 
and one HYPERPLANE stream (gradual concept drift) of 200000 examples with ݊ ൌ 200. We 
record the time steps of all the concept drifts in the data streams for the experiments. In all the 
schemes, J48 is used and the window size is set to 2000. 
The first experiment compares the accuracies of our categorization scheme and Scheme1 in 
identifying concept drift on the two streams17. In Scheme1, we choose three significance levels 
(ߙ ൌ 5%, 10%, 20%). Figure 6.16 demonstrates the results. There are two conclusions. 
• Our data categorization scheme is substantially more accurate than Scheme1 (with all ߙ) 
in identifying concept drift on both gradual concept drift and abrupt concept drift.  
• Both schemes demonstrate substantially higher accuracies in identifying abrupt concept 
drift than gradual concept drift. In particular, the accuracy of Scheme1 in identifying 
gradual concept drift is almost 0. This is because, during gradual concept drift, no 
                                                 
17 Note that, our categorization scheme consists of two stages: (1) sequentially scans a data stream to identify distinct concepts; (2) 
non-sequentially merges these concepts if there are measured to be similar. In contrast, the one-block-ahead predictor only does 
a sequential scan for concept drift. Thus this study only examines the accuracies of our scheme and the one-block-ahead 
predictor in sequentially identifying distinct concepts.  
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significant changes of the one-chunk-ahead prediction accuracies can be detected in 
Scheme1.  
 
Figure 6.16: Accuracy in sequentially identifying concept drift. 
The second experiment compares the overall classification accuracies resulted from the three 
schemes. The three significance levels (ߙ ൌ 5%, 10%, 20%) are used for both Scheme1 and 
Scheme1.Improved. Figure 6.17 presents the results. There are two insights. 
 
Figure 6.17: Overall classification accuracies resulted from our proposed categorization scheme, 
Scheme1 and Scheme1.Improved. 
• Scheme1.Improved significantly improves the over classification accuracy of Scheme1. 
This result demonstrates that the step of merging similar concepts non-sequentially in 
Scheme1.Improved improves classification effectiveness substantially. This is because 
this step helps train more accurate base models by merging similar concepts. 
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• However, Scheme1.Improved is less accurate than our approach on both gradual concept 
drift and abrupt concept drift. This is because Scheme1.Improved is based on the one-
chunk-ahead predictor, which is less effective than our approach to identify concept drift. 
This disadvantage of Scheme1.Improved becomes apparent under gradual concept drift 
because of its almost zero accuracy in identifying gradual concept drift, as mentioned in 
the first experiment.  
6.6.8 Efficiency Analysis 
Three experiments are performed to study the training and classification time costs of DDM-T. 
First, we vary the window size from 1000 to 5000 in order to compare the time consumed in 
categorizing / learning each window of examples. Figure 6.18(a) shows there is a near-linear 
growing trend of the time used in categorizing increasing number of examples.  
 
Figure 6.18: (a) Impact of the scale of window size on the data categorization process; (b) Impact 
of the scale of data examples to be classified on the dynamic model selection process.  
The second experiment examines the time complexity of the dynamic model selection /prediction 
process by varying the test data examples from 50,000 to 200,000. Figure 6.18(b) illustrates that 
the time consumed in the online prediction is near-linear to the test examples.  
The final experiment is to compare the efficiency of DDM-T with the other methods. The time 
costs are tested on all five data streams, in which there are 200,000 examples, respectively, as 
shown in Table 6.7. The following results can be observed. 
• The incremental mining algorithms  (UNB and Spegasos) and the single model 
algorithms (DD and EDD) demonstrate much lower time costs than ensemble model 
methods including DDM-T, WEM, ADB, AHB, and DWM.   
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• Among all ensemble model methods, DDM-T and ADB are the most accurate methods. 
This superior position is achieved at a relatively high cost in terms of time. For DDM-T, 
this is mainly because it has to frequently measure concept consistency and inconsistency 
between the working models and the candidate models during classification 
• On STAGGER and KDD99-IT, DDM-T is more efficient than on other datasets. This is 
because on STAGGER and KDD99-IT, the WMS is often full under abrupt concept drift 
or during bursts of new concepts, which greatly reduces the frequency of measuring 
concept consistency and inconsistency. 
Table 6.7: Time complexity comparison of DDM-T with all other methods. Time is measured as 
the total seconds consumed in training and classification (200,000 examples).  
 STAGGER 
(n=300) 
SEA 
(n=300) 
HYPERPLANE 
(n=300) ELECTRICITY KDD99-IT 
DDM-T 14.89 89.47 202.8 22.75 46.90 
WEM 28.64 39.78 70.92 5.31 91.57 
ADB 12.42 76.0 106.0 16.96 141.0 
AHB 13.29 17.91 49.66 5.96 64.0 
DWM 6.44 8.74 24.91 2.85 39.63 
DD 1.59 2.12 5.04 0.67 9.64 
EDD 1.39 2.25 4.9 0.64 9.26 
UNB 1.47 2.36 5.18 0.69 65.0 
Spegasos 1.44 1.39 2.57 0.47 NAǂ 
ǂ “NA” denotes that the corresponding result of Spegasos is not achieved because it cannot handle 
multi-valued nominal class.  
Based on the three experiments, we can conclude that given abrupt concept drift and pseudo 
concept drift, DDM-T demonstrates competitive learning and prediction speed when compared to 
other ensemble model methods, but it is relatively slow in the other cases. Considering its near-
linear scalability and the total analysis speed on each dataset, we argue that DDM-T is able to 
handle the concept-drifting stream mining application scenarios where there are tens of millions 
of incoming examples per day.  
6.6.9 Conclusions and Limitations 
In summary, the following conclusions can be reached about the experiments mentioned above. 
First, DDM-T is effective in handling both true concept drift (including abrupt and gradual 
concept drift of various concept-drifting rates) and pseudo concept drift. DDM-T is substantially 
more accurate than state-of-the-art concept-drifting stream algorithms. It is also able to react to 
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concept drift either more promptly or stably. This is due to the data categorization and WMS 
schemes.  
Secondly, given various algorithmic parameters, DDM-T generally demonstrates stable and 
effective classification performance. These parameters include sliding window size, capacity of 
the working model set, base model algorithm, the model used for measuring model similarity, 
and calculating error reduction. 
• As the window size changes, DDM-T demonstrates either increasing or decreasing error 
rate on different datasets. But the window size influences the performance of DDM-T to a 
small extent (cf. Table 6.2). 
• DDM-T demonstrates steady performance with different WMS capacity (cf. Table 6.3). 
• DDM-T is effective on models of various learning mechanisms. In particular, Logistic 
Regression often outperforms J48 and Naïve Bayes. This may mean that local models (cf. 
section 3.3.2), which are able to overcome biased data, may be advantageous in terms of 
performance (cf. section 6.6.5). 
• Different models for measuring model similarity and error reduction take little effect into 
the classification effectiveness of DDM-T, although Logistic Regression and Naïve Bayes 
are shown to be slightly better than J48 (cf. section 6.6.5). 
• It is slightly better to use the same model for all operations (learning base models and 
measuring model similarity) than different models (cf. section 6.6.5). 
Thirdly, the superior position on classification performance of DDM-T is achieved at a relatively 
high time cost. Given abrupt concept drift and pseudo concept drift, DDM-T demonstrates 
competitive speed compared to other ensemble model methods, but in the other cases, it is 
relatively slow.   
In addition, we conclude with further possible improvements to DDM-T: (1) since DDM-T 
employs a fix-sized sliding window, it cannot promptly adapt to absolutely-new concepts. An 
improvement may be to replace the fix-sized window with an adjustable sliding one. That is, 
once there is a great and continuous error increase, there may be a burst of new concept. 
Therefore, we reduce the window size on the most recent examples and train a new model on 
these. Once the concept is learned, there would be a prompt error decrease; (2) when dealing 
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with gradual concept drift (e.g. on HYPERPLANE) or concept changes among similar concepts 
(e.g. on SEA), DDM-T demonstrates bigger performance fluctuations and achieves less error 
reduction than on abrupt concept drift. A probable reason for this issue is that given the base 
models trained on similar concepts, the dynamic model selection process cannot effectively 
distinguish and select appropriate base models. A possible solution is to improve the 
effectiveness of each base model, while enhancing their distinctions. We may continuously 
combine the base models with similar concepts trained on different windows into a possibly more 
accurate model; (3) an obvious further task is to improve efficiency of DDM-T. There are two 
steps which can be taken towards this objective: a) implementing a parallel/distributed version of 
the algorithms; 2) reducing the base model number in the knowledge base without losing learned 
knowledge, by combining the similar models into a possibly more accurate model. 
6.7 Discussion   
6.7.1 Contributions  
The proposed method is a novel ensemble model solution for handling concept drift. The 
novelties of this approach are fourfold.  
• We have introduced a general framework for mining evolving data streams. This 
framework consists of a data categorization process for online model training and a 
dynamic model selection process for on-line prediction.  
• We have extended RePro’s conceptual equivalence measure to two new measures: 
concept consistency measure (Eq. (6.6)) and concept inconsistency measure (Eq. (6.7)). 
Both of these help to select appropriate base models for the drifting concept. 
• We have proposed to maintain the WMS and corresponding model selection and 
weighting strategies for online prediction. The working models are dynamically 
maintained based on their consistency or inconsistency with the drifting target concept.  
• We have introduced a new data categorization algorithm instead of simply splitting the 
data into equally-sized categories as in Chapter 5. The algorithm is performed on each 
training window by first sequentially identifying concept boundaries and then merging 
the examples of similar concepts non-sequentially.  
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In addition, we conducted detailed empirical study of DDM-T with eight state-of-the-art concept-
drifting algorithms including Wang’s weighted ensemble models, Bifet’s two improved online 
Bagging methods, Kolter’s Dynamic Weighted Majority method, Gama et al’s two concept drift 
detection methods and two incremental learners. Our comprehensive evaluation results confirm 
that DDM-T is significantly superior over the others in terms of classification performance.  
6.7.2 Distinctions from Related Work 
DDM-T belongs to the family of ensemble model methods. There is a great body of work using 
ensemble models for concept-drifting stream mining, a review of which has been presented in 
Chapter 3. Among these studies, there are a few sharing ideas with our approach: Dynamic 
Weighted Majority, Repro, and High-order. However, we differentiate them from ours below.  
First, there are substantial differences between DWM’s weighted model group and the WMS: (1) 
their model operations are significantly dissimilar. In DDM-T, the working models are selected 
from the knowledge base, added to the WMS, and removed from the WMS to the knowledge 
base. These operations are based on how the models are consistent with drifting concept and how 
they are inherently-effective. In contrast, DWM permanently removes models from its system, 
and adds a model that is newly-trained on most recent labelled examples in the group; (2) there 
are very different model weighting strategies between DDM-T and DWM. In DDM-T, we reduce 
the weights of working models misclassifying the most recent examples and gradually increase 
the weights of working models achieving continuous correct classifications. Newly-added 
models are weighted based on how they are consistent with existing working models and how 
they can offset the possible concept gap between existing working models and drifting concept. 
In DWM, a fixed ratio is used to reduce weights of models misclassifying a most recent example. 
A new model is weighted with a pre-defined fixed weight.   
Secondly, DDM-T utilizes the model similarity measure proposed by Repro (Eq.6.1) and extends 
it into the measures of concept consistency and concept inconsistency, which not only evaluate 
similarity between models but also dissimilarity.  
Third, HighOrder discovers high-order concept-transition patterns for mining evolving streams. 
Its main idea is based on Wang’s stream mining algorithm using Hidden Markov Model to 
model concept-transition patterns [96] and Repro’s concept-transition pattern learning scheme.  
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• DDM-T and High-Order are similar in the way that both attempt to identify distinct 
concepts in training datasets. High-Order applies an algorithm similar to agglomerative 
hierarchical clustering to dividing data examples into “clusters”. In comparison, DDM-T 
uses a two-step operation to categorize dataset.  
• We argue that whereas High-Order may lack consideration for dealing with unexpected 
concept-drifting patterns in real-world applications, DDM-T does not favour the concept-
transition patterns and uses the WMS to react dynamically to drifting concept.  
• Another defect of High-Order is that it trains data mining models in an off-line way, 
which may greatly lose new and online concepts. In comparison, DDM-T dynamically 
trains models on a sliding window of examples. 
6.8 Summary   
This chapter presented the dynamic data mining algorithms on mining data streams with true 
concept drift. In the approach, we introduced a new data categorization (section 6.3) and a 
dynamic model selection algorithm (section 6.4).  
Experimental results show that, compared to eight other state-of-the-art concept-drifting stream 
mining methods, dynamic data mining achieves substantial outperformance in terms of 
classification performance, with a little more computing overhead (section 6.6). For example, on 
STAGGER, the error is reduced by 86% compared to the best of the others; on SEA, 
HYPERPLANE, ELECTRICITY, and KDD99-IT, the error is reduced by up to 69.8%. The 
results demonstrate that the proposed algorithms are effective in handling abrupt concept drifts 
(STAGGER), gradual concept drift (HYPERPLANE), pseudo concept drift (KDD99-IT), and 
unknown/hybrid concept drift (ELECTRICITY).  
We also provided details of our contributions and the novelties of our approach. We discussed 
the distinctions of our approach from the related work including DWM, Repro, and HighOrder 
(section 6.7).  
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Chapter 7  
 
An Integration Framework for Dynamic 
Data Mining and Its Application to 
Mining Skewed Data Streams 
This chapter presents an (abstract) integration framework for dynamic data mining, which 
incorporates excellent state-of-the-art data mining techniques, including data selection and data 
weighting algorithms, into the dynamic data mining methodology. The significance of this 
framework is threefold: (1) it adapts the dynamic data mining methodology to new and different 
stream mining problems, which enhances its applicability and compatibility; (2) it offers a basis 
for future research and a paradigm for analyzing stream mining problems, as a source of 
innovative ideas; (3) it supports unified implementation of the dynamic data mining approach (cf. 
Appendix B).. 
This framework is built from the perspective of the data mining process. There are three 
differences of the proposed process model from most state-of-the-art process models: (1) it is 
model-centric instead of data-centric. The framework places emphasis on maintaining multiple 
data mining models, thus allowing knowledge created from previous processes to be promptly 
reused in the classification of incoming data examples. This naturally fits the ensemble-model-
based dynamic data mining approach; (2) the framework enables parallelism of key data mining 
phases, which benefits the inherent parallelism of dynamic data mining; (3) a data pre-analysis 
phase is introduced to the process, which enables state-of-the-art data mining 
techniques/operations to be easily embedded into the dynamic data mining approach according to 
different stream mining problems. 
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As proof of concept, a case study is introduced. The case study demonstrates, following the 
paradigm of the (abstract) framework, how to combine different components/operations within 
the integration framework in order to handle effectively a different stream mining problem – 
mining data streams with skewed distributions.  
In skewed data streams, there are imbalanced class distributions, or the negative examples (i.e. 
minority examples) are much more popular than positive examples (i.e. majority examples) in 
binary classification. Several new (concrete) data mining frameworks are easily proposed 
through a combination of different components of the framework. Experimental studies 
demonstrate the effectiveness of the proposed methods. They greatly avoid sacrificing 
performance of one class to favour the other. 
• They outperform state-of-the-art imbalanced stream mining algorithms in terms of quality 
of probability estimation measured by mean squared error. 
• They have advantages over other algorithms in balancing classification Sensitivity and 
Specificity / Precision. 
• They are competitive with and often better than state-of-the-art algorithms in terms of G-
Mean, F-Measure, and AUC. 
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7.1 Introduction 
In 1996, Fayyad et al. [14] emphasized the importance of a unifiying framework for data mining 
and laid down the foudation of data mining process models. Since then, data-mining-process-
related problems have been wildely-recognized as one of the top 10 challenges in data mining 
research [13]. Data mining processes provide support for complicated knowledge discovery 
through numerous iterative phases. Figure 7.1 shows a typical data mining process model 
including data selection, data cleaning and preprocessing, data transformation and reduction, 
data mining task and algorithm selection, and, finally, post-processing and interpretation of 
discovered knowledge.  
 
Figure 7.1: Overview of the phases of data mining process 
However, the existing process models [15; 137] show deficiency to suit well the dynamic data 
mining approach and, therefore, contribute little to its effective and unified system 
implementation, not to mention benefiting innovative ideas for other open stream mining 
problems.  First, despite subtle variance in the number and scope of specific phases in existing 
process models, they are dominantly data-centric. Few efforts have been devoted to proper 
manipulation or management of the numerous data mining models.  For example, in iterations of 
these processes, the models are often re-trained simply from scratch on all the existing pre-
processed data and/or some new algorithmic parameters. Reusability of previous valuable 
models is often out of consideration. Secondly, the data mining life cycles defined in these 
process models often lack appropriate parallelism/distributed support for large-scale stream 
mining scenarios. For example, in CRISP-DM [15], the Evaluation and Deployment phases are 
linearly dependent on the Modelling phase. 
This chapter presents a new data mining process model tuned specially for dynamic data mining 
[138]. It not only addresses the aforementioned deficiency of other process models, but also acts 
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as a source of innovative ideas for solving new stream mining problems [139]. Based on the 
process model, three further pieces of work have been done: (1) design of an abstract integration 
framework; (2) implementation of a DynamicMiner system; (3) study of an open stream mining 
problem – mining data streams with skewed distributions.  
The rest of this chapter is organized as follows. Section 7.2 provides an overview of the abstract 
integration framework. Section 7.3 describes components of the framework in detail. Section 7.4 
presents six new concrete methods for mining skewed data streams through instantiating the 
abstract framework. Contributions and conclusions are given in section 7.5 and section 7.6. 
7.2 Framework Overview 
Figure 7.2:  High-level phases of the dynamic data mining integration framework for stream 
mining 
Figure 7.2 outlines the proposed framework and its six components: (1) data preparation, (2) 
data pre-analysis, (3) dynamic model updating, (4) dynamic model selection, (5) model 
evaluation and knowledge interpretation and visualization. It has three key distinctions from 
existing process models lie in three folds. 
• A data pre-analysis phase is introduced to integrate not only operations of data 
categorization (cf. Chapter 6) and data summarizing (cf. Chapter 5) of dynamic data 
mining but also the state-of-the-art data mining algorithms including advanced data 
selection (e.g. [20]) and data synthesis (e.g. [140]).  
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• The parallel phases, the dynamic model updating and dynamic model selection, are 
introduced for efficient model manipulation and organization.  
• A knowledge base is maintained to store multiple historical models, enabling parallel and 
distributed executions of the dynamic model updating and dynamic model selection. 
Each key new phase of the framework may thus be described: 
• Similar to the classic data mining process models, the data preparation phase provides 
basic strategies for pre-processing the streaming data.  
• Addressing different stream mining problems, the data pre-analysis phase is introduced. 
It takes pre-processed streaming data (blocks) as input, enabling combined operations of 
the data using state-of-the-art data mining techniques. The results may help the dynamic 
model updating and dynamic model selection phases. Specific operations/techniques 
include data summarizing, data categorization, sliding window [22], data weighting, data 
synthesis, and advanced data selection and sampling techniques. 
• After the data pre-analysis, two parallel phases, the dynamic model selection and 
dynamic model updating, are performed for online classification and ensemble model 
building, respectively. 
• The dynamic model selection dynamically chooses appropriate data mining models from 
the knowledge base for classification of incoming examples.  
• The dynamic model updating dynamically maintains the knowledge base, including 
operations of generating, updating, and removing knowledge.  
• The model evaluation includes operations of performance evaluation and model 
similarity measure. The evaluated outcomes can either be displayed by the knowledge 
interpretation and visualization, or used by other phases as intermediate results.  
• The knowledge interpretation and visualization displays and explains mining results. 
7.3 Detailed Framework Description  
This section presents details of the high-level components of the framework. Different 
combinations of these components may lead to new and effective dynamic data mining methods 
Figure 7.3 details the key operations of the high-level components. Table 7.1 lists examples of 
the data mining algorithms which can be integrated into the framework. 
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Figure 7.3: Taxonomy of key operations in each phase/component of the dynamic data mining 
framework. 
Table 7.1: Examples of state-of-the-art algorithms that can be embedded into each phase of the 
dynamic data mining integration framework.  
Phase Operation Algorithm Examples / Explanation 
Data  
Pre-analysis 
Sliding windows The fixed-size [51; 141-148]; the adjustable [16; 18; 22; 118; 149; 150]; the delayed [108; 151]. 
Data Selection and 
Sampling 
E.g. the Hoeffding-Bound-based data selection strategy  
used in VFDT [20] and UFFT [113]; the data selection method 
proposed in Cheng’s algorithm [152]. 
Data Synthesis SMOTE [140] and its variant [153]. 
Data Weighting Static weighting; dynamic weighting [154; 155] 
Data Categorization E.g. the equally-sized data categorization scheme used in Chapter 5; the complex data categorization scheme proposed in Chapter 6. 
Data Summarizing E.g. PCA-based data summarizing strategy used in Chapter 5.  
Dynamic 
Model 
Updating 
Structural Adaption 
E.g., in Chapter 5, models are organized in line with their data patterns. 
Knowledge updating may result from combination, removal and addition 
of the data patterns and models. 
Model Weighting E.g. the model weighting strategies introduced in Chapter 5 and Chapter 6; others include [85; 87; 96; 116]. 
Dynamic 
Model 
Selection 
Selecting Single Model E.g. the model selection algorithm proposed in Chapter 4. 
Combining Multi-level 
Models 
E.g. the model selection method proposed in Chapter 5. Others include 
[29] and [28]. 
Combining Outcomes of 
Multi-models 
E.g. the model selection algorithm proposed in Chapter 6. Others include 
[12]. 
Model 
Evaluation 
Performance Evaluation - 
Model Similarity Measure E.g. Repro’s measure [25] and its extensions proposed in Chapter 6. 
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First of all, we describe the knowledge base within the framework. The knowledge base is a 
repository where the knowledge learned from a previous learning process is deposited. The 
knowledge in the knowledge base includes data mining models, which record a snapshot of the 
knowledge in the streaming data. The data patterns, if existing (cf. Chapter 5), are created from 
the data pre-analysis to record the underlying concept of streaming data, and effective data 
structures or knowledge representations, which help organize efficiently or effectively the 
knowledge in knowledge base. For example, the index structure introduced in Chapter 5 is 
knowledge of this kind. It organizes the data mining models in line with the data patterns. 
7.3.1 Data Pre­analysis  
In addressing the different stream mining problems, groups of different data analysis techniques 
can be performed within this phase in order, for example, to reduce computing costs and/or 
improve classification accuracy. We categorize these techniques as follows. 
• Sliding window is a data organization method, which accumulates incoming data using a 
data buffer. Figure 7.4 presents different sliding window strategies. There are three 
different sliding window strategies based on whether the size of the buffer is adjustable or 
not: (1) the fixed-size [51; 141-148], (2) the adjustable [16; 18; 22; 109; 118; 149; 150], 
(3) the delayed [108; 151]. The fixed-size window contains a fixed number of examples in 
each window. The adjustable window can dynamically adapt its window size to the 
incoming concept. The delayed window is a special adjustable window for continuously 
discarding old examples while adding new examples in case of concept drift.  
Besides the single window employed in most reviewed algorithms as described above, 
there is a strategy of using multiple windows [156]. It involves multiple competing 
windows of different sizes to estimate concept change in the streaming data. 
 
Figure 7.4: Different sliding window strategies in the proposed framework 
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The dynamic data mining approach applies the fixed-size window technique. Improvements of 
algorithms proposed in this thesis may be achieved by using other sliding window strategies. For 
example, as mentioned in Chapter 6, an adjustable window may help learn absolutely new 
concepts more promptly than the fixed-size window.  
• Advanced data selection and sampling efficiently reduces unnecessary training examples 
or effectively removes invaluable training examples. Rather than classic simple sampling 
algorithms, including naïve sampling  with/without replacement, these techniques provide 
more effective/efficient strategies, e.g. the Hoeffding-bound-based data selection strategy 
used in VFDT [20] and UFFT [113]. It calculates the minimal number of examples 
required to train an effective decision tree model. In Cheng’s algorithm [152], the 
effectiveness of each incoming example is evaluated. The examples which potentially 
cannot improve classification performance are filtered out.  
• Data synthesis offers training data samples by adding synthetic examples to the original 
real dataset. SMOTE [140] and its variant [153] are typical examples of this technique, in 
which the minority class is “over-sampled” by creating synthetic examples rather than by 
over-sampling with replacement.  
• Data weighting is a widely-used scheme in online/incremental data mining. It measures 
the importance of training examples. Examples with greater weights play more important 
role in training models. There are two weighting strategies: (1) static weighting; (2) 
dynamic weighting [154; 155]. Static weighting allocates static weights to training 
examples during the process of building data mining models, while dynamic weighting 
dynamically changes the weights of training examples during the training process. For 
instance, in Cheng’s SVM [152], the weights of the examples are dynamically updated 
according to their confidence and distances to the separating hyper-plane. ߙ-ISVM [154] 
groups data in line with their changing distribution knowledge during its interactive 
training process. In addition, data weighting is the essential part of (online) Boosting.   
• Data categorization is an element of dynamic data mining. It provides data separation 
and partitioning mechanisms for effective model training and/or classification. It may 
simply split streaming data into (equally-sized) chunks in time order (e.g. the scheme 
used in Chapter 5), or it may actively group examples into chunks in non-time-sequential 
order (e.g. the algorithm proposed in Chapter 6). A number of other algorithms can be 
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also grouped into this category. For instance, in ߙ-ISVM [154], a training dataset is 
organized into three sub-sets: working set, caching set, and backup set. Examples can be 
moved from one to another based on their changing distribution knowledge during the 
incremental training process. Gauwenberghs et al. [46] provide an online recursive 
algorithm for training SVMs using a similar scheme to ߙ-ISVM. In the algorithm, training 
data is partitioned into three groups: set of margin support vectors strictly on the margin, 
set of error support vectors exceeding the margin, and set of vectors within the margin.  
• Data summarizing generalizes data, and summarizes their data patterns for the dynamic 
model updating and selection. The dynamic data mining approach uses data summarizing 
for handling pseudo concept drift (cf. Chapter 5). Other data processing techniques in this 
group include wavelet analysis and Fourier analysis.  
7.3.2 Dynamic Model Selection  
The dynamic model selection selects appropriate base models in the knowledge base for 
classification of unlabeled examples from the data pre-analysis. The strategies include selecting 
single model, combing multi-level models, and combing outcomes of multi-models.  
• Selecting single model.  Selection of a specific single base model for classification. (cf. 
the model selection algorithm proposed in Chapter 4). 
• Combining multi-level models. This refers to the strategies of model selection by 
examining multi-level base models. The results of previous-level models may influence 
selection of next-level models. The model selection method proposed in Chapter 5, which 
makes appropriate choices of base models by matching the data patterns, is an example 
of this kind. In addition, Stacking [29] and meta-learning [28] use this strategy.. 
• Combing outcomes of multi-models combines prediction results of multiple weighted or 
un-weighted base models (e.g. voting). The model selection algorithm proposed in 
Chapter 6 and many other ensemble model methods [12] apply this strategy. 
7.3.3 Dynamic Model Updating  
The dynamic model updating, taking labelled and/or unlabeled examples from the data pre-
analysis as inputs, updates the knowledge base by creating new knowledge, removing invaluable 
knowledge and updating existing knowledge. For example, in Chapter 5, the knowledge base is 
134                                              Chapter 7. An Integration Framework for Dynamic Data Mining 
 
 
dynamically updated with newly-added data patterns and data mining models along the sliding 
window. The following techniques can be applied in this phase.  
• Structural adaption updates knowledge by changing the way knowledge is organized 
with operations for model addition, deletion, and updating. For example, in Chapter 5, 
models are organized in line with their data patterns. Knowledge updating may result 
from the combination, removal and addition of the data patterns and models. 
• Model weighting is popularly used in ensemble model methods. Different weighting 
strategies may result in very different algorithms and classification performance. In the 
weight-by-accuracy ensemble model approach proposed by Wang et al.[12], a base 
model is weighted by its validation accuracy on most recent labelled examples. In 
Chapter 5 and Chapter 6, we also introduced our model weighting strategies. Other model 
weighting strategies can be found in [85; 87; 96; 116].  
7.3.4 Model Evaluation  
Model evaluation includes not only common operations for evaluating model performance, but 
also operations for measuring model similarity. The results can be displayed to users or used as 
intermediate outcomes for other operations in the iterative mining process. For instance, the 
validation performance can be used to adjust sliding window sizes or to update the WMS.   
• Evaluating model performance: This operation is often invoked by other operations by 
taking a base model and a validation dataset as input, conducting evaluation and then 
sending the results as output. For instance, in Chapter 6, the long-term and short-term 
accuracies of a model are continuously evaluated in this way. 
• Measuring model similarity includes algorithms for measuring model similarity. For 
instance, in Chapter 6, we proposed concept consistency/inconsistency measures, which 
extend from Repro’s measures. In Chapter 5, similarities of PCA-based data patterns are 
measured by PCA Similarity Factor.  
7.4 Mining Data Streams with Skewed Distributions 
The proposed framework is able to incorporate state-of-the-art data mining techniques into 
dynamic data mining for the purpose of enhancing its applicability and performance. The 
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framework also offers a paradigm for delivering effective new solutions to open stream mining 
problems. The specific methods presented in Chapter 4, Chapter 5 and Chapter 6 are examples of 
the solutions inspired by this paradigm. In this section, the case study applies the paradigm for a 
different stream mining problem as further proof of concept.  
We demonstrate how to instantiate the paradigm for effectively mining data streams with skewed 
distributions. Six concrete solutions are proposed by combining different components of the 
integration framework.  
7.4.1 Problem Statement  
In skewed data streams, there are imbalanced class distributions, or the negative examples (i.e. 
minority examples) are much more than positive examples (i.e. majority examples) in binary 
classification (we focus in this thesis on binary classification).  
Mining streaming data with skewed class distributions represents a domain-independent stream 
mining problem existing in a number of real-world applications. For instance, in network 
intrusion detection, real intrusion attacks occur far less than normal connections, and in credit 
card fraud detection, fraud rate is low18. Provost et al. [157] have even reported extreme real-
world applications of imbalance of up to 100,000 to 1.  
Skewed data distributions often cause suboptimal classification performance because the 
sensitivity of a data mining model to the minority class is often not as good as to the majority 
class. However, simply sacrificing accuracy in detecting majority class in favour of the minority 
would not be a reasonable solution to this issue.  
Since ICDM’05 [13], mining imbalance data has been widely recognised as one of the top 10 
research challenges in data mining research. A large body of work has addressed the problem. 
Some approaches assign distinct weights to training examples [158; 159] (data weighting). 
Others either oversample the minority class and/or under-sample the majority classes [159; 160] 
of the original datasets (advanced data reduction and sampling). However, few of these studies 
have been devoted to stream mining. It should be noted that in the context of stream mining 
applications, there are possibly infinite data examples and often concept drift. Very recently, Gao 
                                                 
18 For example, in 2006, the online credit card fraud rate was only 2% in US.  
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et al. [4] proposed a simple but effective algorithm (GAO) for concept-drifting stream mining 
with skewed distributions. This is based on sampling and ensemble techniques. During model 
training, it combines accumulated minority examples in historical windows with under-sampled 
(without replacement) majority examples in the current window as training sets for building 
ensemble models. During classification, incoming examples are analyzed by averaging outcomes 
of existing ensemble models. In addition, Fan et al. [161] and Zhang et al. [162] studied two 
specific application examples of skewed stream mining.  
We propose several new and effective (concrete) methods/frameworks for mining skewed data 
streams by instantiating the abstract dynamic data mining framework. We combine the following 
components of the framework as the solutions. 
• In the data pre-analysis, the data synthesis, data weighting, and/or data categorization 
components are combined to generate balanced data categories.  
• During the dynamic model updating, we simply build ensemble models on the data 
categories and add them to the knowledge base.   
• In the dynamic model selection, we apply the WMS and corresponding model weighting 
strategies introduced in Chapter 6 to the classification of incoming examples.  
In addition, based on the integration framework, we also improve GAO by using the data 
categorization, the WMS and the corresponding model weighting strategies proposed in Chapter 
6 in place of its original strategy of averaging ensemble models.  
Extensive experiments investigate the advantages of the proposed methods over GAO and DDM-
T, which lacks measures to handle skewed data streams. The proposed methods are able to avoid 
significantly sacrificing accuracy in one class in order to favour the other. They greatly improve 
the quality of probability estimation of state-of-the-art algorithms in terms of MSE; they better 
balance classification Sensitivity and Specificity/Precision; and, in particular, they are often 
superior to their competitors in terms of G-Mean, F-Measure, and AUC. 
7.4.2 Dynamic Data Mining for Data Streams with Skewed Distributions 
In addressing imbalanced streaming data, a natural solution is to generate balanced training data 
for model building. That is, we increase the proportion of minority examples. Instead of 
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accumulating historical minority training examples as GAO, we synthesize minority examples 
for current window and/or increase the weights of minority examples in current window. 
Intuitively, the advantage of these solutions over GAO is that they avoid combining historical 
training examples with possibly different or even conflicting underlying concepts. Thus, more 
accurate base models can be achieved. Moreover, we investigate possible advantages of the 
WMS over the model averaging strategy in GAO. 
Furthermore, note that, error rate is not a good choice in measuring model performance under 
skewed datasets, since simply guessing all unlabelled examples as majority classes would still 
result in a very low error rate. In our experiments, we choose Precision, Sensitivity (Recall), 
Specificity, G-Mean, Mean Squared Error (MSE), F-Measure together with ROC curve, and the 
area under ROC curve (AUC) as the measures, which are able to evaluate correct detection rates 
in both minority and majority classes. 
Six new methods/frameworks are proposed.  
7.4.2.1 Method 1: Data Categorization + Data Synthesis + Working Model Set 
Method 1 (Data Categorization + Data Synthesis + Working Model Set) is similar to the method 
proposed in Chapter 6. The only difference is that after the data categorization, a data synthesis 
operation is performed to balance each training data category. It adds synthetic minority 
examples to each data category and under-samples majority examples in each data category. 
Table 7.2 lists the technique details of this solution.  
Table 7.2: Summary of technique details of Method 1 for mining skewed data streams 
Phase Operation Algorithm / Explanation 
Data  
Pre-analysis 
Sliding windows Single fixed-size window, the same as that in Chapter 6. 
Data Categorization The categorization algorithm is the same as that in Chapter 6. 
Data Synthesis Algorithm 7.1 and Algorithm 7.2 
Dynamic Model 
Updating Model Weighting The model weighting strategy is the same as that in Chapter 6. 
Dynamic Model 
Selection 
Combining Outcomes of 
Multi-models Applying the working model set, the same as that in Chapter 6. 
Model Evaluation 
Performance Evaluation Metrics: Precision, Sensitivity(Recall), Specificity, G-Mean, Mean Squared Error, F-measure, AUC, and ROC curve. 
Model Similarity 
Measure  Repro’s measure [25] and its extensions proposed in Chapter 6. 
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Figure 7.5: Process outline of Method 1 for skewed data stream mining 
Figure 7.5 outlines the workflow and dataflow of Method 1 instantiating from the integration 
framework. As can be seen, during the data pre-analysis, we apply a sliding window to organize 
streaming data and then use the data categorization to categorize each window of examples into 
several data categories representing distinct concepts. Next, the data synthesis is performed on 
each data category so to generate balanced training data; during the dynamic model updating, the 
structural adaption simply builds base models on the categories and adds them to the knowledge 
base, while the model weighting dynamically changes the weights of the models being evaluated 
as mentioned in Chapter 6. During the dynamic model selection, multiple models are chosen to 
classify incoming unlabelled examples based on the WMS; the model evaluation operations 
including the model performance evaluation and model similarity measures are invoked in the 
same way as those in Chapter 6. 
Figure 7.6 and Figure 7.7 present the data synthesis algorithms. They are modified from SMOTE 
[140]. Given an imbalanced data category and an expected proportion of minority examples to 
all examples, Algorithm 7.1 creates a number of synthetic minority examples around each 
existing minority example, while under-sampling (without replacement) majority examples into  
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Figure 7.6: Outline of the data synthesis procedure 
 
Figure 7.7: Populate a synthetic minority example based on a given minority example and one of 
its k-nearest neighbours. 
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the pre-defined proportion. To create synthetic minority examples around a given minority 
example, we first find out k-nearest minority neighbours of the given minority example, and then 
create a new example between each neighbour and the given example. A new example is created 
using Algorithm 7.2. The class label of the new example is set to the minority class and the 
attribute values are created in the following way: if an attribute is numeric, the value of the new 
example is a random point on the line segment bounded by the two distinct end points defined by 
the attribute values of the given example and the neighbour; otherwise the attribute value is set to 
the same as the value of the given minority example. 
7.4.2.2 Method 2: Data Categorization + Data Weighting + Working Model Set 
Method 2 (Data Categorization + Data Weighting + Working Model Set) is similar to the method 
proposed in Chapter 6. The only difference is that after the data categorization, a data weighting 
operation is performed to give larger weights to minority examples in each data category. Table 
7.3 lists the technical details of this solution. Figure 7.8 outlines the process.  As shown, the key 
process of Method 2 is similar to Method 1. However, Method 2 utilizes the data weighting – 
instead of the data synthesis – operation, on each data category. 
 
Figure 7.8: Process outline of Method 2 for skewed data stream mining 
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The data weighting balances the sums of weights of minority and majority examples. It sets the 
weight of each majority and minority example to be 1 and  ݓ respectively.  ݓ is as follows: 
ݓ ൌ ௦௨௠ ௢௙ ௪௘௜௚௛௧௦ ௢௙ ௠௔௝௢௥௜௧௬ ௘௫௔௠௣௟௘௦
௡௨௠௕௘௥ ௢௙ ௠௜௡௢௥௜௧௬ ௘௫௔௠௣௟௘௦
                                        (7.1) 
7.4.2.3 Method 3: Data Categorization + Data Synthesis & Data Weighting + 
Working Model Set 
• Method 3 (Data Categorization+ Data Synthesis & Data Weighting + Working Model Set) 
is a compromise of Method 1 and Method 2. It generates half the number of the synthetic 
minority examples using Algorithm 7.1 and Algorithm 7.2, and then assigns larger 
weights to all the minority examples such that the total weights are balanced using 
Algorithm 7.3.  
7.4.2.4 Method 4: Data Categorization + Data Synthesis + Data Weighting + 
Working Model Set 
Method 4 (Data Categorization+ Data Synthesis + Data Weighting + Working Model Set) is a 
combination of Method 1 and Method 2. It synthesizes the same number of minority examples as 
that in Method 1 using Algorithm 7.1 and Algorithm 7.2, and then assigns larger weights to the 
real minority examples (not including the synthetic minority examples) such that the total 
weights of the majority examples and the real minority examples are equal. The weights of the 
synthetic minority examples are set to 1.  
7.4.2.5 Method 5: Data Categorization+ Data Synthesis + Averaging Ensemble 
Method 5 (Data Categorization+ Data Synthesis + Averaging Ensemble) is an improved version 
of GAO. It keeps the strategy of averaging ensemble models used in GAO, but uses the strategy 
of Method 1 to generate training datasets.  
7.4.2.6 Method 6: GAO + Working Model Set 
Method 6 (GAO + Working Model Set) is another improved version of GAO. It applies the 
strategy of GAO to accumulating the training datasets, but selects the WMS and the 
corresponding model weighting strategies proposed in Chapter 6 for classification of incoming 
examples.  
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7.4.3 Experiment Setup 
7.4.3.1 Purposes of the Experiments 
Extensive experiments are conducted on both synthetic and real data sets. We compare the 
proposed six methods with GAO and DDM-T, which does not, however, address skewed data 
stream mining. We analyze the proposed methods and DDM-T from the following aspects: (1) 
the proposed methods may improve the Sensitivity compared to DDM-T, while keeping relative 
high Specificity; (2) they show advantages over GAO to balance the trade-offs of classification 
performance on both majority and minority classes. (3) Some may be more accurate than or 
comparable to DDM-T and GAO no matter how the concept changes or how the data is skewed. 
(4) DDM-T may still benefit from the data categorization scheme and WMS under skewed data 
distribution. 
7.4.3.2 Data Streams 
We choose twelve datasets as the experimental datasets, as listed in Table 7.3. Some of them are 
converted into imbalanced class problems by taking one small class as the minority class or 
under-sampling another class into the minority class.  
ELECTRICITY.Skewed is converted from ELECTRICITY [106], which contains 
hybrid/unknown concept drift. HYPERPLANE.Skewed is converted from HYPERPLANE [18], 
which simulates gradual concept drift (n = 100). SEA.Skewed is converted from SEA [85], 
which simulates abrupt concept drift (n = 100). KDD99-IT-BACK, containing pseudo concept 
drift, is used in KDD Cup’99. We choose class “Normal” as the majority class and apply class 
“Back” as the minority class, respectively. ICDM08 CONTEST is used in ICDM Contest’08. We 
choose class “B+E” as the majority class and under-sample class “B” as the minority class. 
KDD04-BIO, originally containing skewed data examples, is used in KDD Cup’04. MAGIC, 
LETTER, PEN, SHUTTLE, COVERTYPE, and ADULT are provided from a UCI machine 
learning repository. For MAGIC, we select class “gamma” as the majority class and under-
sample “background” as the minority class. For LETTER, we select class “A” as the minority 
class and collapse the remaining classes into one majority class. For PEN, we choose class “0” as 
the minority class and the rest as the majority class. For SHUTTLE, which contains skewed data 
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examples, we choose class “Rad Flow” as the majority class and class “Bypass” as the minority 
class. For COVERTYPE, we choose class “Logepole Pine” and class “Ponderosa Pine” as the 
majority and minority class, respectively. For ADULT, we under-sample class “>50K” as the 
minority class. 
Table 7.3: Description of the datasets 
DATASET # OF MAJORITY 
# OF 
MINORITY
SKEWNESS (%  
OF MINORITY)
# OF 
ATTRIBUTES 
CONCEPT 
DRIFT 
REAL 
DATA 
ELECTRICITY.Skewed 26075 1265 4.63 7 UNKNOWN YES 
HYPERPLANE.Skewed 
(n = 100) 95580 4420 4.42 10 GRADUAL NO 
ICDM08 CONTEST 8072 623 7.17 4 UNKNOWN YES 
KDD99-IT-BACK 97278 2203 2.21 41 PSEUDO YES 
SEA.Skewed (n = 100) 83359 16641 16.6 3 ABRUPT NO 
LETTER.Skewed 22083 1917 7.99 16 NO YES 
MAGIC.Skewed 12332 1016 7.61 10 UNKNOWN YES 
KDD04-BIO 144455 1296 0.89 74 UNKNOWN YES 
SHUTTLE.Skewed 45586 3267 6.69 9 YES YES 
PEN.Skewed 9849 1143 10.40 16 NO YES 
ADULT.Skewed 37155 2293 5.81 14 NO YES 
COVERTYPE.Skewed 35754 2747 7.13 54 UNKNOWN YES 
7.4.3.3 Algorithm Competitors  
We compare the proposed methods with GAO and DDM-T. The parameters of GAO are the 
same as those presented in its original paper [4], namely, the chunk size is set to 1000 and the 
distribution ratio, ݎ, between majority and minority examples are set to 1:1. The number of 
ensembles, ݇, is set to 10. For the proposed methods and DDM-T, the window size is also set to 
1000. The other parameters are the same as those used in Chapter 6. Moreover, for Method 1 to 
Method 4, we set the minority proportion to be 50% such that the class distribution ratio is 1:1. 
In addition, we use J48 as the base model for all methods. 
7.4.4 Experimental Results 
Table 7.5 shows the classification performances of the eight methods on the twelve data streams. 
The results are achieved by averaging 10 runs.  
7.4.4.1 Performance Analysis by Metrics  
We analyze the results in line with the evaluation metrics one by one.  
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Table 7.4: Performance comparison of the proposed six methods with GAO and DDM-T. The 
bold font indicates the best result. The bold and underline font indicates the second best result. 
 MSE PRECISION SPECIFICITY RECALL G-MEAN F-MEASURE AUC 
ELECTRICITY.Skewed 
DDM-T 0.0280 0.7409 0.9932 0.4104 0.6385 0.5282 0.8604 
Method 1 0.0298 0.6702 0.9874 0.5359 0.7274 0.5954 0.8909 
Method 2 0.0280 0.7059 0.9905 0.4775 0.6878 0.5697 0.8968 
Method 3 0.0296 0.6829 0.9888 0.5065 0.7077 0.5816 0.8938 
Method 4 0.0297 0.6616 0.9870 0.5351 0.7267 0.5916 0.9001 
Method 5 0.0811 0.2190 0.9175 0.4855 0.6674 0.3018 0.7770 
GAO 0.1014 0.2106 0.9136 0.4826 0.6640 0.2930 0.7787 
Method 6 0.0454 0.5253 0.9754 0.5694 0.7452 0.5462 0.8607 
HYPERPLANE.Skewed 
DDM-T 0.0429 0.2810 0.9967 0.0278 0.1663 0.0505 0.7421 
Method 1 0.0743 0.2120 0.9712 0.1673 0.4031 0.1869 0.7535 
Method 2 0.0501 0.3382 0.9944 0.0623 0.2489 0.1052 0.7307 
Method 3 0.0524 0.2412 0.9927 0.0502 0.2231 0.0830 0.7423 
Method 4 0.0782 0.2072 0.9654 0.1955 0.4344 0.2009 0.7516 
Method 5 0.1009 0.0980 0.9659 0.0801 0.2782 0.0881 0.6216 
GAO 0.2312 0.0703 0.6907 0.5065 0.5915 0.1235 0.6424 
Method 6 0.2305 0.0793 0.7239 0.5300 0.6194 0.1374 0.6498 
ICDM08 CONTEST 
DDM-T 0.0396 0.0840 0.9555 0.0410 0.1979 0.0551 0.5651 
Method 1 0.1206 0.1020 0.8982 0.1431 0.3585 0.1191 0.5689 
Method 2 0.0961 0.1184 0.9438 0.0935 0.2970 0.1045 0.5575 
Method 3 0.1092 0.1072 0.9154 0.1261 0.3397 0.1158 0.5774 
Method 4 0.1394 0.1045 0.8681 0.1906 0.4068 0.1349 0.5834
Method 5 0.1263 0.1028 0.8979 0.1446 0.3603 0.1200 0.5741 
GAO 0.1317 0.0901 0.8869 0.1388 0.3508 0.1093 0.5275 
Method 6 0.1405 0.0953 0.8947 0.1373 0.3505 0.1125 0.5156 
KDD99-IT-BACK 
DDM-T 0.0003 0.9996 1.0000 0.9947 0.9973 0.9971 1.0000 
Method 1 0.0012 0.9523 0.9989 0.9781 0.9884 0.9650 0.9977 
Method 2 0.0010 0.9574 0.9990 0.9809 0.9899 0.9690 0.9993 
Method 3 0.0012 0.9493 0.9988 0.9823 0.9905 0.9655 0.9988 
Method 4 0.0012 0.9494 0.9988 0.9806 0.9897 0.9647 0.9988 
Method 5 0.0010 0.9847 0.9997 0.9841 0.9918 0.9844 1.0000 
GAO 0.0031 0.8361 0.9956 0.9995 0.9975 0.9105 1.0000 
Method 6 0.0028 0.8565 0.9962 0.9983 0.9973 0.9220 0.9994 
SEA.Skewed 
DDM-T 0.0339 0.9398 0.9898 0.7940 0.8865 0.8608 0.9859 
Method 1 0.0355 0.8681 0.9737 0.8674 0.9190 0.8678 0.9864 
Method 2 0.0318 0.8952 0.9801 0.8523 0.9140 0.8732 0.9872 
Method 3 0.1237 0.7701 0.9952 0.0821 0.2858 0.1482 0.7374 
Method 4 0.0359 0.8531 0.9697 0.8808 0.9242 0.8667 0.9866 
Method 5 0.0353 0.8581 0.9713 0.8696 0.9190 0.8638 0.9886 
GAO 0.0582 0.6764 0.9070 0.9737 0.9397 0.7983 0.9884 
Method 6 0.0578 0.6810 0.9090 0.9726 0.9403 0.8011 0.9874
LETTER.Skewed 
DDM-T 0.0332 0.9462 0.9973 0.5421 0.7353 0.6893 0.9518 
Method 1 0.0439 0.7102 0.9740 0.7364 0.8469 0.7230 0.9633 
Method 2 0.0318 0.8476 0.9887 0.7247 0.8465 0.7813 0.9709 
Method 3 0.0392 0.7714 0.9815 0.7229 0.8423 0.7464 0.9672 
Method 4 0.0459 0.6815 0.9675 0.8015 0.8806 0.7364 0.9669 
Method 5 0.0433 0.7502 0.9788 0.7352 0.8483 0.7425 0.9694
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GAO 0.0590 0.4930 0.9148 0.9569 0.9356 0.6506 0.9879 
Method 6 0.0543 0.5296 0.9261 0.9620 0.9439 0.6831 0.9887
MAGIC.Skewed 
DDM-T 0.0484 0.8077 0.9951 0.2538 0.5026 0.3866 0.8521 
Method 1 0.0715 0.4788 0.9461 0.6128 0.7614 0.5375 0.8861 
Method 2 0.0486 0.7411 0.9888 0.3960 0.6258 0.5162 0.8802 
Method 3 0.0572 0.6376 0.9784 0.4686 0.6771 0.5399 0.8805 
Method 4 0.0733 0.4632 0.9428 0.6088 0.7576 0.5258 0.8833 
Method 5 0.0694 0.5288 0.9550 0.6210 0.7701 0.5707 0.8985 
GAO 0.1205 0.2782 0.8361 0.7817 0.8084 0.4103 0.8908 
Method 6 0.1186 0.2881 0.8447 0.7774 0.8103 0.4204 0.8972
KDD04-BIO 
DDM-T 0.0043 0.9555 0.9998 0.5105 0.7144 0.6654 0.9394 
Method 1 0.0045 0.9427 0.9997 0.5823 0.7630 0.7199 0.9362 
Method 2 0.0044 0.9348 0.9996 0.6086 0.7800 0.7372 0.9361 
Method 3 0.0044 0.9412 0.9997 0.6110 0.7815 0.7409 0.9388 
Method 4 0.0045 0.9316 0.9996 0.6128 0.7827 0.7393 0.9417 
Method 5 0.0060 0.9845 0.9999 0.4405 0.6637 0.6086 0.9471 
GAO 0.0754 0.1030 0.9297 0.8896 0.9094 0.1846 0.9663 
Method 6 0.0323 0.2185 0.9721 0.8581 0.9133 0.3483 0.9710
SHUTTLE.Skewed 
DDM-T 0.0002 0.9968 0.9998 0.9993 0.9995 0.9981 0.9996 
Method 1 0.0000 0.9997 1.0000 1.0000 1.0000 0.9998 1.0000 
Method 2 0.0002 0.9968 0.9998 0.9993 0.9995 0.9981 0.9996 
Method 3 0.0000 0.9997 1.0000 1.0000 1.0000 0.9998 1.0000 
Method 4 0.0000 0.9997 1.0000 1.0000 1.0000 0.9998 1.0000 
Method 5 0.0003 0.9997 1.0000 1.0000 1.0000 0.9998 1.0000 
GAO 0.0001 0.9997 1.0000 1.0000 1.0000 0.9998 1.0000 
Method 6 0.0002 0.9997 1.0000 1.0000 1.0000 0.9998 1.0000 
PEN.Skewed 
DDM-T 0.0093 0.9855 0.9984 0.9165 0.9566 0.9497 0.9924 
Method 1 0.0110 0.9514 0.9944 0.9271 0.9602 0.9391 0.9884 
Method 2 0.0090 0.9696 0.9966 0.9210 0.9580 0.9446 0.9923 
Method 3 0.0110 0.9589 0.9953 0.9227 0.9583 0.9404 0.9904 
Method 4 0.0117 0.9423 0.9933 0.9337 0.9630 0.9380 0.9852 
Method 5 0.0112 0.9616 0.9956 0.9281 0.9613 0.9445 0.9877 
GAO 0.0168 0.8647 0.9823 0.9590 0.9706 0.9094 0.9883 
Method 6 0.0141 0.8950 0.9868 0.9570 0.9718 0.9249 0.9894 
ADULT.Skewed 
DDM-T 0.0484 0.8382 0.9993 0.0557 0.2360 0.1045 0.7181 
Method 1 0.0808 0.2926 0.9166 0.5594 0.7161 0.3842 0.8736 
Method 2 0.0528 0.4588 0.9713 0.3944 0.6189 0.4242 0.8820 
Method 3 0.0716 0.3449 0.9376 0.5324 0.7066 0.4185 0.8826 
Method 4 0.0902 0.2703 0.8960 0.6248 0.7482 0.3772 0.8772 
Method 5 0.0815 0.2977 0.9119 0.6056 0.7431 0.3990 0.8886
GAO 0.1523 0.1676 0.7338 0.8695 0.7988 0.2810 0.8954 
Method 6 0.1415 0.1876 0.7766 0.8371 0.8063 0.3065 0.8939 
COVERTYPE.Skewed 
DDM-T 0.0360 0.8060 0.9919 0.4390 0.6599 0.5684 0.9353 
Method 1 0.0464 0.5954 0.9607 0.7530 0.8505 0.6649 0.9616 
Method 2 0.0341 0.7658 0.9855 0.6160 0.7791 0.6827 0.9653 
Method 3 0.0425 0.6407 0.9691 0.7161 0.8331 0.6761 0.9631 
Method 4 0.0509 0.5422 0.9502 0.7681 0.8543 0.6355 0.9582 
Method 5 0.0444 0.6345 0.9651 0.7893 0.8728 0.7034 0.9724
GAO 0.0635 0.4489 0.9086 0.9700 0.9388 0.6137 0.9857 
Method 6 0.0587 0.4676 0.9152 0.9711 0.9427 0.6313 0.9858 
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MSE 
First, we examine the quality of probability estimation of the eight methods in terms of MSE: (1) 
in eleven out of the twelve data streams, DDM-T and Method 2 outperform the others, and 
DDM-T shows slightly less MSE than Method 2. These results demonstrate that the data 
categorization scheme and the WMS are beneficial for DDM-T. (2) Method 3 and Method 4 
demonstrate slightly worse MSE than the best but their qualities are comparable; (3) GAO 
produces substantially larger MSE than all the other methods. It performs the worst in ten out of 
the twelve data streams. This verifies our analysis of GAO’s, highlighting the weakness of its 
sampling strategy that may train an inaccurate base model by combining historical training 
examples with possibly different underlying concepts. (4) Method 6, which uses the same 
sampling strategy as GAO, also shows relatively large MSE, but thanks to the WMS, it slightly 
improves on the performance of GAO on most data streams.  
Precision and Specificity 
Secondly, similar results can be observed in terms of Precision and Specificity: (1) DDM-T and 
Method 2 achieve, in total, higher Precision and Specificity than the others in eight out of the 
twelve data streams. DDM-T is better than Method 2; (2) GAO produces the lowest Precision 
and Specificity in ten data streams, respectively. The results demonstrate GAO greatly sacrifices 
the correction of detecting the majority class in favour of the minority class; (3) Method 6 shows 
higher Precision and Specificity than GAO; (4) Method 3 and Method 4 are slightly worse than 
the best but the results are comparable. 
Sensitivity / Recall 
Thirdly, we study the Sensitivity of the eight methods: (1) GAO and Method 6 produce higher 
Sensitivity than the others in six and four data streams, respectively. GAO is slightly superior to 
Method 6; (2) in contrast, DDM-T shows the lowest Specificity in eight out of the twelve. This is 
because DDM-T lacks the measures for handling skewed datasets; (3) Method 1, Method 2, 
Method 3, Method 4, and Method 5 significantly improve the Sensitivity of DDM-T, among 
which Method 4 performs the best. This result shows that the proposed data synthesis and data 
weighting are beneficial for correctly identifying minority examples. However, they are not as 
effective as the sampling strategy of GAO in terms of correctly identifying minority examples. 
The results also demonstrate synthetic minority training examples may be not as effective as real 
minority training examples in identifying real minority unlabeled examples. 
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G-Mean and F-Measure 
Fourthly, we compare G-Mean and F-Measure of the eight methods. As G-Mean considers 
tradeoffs between Specificity and Sensitivity and F-Measure considers tradeoffs between 
Precision and Sensitivity, they may reveal more complete views of model performance. For G-
Mean: (1) Method 6 produces the best results. It wins in nine data streams and is ranked second 
best in one other dataset; (2) GAO shows significantly worse than Method 6, but better than the 
others. It is the best in one data stream and is the second best in eight other data streams. These 
results demonstrate that WMS is beneficial; (3) among the other methods, Method 4 performs 
the best. It wins in one data stream and substantially outperforms DDM-T, Method 1, Method 2, 
Method 3, and Method 5 in most of the remaining data streams; (4) Method 1 outperforms 
Method 2 in most data streams, which demonstrates the data synthesis may be better than the 
data weighting strategy in terms of G-Mean; (5) DDM-T performs generally the worst due to its 
lowest correction rate of identifying minority examples.  
For F-Measure: (1) GAO performs the worst among all the methods due to its lowest Precision; 
(2) Method 2 wins in three data streams and is the second best twice; (3) Both Method 4 and 
Method 5 win in two data streams and is the second best twice; (4) DDM-T win in two data 
streams; (5) Method 3 and Method 1 win in one data stream each.  
AUC 
Fifthly, we study AUC of the eight methods. As AUC measures the ability of a method to 
discriminate between a pair of randomly chosen minority and majority examples, it is able to 
evaluate the average classification performance of a model. The AUC values are achieved by 
Fawcett’s algorithm [70]. As can be seen, (1) Method 6 wins in three streams and is runner-up in 
two data streams;  (2) Method 5 produces the best AUC in three data streams; (3) Method 4 and 
DDM-T perform the best in two data streams, respectively; (4) Method 1 is the best once and 
Method 2 is runner-up twice. (5) GAO demonstrates AUC at an intermediate level among all the 
data streams. It is the best in two data streams and second best in four. 
To summarize, four conclusions can be reached about the above experimental results. 
• Notwithstanding classifying imbalanced datasets, DDM-T still benefits from the data 
categorization and WMS. It achieves the highest quality of probability estimation in nine 
of the twelve streams in terms of MSE; it produces the best Precision against nine of the 
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fourteen data streams; it achieves the highest Specificity in eleven out of the twelve. 
However, due to its lack of measures for dealing with imbalanced data, DDM-T 
demonstrates the lowest Sensitivity among all the methods.   
• An opposite situation happens to GAO. GAO obtains the highest Sensitivity on nine out 
of the twelve streams. This justifies effectiveness of its sampling strategy for identifying 
minority class. However, it demonstrates the worst classification performances among all 
methods in terms of MSE, Precision, and Specificity. This is because its sampling 
strategy ignores the high probability of concept drifts between minority examples 
accumulated from different time steps. Another deficiency of GAO is that it applies a 
very simple ensemble combination strategy.  
• Method 1, Method 2, Method 3, and Method 4 compromise the classification 
performance of DDM-T and GAO in terms of MSE, Precision, Specificity and Sensitivity. 
They greatly avoid sacrificing one class to favour the other. The result demonstrates 
positive impacts of the proposed strategies including data synthesis, data weighting and 
their combinations.  In particular, in terms of G-Mean, F-Measure and AUC, the four 
methods demonstrate competitive to and often better performance than GAO and DDM-T. 
• Similar conclusions can be made for Method 5 and Method 6. Method 6 replaces the 
WMS for the averaging ensemble of GAO. This leads to dominantly better Specificity, 
MSE and Precision than GAO and better Sensitivity than DDM-T; Method 5 replaces 
GAO’s sampling strategy with the data categorization and data synthesis. This results in 
better MSE, Precision and Specificity than GAO and better Sensitivity than DDM-T.   
7.4.4.2 ROC Curve Analysis  
Figure 7.9 further examines the ROC curves of the eight methods on ELECTRICITY.Skewed, 
HYPERPLANE.Skewed, KDD99-IT-BACK, and ADULT.Skewed. The curves are drawn by 
Fawcett’s method [70]. As can be seen, although the proposed six methods demonstrate different 
classification performances on the four data streams, they are able to balance better Specificity 
and Recall than GAO and DDM-T.  More specifically, we have the following observations. 
• On ELECTRICITY (with unknown concept drift), all methods except Method 5, 
demonstrate better classification performance than GAO. Method 4, Method 2, Method 3, 
and Method 1 show better classification performances than DDM-T and Method 6.   
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• On HYPERPLANE (with gradual concept drift), GAO, Method 5, and Method 6, which 
partially share the same training or classification strategies, show comparable 
performance to each other, but are worse than the rest. Method 1, Method 2, Method 3, 
Method 4, and DDM-T demonstrate comparable performance to each other, but are of 
different characteristics. For example, Method  3 surpasses all the others when the False 
Positive Rate is smaller than about 0.15, while DDM-T slightly outperforms the others as 
the False Positive Rate increases. 
• On KDD-IT-BACK (with pseudo concept drift), all the methods indistinguishably 
produce comparable classification performance to each other.  
• On ADULT.Skewed (with static concept [93]), the proposed methods greatly improve 
performance of DDM-T and achieve comparable performances with GAO.  
 
Figure 7.9: ROC curves on ELECTRICITY.Skewed, HYPERPLANE.Skewed, KDD99-IT-
BACK, and ADULT.Skewed. 
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7.4.4.3 Impact of Window Size on Classification Performance  
We study the impact of window size on classification performance of the eight methods. We 
generate skewed data streams using HYPERPLANE. Table 7.5 presents the classification 
performance by varying the window size from 500 to 3000 and keeping the skewness and 
concept drift rate the same as those presented in Table 7.3.  
Table 7.5: Impact of window size. The bold font indicates the best result. 
Window Size DDM-T Method 1 Method 2 Method 3 Method 4 Method 5 GAO Method 6 
MSE 
500 0.0412 0.0469 0.0475 0.0461 0.0501 0.0642 0.2336 0.2328 
1000 0.0429 0.0743 0.0501 0.0524 0.0782 0.1009 0.2312 0.2305 
2000 0.0452 0.0803 0.0551 0.0581 0.1139 0.1085 0.2317 0.2316 
3000 0.0452 0.0883 0.0612 0.0610 0.1002 0.1130 0.2305 0.2311 
G-MEAN  
500 0.1641 0.3204 0.1924 0.1839 0.3408 0.0365 0.5885 0.6067 
1000 0.1663 0.4031 0.2489 0.2231 0.4344 0.2782 0.5915 0.6194 
2000 0.1928 0.4141 0.3035 0.2310 0.4999 0.2976 0.6035 0.6252 
3000 0.2015 0.4439 0.3714 0.2512 0.4767 0.2932 0.6020 0.6235 
F-MEASURE 
500 0.0496 0.1579 0.0666 0.0611 0.1719 0.0027 0.1190 0.1322 
1000 0.0505 0.1869 0.1052 0.0830 0.2009 0.0881 0.1235 0.1374 
2000 0.0651 0.1827 0.1390 0.0788 0.1816 0.0924 0.1255 0.1432 
3000 0.0718 0.1753 0.1796 0.0825 0.1839 0.0840 0.1254 0.1423 
AUC 
500 0.7228 0.8289 0.7314 0.7781 0.8145 0.6255 0.6343 0.6372 
1000 0.7421 0.7535 0.7307 0.7423 0.7516 0.6216 0.6424 0.6498 
2000 0.7074 0.7384 0.7189 0.7219 0.6864 0.6186 0.6577 0.6709 
3000 0.7029 0.7223 0.7083 0.7059 0.7113 0.6154 0.6582 0.6698 
• Although the best method differs in the various metrics, the winner is stable in a specific 
metric regardless of the window size. For example, in F-Measure, the best method is 
always Method 4 given any window size.   
• The quality of probability estimates of DDM-T , Method 1, Method 2, Method 3, Method 
4, and Method 5 decreases as the window size increases, while that of GAO and Method 
6 grows with increasing window size. In addition, DDM-T, Method 1, Method 2, Method 
3, Method 4, and Method 5, which are based on data categorization, always significantly 
outperform GAO and Method 6, which are not based on data categorization, in terms of 
MSE when window size varies. 
• The same is true for the average classification performances of the eight methods in terms 
of AUC.  
151 
 
 
• However, as shown, in a larger window all the methods demonstrate better balances 
between Specificity and Sensitivity in terms of G-Mean and more desirable tradeoffs 
between Precision and Sensitivity in terms of F-Measure. This is because, under a larger 
window, more minority examples can be retrieved for all the methods, which help to train 
more accurate base models. 
7.4.4.4 Impact of Data Skewness on Classification Performance  
Table 7.6: Impact of skewness. The bold font indicates the best result. 
Skewness DDM-T Method 1 Method 2 Method 3 Method 4 Method 5 GAO Method 6 
MSE 
0.02 0.0187 0.0429 0.0266 0.0411 0.0489 0.0644 0.2305 0.2328 
0.05 0.0429 0.0743 0.0501 0.0524 0.0782 0.1009 0.2316 0.2305 
0.10 0.0754 0.0881 0.0783 0.0830 0.0895 0.0991 0.2311 0.2106 
0.15 0.0963 0.1041 0.0959 0.1087 0.1052 0.1170 0.2314 0.2197 
G-MEAN  
0.02 0.0580 0.2121 0.0400 0.1272 0.2129 0.1511 0.5817 0.5949 
0.05 0.1640 0.3173 0.1922 0.1836 0.3368 0.0359 0.5986 0.6142 
0.10 0.3801 0.5041 0.4925 0.3962 0.5267 0.3490 0.6677 0.6704 
0.15 0.5177 0.6237 0.6194 0.4468 0.6460 0.3885 0.6649 0.7052 
F-MEASURE 
0.02 0.0065 0.0608 0.0031 0.0264 0.0572 0.0243 0.0494 0.0543 
0.05 0.0505 0.1869 0.1052 0.0830 0.2009 0.0881 0.1235 0.1374 
0.10 0.2356 0.3457 0.3483 0.2490 0.3616 0.2028 0.3148 0.3120 
0.15 0.3972 0.4989 0.5048 0.3132 0.5145 0.2518 0.3817 0.4227 
AUC 
0.02 0.6727 0.6638 0.5738 0.6212 0.6406 0.5586 0.6101 0.6239 
0.05 0.7421 0.7535 0.7307 0.7423 0.7516 0.6216 0.6424 0.6498 
0.10 0.8358 0.8142 0.8392 0.7725 0.8125 0.7206 0.7255 0.7248 
0.15 0.8653 0.8434 0.8708 0.7691 0.8442 0.7693 0.7645 0.7751 
Table 7.6 shows the effect of data skewness on classification performance. We create several 
HYPERPLANE streams with skewness from 2% to 15% and the same concept drift rate 
(݊ ൌ 100). The window size is set to 1000 for all methods. The observations are as follows. 
• Although the best method differs in the various metrics, the winner is relatively stable in 
a specific metric regardless of the skewness. For example, in F-Measure, the best method 
is Method 4 in the majority of cases of skewness.  
• DDM-T, Method 1, Method 2, Method 3, Method 4, and Method 5demonstrate stably 
lower MSE than GAO and Method 6, while Method 6 is slightly better than GAO. In 
addition, all the data-categorization-based methods produce increasing MSE as the 
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skewness becomes smaller. MSE of Method 6 turns slightly smaller when the skewness 
becomes smaller. GAO shows stable MSE given changing skewness. 
• In G-Mean, F-Measure, and AUC, all the methods produce better results as the skewness 
decreases. That is because more balanced data would help produce more accurate and 
sensitive classification models: (1) for the data-synthesis-based methods, more real 
minority examples mean less synthetic examples, which would help train models closer 
to real concepts of the data; (2) for the data-weighting-based methods, more minority 
examples help reduce impact of improperly-weighted minority examples. 
7.4.4.5 Impact of Concept Drift Rate on Classification Performance  
Table 7.7: Impact of concept change rate (ߣ). The bold font indicates the best result. 
݊ DDM-T Method 1 Method 2 Method 3 Method 4 Method 5 GAO Method 6 
MSE 
50 0.0421 0.0877 0.0498 0.0550 0.0921 0.1070 0.2337 0.2338 
100 0.0429 0.0743 0.0501 0.0524 0.0782 0.1009 0.2312 0.2305 
200 0.0418 0.0568 0.0547 0.0506 0.0596 0.0808 0.2309 0.2315 
400 0.0401 0.0434 0.0432 0.0419 0.0464 0.0589 0.2313 0.2319 
G-MEAN 
50 0.1554 0.3532 0.1201 0.1725 0.3684 0.2883 0.5928 0.6033 
100 0.1663 0.4031 0.2489 0.2231 0.4344 0.2782 0.5915 0.6194 
200 0.1845 0.3719 0.2223 0.2391 0.3964 0.0956 0.6116 0.6228 
400 0.1406 0.3823 0.2159 0.2106 0.3983 0.0221 0.5925 0.6282 
F-MEASURE 
50 0.0443 0.1276 0.0272 0.0518 0.1319 0.0833 0.1190 0.1303 
100 0.0505 0.1869 0.1052 0.0830 0.2009 0.0881 0.1235 0.1374 
200 0.0621 0.2005 0.0873 0.0998 0.2170 0.0170 0.1513 0.1599 
400 0.0373 0.2152 0.0841 0.0789 0.2251 0.0010 0.1214 0.1408 
AUC 
50 0.7190 0.6780 0.6628 0.7078 0.6718 0.6037 0.6431 0.6407 
100 0.7421 0.7535 0.7307 0.7423 0.7516 0.6216 0.6424 0.6498 
200 0.7473 0.8274 0.7428 0.8028 0.8188 0.6489 0.6633 0.6615 
400 0.7759 0.8676 0.7940 0.7842 0.8550 0.6322 0.6421 0.6679 
Table 7.7 examines the effect of concept drift rate (ߣ) on classification performance. We create 
several HYPERPLANE streams with different concept drift rates (n = 50, 100, 200 and 400; 
n= 1/ߣ) and stabilize skewness to around 5%. The window size is set to 1000 for all methods.  
• Although the best method differs in the various metrics, the winner is stable in a specific 
metric regardless of ߣ. For example, in F-Measure, the best method is always Method 4 
given any ߣ.  
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• DDM-T, Method 1, Method 2, Method 3, Method 4, and Method 5, again, demonstrate 
stably better MSE than GAO and Method 6 under any ߣ. In addition, all the data-
categorization-based methods produce decreasing MSE as ߣ decreases. GAO and Method 
6 show no substantial changes of MSE given changes of  ߣ.  
• In terms of AUC, the average performance of all the methods roughly grows along with 
reducing ߣ. This is because faster concept drift would deteriorate models more seriously. 
In terms of G-Mean and F-Measure, no substantial changes of the ability of the methods 
to balance effectiveness in detecting both classes can be observed as ߣ varies. 
7.4.5 Conclusion and Limitations 
To summarize, our experiments analyze the advantages and limitations of the proposed six 
methods over DDM-T and/or GAO in mining skewed data streams. The advantages are fourfold.  
• The proposed methods have significantly improved Sensitivity of DDM-T and 
substantially better Specificity than GAO. The data synthesis and data weighting improve 
Sensitivity of DDM-T, while the proposed data categorization and the WMS enable the 
proposed methods to outperform GAO in terms of Specificity. 
• The proposed methods have demonstrated great advantages for balancing trade-offs of 
classification performance on both majority and minority classes.  
• All the proposed methods including DDM-T demonstrate substantially lower MSE than 
GAO. This is due to the proposed data categorization and the WMS.  
• Some of them are able to offer classification performances stably better or comparable to 
DDM-T and/or GAO no matter the speed of the concept changes, how the data is skewed, 
or how big the window size is in terms of AUC, F-Measures, and G-Mean.  
Thus, the case study successfully demonstrates that the proposed integration framework is able to 
incorporate state-of-the-art data mining techniques into dynamic data mining and to inspire new 
and effective solutions for a different stream mining problem. That is, following the paradigm of 
the framework, new and effective stream mining solutions can be easily developed by combining 
its different components. 
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In addition, there is still room for improving the Sensitivity of the proposed methods. On the one 
hand, it can be observed that individual data synthesis or data weighting is less effective than the 
sampling strategy in GAO in terms of Sensitivity. On the other hand, it is the data categorization 
and WMS that lead to high Specificity. Therefore, a possibly more effective stream mining 
method may be achieved by joining together GAO’s sampling strategy and the data 
categorization and the WMS of DDM-T: during online training, we first continuously 
accumulate historical real minority examples and combine them with the current window of 
majority examples. Then we categorize the combined examples into data categories with distinct 
concepts; during classification, the WMS is used.   
7.5 Contributions 
The proposed framework enables various state-of-the-art data mining techniques including data 
selection and data weighting algorithms to be incorporated into the dynamic data mining 
methodology. It helps adapt the dynamic data mining methodology to new and different stream 
mining problems, which enhances its applicability and compatibility. The framework also offers 
a basis for future research and a paradigm for analyzing stream mining problems, as a source of 
innovative ideas. The contributions of this chapter can thus be summarized.  
• We have introduced a model-centric data mining process model for multiple-model-based 
streaming mining approaches including dynamic data mining. The key difference of our 
process model from state-of-the-art predominantly data-centric process models is that our 
model addresses proper manipulation of numerous models instead of the (possibly 
distributed and/or heterogeneous) data only during a data mining process. 
• The proposed integration framework is a new approach to grouping and analyzing state-
of-the-art data mining techniques.  
• We have instantiated the paradigm of the abstract integration framework, and proposed 
six new and concrete data mining methods for mining skewed data streams. Extensive 
experimental results show their advantages over state-of-the-art skewed stream mining 
methods in terms of balancing Sensitivity and Specificity. 
• We have implemented a prototype stream mining system based on the integration 
framework (cf. Appendix B).  
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7.6 Summary 
This chapter presented an abstract integration framework for dynamic data mining, which not 
only handles concept-drifting streams, but also new and different stream mining problems. This 
enhances its applicability and compatibility. Moreover, the framework offers a basis for future 
research and a paradigm of dynamic data mining for analyzing stream mining problems, as a 
source of innovative ideas.  
We described the integration framework in this chapter (section 7.2 and section 7.3). The 
integration mechanism of the framework is based on the proposed model-centric data mining 
process model, which includes the four key phases: data pre-analysis, dynamic model updating, 
dynamic model selection, and model evaluation.  
As a case study, following this framework, we not only implemented a prototype (cf. Appendix 
B), but also applied the paradigm of this framework to a new stream mining problem. We easily 
introduced six new methods based on the paradigm for mining skewed data streams. 
Experimental results demonstrate that the proposed methods are effective: compared to DDM-T 
and the state-of-the-art skewed stream mining algorithm, GAO, they are able to offer better 
balances of the abilities of correct detections between minority and majority classes.  
This case study also illustrates how to instantiate the abstract integration framework into 
concrete stream mining solutions to a new and open stream mining problem.
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Chapter 8  
 
Conclusion and Future Work 
8.1 Summary of Thesis Achievements 
The distinctive challenges of (supervised) stream mining originate from the special features of its 
data and the analytical requirements of its application scenarios. 
• The concept underlying the data is often instable. It is known as concept drift. 
• There is possibly an infinite number of data examples.  
• The steaming data often continuously arrive one (block) by one in line with the time step. 
• The data may be accessed only in one run. 
• There are sometimes skewed class distributions. 
• The actual labels of incoming examples can be continuously retrieved. 
• The analysis process often needs to consider time and/or resource constraints. Thus, the 
corresponding solutions have to discover knowledge instantaneously in an online fashion. 
This thesis presented our work on supervised stream mining. We proposed the dynamic data 
mining approach for mining concept-drifting data streams and skewed data streams. The specific 
achievements of this thesis are stated below. 
8.1.1 A Unified Formal Understanding of Concept Drifts  
Before introducing the dynamic data mining methodology, we summarized a formal 
understanding of various concept drifts in existing work [16; 25; 55; 62; 64; 76; 78] and real-
world application scenarios. We extensively reviewed state-of-the-art algorithms for mining 
concept-drifting streams, and collected a set of benchmark data streams popularly used in 
previous work. These investigations would benefit future studies in this area.  
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• We formally grouped the concept-drifting data streams, from the perspective of changes 
of the data distribution, into three kinds: pseudo concept drift, true concept drift, and 
concept noise. The first is caused by changes of the variable distribution and the second 
by substantial changes of both variable and class distributions. The third is a tiny 
fluctuation of the variable and class distributions. We also formally identified the widely-
accepted abrupt concept drift and gradual concept drift as two sub-groups of true 
concept drift due to the speed of their data distribution changes. 
• We also collected a set of most popular benchmark data streams used in literature. We 
elaborated the details of each data stream in terms of its simulation mechanisms, the kind 
of concept drift it belongs to, and its references in previous work.  
• We extensively surveyed state-of-the-art concept-drifting stream mining algorithms. We 
detailed each algorithm in terms of its main mechanism, published year, whether using 
multiple models or not, and performance indicators. We grouped them into two main 
groups: tracking and adaption.  The former passively renews historical models after 
being stimulated by certain concept drift detection mechanisms, while the latter 
automatically adapts to concept drift without performing explicit concept drift detections.  
8.1.2 Dynamic Data Mining Approach to Predictive Mining of Concept­
Drifting Data Streams 
We formally introduced the novel dynamic data mining approach on predictive analytics on data 
streams. Following its general paradigm, we materialized frameworks for pseudo concept drift 
and true concept drift respectively. Under each framework, we designed a set of algorithms. We 
experimentally studied properties of these algorithms and compared them with state-of-the-art 
concept-drift stream mining algorithms on the benchmark data streams.  
8.1.2.1 Dynamic Data Mining for Pseudo Concept Drift  
We proposed a framework of dynamic data mining addressing pseudo concept drift: during 
online training, it maintains ensemble models trained on categorized data; it indexes these 
models to their corresponding variable distributions represented by the data patterns; during 
online classification, it measures the similarities between historical data patterns and those 
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summarized from the current incoming examples; the indexed models with the highest similarity 
values are chosen. The chosen models are dynamically weighted by the same similarity values.  
• We categorized each sliding window of data streams into equally-sized categories: to 
represent the variable distributions using principal components; to index base models in 
line with their corresponding principle components; and to measure similarities between 
the principal components using PCA Similarity Factor.  
• The proposed framework is able to reduce significantly the impact of biased training 
samples resulting from pseudo concept drift and therefore improves classification 
accuracy. The empirical results demonstrate that it reduces error rate by up to 54.2% and 
31.02% compared to CVFDT and Wang’s weight-by-accuracy ensemble model method 
(WEM), respectively. It is also substantially faster than WEM.   
8.1.2.2 Dynamic Data Mining for True Concept Drift  
We presented a framework of dynamic data mining addressing true concept drift. This 
framework is effective not only on abrupt concept drift, and gradual concept drift, but also 
pseudo concept drift and even unknown/hybrid concept drift. This framework consists of two 
processes: the data categorization and model building process for online model training and a 
dynamic model selection and prediction process for online classification. 
• The data categorization and model building process comprises two high-level phases: (1) 
sequentially identifying distinct concepts; (2) non-sequentially merging similar concepts. 
The dynamic model selection and prediction process consists of three key high-level 
phases: (1) removing degraded working models; (2) updating weights of remaining 
working models; (3) adding new models into the working model set.  
• We have extended RePro’s model similarity measure to concept consistency measure and 
concept inconsistency measure, which compares not only similarity but also dissimilarity 
between models. 
• We studied the effectiveness and efficiency of the framework based on extensive 
experiments, which show significant performance improvement compared to eight state-
of-the-art concept-drifting stream mining methods on all data streams: on STAGGER, the 
error is reduced by 86% compared to the best of the others; on SEA, HYPERPLANE, 
ELECTRICITY, and KDD99-IT, the error is reduced by up to 69.8%.  
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However, this superior position on classification performance is achieved at a relatively 
high cost of the analysis time.   
8.1.3 Dynamic Data Mining for Static Concepts  
We proposed a dynamic data mining framework for batch learning with static concepts. This 
framework differs from the other model ensembles including Bagging and Boosting in three 
aspects: (1) The training set is categorized into several categories using a certain data 
categorization scheme; (2) base models are built on these data categories and are organized in 
line with the data characteristics extracted from the data categories, respectively; (3) when 
evaluating a test example, a model selection process , in assistance with these data characteristics, 
is used to choose the most appropriate base model. 
• We proposed the data categorization theorem to guarantee theoretically that our 
approach is more accurate than any single model trained on the entire training set. That is, 
our approach is able to reduce classification variance without adding any classification 
bias compared to the single model method. The theorem also confirms that under 
appropriate data categorization schemes the error reduction can be substantial. 
• We proposed to categorize the datasets using x-means and k-means clustering algorithms 
and to train Naïve Bayes, Logistic Regression or J48 models on the data categories, 
respectively. Given a test example, a base model whose training category has the closet 
centriod to the test example is selected.  
• Empirical studies verify the data categorization theorem and demonstrate substantial 
error reduction offered by our approach compared to the single model method. 
Furthermore, our approach is able to achieve larger error reduction with simple 
(parametric) base models than complex (non-parametric) models.   
8.1.4 A Dynamic Data Mining Integration Framework and Its Application 
to Skewed Data Stream Mining 
We presented an abstract integration framework for the dynamic data mining approach, which 
offers a new paradigm to analyze new stream mining problems.  
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• We introduced the abstract integration framework. It is based on our proposed model-
centric data mining process model, which includes the four key phases: data pre-analysis, 
dynamic model updating, dynamic model selection, and model evaluation.  
• We instantiated the integration framework and easily introduced six new concrete 
methods for mining data streams with skewed distributions, which is a different stream 
mining problem.  
• Our extensive experimental studies not only demonstrate the effectiveness of the six 
concrete methods, but also illustrate how to instantiate the abstract integration framework 
into concrete stream mining solutions. Compared to the algorithms presented in Chapter 
6 and the state-of-the-art skewed stream mining algorithm (e.g., GAO), the proposed 
methods offer better tradeoffs for correct detections of minority and majority classes.  
8.2 Future Work 
In terms of stream mining challenges, there is still much work to be done in the future. This 
includes improving both the effectiveness and efficiency of our approaches, while developing 
solutions for new and open research topics in stream mining using the proposed integration 
framework. 
8.2.1 Improving Dynamic Data Mining based on Identified Limitations 
We mentioned in this thesis the limitations and possible improvements of our algorithms. In this 
subsection, we summarize them in Table 8.1.  
8.2.2 Extending Dynamic Data mining Inspired by the Integration 
Framework  
We have presented the dynamic data mining integration framework, which points out a way to 
improve and/or to extend the dynamic data mining approach. The extensions are twofold. 
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Table 8.1: Possible improvements based on identified limitations in each proposed method 
 Problems / Issues / Observations Possible Improvements / Future Work 
Static 
Concept 
The proposed k-means-based data 
categorization scheme and cluster-centriod-
based dynamic model selection strategy offer 
no active measure to fulfil Assumption 1 
although in the experiments they demonstrate 
good fulfilment of Assumption 1. 
Categorizing both training and test subsets instead of 
only the training subset during data categorization. This 
improvement may be promising because we are able to 
proactively control which training data categories a test 
data example would be assigned to for the model 
selection process. 
The data categories achieved by k-means-
based data categorization tend to contain 
examples of the same class labels, as shown 
in Table 4.6. 
Investigating the possible reasons and whether it is 
certainly related to effectiveness of the proposed 
algorithms. 
High time complexity of the clustering-based 
data categorization scheme 
Designing more efficient data categorization schemes or 
designing parallel k-means clustering algorithms. 
Pseudo 
Concept 
Drift 
PCA Similarity Factor only compares spatial 
orientations between two variable 
distributions 
More accurate similarity measure may have to 
additionally compare variable distributions with the 
same spatial orientation but are located far apart. 
True 
Concept 
Drift 
PCA Similarity Factor only compares spatial 
orientations between two variable 
distributions 
More accurate similarity measure may have to compare 
additionally variable distributions with the same spatial 
orientation, but are located far apart. 
Since DDM-T employs a fix-sized sliding 
window, it cannot learn absolutely new 
concepts promptly. 
Replacing an adjustable sliding window for the fix-sized 
one. That is, once there is a great and continuous error 
increase – there may be a burst of new concept – we 
reduce the window size on most recent examples and 
train a new model on these examples.  
Improving efficiency of DDM-T. 
Two measures can be taken: implementing a parallel 
version of the algorithms and reducing the number of 
base models in the knowledge base. 
Skewed 
Data 
Streams 
There is still room for improving the 
classification Sensitivity of the proposed 
methods. This is because the data synthesis
and data weighting are less effective than the 
sampling strategy in GAO in terms of 
Sensitivity [4], which gradually accumulates 
historical real minority examples. 
There is a possible improvement: first, we continuously 
accumulate historical real minority examples; then, we 
combine them with current window of majority 
examples; next, we categorize the combined examples 
into data categories with distinct concepts. This method 
is a combination of strength of GAO’s sampling 
strategy and the data categorization strategy of DDM-
T.  
• Improving the effectiveness of our proposed algorithms through the paradigm advocated 
by the integration framework. Possible future studies include: (1) for algorithms in 
Chapter 6, we may further consider applying either the adjustable window or the multiple 
competitive windows in order to adapt to the drifting concept more effectively; (2) we 
have applied PCA-based data summarization techniques in Chapter 5. Future work would 
investigate the effectiveness of other techniques including wavelet [163] and Fourier 
analysis [164]; (3) in Chapter 4, we trained a single model on each data category and 
dynamically selected a single model for classification. Future work would investigate the 
impact of training multiple models on each single data category and selecting multiple 
models for classification.  
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• Extending dynamic data mining for different stream mining problems. In Chapter 7, we 
examined how to adapt dynamic data mining to mining data streams with skewed 
distributions. Following the integration framework, we would consider its extension 
solutions to other stream mining problems including mining very noisy data streams 
[165].  
8.2.3 Theoretical Analyses and Specific Application Domains 
We presented the theoretical analysis of dynamic data mining on static concepts in Chapter 4. 
For concept-drifting data streams, we only studied the empirical results of our proposed methods. 
In future work, the theoretical bounds of classification performances of our methods may be 
studied. There are some theoretical studies concerning mining concept-drifting data streams. For 
example, Helmbold et al. [166] achieve a number of theoretical results for learning gradual 
concept drift, among which they show that it is sufficient for a learner to consider only a fixed 
window of training examples in effectively tracking gradual concept drift. 
Another possible direction of future work is to apply dynamic data mining to specific online data 
mining applications. For example, future investigations can address anomaly detection on social 
networks in two ways: (1) the linked data in social networks would lead to graph-based data 
categorization algorithms – dynamic data mining, therefore, could be easily transformed to 
mining social networks; (2) we would investigate how model management [167] can be used in 
the knowledge base in order to improve classification effectiveness and efficiency. Possible 
operations include combinations of historical models with similar concepts in the knowledge 
base into a more accurate model, and effective organization of historical models along with the 
time step.  
8.2.4 Distributed and/or Parallel Dynamic Data mining  
We have achieved a stand-alone and serial implementation of dynamic data mining. In very 
large-scale online stream mining scenarios, distributed and/or parallel implementations of our 
approach are necessary. For example, in large-scale sensor network applications [168], the 
sensors could produce a large amount of streaming data of possibly evolving concepts. A parallel 
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and distributed version of dynamic data mining could efficiently discover these concepts either 
in each local site or from a global perspective.  
More specifically, note that dynamic data mining, which is based on multiple models, may 
inherently support distributed and parallel data mining. This could be achieved in four ways: (1) 
designing and executing a parallel or distributed data categorization algorithm; (2) invoking the 
same or different dynamic model updating algorithms over different categories of distributed 
training data sets; (3) invoking in parallel the same and different dynamic model selection 
algorithms during (distributed) classification; (4) The implementation may be based on a 
distributed / parallel knowledge base. Map-Reduce and Hadoop [169; 170] would be a good 
choice for the implementation.   
8.2.5 Coalition of Labelled and Unlabeled Data 
Classic supervised data mining algorithms are based on the theoretical assumption that there are 
sufficient labelled examples for learning. However, in many stream mining scenarios, there are a 
great number of unlabelled examples with only a limited number of labelled examples. Take 
anomaly detection in social networks as an example. The example space can be viewed as a 
graph where the nodes are users and the connections between users are denoted as weighted 
edges. Predictive analytics are required to identify anomalies among various social communities 
in social networks in real time. As there are a huge number of users in social networks, only a 
very small portion of them can be pre-labelled as anomalies or non-anomalies. Therefore, an 
effective solution has to take advantages of the unlabelled users through the edges. More generic 
studies addressing this kind of challenges are popularly known as semi-supervised learning [171; 
172], which has demonstrated that labelled data, when used in conjunction with an amount of 
unlabelled data, can produce considerable improvement in learning accuracy. In addition, it is 
noted that this is a stream mining problem because the graph always changes in real time. 
Future work would explore these kinds of real-world stream mining applications based on the 
dynamic data mining methodology.
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Appendix A 
A.1 PCA  
This subsection discusses Principal component analysis (PCA), which is used in Chapter 5 of 
this thesis. PCA is a popularly used technique in multivariate data analysis [129]. The basic idea 
of PCA is to reduce the dimensionality of a dataset consisting of a large number of interrelated 
variables, while retaining as much as possible of the variation present in the dataset. This is 
achieved by transforming to a new set of variables, known as principal components (PCs), which 
are uncorrelated, and which are ordered so that the first few retain most of the variation present 
in all of the original variable [129]. PCA is often thought of as revealing the internal structure of 
the data in a way which best explains the variance in the data. Figure A.1 illustrates the achieved 
PCs through PCA of a dataset generated from bivariate Gaussian distribution.  
 
Figure A.1: Illustration of principal component analysis (PCA) of a bivariate Gaussian 
distribution cantered at ሺ2,5ሻ. As can be seen, through PCA, two principal components (PCs), 
denoted as two black orthogonal arrows, are achieved. 
A common way of computing PCs is based on covariance matrix of the dataset. Suppose a 
dataset consisting of a number, ݊, of examples with ݉ variables. Let ܦ ൌ ሺ ଵܺ, . . , ௜ܺ , …ܺ௠ሻ 
denote the dataset, where ௜ܺ ൌ ሺݔଵ, ݔଶ … , ݔ௡ሻ், ݅ ൌ 1,… ,݉. denote the values of ith variable 
of ܦ. This method includes the following four operations [129]. 
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• Calculating the mean of each  ௜ܺ and then subtracting the mean from the original values of 
each variable. This step leads to a new dataset with same number of examples and 
variables, denoted as ܦᇱ ൌ ሺ ଵܺᇱ, …ܺ௜ᇱ, …ܺ௠ᇱ ሻ,  where ௜ܺᇱ ൌ ሺݔଵᇱ , … ݔ௜ᇱ, … ݔ௠ᇱ ሻ்and ݔ௜ᇱ ൌ ݔ௜ െ
݉݁ܽ݊ሺ ௜ܺሻ . 
• Calculating the covariance matrix, ܥ, of ܦᇱ, the components of which is denoted as 
ܿ௜௝, ݅ ൌ 1, . . . , ݉, ݆ ൌ 1,… ,݉. ܿ௜௝ are calculated as follows: If ݅ ൌ ݆, ܿ௜௝ ൌ ܿ௜௜ is the 
variance of ௜ܺᇱ; If ݅ ് ݆, ܿ௜௝ is the covariance between ௜ܺᇱ and ௝ܺᇱ.  
• Calculating the eigenvectors and eigenvalues 19 of ܥ and rearrange the eigenvectors in 
order of decreasing eigenvalue. The eigenvectors form PCs of the data, and the ordered 
eigenvalues represent the significance of the components, highest to lowest. 
• Selecting first ݇ eigenvectors from the ordered eigenvectors as the final chosen PCs. The 
left components represent lost information of the original dataset, whereas given an 
appropriate ݇, main information of the original dataset is kept and the dimensions of the 
original dataset may be greatly reduced.  
A.2 Statistical Tests  
This subsection discusses the Wilcoxon test [173] which is used in Chapter 6 in this thesis (cf. 
section 6.2.2.2). In addition, Table A.1 distinguishes a number of statistical tests [174], which 
gives the reason for choosing the Wilcoxon test in Chapter 6. Generally there are two categories 
of tests: parametric and nonparametric. The former is often used for the dataset generated from a 
Gaussian distribution, while the latter makes no assumptions of the data distribution. We only 
present details of the Wilcoxon test. More details about other statistical tests are in [174]. 
The Wilcoxon test is a non-parametric test for comparing repeated measurements on a single 
group or comparing two paired measurement groups. In Chapter 6, we use it to compare two 
paired groups of prediction results. Given two groups of paired values, ሼݔଵ, ݔଶ, . . ݔ௡ሽ and 
ሼݕଵ, ݕଶ, . . ݕ௡ሽ of ݊ values each, the null hypothesis is that there is no significantly difference 
between the two groups of paired values (The differences between the paired values have median 
                                                 
19 Let ܮ be an ݊  ൈ ݊ matrix. The scalar ߣ is an eigenvalue of ܮ if there exists a non-zero vector ݒ such that ܮݒ ൌ ߣݒ. The vector 
ݒ is called an eigenvector of ܮ. 
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value zero). We present the procedure of the Wilcoxon test for comparing the two paired groups 
of values as follows.  
• Taking the absolute difference |ݔ௜ െ ݕ௜ | for each ݅ ൌ 1,… , ݊;  
• Ranking the remaining absolute differences, from smallest to largest, employing tied 
ranks where appropriate; In the case of a tie, ranks are added together and divided by the 
number of ties. For example, if there are two values of 5. The rank corresponding to both 
5 is the mean of the two ranks of value 5 respectively.  
• Assigning to each such rank a “+” sign when ݔ௜ െ ݕ௜ ൐ 0 and a “-“ sign when ݔ௜ െ ݕ௜ ൏
0;  
• Calculating the value of ାܹ and ܹି . ାܹ is given by the sum of all of the absolute 
difference with a “+” sign, while ܹି  is given by the sum of all of the absolute difference 
with a “-” sign.  
•  The final test statistic, ܹ, is the smaller value among ାܹ and ܹି .  
• ܹ is analyzed using a table of critical values. If ܹ is no more than the critical value 
based on the number ݊, the null hypothesis is rejected and vice verse.  
Table A.1: Selecting a statistical test [174] 
GOAL 
TYPE OF DATA 
Data Examples from 
Gaussian Distribution 
Data Example from 
Non-Gaussian 
Distribution 
Binomial 
(Two Possible Outcomes) 
Compare one 
group to a 
hypothetical 
value 
One-sample t-test Wilcoxon test Chi-square test 
Compare two 
unpaired groups Unpaired t-test Mann-Whitney test Fisher's test 
Compare two 
paired groups Paired t-test Wilcoxon test McNemar's test 
Compare three or 
more unmatched 
groups 
One-way ANOVA Kruskal-Wallis test Chi-square test 
Compare three or 
more matched 
groups 
Repeated-measures 
ANOVA Friedman test - 
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A.3 Hoeffding Inequality  
This sub-section describes the Hoeffding inequality [54] which is used as an advanced data 
selection scheme in the VFDT series algorithms.  
(Hoeffding inequality) Let ܼଵ, ܼଶ,…, ܼ௡ be  ݊ independent and identically distributed random 
variables drawn from a Bernoulli distribution, i.e., ܲሺܼ୧ ൌ 1ሻ ൌ ݌, and ܲሺܼ୧ ൌ 0ሻ ൌ 1 െ ݌. Let 
݌̂ ൌ ଵ
௡
∑ ܼ୧
௡
୧ୀଵ  be the mean of these random variables, and let any ߛ ൐ 0 be fixed. Then 
ܲሺ|݌̂ െ ݌| ൐ ߛሻ ൑ 2݁ିଶఊ
మ௠                                                 (A.1) 
This inequality states that if ݌̂ is used to estimate ݌, then there is a small probability of ݌̂  being 
far from ݌, as long as ݊ is large, and the probability becomes smaller (, tending to be 0), as ݊ 
becomes larger. 
A.4 Two Alternative Data Categorization Schemes  
This subsection describes the two alternative data categorization schemes for concept-drifting 
data stream mining. These two categorization schemes are different from our proposed data 
categorization scheme discussed in Chapter 6. Both are based on a one-chunk-ahead predictor.  
Scheme 1: Simple One-chunk-ahead-predictor-based Data Categorization Scheme 
 
Figure A.2: Scheme 1 - the simple one-chunk-ahead-predictor-based data categorization scheme. 
This scheme identifies distinct concepts by scanning a data stream sequentially. As illustrated in 
Figure A.2, there are three steps: (1) splitting a sliding window of training examples into small 
chunks (containing 20-30 examples); (2) building one predictor on one of these chunks 
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sequentially and using this predictor for evaluating the next data chunk. If there is a significant 
decrease of the accuracy based on the statistic calculated by Eq.(A.2) [115], then there is a 
concept drift; (3) the data examples between any two adjacent concept drifts are merged as one 
data category for model building. 
ܶሺݎ௢, ݎ௖, ݊௢, ݊௖ሻ ൌ
|௥೚ ௡೚⁄ ି௥೎ ௡೎⁄ |ି଴.ହሺଵ ௡೚⁄ ାଵ ௡೎⁄ ሻ
ඥ௔ොሺଵି௔ොሻሺଵ ௡೚⁄ ାଵ ௡೎⁄ ሻ
                                         (A.2) 
where ݎ௢ is the number of correct classifications among the overall ݊௢ examples except for the 
current chunk of ݊௖ examples. ݎ௖ is the number of correct classifications among the ݊௖ examples. 
ොܽ ൌ ሺݎ௢ ൅ ݎ௖ሻ ሺ݊௢ ൅ ݊௖ሻ⁄ . 
This concept drift detection mechanism is from Nishida’s work [115]. It tests whether current 
accuracy is significantly lower than overall accuracy or not. A significant decrease of current 
accuracy suggests that the concept is changing. This mechanism compares the statistic calculated 
by Eq.(A.2) to the percentile of the standard normal distribution to obtain the observed 
significance level (P-value). If the P-value is less than a significance level (ߙ ൌ 5%), then a 
concept drift has been detected.  
Scheme1.Improved: Improved One-chunk-ahead-predictor-based Data Categorization Scheme 
This scheme appends to Scheme1 an extra step which merges examples of similar concepts non-
sequentially. This extra step helps build more accurate base models.  
More specifically, there are four steps in this scheme (Scheme1 is composed of the first three 
steps): (1) splitting a sliding window of training examples into small chunks (containing 20-30 
examples); (2) building one predictor on one of these chunks sequentially and then using the 
predictor to evaluate the next data chunk. If there is a significant decrease of the accuracy based 
on the statistic calculated by Eq.(A.2), then there is a concept drift; (3) the data examples 
between any adjacent concept drift are sequentially merged as one data block; (4) merges these 
data blocks non-sequentially if there are measured to be similar. The merged data blocks are 
outputted as the data categories.
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Appendix B 
B.1 DynamicMiner: A Prototype  
We have summarized key high-level operations of the dynamic data mining integration 
framework and discussed specific operations in Chapter 7. In this section, we describe a unified 
architecture and implementation of this framework. By flexibly choosing and combining 
different components under this architecture, different solutions can be delivered for different 
stream mining problems. We have implemented a stand-alone and serial prototype of the 
framework, the DynamicMiner system [139], which integrates all the proposed frameworks and 
algorithms in this thesis.  
B.1.1 Software Architecture  
The DynamicMiner software system is designed to practically realize the logic defined in the 
integration framework in order that all the proposed frameworks and algorithms in this thesis can 
be uniformly implemented. Two principles are followed to achieve this goal: (1) each high-level 
component/module in this architecture exclusively realizes a unique operation of the framework. 
Six high-level components are designed: the DataPreanalyzer, the ModelUpdater, the 
ModelSelector, the ModelEvaluator, the DataPreparer, and the KnowledgeVisualizer; (2) 
unnecessary dependencies between these components are reduced in order that changes of one 
component do not lead to critical changes of the others and different combinations of these 
components are easily done. Only two objects are shared among these components: the data 
examples and knowledge base.  
Figure B.1 presents the stand-alone architecture of DynamicMiner. In general, there are three 
groups of components in the system: the ProcessEngine and the ProcessInterpreter, components 
of the Data Manager and ParameterConfigurator, and the components executing specific 
dynamic data mining operations. In addition, in order to control the execution process, we 
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introduce the ProcessEngine which manages the execution sequences of all the aforementioned 
high-level components. We also introduce configuration files to define a specific mining process 
and use the ProcessInterpreter to explain the files to the ProcessEngine. We further design the 
DataManager and the ParameterConfigurator to process data examples and to specify parameters 
for each component respectively, which are based on the ProcessEngine. 
 
Figure B.1: The DynamicMiner system architecture 
• The ProcessInterpreter reads and understands a configuration file through which users 
can define a specific dynamic data mining process.   
• The ProcessEngine controls entire dynamic data mining life cycle interpreted by the 
ProcessInterpreter. It manages the execution sequences of all the aforementioned high-
level components, and operates the entire dynamic data mining process through invoking 
the other components.  
• The Data Manager processes data sources. It can read data examples from or stored the 
data examples into data files or databases.   
• The ParameterConfigurator sets specific parameters for each process and algorithm. 
These parameters are also described in the configuration files.  
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• The DataPreparer, DataPreanalyzer, Model Updater, Model Selector, Model Evaluator 
and KnowledgeVisualizer materialize specific high-level operations defined by the 
dynamic data mining process model. They manage corresponding groups of lower-level 
data mining techniques inside each of them. For example, in the DataPreanalyzer, there 
are six groups of specific data mining techniques materialized as the SlindingWindow, 
the DataSelector, the DataSummerizer, the DataCategorizer, and the DataSynthesizer. In 
each of the six groups, specific data mining strategies are implemented. Take the 
DataCategorizer as an example, two data categorization algorithms are implemented in it: 
splitting a dataset into a number of equally-sized data categories presented in Chapter 5 
and the active data categorization scheme presented in Chapter 6.  
B.1.2 Details in System Implementation and Execution 
We have implemented a prototype of DynamicMiner in Java. We present its implementation and 
execution details below. 
•  
Figure B.2: Example of build.xml. This configuration file sets environment parameters of 
DynamicMiner. In the example, (1) specifies external Java libraries, (2) represents settings of 
Java Virtual Machine; (3) is the root folder of data source; (4) defines if the data source is read 
into memory incrementally or from scratch. 
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•  
Figure B.3: Example of demo.propoerties. This configuration file defines the life cycle of a 
dynamic data mining process. This example is used in the implementation of the method 
presented in Chapter 6. 
• Configuration files. There are two configuration files in the system: build.xml and 
demo.properties. Figure B.2 and Figure B.3 snapshot examples of the two files. build.xml 
mainly contains running environment settings of DynamicMiner, including initial system 
memory for DynamicMiner, external Java libraries used in DynamicMiner and the root 
folders of the datasets. demo.properties defines the life cycle of a specific dynamic data 
mining process, including the data mining components, data mining algorithms, base 
model, and initial algorithm parameters used in the process. 
• The ProcessEngine and ProcessInterpreter.  The prototype implements a serial execution 
version of the ProcessEngine, which iteratively processes each window of incoming 
examples in the following sequence: (1) it invokes the ProcessInterpreter to read 
configure files; (2) it sets the corresponding parameters based on the configuration using 
the DataManager and ParameterConfigurator; (3) it invokes the DataPreparer to prepare 
each window of incoming unlabelled data examples; (4) it invokes the DataPreanalyzer to 
pre-analyze each incoming window; (5) it invokes the ModelSelector to select models to 
classify the examples in assistance with the ModelEvaluator; (6) it invokes the 
KnowledgeVisualizer to store the classification outcomes into result files; (7) it labels the 
window of unlabelled examples and invokes the DataPreanalyzer again to pre-analyze the 
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labelled examples; (8) it invokes the ModelUpdater to train base models and to add the 
models into the KnowledgeBase on the classified examples. Figure B.4 presents its 
UML2 sequence diagram [175]. 
• The DataManager and the ParameterConfigurator.  The DataManager supports to read 
and write data examples. Two types of data storage are supported: data files and MySQL 
database. In particular, we follow the data file format of WEKA [127]. In memory, there 
is a group of Java objects representing the data examples, as shown in Figure B.5. The 
ParameterConfigurator reads the configuration files, implemented by the common 
configuration open source Java library  [176].  
•  
•  
Figure B.4: UML2 sequence diagram of the ProcessEngine 
 
Figure B.5: UML2 class diagram of the data examples 
• Various specific components realizing dynamic data mining operations. Each of the 
aforementioned high-level components is implemented in a Java package, in which a 
Java class is used to implement each lower-level component. For example, the 
DataPreanalyzer is implemented in the Java Package called 
uk.ic.ac.uk.dsc.ddm.model.preanalysis, in which there is Java classes called DataSelector 
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and DataWeighter containing algorithms for advanced data selection and data weighting. 
Figure B.6 outlines the UML2 class diagram of the DataPreanalyzer.  
• The Knowledge and KnowledgeBase. The knowledge base is implemented by the 
KnowledgeBase Java class which includes parallel operations for creating, deleting, 
locating data mining models and data patterns. The KnowledgeBase is able to contain a 
number of Knowledge objects. The Knowledge is an abstract Java class which is 
extended by the Model, DataPattern, and NovelStructure Java classes, which are the 
father Java classes for specific data mining models, data patterns and index. Figure b B.7 
presents the UML2 class diagram.  
 
Figure B.6: UML2 class diagram of DataPreanalyzer. 
 
Figure B.7: UML2 class diagram of the knowledge base, data mining models, data patterns and 
the index structure. 
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Figure B.8 presents a snapshot of a running process of DynamicMiner. Given a pre-defined 
specific dynamic data mining process, the DynamicMiner is started using command lines. 
During the execution process, necessary running information is reported in real time. The 
execution results are stored in HMTL format and can be viewed in internet explorers including 
Firefox and Google Chrome. Figure B.9 presents a snapshot of results viewed by Chrome. 
 
Figure B.8: Executing DynamicMiner. 
 
 
Figure B.9: View of DynamicMiner performance 
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