Abstract. This paper proves the existence of variational rotating solutions to the compressible full Euler-Poisson equations. This extends the result of the isentropic case ([2]) to the non-isentropic case. This is achieved by establishing a new variational structure with finite total mass for the non-isentropic EulerPoisson equations.
Introduction
This paper concerns with the motions of the non-isentropic Newtonian rotating gaseous stars, which are described by the compressible full Euler-Poisson equations: There have been many studies on the compactly supported steady (i.e. timeindependent) solutions to (1) , which describe the equilibrium configurations of self-gravitating gaseous stars, such as white dwarf stars [4] . The isentropic spherically symmetric stationary (S = 0, ρ(x) = ρ(|x|), u = 0) solutions are often referred as the Lane-Emden solutions, and their existence and linearly stability problem can be found in [4, 24] . Recently the global nonlinear well-posedness and stability theory have been studied extensively in [12, 13, 14, 15, 16, 17, 18, 20, 25, 29, 30, 31, 32, 33] .
For isentropic axisymmetric (ρ(x) = ρ( x 2 1 + x 2 2 , x 3 )) rotating solutions, namely the ones rotating along the x 3 -axis with prescribed angular momentum, if in the cylindrical coordinates (4) η(x) = x Auchmuty and Beals [2] established the existence of steady rotating solutions by the variational method. They proved that when p = f (ρ) and L satisfy the assumption (A1) and (A3) (see Section 2), the minimizer of E(ρ) E 1 (ρ) = in the set W (in which ρ is axisymmetric, of total mass M and the three integrals in E(ρ) are finite) exists and is compactly supported, and satisfies (5) where ρ > 0. Later, Li [22] studied the uniformly rotating gaseous stars with prescribed constant angular velocity. These axisymmetric rotating solutions may have a finite number of rings ( [3, 5] ), while for non-rotating fluids, the energy minimizers must be symmetric decreasing after translation, namely, the shapes must be balls( [23] ). Other related results about the existence, regularities and stability of these rotating solutions can be found in [1, 6, 9, 10, 11, 19, 27, 28, 35, 39] .
Now consider the non-isentropic steady solutions. Stationary solutions are obtained by Deng etc. [7] . For rotating ones, if S is spherically symmetric (i.e.
S(x) = S(|x|)) and some other conditions of S are assumed, Luo and Smoller [26] obtained the existence theorem of spherically symmetric solutions with uniformly rotating regular velocity for 6 5 < γ < 2 , and the non-existence theorem for 1 < γ < 6 5 . See [8] for more results in the regime. However, these spherically symmetric solutions in [26] might not be the minimizers of the physical energy.
Recently Wu [38] proved the existence of variational rotating solutions to the full Euler-Poisson equations, but had to replacing the original constraint
S ρ γ−1 and f 1 denotes a function of the angular velocity. However, in order to study steady states of a fixed mass of a rotating gaseous star with the prescribed mass angular momentum, the fixed mass constraint has to be kept. In this paper, we impose a different variational structure which keeps the above constraint, and prove the existence of non-isentropic rotating solutions.
Motivations: To find variational solutions to (5) and (1) 3 , the first main difficulty is to find the variational structure for equation (5) in the non-isentropic case. The specific internal energy e satisfies the thermodynamics identity
where T is the temperature. Thus
Considering the simplest case, define S = S(x) just as [26] , then as before the physical energy E 2 (ρ) should be the sum of the internal energy, the kinetic energy and the gravitational potential energy:
However, (5) can not be derived by taking the gradient of the corresponding
Euler-Lagrange equations of E 2 (ρ), which means that the solutions of (5) are not the minimizers of the physical energy functional E 2 (ρ). Therefore, defining S = S(x) may not be appropriate.
To overcome this difficulty, we define S as a function of the mass variable n, where n could be a function of x which also depends on ρ, just like m = m ρ (η(x)) (see (11)). This assumption is reasonable because by (1) 1 and (1) 3 ,
which indicates that the entropy is invariant along the particle path. Once having found the variational structure, we could follow the method in [2] : first prove the existence of minimizers of the energy functional in the class W b R , in which the support of the density is contained in the ball of radius R; then obtain uniform bounds in L ∞ norm and radii of these minimizers.
Here appears another main difficulty: there is one more term r b (y)>r b (x) A(ρ(y))· e S(n b,ρ (r b (y))) S ′ (n b,ρ (r b (y))) dy in the potential function (12) . This term has to be proved to be sufficiently small for all large |x|. When S is continuously differentiable, it suffices to prove r b (y)>r b (x) A(ρ(y)) dy sufficiently small for all large |x|.
To overcome this difficulty, we will modify the arguments in [34, 27] 
Main Results
Throughout this paper, the physical energy E(ρ, n) is defined as the sum of the internal energy, the kinetic energy and the gravitational potential energy:
where η, m ρ and Bρ are defined in (4), (6) and (3) respectively. Let
and define
The expression of the potential function E
The admissible set W b is defined as (13)
and the three integrals in (9) are all finite}.
Here ρ(x) = ρ(r b (x)) implies that ρ is a constant on every ellipsoid x 
(A5) S(n) is continuously differentiable for 0 ≤ n ≤ M and S(0) = 0.
The condition (A1) and the definition of A (7) imply that
Therefore A is convex and A ′ is strictly increasing.
For simplicity, in the following we denote T := e S , and thus (A5) implies that T (n) is continuously differentiable for 0 ≤ n ≤ M and T (0) = 1. Therefore, there exist positive constants T 0 and T 1 such that
It is noted that if
The main results of this paper can be stated as:
ρ is continuously differentiable where it is positive, and (5) is satisfied there. in
which minimizes E(ρ, n). Moreover, there is a constant R 0 such that any such ρ vanishes for |x| ≥ R 0 . Remark 1. Our result extends that of the isentropic case ( [2] ) to the nonisentropic case. However, in order to make sure that the energy minimizers are the solutions to (5), here ρ has to be assumed to satisfy
in the proof of Theorem 1.) This condition is stronger than the axisymmetry (
), but weaker than the spherical symmetry ( [26] ): when
is exactly the spherical symmetry, and Theorem 3 implies that the energy minimizers exist among a large class of ellipsoidally symmetric functions. The motivation to consider this ellipsoidal symmetry rather than the spherical symmetry is that the shape of steady axisymmetric rotating solutions to (5) may not be balls ( [3] ), and we are trying to prove the existence of energy minimizers not only among spherically symmetric functions, but also some other axisymmetric ones.
Remark 2. The main difference between our result and the previous result ([38])
of the existence of variational non-isentropic solutions is that, the original con-
is kept unchanged here, while in [38] it was changed to 2) The condition (A6) can be fulfilled by sup
Here the inequality
is monotone decreasing on (0, 1) and lim (14) is coincident with the one in [26] , under which |S ′ | is required to be sufficiently small.
3) The condition (A7) requires that the entropy of the gaseous star is decreasing when sufficiently near to the vacuum. This condition is weaker than those conditions on the entropy in [26, 38] Throughout the paper, we will write C for a generic constant and
· p denotes the norm in the L p function space:
The rest of the paper is arranged as the following. We give the basic inequalities used in this paper and prove Theorem 1 in Section 3. And then by analyzing an energy-minimizing sequence, the existence of the energy minimizers on W b is established in Section 4, which is exactly Theorem 2. This existence theorem is improved by enlarging the class
3. Inequalities and Regularity of minimizers
. Then Bρ ∈ L r for 3 < r < 3p/(3 − 2p), and
, then Bρ is bounded and continuous and satisfies (17) with r = ∞.
The above three propositions are proved in [2] by standard Hölder inequality and estimates for the Riesz potential.
Let B R = {x ∈ R 3 ||x| < R}.
,
where χ is the characteristic function.
Proof. See [34, Lemma 3.7] and [27, Lemma 3.7] .
Lemma 1. Suppose that ρ ∈ W b and P 0 (ρ) is defined as above. Then
Proof. Since the last two integrals in E 1 (ρ) and E b (ρ) are the same, the proof of [2, Lemma 1] implies that it remains to prove that for any ǫ > 0 and any
Actually, noting that A and T are both continuously differentiable, it follows from the Mean Value Theorem that
where θ, θ ′ are functions of x, and 0 < θ, θ ′ < t. Since A ′ is stricty increasing, |σ(x)| ≤ k for some constant k, and σ(x) = 0 if ρ(x) > ǫ −1 or |x| > ǫ −1 , with T satisfying the condition (15) , it holds that
Since σ is compactly supported,
follows from the Lebesgue's Dominated Convergence Theorem that
and then the fact that ρ(x) = ρ(r b (x)) and σ(x) = σ(r b (x)) implies the following equality
Hence, (21) is verified.
Therefore, this lemma is proved. 
Then inequality (24) follows by choosing c 1 > c 2 and K large enough.
Remark 4. The constants K and c 1 in Lemma 3 depend on ρ.
Proof of Theorem 1. Since T is continuously differentiable, then it follows from the proof of [2, Theorem 1] that ρ ∈ C(R 3 ) and is continuous differentiable where it is positive. When ρ is positive, taking the gradient in (23) gives
where "· · · " are terms obtained from the third term in (12) , which can be handled in the same way as that in [2] and thus are omitted here. Note that ρ(x) = ρ(r b (x)) for any ρ ∈ W b , and hence (25)
By the definition of A (7),
Multiplying it with ρ gives (5). Therefore, the proof is finished.
Existence of Rotating Solutions
In this section, the existence of the compactly supported minimizers of the 
a.e., where |x| < R, ρ R (x) < R (27)
a.e., where |x| < R, 0 < ρ R (x) < R. 
This inequality gives lim inf
With the inequality, the rest of the proof follows easily from [2, Lemma 4] Lemma 5 shows that ρ R has a uniform bound in L 4/3 norm. for all R ≥ π 2 .
Proof.
on a special subset of B R . So there exists π 2 > π 1 such that for any R ≥ π 2 ,
Hence this lemma is proved.
Proof. It follows from (28) and Lemma 6 that,
So as Lemma 3, there exist constants
does not depend on ρ R , C ′ 1 and K ′ do not depend on ρ R either. Thus in the proof of Theorem 1, ρ R ∞ can be shown to be uniformly bounded when R ≥ π 2 . Since ρ R ∈ W b R , ρ R ∞ ≤ π 2 for R ≤ π 2 . So this lemma is proved.
Lemma 7 implies that ρ R could not concentrate at some point as R → ∞.
The proof of the following three lemmas are standard, see [2, Lemma 6, Corollary, Lemma 7] . T would not change the result for T is bounded. Lemma 11. There is a constant r 0 such that if x R is as in Lemma 10, then
Once it is proved, since ρ R is of total mass M, it follows that
So it suffices to prove the above claim.
Suppose that
where r b and θ are defined as before, and
and cos θ = η(x)r b (x) −1 . And define r b (x R ), θ(x R ) and β(x R ) the same way as
], it holds that
Therefore,
Here 0 =
.
Thus, Lemma 10 yields that 
So the claim is proved when b ≤ 1.
(2) If b ≥ 1, then the inequality (31) implies that
Then remaining of the estimate is the same.
Thus the claim is proved and Lemma 11 follows.
Up to now, we have just used conditions (A1), (A3) and (A5). In the following, conditions (A2), (A4), (A6) and (A7) are used and we will focus on the
Proof. E b (ρ R j ) is a decreasing sequence and by (18)
exists, and it suffices to prove that for any
Take a nonnegative function σ ∈ P ǫ (τ ) for some ǫ > 0, σ = 1 and σ(x) = 0 when τ (x) = 0. Let
The definition of P ǫ (τ ) (see (19) ) implies that σ ∈ L ∞ (R n ) and σ = 0 only if
a.e. and τ α (x) are uniformly bounded by some constant D (depending on σ L ∞ and ǫ).
Note that n b,τα (r b ) → n b,τ (r b ) and n b,τα are uniformly bounded by M, and
where χ is the characteristic function. Therefore the Lebesgue's Dominated
Similar arguments can also be applied to the other two parts of E b .
Noting that σ(x) = 0 when η(x) < ǫ, it holds that
Therefore it follows from the Lebesgue's Dominated Convergence Theorem that
Since τ is chosen arbitrarily, {ρ R j } j≥1 is the minimizing sequence
Lemma 13. Suppose that the subsequence {ρ R j } j≥1 and ρ 0 are given in (30). If the conditions (A4) and (A6) hold, then for any δ > 0, there exists a r > 2r 0 > 0 such that
Proof. Take an arbitrary ρ ∈ W b . For any r satisfying r > 2r 0 > 0, define
where χ is the characteristic function. Denote
Then a 1 , a 2 ∈ [0, 1],ρ 1 ,ρ 2 ∈ W b , and
The condition (A6) implies that
The condition (A4) implies the similar estimate:
where one has used the inequality
where the definition of B (3) and the inequality (18) are used. Then it follows that
Now applying the above inequality to the sequence {ρ R j } j≥1 , Since r > 2r 0 , one can get by Lemma 11 that M R j ,1 ≥ ǫ 0 . And then
Proposition 4 and Lemma 12 show that the second term and the forth term in the right hand side are small for R j large enough. ∇B(ρ 0 χ r 2 <|x|≤r ) 2 tends to 0 as r → ∞ if ∇Bρ 0 2 is bounded. Therefore, M R j ,2 is uniformly small by choosing r large enough and this proves the lemma. Lemma 14. If the condition (A7) holds, then there exists a l < 0 such that
Proof. By Lemma 13, choosing r 1 > 2r 0 large such that
Hence, (A7) gives that
Suppose that R j ≥ max{π 1 , 2r 1 }. Set x R j as in Lemma 10, and then |x
. Note that A ′ (ρ) = o(ρ 1/3 ) as ρ → 0. Now for any x satisfying |x| < 2r 1 ,
So it follows the inequality (27) that
Fixing r 1 yields Lemma 14.
Proof of Theorem 2. It follows from (28) and Lemma 14 that
To prove that there is a R 0 such that ρ R j = 0 outside the ball B R 0 , it suffices
We first prove that 
where C is a new constant. Thus,
where C is a constant independent of ρ R j . Then Lemma 13 implies that there is a r 2 > 2r 0 > 0 such that for all |x| ≥ r 2
Bρ R j (x) ≤ −l/2 follows the proof of Auchmuty and Beals [2] , and for completeness we present it here. Let ǫ r 3 ,R = sup
A similar argument to Lemma 11 gives that ǫ r 3 ,R = O(r −1
3 ) as r 1 → ∞. Then for |x| > r 3 and 1 < r < 1 2 r 3 , we have
Note that the shell 1 < |y − x| < r can be covered by no more than Cr balls of radius 1. Choosing r large and then r 3 large, we get that Bρ R j (x) ≤ −l/2 when |x| ≥ r 3 for all R j .
As a result, there exists a R 0 = max{2r 1 , r 2 , r 3 } such that {ρ
The proof of Lemma 4 shows that E b is weakly lower semicontinuous on W .) Consequently, Theorem 2 is proved.
An Improved Existence Theorem
In this section, we will improve Theorem 2 by enlarging the admissible set We denote it as F b = E b (ρ b ) and thus F b represents the energy minimum for E b .
To prove Theorem 3, it suffices to prove that
, ξ] and let Γ = {b ∈ [
gives the desired conclusion which completes the proof of the corollary.
Corollary 2. Define
Proof. The proof follows from Lemma 6 and 7 by replacing the term E b (ρ π 0 ) and k 0 with F b 0 and K 0 respectively. 
Eb ,3 := ρ(x)ρ(y) |x − y| dxdy = ρ(x ′ )ρ(y ′ ) |x − y| dx ′ dy ′ . , ξ] for b is naturally satisfied if the above claim holds.
Note that
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