Abstract : Data mining is a powerful emerging technology that helps to extract hidden information from a huge volume of historical data. Tills paper is concerned with finding the frequent trajectories of moving objects in spatia-temporal data by a novel method adopting the concepts of clustering and sequential pattern mining. The algorithms used logically split the trajectory span area into clusters and then apply the k-means algorithm over this clusters until the squared error minimizes. The new method applies the threshold to obtain active clusters and arranges them in descending order based on number of trajectories passing through. From these active clusters, inter cluster patterns are found by a sequential pattern mining technique. The process is repeated until all the active clusters are linked. The clusters thus linked in sequence are the frequent trajectories. A set of experiments conducted using real datasets shows that the proposed method is relatively five times better than the existing ones. A comparison is made with the results of other algorithms and their variation is analyzed by statistical methods. Further, tests of significance are conducted with ANOV A to find the efficient threshold value for the optimum plot of frequent trajectories. The results are analyzed and found to be superior than the existing ones. Tills approach may be of relevance in finding alternate paths in busy networks ( congestion control) , finding the frequent paths of migratory birds, or even to predict the next level of pattern characteristics in case of time series data with minor alterations and finding the frequent path of balls in certain games.
Introduction
Principles of data mining may be applied to a large volume of data to extract some new non-trivial information. With the pervasiveness of cutting edge technologies , there is an increased availability of huge objects like their mobility pattern. This might help finding alternate paths in congestion control. In games, the Ff of ball struck by a player may be found and consequently the opponents can play defensively and increase their chance of winning. In case of migratory birds , using the information obtained from their Ff , air traffic can be channelized to avoid bird hits on flights. Hence finding Ff assumes significance and it can be applied with some additional statistical concepts to predict the next level of information in the time series domain.
Recently substantial researches were performed in this area to find the frequent trajectory patterns ( Duda et Lee et a!. 2009; Shaw 2010a-d) . This research paper highlights the overview of existing frequent trajectory pattern methods , its extensions and applications. Consider a large number of trajectories passing over an area of interest. This area may be divided into clusters of various sizes ( Cf. Section 4. 7 ) . A cluster count is obtained from the ratio of the number of coordinates of the trajectories passing through it to the total number of coordinates of all trajectories. The cluster count of the cluster is greater than the minimum support threshold value , such cluster may be called as the active cluster. They are sorted in descending order of their count. Such clusters are linked together by a sequential pattern mining technique and the Ff of the moving objects can be found out. The method is discussed in Section 3. 1 , and is proven to be relatively the best among the existing ones in this category with respect to time and space complexities. As the algorithm is implemented in Java with size of required memory less than one MB , it may be easily implemented across various platforms.
With the rich content of literature on this theme , this paper is organized into the following three themes in successive sections : related work; mining frequent trajectories of moving objects; results and conclusions.
Related work
Trajectories left behind by moving objects are accumulated to form a new kind of data. Such data are Arthur A. Shaw et al. normally available in the form of spatial or spatiatemporal coordinates in two or three dimensions which may have very little or no semantics. From these data no useful information can be gathered by commuters that wish to explore the possible routes for a place. This difficulty can be overcome by applying the data mining principles and gathering useful information about the moving object's behavior or patterns. It is a complex process to extracting information from the trajectory database ( Duda et Lee et a!. 2009 ; Shaw 2011 ) . Some of the developments over the last two decades focused on their spatial and temporal properties. Mouza and Rigaux ( 2005 ) proposed a data model for tracking mobile objects by partitioning the spatia-temporal data into spatial and temporal components and retrieve objects that match mobility patterns by framing deterministic queries. Semantic data models were proposed for queries on moving objects ( Bishop 2009 ) . But usually, querying is not the objective of data mining. In certain cases researchers considered semantics and background or environment geographic information of trajectories ( Cao et a!. 2007 ; Spaccapietra et a!. 2008; Lee et a!. 2009 ) . As the moving objects follow some patterns over a period of time, their paths can be mined from their spatial attributes. Spaccapietra et a!. ( 2008) proposed some basic definitions and semantics for trajectories which are focused on finding the frequent trajectories in the object space. Cao et a!. ( 2007) defined the problem of mining periodic pat-terns in spatia-temporal data, but for finding the patterns by clustering the time component was unutilized. Distance travelled by an object is considered for finding the frequent patterns in (Laube et a!. 2005) . Brakatsoulas et a!. ( 2004) and Mouza and Rigaux ( 2005) considered the semantics and geographic information behind trajectories for fmding trajectory patterns. Trajectories can be classified according to their spatial coordinates, time component, velocity and direction of movement. A trajectory may fall in a sequence of clusters (Chen eta!. 2009 ). The K-means algorithm has been widely ap-plied to partition datasets into a number of clusters ( Wu et al. 2008 ) and performs well for many problems, particularly for numerical variables that are normal mixtures ( Duda et al. 2001 ; Bishop 2009 Sequential pattern mining paradigm was extended to find the trajectory pattern ( Giannotti et al. 2007 ) .
Moving objects in the same region and direction are considered for mining frequent patterns in dense datasets ( Alvares et al. 2007 ; Gudmundsson et al. 2007 ) . Gudmundsson et al. ( 2007 ) found frequent patterns by overcoming the short comings of apriori based mining ( ABM) ( Agrawal et al. 1993 ) . Analysis of groups of geospatial data is used to extract knowledge on movement patterns. Spatial data mining is the process of discovering interesting and previously unknown, but potentially useful patterns from spatial databases ( Laube et al. 2005 ; Han and Kamber 2006 ) . The complexity of spatial data and intrinsic spatial relation-ships limits the usefulness of conventional data mining techniques for extracting spatial patterns ( Shaw 2010 a-d) . CBM correctly identifies the FT , whereas others ( Agrawal et al. 1993; Alvares et al. 2007; Spaccapietra et al. 2008; Shaw 2010c-d) list relatively all the probable paths as patterns. It also overcomes the short comings of existing methods in terms of its time and space complexity.
It requires ouly a single scan to the database to extract the accurate path in the presence of multiple numbers of trajectories. Further, this paper focuses on the unique features that distinguish frequent pattern mining from classical data mining in three categories viz. , data input, output path, and computational process. 
Process flow
To begin with the trajectory dataset D is scanned once. T, (2,1,3) ,(2,2,4) ,(2,3,6) ,(3,4,7) ,(2,5,11)
T, (1,1,1) ,(1,2,2) ,(2,2,3) ,(2,3,5) , (3, 4, 6) , (3, 5, 8) ,(5,7 ,10) ,(6,6,11) , (7 ,5 ,13) , (8, 4, 14) , (8,3 ,15) ,(9,2,17) ,(10,1,20)
T 6 (2,1 ,4) ,(2,2,5) ,(2,3,6) ,(3,4,7) ,(2,5,9) ,(1 ,5,13)
These partition the set P of coordinates into k clusters resulting in high intra-cluster slln.ilarity and low inter-cluster similarity. Here P refers to the set of all the coordinates of N trajectories from dataset D.
Multiple trajectories may pass through either a single cluster or a set of successive clusters and may be called as clusters of frequent trajectory. A cluster will have the information of its cluster count. In addition, the clusters will have successive links , and a flag to indicate the processed information. That is each logical cluster will be linked with another cluster by establishing a link. It is used for traversal and listing the Ff. Similarly the flag in the logical cluster will indicate that whether the cluster is taken into account, processed or not; in the sense that it is linked with the previous processed cluster. Based on this linked sequence ouly the Ff are listed as output.
The cluster count of a cluster is ratio of the number of coordinates in all the trajectories passing through it, p to the cardinality of dataset D.
A cluster will be considered as active , if its cluster count is greater than the minimum support threshold f Minimum support threshold { is a user specified value. The active sets of clusters will ouly be considered for further processing, because the clusters having count less than { will not be frequent. Information about these clusters are stored in an array A in the descending order of their count.
Next step is to find the mid-point for the active set of clusters. The reason behind this is that many trajectories may pass through various positions in a cluster. In the mining process it proceeds further by pointing the clusters where more number of trajectories passing through. While listing the Ff as output the Ff ' s coordinates are required. For that only the mid-points for the active set of clusters are found by calculating the mean center value (Mitchell 2006 ) of the coordinates in each cluster. It is the average value of x and y coordinates of all the coordinates in a cluster. Let the mean center value of the coordinates in each cluster, ciJ be denoted as miJ -I ' X =-Ix,
where x, andy, are the coordinates in the cluster C,J; t is the total number of coordinates in it. Consider the highest cluster count of an unprocessed cluster as a source , and continue linking the successive clusters based on their counts. Each successive clusters are identified from the nearest eight neighborhood clusters. A cluster c,,, in the neighborhood whose count is less than or equal to the current cluster, say C 2 , 2 , qualifies to be the successor of c,,,. If multiple clusters qualify for successors, the procedure may begin with an arbitrary successor and the rest are marked unprocessed. The procedure may be repeated with unprocessed ones later. This process as the successive cluster identification and linking will be continued until an end is reached. Again look for any unprocessed cluster in the array A. If anyone exists then consider the current cluster as a source for next path. Again repeat the successive cluster identification and linking until all the clusters in array A are processed.
After all the active clusters in array A are linked ( 25% ) from the current size and the same process mentioned in this sub section is repeated until the value of E is within a specified limit ( converges to a marginal negligible value) . The size of the cluster would be optimum when the squared error function converges. At this point start listing the cluster mean values of all clusters linked in sequence and arranged in path by path. These coordinates are Ff of the dynamic objects. The process flow of the CBM is shown in Fig. 1 Step 2 : Declare an array A [ ] ; II To store active set of clusters. II Scan the trajectory dataset D and increment the corresponding cluster.
Step 3 : Read a trajectory dataset D;
Step 4 : Find the minimum and maximum area where the trajectories are spanning across x and y axis ;
II To find number of square clusters, of size k x k in the trajectory span area m x n.
Step 5: k =m xn/s;
Step 6 : Create k uniform square clusters of size s with indices c,J ;
Step 7 : Repeat;
Step 8 : Assign or reassign each coordinate of the cluster to which the coordinate is the most similar, based on the mean value of the coordinates in the cluster;
Step 9: Update the cluster means m,J by calculating the mean value of the objects for each cluster c,J;
Step 10 : Calculate E;
Step 11 : Reduce cluster size k = k -k/4 ;
Step 12: Until square error, E converges; II Select the active set of clusters.
Step 13: Set cas 0;
Step 14: For ( i = mmin; i..;;; mmax; i + k);
Step 15: For ( j = nmin; j..;;; nmax; j + k);
Step 16: If C,J count ;;, g then;
Step 17 : Set C,J active as true; Step18:A[c] = C,Jcount; Step19:c++;
Step 20 : End if;
Step 21 : Next j; Step22: Next i; II Sort the active clusters in array A.
Step 23: For ( i = 0; i < c-1; i + + ) ; Step24: For (j = i+1;j < c;j+
Step 26:
Step 27 : End if;
Step 28: Nextj;
Step 29: Next i;
Step 30 Step 32 : Repeat;
Step 33 : From current cluster find the unprocessed and active clusters surrounding the nearest eight neighborhood clusters having count;;, current cluster's count;
Step 34 : If found then;
Step 35 : If more than one clusters having same count found then ;
Step 36 : Choose any cluster arbitratily adjacent to current cluster;
Step 37: End if;
Step 38: Set current cluster to currently found cluster;
Step 39: Unk the current cluster with previous current cluster;
Step 40 : Set current cluster, processed as true;
Step 41: End if;
Step 42 : Check any unprocessed clusters exists in array A[ ] ;
Step 43 : If found then;
Step 44: Repeat Steps 32-48;
Step 45 : Else;
Step 46 : Go to Step 49 ;
Step 47: End if;
Step 48: Until all unprocessed, active set of clusters are processed;
Step 49 : From each header cluster to current cluster collect all the linked clusters in sequence;
Step 50 : End of algorithm.
Complexity of CBM algorithm
Let m and n be the length and breadth of the trajectories in D, span across along the x and y axes. The time complexity of the k-mean algorithm is, 0 ( Pkl) where P is the total number of coordinates in D, k is the number of clusters , and l is the number of iterations, which is represented in Steps 6-12. To select the active set of clusters the algorithm will take O(mnls 
The algorithm fmds out only FT. In fact, all possible FT without exemption can be obtained using it. The number of clusters wonld become manageably finite with the application of the thresbold value ~, giving way for an exbaustive usage of the algorithm. Hence the algorithm is sound and complete.
Analysis of variance
The analysis of variance is a powerful statistical tool for testing of significance. It is based on F -distribution and is an adequate procedure for testing the significant difference among the resnltant frequent trajectories obtained by the CBM and FBM methods. Comparison may be made between them by using the root mean square error ( RMSE) ( Wikipedia 2004a)
n where x 11 , x,. are the corresponding coordinates in abscissa for a specific value of the ordinate.
Based on the RMSE obtained for different thresbold values, one-way ANOV A test with statistical package for social science ( SPSS ) is carried out for various thresbold levels and the resnlts are tabnlated. The Duncan post-hoc analysis ( Wikipedia 2004b) is used to understand the behavior of RMSE for the resnltant frequent trajectories and the resnlts are tabulated (Tabs. 5 and 6).
Results and conclusions
The experiments were performed using Java 1. 7, NetBeans IDE 7. 2 on a PC with an Intel Core 2 Duo with a 2. 99 GHz processor and 2 GB RAM running on Microsoft Windows XP Professional Version 2002 OS. Experiments are conducted to analyze the performance of CBM method using real datasets from those specified in Tab. 2. The process followed is exactly as mentioned in Section 3.
Finding FT with different datasets
Initially , the proposed method is executed over the datasets mentioned in Tab. 2 for cluster sizes starting from one unit and then subsequently reducing it by 0. 1 unit. It is observed that for s = 0. 3, the squared error function E becomes less than a specified tolerance value. The thresbold value is also varied from 10% to 70% with step size of 10%. It is found that for thresbold values greater than 70% , most of the datasets do not yield any frequent trajectory coordinates. The experiments are repeated with various values of threshold for each cluster size and the execution time is recorded. These values are plotted in charts as shown in Figs. 2(a)-(d The average execution time taken to find FT by the CBM for different thresbold values and datasets are tabnlated in Tab. 3. It is found in Tab. 3 that the execution time for S, is consistent for most of the cluster sizes and hence in further experiments it is used as a standard dataset.
Tab. 3 Average execution time
Average execution time for cluster sizes ( ms) 
Analyzing execution time with other algorithms
The experiments are conducted with 10000 trajectory tuples using different methods and their average execution times across various threshold values obtained are plotted in Fig. 3 . Similarly analysis is made with varying trajectory tuples and the resnlts are shown in Fig. 4 . It has been observed that CBM is five times faster than ABM. Also on an average , CBM method is found to be six times better than ABM, one third times ( 33% ) better than FBM and five times better At different threshold levels the RMSE of resultant frequent trajectories obtained varies significantly. Since the significance value is 0 , the test is significant (P <0. 05). Duncan post-hoc analysis is followed in the experiments and the results tabulated for each threshold values are shown in Tab. 6. From Tab. 6 it is observed that the RMSE of resultant frequent trajectories obtained becomes equal at threshold levels 10%, 20% as highest and at threshold levels 50% , 40% as lowest. Fig. 6 , which again shows remarkable agreement with those given by the National Hurricane Centre (Rick et al. 2012) . It is to be noted that earlier one is man-made and the second one is due to nature and in both instances the CBM predictions are excellent.
CheciQ ng FT with synthetic dataset
Once a threshold value is specified, the input dataset becomes manageably finite ( though huge in size) and the CBM predicts all Ffs and only Ffs. A synthetic dataset containing ( i) Number of trajectories: 500 to 3000 , ( ii) Length of the reference space : 0 to 100 em, (iii) Average length of trajectories: 50, (iv) The maximum time span : 10 s , ( v) Number of potential frequent patterns: 50 , and ( vi ) Average length of potential frequent patterns: 25 coordinates, is used for validating it. For a { of 50% , it fetches all the 50 frequent patterns which is also verified manually. 
Condusions
From the charts in Fig. 2 , it is clear that all the data sources performed well for the minimum support threshold value of 40% and 50%. That is, the average error ratio between the resultant trajectories obtained from the CBM and FBM are minimal when the threshold value is 50%. Also the best results were obtained for the cluster of size 0. 3 unit. Extensive study is made with the datasets rounded to tens and found that the results obtained are best when the cluster size is 3 unit. Similarly when the cluster size is 30 unit for the datasets rounded to hundreds , best results are obtained. Hence it is clear that for better quality results the size of the cluster should be kept as thirty percentage of the dataset value. The ANOV A test based on the RMSE and the Duncan post-hoc analysis values shown in Tabs. 5 and 6 confirms it. In other words the FT by the current approach can be efficiently achieved when the cluster size is 0. 3 unit and threshold value as 50%.
Merits
Advantages of the proposed CBM method over others are: ( i) Number of scans: it only needs one scan on database, whereas in the case of ABM takes multiple database scans, FBM takes two data-base scans, ( ii) Execution wise: it is five times faster than the GBM, two times faster than the FBM and eight times faster than the ABM. From the number of coordinates in the dataset it may give an impression that the computation will take various permutations and combinations to find all the possible frequent trajectories. Obviously it is true , but through the proposed approach all the coordinates irrespective of their quantity are brought into k clusters.
Applications and future woM:i
This approach may be applied to games like cricket, tennis etc. , where players move may be predicted.
Further it may also be applied in electronic communication networks or in road traffic networks to find the most frequent path where more packets or objects will pass through. Based on the obtained results, alternate paths can be chosen to avoid network congestion and save commuting time. Birds follow a certain path by instinct during their migratory season from continent to continent. Their path may be found in advance, by these information , air traffic may be alerted to take alternate routes. With some statistical methods like curve fitting techniques and time series trend analysis may be adopted , applications to predict new trends of shares are planned. It also planned that to develop a proprietary application to predict the possible direction of ball movement for a player based on historical data.
