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Resumen
A medida que la proporción de energía solar fotovoltaica en la producción de energía eléc-
trica mundial sigue aumentando, se vuelve cada vez más interesante e urgente, estudiar y
evaluar cómo el rendimiento general de los sistemas fotovoltaicos y de los módulos foto-
voltaicos, en particular disminuye con el tiempo. Esto no solo es importante por razones
financieras, sino también técnicamente, porque es crucial comprender los efectos del clima
local en la degradación del rendimiento de los módulos. Se han propuesto muchos métodos
para evaluar las tasas de degradación de los módulos y sistemas fotovoltaicos a partir de
datos de su rendimiento en exteriores. Sin embargo, la mayoría de estos métodos se basan
en datos registrados a través de la vida útil de los módulos, lo que significa que las tasas de
degradación se evalúan a partir de los datos de rendimiento monitoreados sin comprender
ni las rutas de degradación ni las variables ambientales que influyen en este proceso. Por lo
tanto, en la primera parte de esta investigación, se propone un modelo físico para determi-
nar las tasas de degradación de los módulos fotovoltaicos basados en variables climáticas.
A través de él, se cuantifica el impacto de las cargas climáticas combinadas en la potencia
máxima generada por el módulo. Se supone que son necesarias tres reacciones precursoras
de la degradación, a saber, hidrólisis, fotodegradación y degradación termomecánica, para
la predicción de la vida útil. Para cada reacción, se propone un modelo cinético empírico y
se valida con mediciones realizadas en interiores. Se propone un modelo generalizado para
cuantificar los efectos de las cargas climáticas combinadas para aplicaciones en exteriores.
El modelo generalizado se calibra y valida utilizando datos experimentales de tres módulos
de silicio monocristalino idénticos instalados en tres climas distintos de evaluación compar-
ativa: clima marítimo (Gran Canaria, España), clima árido (Negev, Israel) y clima alpino
(Zugspitze, Alemania). Luego, el modelo se extiende para simular y mapear las tasas de
degradación global y se identifican las áreas de riesgo. Para validar los modelos selecciona-
dos o propuestos, se utilizan datos experimentales de pruebas de envejecimiento acelerado.
De los tres modelos se deriva un modelo generalizado para cuantificar los efectos de las
cargas climáticas combinadas para aplicaciones en exteriores. El modelo generalizado se
calibra y valida utilizando datos experimentales al aire libre de tres módulos de silicio
monocristalino idénticos instalados en tres climas de referencia: marítimo (Gran Canaria,
España), árido (Negev, Israel) y alpino (Zugspitze, Alemania). Finalmente, utilizando la
base de datos climática pública (ERA5), se procesan los datos climáticos para extraer los
parámetros necesarios para el cálculo de la tasa de degradación. Estos parámetros se apli-
can luego para evaluar las tasas de degradación basadas en los tres mecanismos precursores
y también para evaluar las tasas de degradación total. Por lo tanto, se proporcionan mapas
de riesgo de degradación global basados en mecanismos precursores específicos, así como la
tasa de degradación total. Creemos que estos mapas de riesgos son útiles para comprender
los mecanismos dominantes de degradación de acuerdo con las ubicaciones geográficas y,
por lo tanto, podrían usarse para desarrollar materiales fotovoltaicos dependiendo de las
ubicaciones geográficas operativas. Otro desafío fundamental de los métodos disponibles
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es su precisión cuando se necesitan pronósticos a largo plazo después de un corto tiempo
de operación y con puntos de datos limitados. La segunda parte de esta investigación
aborda este desafío en el que se propone un nuevo método basado en datos para mejorar
la precisión de la predicción a largo plazo con un pequeño historial de degradación. El
modelo depende de los patrones de degradación y se introduce un nuevo concepto de tasa
de degradación dependiente del tiempo. El modelo ha sido calibrado y validado utilizando
diferentes módulos fotovoltaicos y datos de sistemas con una exposición de campo entre
5 a 35 años. El nuevo modelo se compara con los métodos existentes basados en datos.
El modelo propuesto redujo las incertidumbres de pronóstico a largo plazo cuando los
pronósticos se hacen después de una pequeña degradación del rendimiento. A partir de
estos resultados, se evalúan los efectos de la degradación a largo plazo en la predicción
del rendimiento a lo largo de la vida del módulo. Se ha demostrado que utilizando el
enfoque propuesto, las predicciones de rendimiento de por vida son más confiables debido
a un pronóstico de degradación a largo plazo más preciso. Finalmente, los dos enfoques
se combinan para formar un modelo híbrido basado tanto en los métodos físicos como en
los basados en datos. De hecho, el modelo híbrido tenía como objetivo proporcionar un
pronóstico de degradación a largo plazo más confiable, así como tener una comprensión
física de los mecanismos de degradación dominantes que influyen en la degradación del
rendimiento. Creemos que este modelo es útil para calcular el costo nivelado de energía
más confiable y, por lo tanto, la viabilidad económica de la energía solar, así como para
mejorar el desarrollo de nuevos materiales fotovoltaicos de acuerdo con las condiciones
climáticas de funcionamiento.
Abstract
As the share of photovoltaic keeps increasing in the global electricity mix, it becomes
critical to assess how the overall system and module performance (power) decreases over
time. This is not only important for financial reasons but also technically, because it is
crucial to understand the effects of the local climate on the performance degradation. Al-
though different models have been proposed to quantify the impact of climatic stresses
on performance degradation based on indoor ageing tests, less has been done to quantify
these effects in outdoor operations. The available methods for outdoor application are
mainly data-driven, meaning that the performance losses are evaluated from monitored
performance data without an understanding of the influencing environmental variables.
Moreover, these models are suitable for performance loss rates and not for degradation
rates evaluations.
Therefore, in the first part of this research, a physical model to determine the degra-
dation rates of photovoltaic modules based on outdoor climatic variables is proposed.
Through it, the impact of combined climatic loads on the module’s maximum power out-
put is quantified. In this approach, three degradation precursor mechanisms, namely,
hydrolysis, photodegradation, and thermo-mechanical, are assumed to be necessary for
service lifetime prediction. For each mechanism, an empirical model that describe well the
physical/chemical kinetics is selected or proposed. To validate the selected or proposed
models, experimental data from accelerated ageing tests are used. A generalized model
to quantify the effects of combined climatic loads for outdoor applications is then derived
from the three models. The generalized model is calibrated and validated using outdoor
experimental data of three identical mono-crystalline silicon modules installed in three
benchmarking climates: maritime (Gran Canaria, Spain), arid (Negev, Israel), and alpine
(Zugspitze, Germany). Finally, using the public climate database (ERA5), climatic data is
processed to extract the climatic stresses necessary for the calculation of the degradation
rate. These stresses are then applied to evaluate the degradation rates based on the three
precursor mechanisms and also to evaluate the total degradation rates. Therefore, global
degradation risk maps based on specific precursor mechanisms as well as total degradation
rate are provided. We believe that these risk maps are useful to understand the dominating
degradation mechanisms according to geographical locations and hence could be used to
develop photovoltaic materials depending on the operating geographical locations.
Other fundamental challenge of the available methods is their accuracy when long-term
forecasts are needed after a short operation time and with limited data points. The second
part of this research, addresses this challenge where a new data-driven method is proposed
so as to improve the accuracy of long-term prediction with small degradation history. The
model depends on the degradation patterns and a new concept of time dependent degra-
dation rate is introduced. The model has been calibrated and validated using different
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photovoltaic modules and systems data with 5 to 35 years of field exposure. The new
model is benchmarked against existing data-driven methods. The proposed model lowered
the long-term forecast uncertainties when forecasts are made after a small performance
degradation. Through this, the effects of long-term degradation to lifetime yield predic-
tion are assessed. It has been shown that using the proposed approach, the lifetime yield
predictions are more reliable due to more accurate long-term degradation forecast.
Finally, the two approaches are combined to form a hybrid model based on both the
physical and data-driven methods. Indeed, the hybrid modelis aimed to provide more
reliable long-term degradation forecast as well as having a physical understanding of the
dominating degradation mechanisms influencing the performance degradation. We believe
such a model is useful to calculate more reliable levelized cost of energy and thus the eco-
nomic viability of solar energy as well as to improve the development of new PV materials





2 Literature review 5
2.1 Photoltaic degradation and degradation modes . . . . . . . . . . . . . . . . . 5
2.2 Degradation models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 A review of the available physical models . . . . . . . . . . . . . . . . . . . . 7
2.3.1 Degradation models for corrosion . . . . . . . . . . . . . . . . . . . . . 8
2.3.2 Models for potential induced degradation . . . . . . . . . . . . . . . . 14
2.3.3 Models for ultraviolet irradiance degradation . . . . . . . . . . . . . . 16
2.3.4 Degradation models for delamination, fatigue solder failure and cell
cracks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.5 Physical models for combined degradation modes/stresses . . . . . . 17
2.4 Chapter Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3 Methodology 21
3.1 Methodology for the proposed physical model . . . . . . . . . . . . . . . . . . 22
3.1.1 Combined climatic stresses degradation rate model . . . . . . . . . . 22
3.1.2 Degradation indicator model . . . . . . . . . . . . . . . . . . . . . . . 26
3.1.3 Experimental part . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.1.4 Global climate data processing . . . . . . . . . . . . . . . . . . . . . . 28
3.1.5 Statistical error analysis methods . . . . . . . . . . . . . . . . . . . . . 31
3.2 Methodology for data-driven model . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2.2 Modelling assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2.3 Modeling approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.4 Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.5 Statistical errors analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3 Methodology of a hybrid model . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4 Results and Discussion 41
4.1 Results for the physical model . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.1.1 Properties of the proposed power degradation function . . . . . . . . 42
4.1.2 Calibration and validation of the specific degradation rate models . 43
4.1.3 Calibration and validation of the combined degradation rate model 44
4.1.4 Degradation rates and lifetime prediction . . . . . . . . . . . . . . . 45
viii CONTENTS
4.1.5 Comparison of the proposed physical model with other physical model 46
4.1.6 Global degradation rates mapping: A global PV degradation risk
analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.1.7 Uncertainties evaluation of the physical model . . . . . . . . . . . . . 50
4.2 Results for the data-driven model . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2.1 ”Time and degradation pattern” dependent models as well as 3%
degradation threshold . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2.2 Model calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2.3 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2.4 Model application and comparison with statistical models . . . . . . 56
4.2.5 Model limits and uncertainties . . . . . . . . . . . . . . . . . . . . . . 59
4.2.6 Assessing the effects of PV modules long-term degradation on life-
time energy yield . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2.7 Simplified User Interface (PVLife Toolbox) . . . . . . . . . . . . . . . 62
4.3 Results for the hybrid model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64





PV modules as well as systems are affected by continuous cycles of temperature, humidity,
irradiation, mechanical stress, and soiling. These environmental stresses cause different
degradation modes that take place within a PV module and reduce the performance of
the system. In order to accurately determine the degradation rates of PV modules and
to understand the effects of the operating conditions, the evolution of power in real life
operation must be monitored simultaneously with the local operating condition. However,
this requires waiting a considerable amount of time and huge financial investments. In this
case, two main approaches are currently used to mimic the outdoor degradation rates.
The first approach is using indoor accelerated ageing tests where modules are exposed
to extreme controlled operating conditions in climatic chambers in order to degrade the
modules within a short time. Although these tests are carried out based on the established
International Electrotechnical Commission (IEC) standards Wohlgemuth (2012), an open
question remains if they can really represent outdoor degradation.
The second approach is the utilization of mathematical models to determine the degra-
dation rates in shorter periods and to predict the lifetime of PV modules. Two modelling
techniques are commonly used; physical and data driven techniques. Physical models
are developed to describe the link between the modules performance degradation to en-
vironmental variables Bala Subramaniyan et al. (2018). Data-driven techniques utilize
monitored operational data related to system’s performance to evaluate the degradation
rate Meyers et al. (2019). The biggest challenge of mathematical models is the reliability
of the predicted results Jordan et al. (2020). Usually, to valid degradation models, one
needs to have enough degradation data available, which is not always the case.
On one hand, according to the state-of-the-art of degradation models, most physical
models are developed for accelerated indoor ageing application. Physical models to quan-
tify the effects of outdoor climatic stresses are very helpful to understand the correlation of
the different local climates with the degradation processes. This understanding is useful to
develop new materials based on the operation local climates. However, such models have
received relatively little attention in the industry. According to our knowledge, it is of
recent that, Bala Subramaniyan et al. (2018) proposed a model to link the module perfor-
mance degradation to environmental variables for outdoor application. They applied their
model to predict the degradation rates of a mono-crystalline silicon module in different
climatic locations. However, since PV modules are characterized by numerous degradation
modes Köntges et al. (2017) and that PV modules are of different technologies, further
developments for a model that take into account multiple climatic factors are still needed.
Moreover, degradation models are developed on basic assumptions as well as simplifica-
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tions based on the available or known degradation patterns, this makes generalization of
a given model a challenge. In this case, it is important to develop different models using
different assumptions describing different degradation patterns. Therefore, in the first part
of research, a new physical model to quantify the effects of combined climatic stresses is
proposed as a contribution to this challenge.
The new model is based on the assumptions that, three major degradation mecha-
nisms; hydrolysis, photo-degradation and thermo-mechanical degradation are necessary
for lifetime prediction. Empirical models are proposed to describe the kinetics of these
three mechanism and hence to calculate the degradation rates. Through accelerated age-
ing tests, these mechanisms are reproduced and hence the models are validated. A model
to evaluate the impacts of the combined climatic stresses is then derived from the three
mechanisms. The derived model is calibrated and validated using identical mono-crystalline
silicon modules installed in three different climates: maritime (Gran Canaria, Spain), arid
(Negev, Israel), and alpine (Zugspitze, Germany) using real monitored meteorological data.
To extend the analysis on a global scale, global climate reanalysis data is used to extract
the model’s climatic input variables. The extracted variables are then applied to simulate
maps of degradation rates based on specific degradation mechanisms as well as the total
degradation rates.
On the other hand, data-driven techniques Phinikarides et al. (2014), Meyers et al.
(2019) that utilize monitored operational data related to system’s are commonly used es-
pecially to evaluate the degradation rates as well as the performance loss rates of PV
systems in outdoor performance. Generally, in spite of the wide application and the rec-
ognized potential of the data-driven techniques, limitations still exist for their use in PV
degradation analysis. The lack of a systematic and flexible approach to select parame-
ters of these models and their black-box character limit their understanding. Moreover,
data-driven techniques for lifetime forecast are based on fitting the available systems degra-
dation data by regression models and then extrapolating the evolution up to the time of
failure. However, in practice, the system’s degradation history available may be short and
incomplete, and a simple extrapolation may lead to large uncertainties. Also, one other
serious challenge is the accuracy of the models when applied after a shorter time interval.
Data-driven models usually require enough degradation history for their training. When
applied to forecast long-term degradation using a short degradation history, they often
provide unrealistic degradation scenarios. For example, Taylor and Letham Taylor and
Letham (2018) performed a comparison of the forecasting accuracy of different statistical
models at different time horizons. In their study, most models displayed large uncertainties
when applied after shorter time interval. To address these challenges, a new data-driven
model is proposed specifically for long-term degradation forecast. The proposed model is
aimed at improving the long-term forecasting accuracy for a shorter operation time. To
achieve this, time dependent degradation factors are assumed instead of a constant one.
To further improve the accuracy, different degradation factor models are proposed based
on the degradation patterns. Moreover, the model has been calibrated and validated using
degradation data from different sources and of different PV technologies both on module
and system level.
One other drawback of the data-driven methods is the lack of a correlation of the evalu-
ated rates with the triggering degradation mechanisms. To solve this problem, we combine
both the physical and the data-driven approaches proposed in this research into a hybrid
model. The hybrid model will aid to have more reliable long-term degradation forecast as
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well as having a physical understanding of the dominating degradation mechanisms influ-
encing the performance degradation. We believe such a model is useful to calculate more
reliable levelized cost of energy and thus the economic viability of solar energy as well as
to improve the PV materials according to the operating conditions.
The structure of the thesis is as follows:
Chapter 1. Introduction of the research, the novelty of the research work is introduced
with regard to the start-of-the-art.
Chapter 2. The available physical models are reviewed and Were possible a comparison of
the performance of the different models is carried out using experimental data
from indoor tests. At the end of the chapter the gaps for improvements are
identified.
Chapter 3. In this chapter, the methodologies of the proposed models are presented. The
chapter contains three major sections corresponding to methodologies for a
physical, data-driven and hybrid models respectively. In the first two sections,
the experimental data used for model calibration and validation are also de-
scribed.
Chapter 4. Here, the results are presented and discussed in order of the sections in chapter
3.
Chapter 5. Summarises the main conclusions of the research. The references follows the
chapter and the annex with the copies of the published articles that supports




Table 2.1: Chapter Nomenclatures
Symbols
Ea activation energy [eV]
I Intensity
ISC short circuit current [A]
kB Boltzmann constant (8.62×10−5eV/K)
Pmax power at maximum power point [W]
RD degradation rate [%/hour]
Tmax maximum temperature [K]
Tmin minimum temperature [K]
Rs Series resistance [Ω]
Rsh Shunt resistance [Ω]
U voltage [volt]
∆T temperature cycles [K]
Abbreviations
BoM bill of materials
DH damp heat
EVA Vinyl-acetate monomerspresent in Ethylene-vinyl acetate
LID light induced degradation
PID potential induced degradation
PV Photovoltaic
RH relative humidity [%]
RMSE root means square error
t time
T temperature [K]
TOW Time of wetness
UV Ultraviolet [W /m2]
2.1 Photoltaic degradation and degradation modes
Photovoltaic degradation is the reduction in efficiency with which a PV module/system
converts sunlight into electricity Jordan and Kurtz (2013). Degradation modes are effects
that irreversibly degrade the performance of a PV module or of a system and cloud cause
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safety problems Köntges et al. (2017). A great number of different degradation modes are
observed in PV modules, both under outdoor operation and and also using indoor accel-
erated ageing testing. The most commonly observed degradation modes include Köntges
et al. (2017): LID, solder fatigue failure, silver grid finger delamination, bypass diode fail-
ure, delamination, cell cracks, corrosion, polymeric discoloration, UV degradation of the
cell, polymeric mechanical failure, and PID. Each of these degradation modes has different
causes and is triggered by various stress factors.
Apart from the modes listed, different technical risks, which affect the PV performance
and the resulting costs, were found by Moser et al. (2017) as: glass breakage, snail track,
defective backsheet, hotspot, soiling, overheating, and junction box failure. An occurring
degradation mode can have an increasing impact on the PV performance over time. It can
develop in isolation as well as in combination with other degradation modes or technical
risks and might lead to the failure of a PV module. However, despite the definitions above,
a clear understanding of the definition of a degradation mode is also still a challenge and
stress should be put on common nomenclature to define a degradation mode with the same
terminology.
2.2 Degradation models
In general terms, degradation models are used to relate a test item’s estimated failure
time with the wear and tear during its usage period. It is important to note that for a
PV module, failure can be related to both performance degradation and safety issues. In
this regard, it is a prerequisite to describe in which context it is being used. To add on,
degradation models can either be developed to evaluate electrical performance or material
degradation, it is also necessary to clarify the context in this regard. Therefore, in this
section, the term failure (as used throughout the entire document) is defined only in terms
of performance degradation. The described as well as the proposed models quantify the
evolution of PV modules performance over time.
Two modeling approaches; physical and data-driven are commonly used to evaluate the
degradation rates and lifetime of PV modules.
Data-driven models are often employed to estimate degradation rates based on analysis
of given data sets. Data-driven techniques can be divided into two categories: statisti-
cal techniques (regression methods, ARMA models, etc.) and artificial intelligence (AI)
techniques (neural networks (NNs), fuzzy systems (FSs), etc.) Chen Xiongzi et al. (2011).
The goal of the statistical analysis is to calculate the trend of the PV performance time
series and to translate the slope of the trend to an annual loss rate, in units of %/year
Phinikarides et al. (2014). Although these models can provide consistent performance loss
rates (PLRs), which are useful for data extrapolation and service life predictions, they do
not directly provide evidence for the degradation modes taking place in the module. Other
effects such as diffuse soiling, snow, shading or module mismatch have also a direct impact
on the performance trend.
Physical models are based on the physical/chemical understanding and assumptions of
a specific degradation mode. These models represent the mechanism involved in complex
physical/chemical processes. For well-known PV module degradation modes, several ana-
lytical models to predict PV module degradation are available. All these models are based
on the principle of understanding the underlying process, but they are still only heuristic
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models, which do not include the influence of material parameters.
A significant part of the research is devoted to physical models, therefore, the literature
discussion is inclined towards this directions. The statistical methods are also reviewed in
the supporting article attached in the annex.
2.3 A review of the available physical models
On one hand, physical models are developed to explain experimental observations
of different degradation modes and can also be used in experimental designs. A model
can be applied to analyze the experimental observations by fitting experimental data to
extract parameters that cannot be directly measured (e.g kinetic energy), used to study
the sensitivity of performance degradation to climatic stress factors such as T, RH, ∆T,
UV and other influence factors.
On the other hand, models are also used to predictive or forecast future behavior.
Models are used to predict in situations where a given module needs to be analyzed under
different test conditions. In this case, the measurements of the module under a given con-
dition can be applied to calibrate the degradation models and apply the calibrated model
to predict the effects of other different test conditions as illustrated in 2.1. Degradation
models are used as forecasting models to know the progress of degradation for an extended
time horizon. In this case, the models are calibrated on experimental data after a shorter
time and then applied to extrapolate the degradation for a longer time.
Figure 2.1: Schematic diagram showing the different applications of degradation models:
forecasting, predictive, sensitivity analysis and experimental evaluation. S1 are the applied
experimental stress conditions and S2 are the modeled stress conditions. At model cali-
bration stage, the extracted parameters can be used for extrapolation, results assessment
by correlating them to material properties or used as inputs to predict the degradation at
different test condition as well as to perform a sensitivity analysis
Electrical parameters such as: Pmax, ISC, Rsh and Rs resistances are commonly mod-
eled as degradation indicators. Hence, the environmental stresses and their interactions
with the PV module components are assessed based on the reduction of the initial electri-
cal parameter at time (t = 0) before aging and at time (t = t) after aging or in the field.
The degradation models can be divided into two categories: models for the degradation
indicators and models for the degradation rates. The degradation indicator models are
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mathematical functions proposed to evaluate the degradation trends of a given degrada-
tion indicator over time. Since each degradation mode or technology under investigation
can have a different degradation curve, different authors have proposed models to fit the
observed degradation curves. On contrast, degradation rate models evaluate the rate of
change of degradation indicators. They are function of the applied stress factors.
The structure of the review is as follows; models are discussed according to specific
degradation modes, how they are applied and where necessary their performances are
compared and discussed.
2.3.1 Degradation models for corrosion
Corrosion is one of the most occurring degradation modes in PV modules Ndiaye et al.
(2013). Corrosion is caused by the presence of high temperature and high humidity in
the module. Humidity can enter the module through the backsheet or the layers of the
encapsulant and spread into the module Park et al. (2013). One hypothesis is that humidity
leads to the formation of acetic acid through the hydrolysis of EVA Kempe et al. (2007);
Whitfield et al. (2012); Masuda et al. (2015) resulting to corrosion. Corrosion attacks the
metallic connections of PV cells and results in a loss of adhesive strength between the
cells and the metallic frame, as well as an increased leakage current and therefore a loss in
performance Kempe et al. (2007).
Degradation indicator models based on power at maximum power point and series
resistance have been proposed to fit the degradation patterns for corrosion as:
(1) Model of Pan et al. (2011)
Pmax
Pmax(0)
= exp(−RD tβ) (2.1)
(2) Pmax and Rs models according to Braisaz et al. (2014)
Pmax = 1+ exp(−B)1+ exp(RD t−B)
(2.2)
Rs = RS(0) = exp(RD t−B) (2.3)
where Pmax [W] and Rs [Ω] are the output power and series resistance at time (t), Pmax(0)
& RS(0) are the power output and series resistance at time (t = 0), β is the experimental
parameter, B is a coefficient to be calibrated and RD [%/hour] is the degradation rate.
These functions can be applied in two way; to extract the degradation rates and also for
extrapolation. The first application is used to compare the degradation rates of a similar
module but with different stress conditions or to analyze the impact of applied stresses to
different BoM. In this case, different modules with different BoM are tested under similar
conditions and the extracted degradation rates are compared. The second application is
used to forecast the evolution of degradation at an extended time horizon.
A. Comparison of Pan and Braisaz Model
The two models are applied to fit time series datasets from DH ageing tests at different
conditions: DH/750C/85%RH, DH/900C/50%RH and DH/900C/70%RH. Since the loss
in power could take different shapes as reported by Köntges et al. (2014), it is unlikely that
a single degradation function can fit all the different shapes. Here we compare how well
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the two function can fit three time series dataset from DH measurements with different
degradation profiles as shown in figure 2.2. The fitting is done using the least squares
fitting function inbuilt in Python. In both cases the derived degradation rates, the model
parameters as well as the RMSE are presented in table 2.2 . The RMSE is calculated as:
RMSE =
√∑n
j=1( f i −mi)2
n
(2.4)
where, m is a measured value and f is the fit value, n are the number of observations.
Figure 2.2: Pan and Braisaz model fit for different DH measurements, the dotted lines
represent the experimental data and the thick lines are the corresponding models fit respec-
tively. The colors represents the different experimental condition as well as the different
failure profiles.
Table 2.2: Derived model parameters for different damp heat conditions
Experimental condition RD [%/hour] Model parameter (β) model parameter (B) RMSE [%]
Pan Model
DH 75oC/85% RH 5.66e-8 1.50 - 0.35
DH 90oC/50% RH 6.40e-4 0.43 - 0.19
DH 90oC/70% RH 3.15e-9 2.13 - 4.99
Braisaz Model
DH 75oC/85% RH 4.43e-4 - 6.34 0.39
DH 90oC/50% RH 4.66e-4 - 5.42 0.39
DH 90oC/70% RH 2.58e-3 - 10.75 1.33
Figure 2.2 shows the experimental data with the respective models fit. It is can be seen
that, depending on the degradation shape, the fitting accuracy varies for both models.
For example, the model of Pan was able to fit well the red and blue curves and could not
provide perfect fitting of the black curve. On contrary, the model according to Braizas
was able to perfectly fit the black curve but not the the blue curve. Overall the model
according to Braizas is preferable to that of Pan since the extracted degradation rates are
consistent with the applied stresses. However, a model that include a shape parameter
that can perfectly fit/optimize, the different degradation shapes is still needed and will be
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part of this research work.
Another application of degradation models, as mentioned before, is to extrapolate the
measured performance degradation to longer time horizons. Therefore, the two models are
calibrated on the same dataset (i.e. DH/750C/85%RH) but only after 4000 hours. In each
case the model parameters are extracted as in Table 2.3. Then the calibrated models are
applied to forecast the power degradation from 4000 hours until 6500 hours. The results
for all the three models are plotted with the extended measurements 2.3
Table 2.3: Model parameters for Pan and Braisaz model after 4000 hours of
DH/75C/85%RH
Model RD [%/hour] Model parameter (β) model parameter (B) RMSE [%]
Pan Model
Pan 6.44e-10 2.07 - 0.13
Braisaz 9.00e-4 - 7.56 0.10
Figure 2.3: Extrapolation after 4000 hours of DH/75C/85%RH using Pan (blue) and
Braisaz (red ) models
Figure 2.3 shows the extrapolation of power degradation from 4000 hours to 6500 hours
using of Pan and Braisaz models. Indeed, it is hard to conclude that a particular model
is better than the other as this might highly depend on the degradation shape under
evaluation. However, two main conclusions can be drawn:
• A perfectly fitting model does not guarantee good forecasting. This is visible for
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the case of Braisaz’s model, with small residual deviation but instead the model
demonstrates the worst performance for this data set.
• Simple extrapolation after a given interval might not be reliable for longer time ex-
trapolation. This is visible in all the models. Indeed, this can be influenced by mea-
surement uncertainties, nature of the degradation pattern and many other factors.
Although many researchers use this kind of extrapolation, the reliability of extrapo-
lated performance is questionable and yet an unresolved challenge. Therefore, part
of this research focuses on developing methods to improve long-term extrapolation
accuracy.
The degradation rates of indicator models (equations 2.1, 2.2 and 2.3 can be calculated
as functions of T and RH using three common kinetics models namely; the Peck’s model,
the Eyring model and the exponential model Escobar and Meeker (2007); Jordan and
Kurtz (2010). These models are developed on the primary assumption that the rate of
degradation is proportional to the concentration of water in PV modules and that the rate






















where A and n, b and m are model parameters. In order to obtain A, Ea, n, b and m
in the equations (2.5), (2.6) and (2.7), the equations can be fitted to experimental data or


















A plot of ln(RD) versus 1/T(0K) gives an Arrhenius plot with a slope Ea/kB and an intercept
ln(A).
B. Comparison of Peck’s, Eyring and Exponential models
Here we performed a sensitivity analysis of the degradation rate models 2.5, 2.6 and 2.7 to
compare how the degradation rate varies with input climatic variables (temperature and
humidity). To perform unbiased comparison, all the three models where fitted using the
same dataset (in this case DH/75oC/85% RH). Also since the Braizas model was found to
have consistent results, it was selected for the calibration. For all the datasets, the model
12 2. Literature review
parameter B was keep the same in order to evaluate the same degradation rate. Moreover
since the activation energy should be the same in the physical point of view for a similar
reaction, it was kept constant for the three models. This is also good for a comparison
purpose, given that, this parameter is very sensitive. The extracted models parameters
used in the sensitivity analysis simulations are presented in table 2.4.
Figures 2.4, 2.5 and 2.6 show the plots of the sensitivity analysis of the Pecks, Eyring
and exponential models respectively. It is clearly visible that despite a uniform calibration
procedure, the sensitivity of the model varies to a big extent. This can be explained by
the assumptions taken during the models formulation. Although all the models have an
Arrhenius temperature dependence, the formulation of the relative humidity contribution
changes the variation of the degradation rate. For example, the exponential model, assumes
an exponential dependence of the relative humidity and this explain why the model is
too sensitive to relative humidity compared to the Pecks and Eyring model. This high
sensitivity of relative humidity together with the Arrhenius temperature dependence could
deteriorate the model if used for extrapolation. Overall, the Pecks model shows a good
dependence of both temperature and relative humidity.
Table 2.4: Derived model parameters used in the sensitivity analysis
Model A Parameters (n,b & m) (Ea) [eV] RMSE [%]
Peck 9.46 2.07 0.57 0.39
Eyring 9.97e4 6.01 0.57 0.39
Exponential 3.64e-4 0.23 0.57 0.39
Figure 2.4: Sensitivity analysis plot of the degradation rate with relative humidity and
temperature using the Pecks model (note the y axis in multiplied by 1e-4)
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Figure 2.5: Sensitivity analysis plot of the degradation rate with relative humidity and
temperature using the Eyring model (note the y axis in multiplied by 1e-4)
Figure 2.6: Sensitivity analysis plot of the degradation rate with relative humidity and
temperature using the exponential model (note the y axis in multiplied by 1e-3)
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2.3.2 Models for potential induced degradation
Potential induced degradation (PID) has been observed in all PV technologies and in al-
most all operating climates. It does not occur so frequently, but if it does, its effect can lead
to a dramatic performance loss within a short period Moser et al. (2017); Hacke et al. (2016,
2015); Köntges et al. (2014). In general terms, PID is caused by the difference in potential
between the cells and the support structure of the module. This difference drives a leakage
current that can lead to power degradation. Different types of PID occur depending on the
module technology. For crystalline silicon PV, two degradation modes can be identified,
PID-p (for polarisation or passivation) and PID-s (for shunting). PID-p is a temporary
and reversible degradation of the passivation layer, which reduces the performance due to
a surface recombination increase Naumann et al. (2014); Halm et al. (2015); Swanson et al.
(2005). PID-s is due to a leakage current involving an ionic flow of sodium ions (Na+)
from the glass, encapsulant or cell surface into the cell, diffusing into the silicon stacking
faults and shunting the cell Lausch et al. (2014). The sodium incorporation in the silicon
surface degrades primarily the fill factor (FF) , the open circuit voltage (Voc), and lastly
the short circuit current (Isc). The relevant stress factors for PID-s include Köntges et al.
(2014): high temperature, relative humidity, system voltage, light, bias-junction potential
and injected carriers.
Different authors Braisaz et al. (2014); Hacke et al. (2015); Annigoni et al. (2017);
Hacke et al. (2016); Hattendorf et al. (2012); Taubitz et al. (2014) have proposed models









RHn × t2 (2.11)
A parabolic model was proposed by Hacke et al. (2015) to fit the power degradation of c-Si
modules. The constants A and n are determined by fitting the equation to experimental
results. The parameters have to be determined for each module type. This parabolic model
is applicable to the beginning of the degradation phases of PID-s, as it can fit the beginning
of a sigmoid and does not describe the stabilization phase of the sigmoidal curve.








RHn × t2 ×U (2.12)
Annigoni et al. (2017) re-wrote the PIDHACKE model (2.11) including a voltage term (U)
(2.12) and used the indoor data to determine coefficients of the model for distinct aging
contributions (temperature, relative humidity and time) and then applied the model (2.12)
to outdoor PID degradation for different climates.
(8) Hattendorf model
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The model of Hattendorf et al. (2012) is based on a matrix of indoor experiments where
modules are exposed to varying voltage, module temperature and ambient humidity. The
conditions are varied to determine the model parameters for the module power. The
model includes six adaptation parameters: t̂0, U0, τ̂1, τ̂2, Φ and ϕ. H0 and T0 are scaling
parameters. The function P(t) describes the power loss caused by degradation. P∞(U)
is its limit for t →∞, a(H) and b(T) are the acceleration functions of relative humidity
and temperature. For T = 0 and H = 0, they are equal to 1, therefore τ̂1, τ̂2 are the time
constants under these conditions. τ2 remains constant for a given module. To determine
the model’s parameter, the power degradation is measured as a function of time with the
system voltage U as parameter and a fixed humidity H as well as temperature T. The
saturating power P∞ is extracted by fitting P(t) to the measured data.














Rsh(t)= aT(T)(t+bT(T))2 +CT (2.19)
Taubitz et al. (2014) proposed a regeneration model for shunt resistance evolution over
time due to PID degradation. The shunt resistance was modeled in three phases; shunting
phase, regeneration phase and transition phase. Where aS, bS, CT , bT , aT(T), bS(T),
bT(T), CR and aR are constants and have to be determined for a specific module type.
Some of them are dependent on the module temperature T. The constants are determined
by measuring the times tS, tT , and tR for reaching certain target values.











The model is based on shunt resistance Rsh degradation as an indicator, as it is the most
important parameter for PID. The evolution of Rsh as a function of voltage, temperature
and relative humidity was modeled as (2.20). Where Rsh is the shunt resistance at time
(t), Rsh(0) is the initial shunt resistance, A,B,C and D are model coefficients, U is the
applied voltage and RD is the degradation rate dependent on RH, U and T.
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2.3.3 Models for ultraviolet irradiance degradation
Ultraviolet (UV) light exposure has been reported to cause PV module degradation in
a number of ways. As an example, it could result in discoloration of the encapsulant
material Dunn et al. (2013), delamination at the glass encapsulant or cell encapsulant
interface Munoz et al. (2011). The parameter most impacted by UV exposure is the short
circuit current (Isc). Braisaz et al. (2014) proposed a model for short circuit degradation
due to UV exposure over time. They found that the degradation curve is not linear but
an exponentially decreasing curve. The short circuit is modeled as a function of UV as:
(11) UV model according to Braisaz et al. (2014)





Here, DUV is the UV dose in in MJ/m2 or kWh/m2, Isc is the short circuit current at
time (t), Isc(0) is the initial short circuit current and a, b and C are model coefficients.
The multiplication by 5.5% is due to the UV radiation between (280nm – 400nm) which
is approximately 5.5% of the total light spectrum E(u) Koehl et al. (2009).
(12) The Schwarzschild Law
k = A(I)p (2.24)
The Schwarzschild law has been applied by Gu et al. (2015) to study the effect of intensity
and wavelength of spectral UV light on discoloration of laminated glass/EVA/PPE PV
modules. Here, k is a constant, I the intensity and p is the Schwarzschild coefficient.
Recommendation: When applying this expression in performance (power) prediction mod-
els where other loads are also applied, the parameter p must be calibrated according to
the knowledge of severity ranking Jordan et al. (2017a).






The model is used to predict degradation modes caused by temperature cycling such as
encapsulant delamination, fatigue solder failure and cell cracks. According to Escobar and
Meeker (2007), the model describes the number of cycles to failure as (2.25), where ∆T
is the temperature range, σ and β1 are properties of the material and test setup. The
cycles-to-failure distribution for temperature cycling can also depend on the cycling rate
(e.g. due to heat buildup). An empirical extension of the Coffin-Manson relationship that










where f req is the cycling frequency and Ea is a quasi-activation energy.
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The model was suggested by Braisaz et al. (2014) and it was applied to simulate the
degradation of the short-circuit current Isc due to the expansion of cell cracks caused by
temperature. Ca(t) is the crack activation at time (t), Ca(t−1) the crack activation at
time (t−1), Ta is the daily temperature amplitude, m a model parameter and x is the
number of thermal cycles. The crack activation/propagation model is dependent on the
daily temperature amplitude Ta.







The model was used by Bosco et al. (2016) in order to calculate the solder fatigue damage
in seven cities investigated in their study and compared to FEM simulated results. They
found out that the model fits well to the simulated calculations. In this equation, ∆T
is the mean daily maximum cell temperature change, Tmax the mean maximum daily
temperature, C a scaling constant, Q the activation energy, kB Boltzmann’s constant, r(T)
the number of times the temperature history increases or decreases across the reversal
temperature, T the period of a year and n & m are model constants similar to those in
the Coffin-Manson equation.
(16) Backsheet degradation rate model
RD ≈ IX (b+m×TOW)× (T f )
T−T0
10 (2.29)
Here, I is the light intensity, X , b and m are fit parameters, TOW is the time of wetness,
T the temperature, T0 a reference temperature and T f is a multiplier for the increase in
degradation for a rise in temperature in 10 K steps.
The model is used to estimate a potential form of the degradation kinetics of the
backsheet. This model was applied by Kempe (2014) to model the uncertainty in a 25 year
equivalent test for module backside exposure to irradiance and temperatures in different
climatic zones.
Recommendation: As also mentioned by Kempe, the parameter that describes the effect
of time of wetness has very high uncertainties, we recommend careful comparison of the
relative change in degradation rate with changes in TOW. In case one wants to extract
thermal parameters such as activation energy, the multiplier term (T f ) can be replaced by
the Arrhenius term.
2.3.5 Physical models for combined degradation modes/stresses
Since degradation of PV modules in outdoor operation is influenced by multiple environ-
mental stresses, models based on multiple stresses are viable for outdoor service lifetime
prediction. In the literature, only a few authors Gaines et al. (1978); Bala Subramaniyan
et al. (2018) have proposed models based on the combination of several stresses.






RD = A fT fRH fM fG fω (2.31)
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Gaines et al. (1978) proposed a model for power output degradation based on multiple ac-
celerated environmental stresses (2.30). Where RD is the degradation rate and the factors
fT , fRH, fM, fG and fω are associated with a decrease in power output due to effects of
temperature (T), relative humidity (RH), mechanical stresses (from temperature differ-
ences) (M), gaseous concentration (G) and the frequency of the temperature excursion (ω).
The mathematical form of each factor is formulated to represent the underlying physical
phenomena.







B denotes a constant parameter and T denotes temperature.
The effect of relative humidity fRH is represented by:








the second term in the bracket corrects the relative humidity as a function of temperature,
given a specified relative humidity at T0. C and D are constant parameters.
The mechanical/temperature excursion factor fM is represented by:
fM =




the first term in the bracket reflects the stresses arising from differences in expansion coef-
ficients of bonded materials. The constants G1, G2, D0 and Tb are chosen to represent the
estimated magnitudes of these fatigue effects. The factor exp(J∆T) estimates the magni-
tude of the temperature excursion ∆T, where J is a constant.






here, E and F denote constant parameters and T is the temperature.






ω is the frequency and P as well as Q are constant parameter. In a constant temperature
test, T is a constant and ω is taken to be zero. In the cyclic temperature tests, reciprocal
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Tmin and Tmax are the minimum and maximum temperatures associated with the temper-
ature cycles.
Recommendation: The model of Gaines presents the previous approach on multiple stress
modeling, however, the user should take caution that this model was developed and ap-
plied on PV modules that had a different construction from today’s modules. Therefore,
its application might need some modification to fit the current PV module construction
types.






×(∆Tdail y)β2 ×(UVdail y)β3 ×(RHdail y)β4
(2.39)
Another model to calculate the degradation rate due to combined environmental stresses
has been proposed recently by Bala Subramaniyan et al. (2018). The model takes into
account the effect of both static and cyclic temperature, ultraviolet radiation and relative
humidity as (2.39). Where Rate(T,∆T,UV ,RH) is the reaction rate, Tmax the daily max-
imum temperature of the module [K], ∆Tdail y the daily cyclic temperature of the module
[K], UVdail y the daily daytime average irradiance [W/m2], RHdail y the daily average rel-
ative humidity [%] and k is the Boltzmann constant. The model parameters β0, which
is the frequency factor [s−1]; β1, the activation energy [eV]; β2, the effect of cyclic tem-
perature; β3, the effect of UV radiation and β4, the effect of RH, can be estimated from
measured data through data fitting techniques. In their study, the model was calibrated
using outdoor measurements and then applied to predict the degradation rates in four
other climates.
2.4 Chapter Overview
Based on the reviewed literature, two main aspects/challenges have been identified as;
• Degradation indicator models are developed to fit specific degradation patterns based
on a specific degradation mode. A generalized model that can optimize the different
degradation patterns is still a challenge. Therefore, in this research we aim to propose
a model that can be generalized for different degradation patterns.
• Although several degradation rate models are developed for specific degradation
modes for indoor application, little advances are made to develop models for com-
bined climatic stresses that can be used for outdoor prediction. It is clearly seen
that the need for such a model dates back in the 1970’s however since then it has
been of recent that Bala Subramaniyan et al. (2018) added a contribution to this
effort. Therefore, further developments for a model that take into account multiple
environmental stress factors are proposed in this research.
20 2. Literature review
Chapter 3
Methodology
Table 3.1: Chapter 3 Nomenclatures
Symbols
ci clearness index
Ea activation energy [eV]
k degradation factor [1/year]
kB Boltzmann constant (8.62×10−5eV/K)
Pmax power at maximum power point [W]
RD degradation rate [%/hour]
SDres residual standard deviation
Tamb ambient temperature [0C]
TDew dew point temperature [0C]








∆T temperature cycles [K]
DH damp heat
FT failure time
GHI global horizontal irradiance
MSEP mean square error of prediction
NWP Numerical Weather Predictions
RUL remaining usefull lifetime
STC standard test conditions
t time
UV Ultraviolet [W /m2]
WS wind speed [m/s]
WVP saturated water vapour pressure
In this chapter, the methodologies for the proposed physical, data-driven and hybrid
models are described. The chapter is therefore, divided into three sections, 3.1, 3.2 and
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3.3. In section 3.1, the physical model is described, the experimental data used for model
calibration and validation as well as the methods used to process the climate data used
to simulate the global degradation maps are described. In section 3.2, the data-driven
approach is described as well as the experimental data used for model calibration and
validation. In section 3.3, we describe how the two methods are linked into a hybrid
model. For consistence and to allow the reader to follow, it is better to read section 3.1
with the corresponding results in section 4.1 and section 3.2 together with 4.2 respectively.
3.1 Methodology for the proposed physical model
In chapter 2 further development of a physical degradation rate model that take into ac-
count multiple climatic stress factors as well as a generalized degradation indicator model
were identified. In this research, we contribute to these challenges by proposing a new
model to quantify the impact of combined climatic stresses as well as a degradation indi-
cator model that can optimize several degradation patterns.
3.1.1 Combined climatic stresses degradation rate model
Photovoltaic modules are exposed to a variety of climatic loads during outdoor operation.
Over time, these loads trigger a number of degradation modes within the modules leading to
performance loss. In section, an approach to develop a combined climatic stress degradation
rate model is described.
A. Background and modelling assumptions
When developing a model for PV modules degradation prediction, three main aspects need
to be considered:
• Impact of PV materials variations. New materials are proposed frequently to improve
PV performance.
• The different operating climatic conditions. PV modules operate in different climates
for example in arid, maritime, tropical climates.
• The different PV technologies, for example: crystalline silicon, thin films, and differ-
ent module designs like bifacial, glass-glass or glass-backsheet.
However, a model that takes into account all the three aspects is rather complex and might
require an extensive experimental campaign which in turn makes it expensive. Moreover
the fact that, materials are changing frequently makes developing a generalized model a
challenging problem. In this regard, several assumptions and simplification have to be
used. In developing our model, the following assumptions are used.
• The degradation rates are assumed to be proportional to the applied stresses and to
have an Arrhenius temperature dependence. Therefore, the material dependence of
the model is evaluated through the activation energy.
• Three degradation processes are assumed to be necessary for service lifetime pre-
diction as; hydrolysis, photodegradation, and thermomechanical degradation. The
assumption is based on the ability to reproduce these degradation mechanism in the
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laboratory using accelerated ageing tests and that, the underlying physical and(or)
chemical degradation kinetics have been studied from different studies Zhu et al.
(2016); Kempe (2006); Sharma and Chandel (2013); Ndiaye et al. (2013); Gok et al.
(2017); Jordan and Kurtz (2013); Marín et al. (1996); Park et al. (2013); Wu et al.
(2014); Koehl et al. (2017) .
Empirical kinetics models to evaluate the degradation rate constant are proposed or
selected to describe the three degradation processes. These models are developed
depending on the applied climatic stresses as illustrated using the general reaction
equation below:
Stress1+Stress2+ ...StressN → Degradation precursor (3.1)
where Stress1, Stress2, ...StressN are the (climatic) degradation factors triggering
the degradation mechanism under evaluation. The kinetics of the dominating degra-
dation process is quantified as the degradation rate (RD). The mathematical form of
the degradation rates of the three degradation processes is described in the following
sections.
• The three processes are described based on combinations of input climatic vari-
ables. The combinations are selected based on the current indoor testing procedures
Wohlgemuth (2012) which aim to reproduce degradation modes according to three
main processes. Therefore, the combination of the input stresses are assumed to be
responsible for triggering a specific reaction that might induce specific degradation
modes. Figure 3.1 summarizes the hypothesized degradation mechanisms that are
known to be induced by the applied loads.
• The effects of the applied loads is quantified on how much they affect the power
output of the module, hence power at maximum power point is used as a degradation
indicator in this research.
Figure 3.1: Schematic diagram of the modelling hypotheses. The combination of climatic
stress triggers the three main precursor processes and the triggered processes are linked to
different degradation modes
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B. Hydrolysis: Temperature and Relative humidity model
The Peck’s model described in chapter 2 equation (2.5) is selected to model the effect
of temperature and relative humidity based on the sensitivity analysis study in chapter 2,
figure 2.4. The model shows a good dependence of both temperature and relative humidity.
The models is hereby re-written as:






rhe f f (%)=
100
1+98.exp[−9.4× (RH(%)/100)] (3.3)
where RDh is the degradation rate constant, kB is the Boltzmann constant (8.62×10−5eV ),
Tm is the module temperature (Kelvin), Ah is the pre-exponential constant, rhe f f (%)
is the effective module relative humidity proposed by Koehl et al. (2012), n is a model
parameter that indicates the impact of relative humidity on power degradation. In this
context, Eah is defined as the activation energy for power degradation due to hydrolysis
process.
C. Photo-degradation: UV, temperature and relative humidity model
The formulation of photo-degradation has been developed to take into account the com-
bined effects of UV stress and moisture on PV modules. The baseline line assumption is
that, UV stress alone would influence some degradation modes but also some modes might
be influenced with a combined UV moisture stresses. For example, Ngo et al. (2016) has
demonstrated that, UV irradiation plays a significant role in generating acetic acid with the
presence of relative humidity that causes the power degradation of PV modules. Therefore
to take into account the effect of UV alone and the combined UV-moisture contributions
a model is proposed as:


















where RD p is the rate due to photo-degradation processes, UV is the UV irradiance (W /m2),
X is a model parameter that indicates the impact of UV on power degradation and Eap is
the activation energy for power degradation due to photo-degradation process.
D. Thermo-mechanical degradation: Tmax, & ∆T
The model used to quantify the effects of thermo-mechanical stresses is the modified Coffin-
Mansion relationship that includes the effect of maximum temperature according to Esco-
bar and Meeker (2007). The modified model is re-written as;






where ∆T = (Tmax −Tmin) is the temperature difference (Kelvin), CN is the cycling rate,
Tmax and Tmin are the module maximum and minimum temperatures, Eat the activation
energy of power degradation due to thermo-mechanical process.
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E. Combined (RH, T, UV Tmax & ∆T) model
The transition from indoor degradation rate evaluation to outdoor is a challenging task
as the interaction of different stresses and processes leading to PV degradation is not well
known. The underlying assumption deployed in this research is that: some degradation
processes might lead to specific degradation modes independent of the others and that some
might have a synergistic nature as described in the schematic figure 3.2, which results in a
variety of degradation modes.
Figure 3.2: Schematic showing possible interactions of the three degradation processes
Hence, this assumption allows us to evaluate the total degradation rate as the sum of
both independent and dependent processes. The mathematical form of the total rate is
expressed as:
RDT = AN(RDh +RD p +RDt +RDh.RD p +RDh.RDt +RD p.RD p +RDh.RD p.RDt) (3.7)
OR
RDT = AN(1+RDh)(1+RD p)(1+RDt)−1 (3.8)
OR




where RDT (%/year) is the total degradation rate, RDi is the ith rate constant and n is the
total number of degradation processes. AN is the normalization constant of the physical
quantities, in this case it takes the units (year−2%).
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3.1.2 Degradation indicator model
As already mentioned in chapter 2, different electrical parameters such as: Pmax, ISC,
Rsh and Rs are commonly modeled as degradation indicators to quantify the effects of
the applied stresses. In this study, Pmax is considered as the degradation indicator. The
reasons to use Pmax as an indicator are: it is easily calculated from the current-voltage (I-
U) curves unlike Rsh and Rs that are derived from fitting procedure of the illuminated I-U
curve with diode equations. Moreover, it’s a parameter needed for energy yield evaluation
and a metric used by manufacturers to give warranties.
A. Proposed power degradation model
Usually a linear-shaped power loss is assumed for outdoors degradation analysis and lifetime
predictions. However, as reported by Jordan et al. (2017b), non-linearity of power loss is
often observed in the field depending on the modules technologies or degradation modes.
In their study, the effect of the different degradation curves, observed (approximately)
in field performance on the levelized cost of energy (LCOE) was quantified using Monte
Carlo simulation. Köntges et al. (2014) also reported that, the loss in power can take
different shapes, for example the following categories: exponential-shaped, linear-shaped,
steps degradation and saturating power loss over time. A simplified non-linear power










where P(t = t) and PInitial are the module output power at time t and the initial output
power, respectively. Γ is the power susceptibility, which is assumed to be a material
property, µ is the shape parameter and RDi is the degradation rate constant of degradation
process i or the total degradation rate.
B. Failure time function
The failure time (FT) is defined in this study as a 20% loss of the nominal power (common








In order to calibrate and valid the models, two sets of experiments where carried out; first
using indoor accelerated ageing tests and second, using outdoor monitoring tests.
A. Experimental: Indoor accelerated aging
Distributed damp heat (DH), thermal cycling (TC) and combined DH-UV stress tests were
carried out at different test conditions as shown in 3.2. The condition are varied because
one set is used for model calibration and the other set is used for model validation. Table
3.3 shows the time steps and the measured power degradation at the different applied
test conditions. The tested modules are from the same manufacturer with p-type homo-
junction crystalline silicon (c-Si) cells, with a thermoplastic encapsulant material and no
aluminum layer as additional moisture barrier.
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Table 3.2: Experimental conditions for DH, combined UV/DH and TC tests
Test conditions
Experimental Test conditions for model calibration Test conditions for model validation






TC −400C/400C (3500 cycles) −400C/850C (1200 cycles)
Table 3.3: Time steps and measured power degradation at different test conditions
DH: 750C/85%RH
Time steps[hours] 0 2000 4000 5000 5500 6000 6500
Normalized power 1.000 0.991 0.967 0.993 0.986 0.990 0.987
DH: 850C/85%RH
Time steps[hours] 0 500 1000 1500 2000 2500 3000 3500 4000
Normalized power 1.000 1.000 0.995 0.991 0.991 0.983 0.977 0.953 0.944
UV/DH: 180W /m2/650C/55%RH
Time steps[hours] 0 2000 2500 3000 3500 4000
Normalized power 1.00 0.976 0.972 0.964 0.953 0.945
UV/DH: 180W /m2/850C/55%RH
Time steps[hours] 0 2000 2500 3000 3500 4000
Normalized power 1.00 0.984 0.960 0.928 0.872 0.845
TC: −400C/400C
Cycle steps 0 2000 2010 2050 2100 2600 3000 3200 3400 3600
Normalized power 1.00 0.979 0.978 0.975 0.976 0.926 0.968 0.972 0.975 0.960
TC: −400C/850C
Cycle steps 0 200 400 600 800 1000 1200
Normalized power 1.00 0.965 0.957 0.941 0.937 0.920 0.888
B. Experimental: Outdoor monitoring
To clearly assess the effect of combined climatic stresses on performance degradation,
three identical experimental mono-crystalline silicon (mc-Si) modules are exposed and un-
der monitoring in three climatic zones, maritime in Gran Canaria, Spain; arid in Negev,
Israel; and alpine in Zugspitze, Germany (see Figure 3.3). At each test site, the electrical
performances and climatic conditions are under monitoring at high time-resolution. In
Gran Canaria, the tilt angle is 230, and the azimuth angle is 1690 of PV modules. In
the Negev the tilt angle is 310, and the azimuth angle 1800 for PV modules. The module
in Gran Canaria has been exposed for over 7 years and the ones in Negev as well as in
Zugspitze have been exposed over 5 years. A more detailed descriptions focusing on the
test sites and categorization of weathering stresses for PV modules in Koehl et al. (2011,
2018). Apart from the electrical performance measurements, the modules temperatures
are also recorded every 10 minutes. The sensors for measuring modules temperatures are
located under one of the central cells. They are Pt100 sensors, which are attached from the
back using adhesive aluminum tapes. Other meteorological data such as: relative humid-
ity, global irradiation, UV irradiance and wind speed are also under monitoring in all the
three zones with a one minute resolution. Figure 3.4 shows the temperature distribution
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Figure 3.3: The outdoor test facilities: Alpine: Zugspitze, Germany; Desert: Negev, Israel;
and Maritime: Gran Canaria, Spain.
in the three locations, the annual averages of UV dose and RH as well as the performance
measurements of (Pmax).
C. Data processing of the three location
An irradiance filter between (800-1200 W/m2) is used for all locations and the power is
corrected to standard test conditions (STC) of irradiance. The irradiance bin ensures that
only clear sky conditions were considered in order to have irradiance conditions near to
STC and to model a common situation for all the climates. The temperature filter applied
varied from location to location depending on the most frequent temperature that a module
experiences over its lifetime in each location (see figure 3.4. Forexample a temperature filter
between (300C-350C) is used for Gran Canaria, (350C-450C) for negev and (50C-250C) for
Zugspitze. To make sure that the power degradation observed for outdoor modules are
not due to soiling effects, periodic cleaning of the modules is done. To avoid seasonal
effects in climatic variables evaluation, five years data is averaged to calculate the models
input values (see table 3.4). Indeed, this ensures that, the values used in degradation
prediction correspond to what a module will experience during its lifetime. The mean
value of the module minimum and maximum temperature has been computed considering
upper and lower temperature bins as in figure 3.4 C. This also ensures that extreme values
corresponding to measurement anomalies are not used in degradation rates calculations.
3.1.4 Global climate data processing
The studies over large geographical regions can be made by processing global gridded data
estimated from NWP including satellite or reanalysis models Urraca et al. (2018). Even
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Figure 3.4: (A): Distribution of module temperature in the three climatic zones. (B): Total
UV dose and average annual relative humidity for the three zones measured for 5 years.
(C) : Ten minutes values of module temperature for 5 years. The dotted lines show the
mean maximum and minimum temperatures. (D) : Raw and filtered power measurements
in Gran Canaria, Spain. In cyan is the power raw data (before applying filters), in black is
the data after applying the irradiance and temperature filters and in red is the data after
STC correction.
Table 3.4: Summary of 5 years average climatic inputs used in simulation.
Input parameters
Location RH [%] Tm [0C] UV [kWh/m2] Tmax [0C] Tmin [0C]
Negev 61.0 36.8 87.7 56.7 12.7
Canaria 68.0 30.6 101.0 43.6 19.6
Zugspitze 74.0 18.7 81.0 44.7 -2.30
though satellite-based estimations can be more accurate than the reanalysis-based ones,
the advantage of the second is the possibility to extract all the essential variables together
in the same data-set, without gaps and identical timestamps.
In this research, the ERA5 climate reanalysis data-set (C3S) (2017) was processed to
extract and model the climatic stresses necessary for the degradation rate evaluation. This
dataset provides a spatial resolution of 31 km and temporal resolution of hourly data from
1979. The estimated climate data is compared and validated with real ground measure-
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ments taken from the World Radiation Monitoring Centre - Baseline Surface Radiation
Network (WRMC-BSRN) Driemel et al. (2018) (the validation procedure is described in
the annex). Although not all variables required are directly available from the ERA5, we
calculate the missing local climate variables, WS, RH and UV irradiance from existing
models as described below. The derived maps are presented in the annex.
A. Evaluation of relative humidity
The relative humidity is not extracted directly from ERA5, so it is estimated using equa-
tions 3.12 and 3.13. The saturation water vapour pressure (WVP) over water and ice is
calculated using the Buck’s formula Buck (1981) from the dew point temperature (TDew)



























B. Evaluation of UV
Regarding the UV irradiation, although this variable is included in the ERA5 dataset,
it considers a wavelength-range up to 440 nm. In our case, the effective UV irradiance
covers up to 400 nm, since that is a typical average value where encapsulates change
the transmittance properties Miller et al. (2015). For this reason, we neglect the UV
irradiance given by ERA5, and model it using a formula proposed by Crommelynck and
Joukoff (1990) as expressed in equations 3.14-3.17. It is based on the clearness index (ci)
and the global horizontal irradiance (GHI). The ci is calculated by dividing the GHI and
the top-of-atmosphere irradiance extracted from ERA5. Unfortunately, the lack of valid
measurements disallows us to do a benchmarking of UV models.
ci = max(0.1,min(ci,0.7)) (3.14)
UVB = (1.897−0.860.ci).1e−3.GHI (3.15)
UVA = (7.210−2.365.ci).1e−2.GHI (3.16)
UV =UVA +UVB (3.17)
C. Evaluation of wind speed (WS)
The WS is a parameter of interest in this study because it is used to estimate the PV module
temperature (Tm) due to the related cooling effect of materials. The WS is calculated and
height corrected according to equation 3.18 and equation 3.19 Huld and Amillo (2015),
where ûwind and v̂wind are the vector components of the wind, hERA is the height from
ground which the wind is modelled in the ERA5 dataset, and hERA is the assumed height
of the PV modules equal to 2 meters. The 2 meters height assumed are in accordance with
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D. Modelling module temperature
The module temperature is the most effective parameter in degradation rate evaluation,
since the rate models are built on the assumption that, the degradation follows an Arrhenius
temperature dependence . In most cases, the module temperature is estimated from,
ambient conditions of temperature, irradiance and wind speed using a number of different
models proposed by Kratochvil et al. (2004), Segado et al. (2015), Faiman (2008). In this
research the Faiman model (equation 3.20) is selected for module temperature evaluation
because it has been reported that, it provides a good accuracy under different climate
conditions for crystalline silicon PV modules Faiman (2008); Schwingshackl et al. (2013)
The model estimate the PV module temperature as a function of the GHI, WS and Tamb
as:




where u0 is a coefficient describing the effect of the radiation on the module temperature
(W /0Cm2) and u1 describes the cooling by the wind (Ws/0Cm2). In this research, the values
of u0 = 26.9 (W /0Cm2) and u1 = 6.2 (Ws/0Cm3) according to Huld and Amillo (2015).
The presented calculations consider an open-rack flat mounting configuration for the PV
modules at all locations. However, the installation over rooftops or any other surface and
the re-positioning can increase the thermal stress due to higher reception of photons from
the sun or more circulation of air.
3.1.5 Statistical error analysis methods
To analyse how well a set of data points fit with a given model, the residual standard
deviation as a measure of a goodness-of-fit is used. Given that,
Residual =Ym −Yf (3.21)





where Ym measured value, Yf fitted value and n number of data points.
To check the prediction accuracy and to evaluate the uncertainties of the model, the









Where V [PP ] is the variance of predicted power, µpp and µpm are the mean of predicted
and measured power respectively.
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3.2 Methodology for data-driven model
Different from the physical model presented in the previous section, here a data-driven
methodology for long-term degradation forecast is described. In this approach, the lifetime
forecast is based on the existing degradation history observed in the field and not on the
climatic stress factor. The schematic figure 3.5 summarises the methodology.
Figure 3.5: Illustration of the overall objective of the data-driven methodology. The major
steps are; data treatment, identification of degradation pattern and selection of the best
degradation model for long-term forecast
3.2.1 Background
The ever-growing secondary market of PV systems (that is, the transaction of solar plants
ownership) calls for reliable and high quality long-term PV degradation forecasts to mit-
igate the financial risks. Data-driven techniques that utilize monitored operational data
related to system’s performance are used in many fields, for example in the aircraft indus-
try Zhang et al. (2018); Listou Ellefsen et al. (2019) to forecast the future trend or the
remaining useful lifetime. They are normally applied to complex systems where developing
a physical model could be more complex and expensive.
For PV applications, a few authors have proposed data-driven prognosis models to
evaluate the remaining useful lifetime of PV modules. For example, Laayouj et.al Laayouj
et al. (2016) proposed a smart prognostic method for PV module health degradation and
remaining useful lifetime prediction. The model is based on two approaches; the on-line
diagnosis and data-driven prognosis. Also, Sheng et al Sheng et al. (2019) proposed an
autoregressive moving average model-filtered hidden Markov model to predict the residual
life for complex systems with multi-phase degradation. They applied the model to predict
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the residual life of a specific PV module system. Although both methods are reported
to provide good predictions, the biggest drawback of these methods is that their perfor-
mances are not rigorously validated or analysed with different degradation datasets. Both
methods are calibrated, validated and applied based on a single PV module or system
dataset. Moreover, for the later, the methodology was applied to simulated performance
measurements for its reliability evaluation and residual life prediction. PV modules can
exhibit different degradation scenarios Köntges et al. (2014) especially due to different
technologies, different failure modes as well as different operating local climates. There-
fore, it is very unlikely that a model calibrated and validated on a single dataset can be
generalized to apply to other degradation scenarios. In this regard, we propose a model
based on a rigorous analysis of degradation data of several PV modules as well as systems
of different technologies and installed in different locations. Hence the proposed model is
aimed to be generalized to the different degradation scenarios. Also related work is that
of Rizzo et.al Rizzo et al. (2018) where an algorithm for lifetime extrapolation, prediction,
and estimation was proposed. However, their algorithm is proposed only for emerging PV
technologies and for shorter time forecasts.
Generally, in spite of the recognized potential of empirical data-driven techniques for
time series forecast, limitations still exist for their application in long-term PV degradation
evaluation. Different factors such as outliers in the dataset, seasonal variations and many
other reducing factors (e.g. soiling) should be separated from long-term non reversible
degradation. The lack of a systematic and flexible approach to select parameters of these
techniques and their black-box character limit the understanding and control of their per-
formance. We address this issue by proposing a systematic and flexible approach with
adjustable model parameters to evaluate the degradation trend based on the nature of the
dataset under evaluation. The proposed method aims to evaluate the irreversible long-term
degradation of PV modules as well as systems. To achieve this we propose an iterative
algorithm for degradation trends evaluation that allows to separate seasonal variations and
other reversible performance reducing effects from irreversible degradation.
Another drawback of the available data-driven techniques is their accuracy when long-
term predictions are required after a short time interval and with limited data points.
For example, Taylor and Letham Taylor and Letham (2018) performed a comparison of
the forecasting accuracy of different statistical models at different time horizons. In their
study, most models displayed large uncertainties when applied after shorter time interval.
Indeed, the available techniques are based on fitting the available systems degradation
data using regression models and then applying a simple extrapolation to forecast the
lifetime. However, in practice, the system’s degradation history available may be short and
incomplete, and a simple extrapolation could lead to large uncertainties hence degrading
the reliability of the forecasts. To address this challenge, the proposed model is aimed at
improving the long-term forecasting accuracy using a small degradation history and few
data points. To achieve this, we propose a new concept using time dependent degradation
factor for degradation extrapolation instead of using a simple extrapolation for lifetime
forecast. To further improve the accuracy and to have a generalized model, the concept of
multiple degradation factor models dependent on degradation patterns is proposed.
3.2.2 Modelling assumptions
To begin with, the concept of the proposed data-driven model is based on the work re-
ported by Jordan et al Jordan et al. (2017), that associating specific degradation and
failure modes with specific time series behavior can aid in service life prediction. Based on
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this understanding, our model is based on analysing time series degradation patterns to
extracted different parameters (see Figure. 3.6).
Figure 3.6: Illustration of the different degradation pattern parameters extracted during
calibration and the remaining useful lifetime (RUL)
The extracted parameters are then used to formulate degradation rate functions. In
developing the model, we also use the following assumptions:
• Different degradation modes might cause differences in degradation patterns mean-
ing that it is unlikely that a single degradation function can represent all expected
degradation patterns. Therefore the approach depends on multi-degradation rate
functions.
• Some degradation modes might be triggered by other degradation modes and might
appear at certain stages of a module’s lifetime, meaning that using a constant degra-
dation rate extracted at a given stage of PV operation to represent the entire lifetime
could affect the forecast accuracy. Therefore, time dependent degradation rates are
proposed. Moreover, the usage of degradation factor is preferable to degradation rate
since we consider a non-linear degradation with a non-constant degradation rate.
A. "Time and degradation pattern" dependent models
Taking the aforementioned assumptions into consideration, we propose different degrada-
tion factor models dependent on time and degradation pattern. The degradation factor





































Table 3.5: Definition of coefficients and parameters
Coefficients and parameters Definitions
tcal Time at calibration threshold
Pcal Power at tcal











A1 [year−3/2], A2 [year−1/2] and A3 [year−1/2] Proportionality constants
y1, z1 and x1 Optimization parameters
It should be noted that, these models are purely empirical without any physical im-
plication, they are derived from degradation pattern parameters shown in figure 3.6 as
they describe well the specific degradation patterns. It is also important to note that the
model parameters are extracted after an initial 3% performance degradation threshold.
The 3% optimization threshold is calculated from the degradation trend that excludes
early degradation effects. The reasoning for using a 3% threshold are further described
and demonstrated in the results section.
B. Power degradation model
The power degradation function proposed in section 3.1, equation (3.10) is used to fit the
degradation data also in this part. However, since the evaluation is independent of material
properties evaluation or analysis, the model parameter Γ is fixed to one. Therefore, the










where PNorm is the maximum power of the degradation trend and kcal is the degradation
factor [a−1] at calibration. In this case the degradation factor is preferred for use instead
of the degradation rate because of the non-linearity of the power degradation and non-
constant degradation.
3.2.3 Modeling approach
A. Failure time and remaining useful lifetime definitions
Chen Xiongzi et al Chen Xiongzi et al. (2011) defined the RUL of a system or a component
as the length from the current time to the end of its useful life. The question is how to define
the ”useful life”. In this study the useful life is defined as the non-reversible performance
loss such that the module or system power decreases by 20% of the ”maximum stable
power” measured in the field. The notion of a maximum stable power is introduced to
separate long term degradation from early stage degradation events such as light induced
degradation (LID) for p-type crystalline silicon modules Köntges et al. (2014) or light and
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elevated temperature induced degradation (LeTID for multicrystalline silicon and modules
with passivated emitter and rear cell (PERC)Kersten et al. (2017); Philipp et al. (2019). It
also helps to separate other reversible effects reducing module performance such as soiling
Zorrilla‐Casanova et al. (2013) and seasonal variations Cañete et al. (2014). Moreover,
due to these effects and variation of the outdoor conditions, the power printed on the PV
module label substantially deviates from the initial PV module power outdoors. From our
point of view, the maximum stable power can be easily compared among systems and is
describing the system performance well which is not necessarily the case for the nominal
power. The nominal power of a PV module/system may deviate substantially from the
real power since it is recorded under STC. These well defined conditions of 1000 W/m2
and 25◦C are almost never prevalent as shown in the histogram in figure 3.7b.
Figure 3.7: A, Illustration of the stable power (red line) used in this study, the green doted
line is ”maximum stable power” (reference power) and the blue dotted is the failure time
threshold. B, Histogram of the data distribution throughout the 8.5 years
Although, the term failure time has already been defined in subsection 3.1.2 it is re-
defined here accordingly to the context. In this study, we therefore, define the FT as a
reduction in the module or system performance by 20% of the maximum stable power
(indicated by the green dotted line in figure 3.7). The 20% loss is purely arbitrary and it
is used in this case because of its consistence with the warranties given by manufacturers.
It might be interesting to predict the module or system performance for its entire lifetime
(until the module stops working), however, such a prediction could be more unreliable and
unrealistic since certain future events are unpredictable. Moreover, the longer a module
stays in the field the more sensitive it becomes to different degradation modes. That might
lead to a dramatic increase in the degradation rate which cannot be easily modeled. There-
fore, according to FT definition, the RUL is the length between the current time (CT) to
the FT and can be expressed as:
RUL = FT −CT (3.28)
1. Data filtering
The first filter applied to the input dataset is an irradiance filter. The upper limit for
irradiance was set and fixed at 1200 W/m2 and the lower limit was chosen flexible between
600-900 W/m2 depending on the location under evaluation. This clear sky filter is used as
a way to separate low performances due to low irradiance from degradation. The filtered
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power is then corrected to STC of irradiance by applying a linear correction of power to
1000 W/m2 irradiance. The second step is to remove outliers. Because of the stochastic
behavior of outdoor conditions and anomalies in the measuring equipment, data measured
from outdoor PV modules as well as systems is usually subject to outliers. When not
treated well, Outliers might lead to large uncertainties, especially in degradation trend
evaluation. The outliers are removed by computing the standard deviation (SD) around
the mean value of the entire dataset, whereby all points that are out of the range of
(Mean±2×SD) are eliminated. For LID or LeTID sensitive systems, it is a crucial step
to analyse the degradation pattern during the first year of operation. These degradation
modes are characterized by strong non-linear trends in the initial phase which might either
stabilize gradually or undergo a regeneration phase Kersten et al. (2017); Philipp et al.
(2019). If the regeneration phase is detected, we recommend to eliminate the data until
the onset of this phase.
2. Data decomposition
Time series data is characterized by four major components; level, trend, seasonality, and
noise. There are two models that are used to model the effects of these components; additive
(linear) and multiplicative (non-linear) Brownlee (2017). In our case a multiplicative model
is used. The model suggests that the components are multiplied together as follows:
y(t)= Level×Trend×Seasonality×Noise (3.29)
This function is implemented and available for free use in the python library. The function
uses a moving average (MA) method to extract a degradation trend in the time series
data. The averaging depends on the required resolution (weekly, monthly or yearly) of
one’s interest and it determines the extracted degradation trend in this case.
In outdoor conditions seasonal and other different effects can reduce the performance
of a PV module or system. For non-reversible performance degradation evaluation it is
crucial to choose a good averaging temporal interval that eliminates seasonality and other
reversible effects. It has been reported that reversible effects such as inverter failures and
soiling of PV modules have a higher impact on performance loss rates than the actual per-
formance degradation which is non-reversible Klünter et al. (2019). These effects could be
module technology dependent, for example Virtuani et al. Virtuani et al. (2015) reported
that amorphous silicon (a-Si) systems are more affected by variations in the incident spec-
trum then crystalline silicon (c-Si) systems because of there narrower spectral sensitivity.
Therefore, it is important to separate these performance reducing effects from long term
degradation by choosing a good averaging temporal interval. The selection of a good tem-
poral interval could be very tedious if one has to do it manually. An iterative algorithm
has been implemented to assist in determining a proper interval for degradation trend
evaluation depending on the datasets being evaluated.
3. Iterative algorithm for degradation trend evaluation
One way to completely remove any variation in the degradation trend will be to apply a
strict constraint, which removes the difference between each nth and (n+1)th value of the
trend that is greater or equal to zero, that is; trend[n− (n+1)] ≥ 0. However, according
to the stochastic behavior of outdoor conditions, outdoor measurements usually contain
unavoidable outliers which can appear even after applying certain filters. This implies that
applying such a strict condition to outdoor datasets is quite unrealistic; in most cases this
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condition is not fulfilled or might require a considerable amount of computation time to
converge depending on the nature of the dataset. Therefore , a tolerance (tol) is introduced




∣∣∣]≤ toll, f or : dn = n− (n+1) (3.30)
The process begins by initialising the temporal interval by: initial temporal interval
= 2% of the total length of the time series. Afterwards, the iterative loop is repeated
until the condition in 3.30 is fulfilled. The tolerance depends on the nature of the dataset
under investigation, for example it can be correlated with the resolution of the data or the
magnitude of outliers in the datasets. This makes the process of temporal interval selection
a quasi-automated process. By analyzing a number of datasets, a range of tol values can be
set granting the flexibility for application on broad datasets of the different distributions.
3.2.4 Experimental
Different data-sets for PV modules as well as systems that have been exposed for quiet a
long period of time with considerable degradation were used in this study. The data-sets
are from three different sources:
1. The first set of data are those of the TIcino SOlare (TISO)-10-kW PV plant in Lugano
(Switzerland) Virtuani et al. (2019); Annigoni et al. (2019). The TISO‐10 PV system
has been connected to the grid since 1982, and is the oldest installation of this kind in
Europe (We shall refer to them as ”TISO-Modules” here after). The performance (i.e.
current‐voltage curves) of 18 selected reference modules were measured at regular
intervals between 1982 and 2017. After 35 years in the field, these modules show a
degradation rate ranging from -0.2 to -0.7%/year considering a ± 3% measurement
uncertainty. In this study 10 of the 18 modules with a considerable degradation have
been used in module calibration and validation stages.
2. Another source of data is a PV plant installed at the airport of Bolzano/Italy (posi-
tion ca. 46.46 N, 11.33 E, elevation: 262 m) including 11 experimental PV systems,
which are in operation for 8.5 years and covering the time period from 01 February
2011 until 31 July 2019. They are referred to as ”Bolzano systems”. Most ma-
jor PV system technologies are included, namely one and three junction amorphous
silicon (a-Si), cadmium telluride (CdTe), CIGS, silicon solar cells made out of a
heterojunction with an intrinsic thin layer (HIT), mono-crystalline silicon (mc-Si),
poly-crystalline silicon (pc-Si) and poly-crystalline silicon string ribbon (ribbon). All
systems are part of one experimental PV plant, they are ground mounted with an
orientation of 8.5O west of south and a fixed tilt of 30O. The installed nominal power
for the systems range from 1 to 4 kWp per individual installation. According to a new
PV sensitive climate classification, proposed by Ascencio-Vázquez et al. Ascencio-
Vásquez et al. (2019), the climate in Bolzano is categorized as a temperature climate
with medium irradiation. The irradiance is measured with a Kipp & Zonen CMP11
pyranometer. Calibrations are performed in regular intervals and the measurement
uncertainty is between 2% and 4%. Additionally, climate data are taken from a
ground based meteo-station installed in close proximity to the test side.
3. Finally, data from the Desert Knowledge Australia Solar Centre (DKA Solar Cen-
tre) DKASC (2019), named hereafter as ”DKA systems”, are used. The data can
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be downloaded through 1. The data sets used in this study are given as monthly
yield in kWh of three different systems; Kyocera-5.4kW-Poly-Si Dual (2008), eco-
Kinetics-26.5kW-mono-Si-Dual (2010) and trina-23.4kw-mono-dual (2009). For the
first system (Kyocera), data from 01 January 2009 to 01 December 2018 was used
in the analysis, for the eco-Kinetics system from 01 January 2011 to 01 December
2018 and for the Trina system, data from 01 January 2014 to 01 June 2019. More
information about these systems and datasets are available on the DKA Solar Cen-
tre website. It should be noted that the data plotted here have been normalized to
the maximum power and were subject to the outlier filters described in the previous
section.
3.2.5 Statistical errors analysis
The error measurement employed for the performance evaluation of the proposed forecast-
ing method is the root mean square error (RMSE). Given a measured (m) and a predicted







The metric deployed to compare the performance of the proposed method with other
methods is the relative difference. This is a relative comparison of the failure time fore-
casted after a 3% interval and on the full dataset. It is expressed as,
Reldi f f =
|FT3% −FT f ull |
max(|FT3%|or|FT f ull |)
(3.32)
where, Reldi f f the relative difference is, FT3% and FT f ull are the failure time evaluated
after a 3% degradation and using the entire dataset respectively.
1DKA data download: http://dkasolarcentre.com.au/locations/alice-springs/graphs?
sources=91
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3.3 Methodology of a hybrid model
The described physical models is very useful when one need to correlate the predicted
lifetime to the influencing climatic factors as well as dominating degradation mechanisms.
However, one draw back is on the accuracy when it comes to long-term degradation pre-
diction. And also, the described data-driven model could help to improve the long-term
prediction accuracy, however, it provides no information about the influencing degrada-
tion mechanisms. A model that can provide more accurate long-term predictions as well
as information of the dominating degradation mechanism is of great importance for finan-
cial evaluation as well as material development. In this regard, the two approaches are
combined into a hybrid model to achieve these two aspects. The combination of the two
approaches is illustrated in the schematic diagram (figure 3.8)
Figure 3.8: Flow chart illustrating the link between the physical and data-driven approach.
The red dashed square is the data-driven part, we implement an algorithm to identify the
degradation patterns and to select the appropriate rate function
Figure 3.8 illustrate the link between the physical and the data-driven approaches. The
fundamental assumption in this link is that, the module experience the same degradation
pattern in other geographical locations. This means that the degradation pattern param-
eters extracted in the training location can be applied in other locations to select the best
degradation function for long-term predictions. Therefore, the differences are within the
calculated degradation rate at calibration (kcal) which is dependent on the climatic stresses
of a given location.
Chapter 4
Results and Discussion
Table 4.1: Chapter 4 Nomenclatures
Symbols
ci clearness index [-]
Ea activation energy [eV]
k degradation factor [1/year]
FT3% Failure time calculated using -3% degradation [year]
FT f ull Failure time calculated complete dataset [year]
kB Boltzmann constant (8.62×10−5eV/K)
Pmax power at maximum power point [W]
RD degradation rate [%/hour]
Reldi f f relative difference
SDres residual standard deviation
Tm module temperature [K]
Tmm measured module temperature [0C]
Tmp modeled module temperature [0C]








AH tropical with very high irradiance
AK tropical with high irradiance
BH desert with high irradiance
BK desert with very high irradiace
KGPV Köppen-Geiger-Photovoltaic
FP Facebook prophet
MSEP mean square error of prediction
PR performance ratio
RUL remaining usefull lifetime
STC standard test conditions
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In this chapter, the results of the physical model, data-driven model as well as for the
hybrid model are presented and discussed respectively.
4.1 Results for the physical model
4.1.1 Properties of the proposed power degradation function
As already mentioned that, non-linearity of power loss is often observed in the field depend-
ing on the module technologies or degradation modes. And also that, the loss in power can
take different shapes, for example: exponential-shaped, linear-shaped, steps degradation
and saturating power loss over time. Moreover, since energy yield could highly depend on
how the performance degradation evolves over time (see figure 4.1b), it is very crucial to
choose a degradation model to take into account the different failure patterns. A simplified
non-linear power degradation model proposed in this research aims to take into considera-
tion these non-linearity dependencies of power degradation. To do this, a shape parameter
µ has been introduced to model all the degradation shapes as shown in figure 4.1a.
Figure 4.1: A) Optimization of power degradation shapes by altering the shape parameter
µ and B) Relative energy yield corresponding to the degradation shapes
Figure 4.1a shows the simulated degradation shapes 1-7 corresponding to different val-
ues of µ = 0.1, 0.2, 0.3, 0.4, 0.5, 0.8 & 1.0 respectively. On the one hand, when µ = 0.1
and µ= 0.2, one can achieve the commonly observed degradation shape in thin film tech-
nologies with a faster degradation at early stages of exposure and followed by stabilization
Jordan et al. (2017b). On the other hand, one can expect the degradation shape similar
to that when µ= 1.0 for glass-glass modules if we speculate that for this module design
there are less moisture pathways and moisture ingress compared to glass-backsheet mod-
ules. Therefore, the moisture induced degradation modes are slower at the earlier stages
of the module lifetime. However, as the breathable pathways and drying are also limited,
the moisture will accumulate over the years, leading to a dramatic increase in degradation
rate.
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4.1.2 Calibration and validation of the specific degradation rate
models
Two basic approaches are applied for the calibration of the different degradation rate
models: (a) optimization of model performances and (b) through prior knowledge from
previous studies. Optimization of model performance, which compares measured and sim-
ulated data, is applied by the help of a built-in nonlinear least-squares solver in the GNU
Octave software. Prior knowledge, with the aid of sensitivity analysis, is used as a baseline
to select the initial fitting guesses and also as a confirmation that the extracted values are
in a meaningful range.
To derive the model parameters, equations 3.2, 3.5 and 3.6 are fitted on experimental
data from the indoor accelerated ageing tests at given specific test conditions as presented
in chapter 3 table 3.2. The extracted parameters are presented in table 4.2 together with
the percentage residual standard deviation (SDres) (see equation 3.22). To further ensure
a better calibration procedure, in each case the distribution of the residuals is plotted and
analysed (to check if the residuals follow a normal distribution). The parameter Γ of the
power function in equation (3.10) has been normalized to one and the extracted shape
parameter (µ) is 0.7 for hydrolysis, 0.4 for photo- and thermo-mechanical degradation in
figure 4.2.
To validate the models, different sets of data measured at different test conditions (see
table 4.2 ) are used and by using the extracted parameters the simulations are compared
with the measured data points through evaluation of the mean square error of prediction
(MSEP, see equation 3.23) as also presented in table 4.2. The MSEP is also used as a metric
to correlate the uncertainties in model calibration with the predictions when compared
with the SDres. For example, a 0.5% SDres led to 0.025% MSEP for the hydrolyisis
model, a 1.65% SDres resulted into 0.216% MSEP for the thermo-mechanical model and
0.19% SDres led to 0.168% MSEP for the photo-degradation model. Although, there is a
correlation of the uncertainties due to model calibration as its evaluated in the thermo-
mechanical model, the uncertainties in experimental data sets used for validation can also
influence the evaluated mean square error therefore it’s also useful to plot and interpret the
results basing on the degradation trend. Evaluating a confidence interval of the prediction
can also help to analyze the model performance.
Table 4.2: Extracted parameters for the three rate models and the percentage residual
standard deviation (SDres) as well as the mean square error of prediction (MSEP)
Extracted models parameters
Degradation rate model A i Ea [eV] n X & Θ SDres MSEP
Hydrolysis: Eq(3.2) 6.11e4 0.91 1.90 - 0.5% 0.025%
Photodegradation: Eq(3.5) 1.20e-3 0.43 1.80 0.63 0.2% 0.168%
Thermo-mechanical: Eq(3.6) 9.10e-5 0.40 - 2.24 1.6% 0.216%
Figure 4.2 shows calibration and validation results for the hydrolysis, photo-degradation
and thermo-mechanical models (equations 3.2, 3.5 and 3.6) respectively. In black is the
measured power for DH 750C/85RH; red is the respective model fit with a violet line at
5000 hours representing the optimized data points. The blue line is the predicted power
at DH 850C/85RH, the light blue patch is the 95% prediction confidence interval and in
green the measured power at DH 850C/85RH, used for model validation. The vertical
lines on measured data points indicate a 2.5% measurement uncertainty. The color usage
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Figure 4.2: A: Hydrolysis model Eq(3.2) calibration and validation, the vertical violet line
represents the optimized data points; B: Residual distribution of the fitted data points
of the DH test; C: Photo-degradation model Eq(3.5) calibration and validation, and D:
Thermo-mechanical model Eq(3.6) calibration and validation. The blue patch is the 95%
confidence interval of prediction.
and explanation above are consistent for photo-degradation and thermo-mechanical graphs
using respective data sets. For all the models, the predictions are satisfactory and are within
a 95% confidence interval. The observable variations could be linked with the measurement
uncertainties.
It important to note that, when applying the physical models, the extracted parameters
are usually valid only for a particular module type. Meaning that the parameters have to
be evaluated when the module type or technology changes.
4.1.3 Calibration and validation of the combined degradation rate
model
The combined/total degradation rate (equation 3.8) is calibrated using outdoor measure-
ments of Gran Canaria. The dataset of Gran Canaria is selected over Negev and Zugspitze
because the module in Gran Canaria has been exposed longer compared to the ones of
Negev and Zugspitze, and moreover it shows a clear degradation trend. The extracted
model parameters are presented in table 4.3. On calibration, the residual standard devia-
tion is 2.34% and the derived parameters, Γ= 190 and µ= 0.19 for the power degradation
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function in equation 3.10.
Table 4.3: Extracted model parameters of the individual rate models using the combined
rate model 3.8 and with Gran Canaria data
Extracted models parameters
Degradation rate model A i Ea [eV] n X & Θ
Hydrolysis: Eq(3.2) 4.91e7 0.74 1.90 -
Photodegradation: Eq(3.5) 71.83 0.45 1.90 0.63
Thermo-mechanical: Eq(3.6) 2.04 0.43 - 2.24
The model is validated by using the derived model parameters to simulate the degrada-
tion rates using the climatic datasets of Negev and Zugspitze. By comparing the simulated
degradation trend with the measured data (see figure 4.3), the accuracy of the model is
verified.
Figure 4.3: Right: Dotted black points are the measured data of Gran Canaria (calibrated
dataset); thick red line is the model fit; in green is the measured data of Negev, thick
blue line is the model prediction for Negev and the dashed lines indicate normalization to
the initial laboratory power values before outdoor exposure respectively. Left: Residual
distribution of the calibrated data points.
Figure 4.3 on the right shows the calibrated data of Gran Canaria and the predicted
degradation for Negev plotted together with the measured degradation. The alpine predic-
tions were left out to avoid too much information on the graph due to data fluctuations.
The outdoor predictions show a good agreement with the measured power degradation.
4.1.4 Degradation rates and lifetime prediction
Depending on the climate a module is installed in, different degradation modes might dom-
inate over the others. Using the proposed degradation models, equations (3.2), (3.5), (3.6),
(3.8) and the outdoor derived model parameters, it is possible to predict the dominating
degradation precursor and the total degradation rate as well as the failure time from equa-
tion (3.11) for any location with known climatic loads. In this section, annual degradation
rates of the mc-Si modules were predicted using input climatic loads of Zugspitze, Gran
Canaria and Negev as shown in table 4.4.
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High thermo-mechanical degradation is predicted for Zugspitze in comparison to Gran
Canaria because of high module temperature variations in this climate zone. On the
contrary, small degradation due to hydrolysis is predicted in Zugspitze despite the high
levels of relative humidity. This could be explained by the low average module temperatures
experienced in this region, hence slowing hydrolysis processes and the absolute water vapor
concentration. In all cases, high rates are predicted in Negev. This can be explained
again by the higher temperatures in this zone that determines the reaction rates for other
degradation processes caused by other degradation factors such as hydrolysis by humidity
and photo-degradation by UV dose. The predicted failure time defined as a 20% loss in
power, show more severe degradation of maximum power output in arid climates where
temperatures are higher such as expected. This further confirms the previous studies
Annigoni et al. (2017) that temperature could be the primary accelerator of degradation.
Table 4.4: Predicted degradation rates of the mc-Si modules and failure time in the three
climatic zones with a 95% lower and upper confindence interval (CI).
















Negev 0.169 0.216 0.225 0.74 21.4 16.7 27.1
Gran-Canaria 0.122 0.212 0.104 0.50 31.6 25.0 40.0
Zugspitze 0.043 0.103 0.129 0.3 52.8 42.7 65.0
4.1.5 Comparison of the proposed physical model with other phys-
ical model
We compare the predictions of the total degradation rate and failure time using the pro-
posed physical mode and the model proposed by Bala Subramaniyan et al. (2018) in equa-
tion (2.39). For meaningful comparison and to avoid any bias, both models are calibrated
using the same dataset (from Gran Canaria). Moreover, the model parameters are also
derived to be in range with those reported in their paper Bala Subramaniyan et al. (2018).
The simulated degradation rates and failure times are as presented in table 4.5. Note that
the values of Gran Canaria are perfectly the same because they are the reference calibrated
dataset for both models. The comparison is then made on the predictions of the other two
locations that is; of Negev and Zugspitze.
The evaluated rates are quite comparable for Negev but show very high difference for
Zugspitze. To further analyse the cause of this high discrepancy in the prediction, the
sensitivity analysis of the input variables is carried out. Temperature (T), relative humid-
ity (RH) and UV dose bins between (150C-450C), (40%-100%) and (80-120kWh/a/m2)
respectively are used to generate 500 combinations of T, RH and UV. The sensitivity of
the degradation rate with the climatic variables is as shown in figure 4.4.
As shown in figure 4.4, the model according to Bala Subramaniyan et al. (2018) has a
higher sensitivity to the input variable especially to the module temperature. At lower or
higher values of temperatures, the model overestimates or underestimates the degradation
rate respectively and this explains the observed variations in the predictions especially in
Zugsptize where the module temperatures are considerably low. The reason to this higher
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Table 4.5: Comparison of the proposed model with the model according to Bala Subra-
maniyan et al. (2018)














Gran Canaria 0.50 31.6 0.50 31.6
Negev 0.74 21.4 0.80 20.0
Zugspitze 0.30 52.8 0.14 113.5
Figure 4.4: Sensitivity analysis of the proposed and the model according to Subramaniyan.
Note, each dot represents a value of relative humidity and increases to the bottom.
sensitivity on temperature could be attributed to the model assumption that, all the degra-
dation processes triggered by the combination of the four stresses have the same activation
energy. From a physical point of view, this is usually not the case as one can expect
different processes to have different kinetics and hence different activation energies. Also,
assuming a single activation energy could be too much simplification hence deteriorating
the model performance.
4.1.6 Global degradation rates mapping: A global PV degradation
risk analysis
The evaluation of the degradation rates dependent on specific degradation processes and
the total degradation rate is extend from the three available location to a global scale.
The aim is to create a global risk map of the three proposed mechanism and also the total
degradation rate. The climate datasets used are extracted, modelled and averaged from
the ERA5 reanalysis dataset for the years 2016, 2017 and 2018.
Figures 4.5, 4.6 4.7 and 4.8 show the worldwide degradation rates for hydrolysis, photo-
degradation, thermo-mechanical and total degradation respectively. The generated maps
are in accordance with the parameters from the studied mono-crystalline modules.
According to the recently proposed Köppen-Geiger-Photovoltaic (KGPV) climate scheme
Ascencio-Vásquez et al. (2019), hydrolysis-degradation presents the smallest contribution
in almost all the KGPV zones, but is considerable high for the tropical climates AH (trop-
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Figure 4.5: Global mapping of hydrolysis degradation rate
Figure 4.6: Global mapping of photo-degradation rate
Figure 4.7: Global mapping of thermo-mechanical degradation rate
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Figure 4.8: Global mapping of total degradation rate
Figure 4.9: European categorization of total degradation rate based on temperature, hu-
midity and UV irradiance for a mono-crystalline silicon PV module.
ical with very high irradiance) and AK (tropical with high irradiance), which zones are
related with high precipitation levels (humid areas) and temperature levels. This process
can provoke the moisture ingress leading to delamination of polymers or corrosion of solder
bonds Koehl et al. (2018).
Photo-degradation has the second-highest contribution to the total degradation rate.
This indicator combines the humidity, temperature and UV irradiance impacting the PV
module. The impact is similar to the hydrolysis-degradation but higher in terms of absolute
values due to the process triggered by UV irradiation. For desert areas, even though the
UV irradiation is high, the low humidity in the air decreases the damage of the PV cells
due to this mechanism Ngo et al. (2016). The photo-degradation is considerable high in
AH (tropical with very high irradiance) and AK (tropical with high irradiance) zones due
to the high climatic stresses of all variables (temperature, humidity and UV irradiation).
It is surprising that the highest degradation due to photo-degradation was not predicted
in the desert with high irradiance (BH) and desert with very high irradiace (BK) climates,
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for example in the northern part of Africa where the UV is expected to be higher compared
to the tropical regions of central Africa. The reason to this can be attributed to the low
values of relative humidity in the dessert areas hence lowering the impact of the degradation
modes influenced by the combined UV-RH stresses.
Thermo-mechanical degradation exhibits the highest contribution to the total degra-
dation rate in almost all zones. This parameter is affected by the seasonal temperature
cycling (the difference between the maximal and minimal temperature of the year) and
also the annual average maximum temperature.
The total degradation rates calculated by the combination of the previous three degra-
dation mechanisms is also mapped. In accordance with the literature Omazic et al. (2019),
the highest degradation rate is identified in tropical areas (hot and humid). Interestingly,
the AK presents lower degradation than the AH, due to lower photo-degradation contribu-
tion (related to lower humidity). Globally the highest degradation rates (above 1.4 %/year)
are identified in locations next to the equator line. To facilitate the visualization and use
of degradation maps, we categorize the locations into bins of 0.2%/year ranging from 0 to
0.8%/year for Europe The categorized map is shown in figure 4.9 The total degradation
rates could reach 0.8%/year in the hottest areas of the south of Spain and Portugal for
Europe. In real operating conditions, external degradation factors, such as soiling might
increase the degradation rate if taken into account, but the degradation presented here
assumes only gradual and non-reversible degradation processes.
4.1.7 Uncertainties evaluation of the physical model
In order to be able to develop reliable predictive models, it makes it crucial to evaluate the
different sources of uncertainties that can deteriorate the model performance. Therefore,
in this section, the different sources of uncertainties are analyzed and discussed.
A. Uncertainties related to data quality
The quality of input data can highly affect the accuracy of the predictions. Here, the
impact of data outliers is analysed. The module power measurements were done every five
minutes, such high-resolution measurements and the frequently fluctuating environmental
conditions outdoors, lead to unavoidable noise even after applying filters and corrections.
By using an hourly moving average to minimize the noise in the datasets, the process of
model calibration and validation is repeated. The effect of the noise to the derived model
parameters as well as on failure time estimation is evaluated. Because the parameters: Ea,
n, X and of the degradation rates models are very sensitivity, they are assumed constant
in this analysis. Therefore, we evaluate the noise effect using the parameter Γ of the
power degradation function (3.10). In order to illustrate this effect, the simulations of the
failure time for the three location have been repeated using the hourly time-resolution and
compared with the five minutes resolution. The MSEP and relative difference in failure
time estimation with a five minutes and hourly resolution data are presented in table 4.10.
Figure 4.10 shows a plot of the simulated and measured data. Note, the dataset of Gran-
Canaria is still used as training or calibration dataset. The residual standard deviation
reduced to 2.04% and the derived model parameter reduced to Γ= 182.3.
Although the residual standard deviation improved from 2.23% for 5 minutes resolution
to 2.04% for hourly resolution, the improvement did not considerably led to reduction in
MSEP. However, it led to a 4.05% relative difference of the predicted failure time. This is
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Table 4.6: Percentage mean error in prediction (MSEP) and relative difference of the









Negev 5 min 190.0 0.0230 21.4 4.05%
Hourly 182.3 0.0240 20.5
Zugspitze 5 min 190.0 0.0152 52.8 4.05%
Hourly 182.3 0.0150 50.7
Figure 4.10: Model calibration and validation with hourly resolution
consistent with the observations from indoor results that, the uncertainties in experimental
data sets used for validation can also influence the evaluated MSEP.
B. Uncertainties related to climatic variables evaluation
In most cases, the essential input climate variables (temperature, humidity and UV
irradiation) are evaluated from national or private weather services such as EAR5 used in
this study to evaluate the global degradation map. The key challenges with these databases
is that they are not developed for PV module or systems evaluation. In most cases the
required variables such as relative humidity and UV irradiation are not directly measured.
Therefore, they have to be evaluated from other variables such as precipitation and global
irradiation using specific mathematical models. Indeed, these models are associated with
their own uncertainties since they are difficult to calibrate and validate. Indeed, using
such calculated parameters poses a question on the absolute values accuracy of the predict
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degradation rates or failure time. Moreover, parameters such as ambient temperatures
which is widely measured and available are not directly used as model inputs since they have
to be converted to module temperature for degradation evaluation. This also influence the
evaluated degradation rates and failure time. Since temperature is considered as the main
factor that influences the degradation mechanisms, here we demonstrate the uncertainties
involved in module temperature evaluation by comparing the predictions of the modeled
and measured module temperatures in the three locations.
As can be seen in table 4.7, the relative difference in measured (Tmm) and modeled
(Tmp) module temperatures can be as high as 47%. Also depending on the location where
the module is installed; this difference can lead to as much as 59.3% relative difference
between the degradation rate evaluated with the measured module temperatures (RDTmm)
and the degradation rate evaluated using modeled temperatures (RDTmp). One important
observation is that, the uncertainties in rates or lifetime prediction due to the uncertain-
ties in module temperatures evaluation, are location dependent. For example, the modeled
module temperature showed high uncertainties for Zugspitze as compared to Gran Ca-
naria, on contrary high uncertainties in degradation rates are evaluated for Gran Canaria
compared to Zugspitze. This can be explained by the Arrhenius temperature dependence
in the degradation rate models. The effect can be clearly explained by the temperature
against the degradation rate plot Figure 4.11.
Table 4.7: Comparison of predicted rates and FT using measured and modeled module
temperature.

















Negev 36.63 25.35 44.47% 0.75 0.471 33.60 21.09 59.27%
Gran-Canaria 30.12 23.81 26.51% 0.48 0.345 45.80 33.0 38.79%
Zugspitze 4.98 3.65 36.38% 0.23 0.22 71.41 69.22 2.74%
At lower temperature, large variation of temperatures leads to small change in the
degradation rate and at high temperatures a small variation in temperature leads to a
relatively large change in the degradation rate. Hence, the uncertainties in module tem-
peratures evaluations have a more drastic effect on the accuracy of the predictions in
locations with high module operating temperatures.
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Figure 4.11: Module temperatures against the degradation rate
4.2 Results for the data-driven model
4.2.1 "Time and degradation pattern" dependent models as well as
3% degradation threshold
To validate the assumptions used in this approach, here the pitfalls of using a constant
degradation rate for long-term degradation forecast are illustrated. Also, the dependence
of the model on time series degradation patterns is illustrated.
The power degradation function (equation 3.27) is calibrated at different performance
degradation intervals (at P = -1%, P = -2% and P = -3%). At each interval, a simple
extrapolation with a constant degradation rate at calibration (kcal) is performed and failure
time evaluated. To analyse the dependence on degradation patterns, two of the TISO-
modules named TEA5 and TEA6 are used as shown in figure 4.12.
It is clearly visible that although the model fits the data very well at all calibration
intervals, the evaluated failure time is very different at each calibration interval. This effect
is observed for both modules TEA5 and TEA6. This result demonstrates three aspects:
one, a perfectly fitting model does not guarantee better forecast or prediction. Two, a
model that assumes a constant degradation factor/rate is not appropriate for long-term
PV performance degradation forecast. Three, the model forecast accuracy might highly
depend on a specific degradation pattern. This effect is visible in the two modules, for
example high discrepancies are visible for the TEA6 module compared to TEA5 module
even at similar calibration intervals. Therefore, based on these three observations, the
concept of ”time and degradation pattern” dependent degradation factor was introduced.
It is also visible that the forecasting accuracy improves as the calibration interval or per-
formance degradation increases, which seems like an obvious observation. However, since
the objective is to perform the prediction at the early stages of the module’s operation, a 3%
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Figure 4.12: Fit and RUL prediction at different percentage power loss of two TISO mod-
ules, namely TEA5 and TEA6. The dotted lines represent forecasts at the three calibration
intervals
threshold was selected. This threshold was found optimal since it provided good forecasts
compared to values less than 3% loss. Moreover, another reason is that in situations where
the degradation trend is not monotonically decreasing as in many outdoor datasets, using
performance degradation of less than 3% might lead to misinterpretation of degradation
with seasonal variation or other performance reducing factors which are reversible. For
example, the TEA5-module in figure 4.12 shows that prediction after only 1% performance
degradation resulted in under-estimations compared to the measured degradation trend,
which is attributed to the variations in the degradation trend due to reversible effects.
4.2.2 Model calibration
The power degradation model 3.27 was fitted on measured datasets to extract the model
parameters (kcal and µ). At the same time the degradation pattern parameters ∆P, ∆t
and tcal are evaluated. During the calibration process, a total of 7 TISO-modules ( named
TEA1, TEA4, TEA6, TEA8, TEA10, TEB1, TEB2) and 2 DKA systems where optimized.
From these modules and systems, different failure patterns where extracted by altering the
tolerance (which changes the degradation trend). Despite the strong degradation and huge
variations in the data points observed for the DKA systems, they are selected for the
calibration process because the objective of proposed methodology is to be applicable on
a wide set of data distribution.
Figure 4.13 shows an example of one of the TISO-modules (TEA1) with annual mea-
surements for 35 years and one of the DKA systems (Kyocera system) with monthly average
values for 9 years, used for model calibration. The extracted parameters are used as the
basis to set logical conditions to select which degradation factor model represents better
a given degradation pattern. Over 10 logical conditions where achieved to represent the
different degradation patterns as presented in table 4.8.
Figure 4.14a shows the 7 TISO-modules used in this study for model calibration. Figure
4.14b is the corresponding change of the degradation factor over time of the 7 modules. It is
clearly visible that the rate of degradation factor variation is dependent on the degradation
patterns. This is evident for TEA1 module that displays a strong degradation but with a
low rate of change of the degradation factor over time. Furthermore, for some degradation
patterns like the one of TEA10, a constant degradation factor (k = kcal) was sufficient to
evaluate the long term degradation. Hence, for such a degradation pattern, it is enough to
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Figure 4.13: TEA1 module (from the TISO-Modules) and Kyocera system (from DKA
systems) selected for calibration. In yellow are the measurements and red is the extracted
degradation trend and in thick blue line is the model prediction with the 95% confidence
interval. The horizontal green dotted line shows the -20% failure threshold of the degra-
dation trend
Table 4.8: Logical conditions for model selection and the corresponding extracted opti-
mization model parameters





µ≤ 0.45 & kcal ≤ 9.0e−4 k1 2.0 1.0 1.0
µ≥ 0.45 & kcal ≥ 0.01 k1 1.0 0.1 1.0
µ≤ 0.3 & ∆P ≥ 0.01 k1 1.0 0.1 1.0
µ≥ 0.45 & ∆P ≥ 0.01 k1 1.0 1.5 1.0
µ≥ 0.55 & kcal ≤ 0.005 k1 - 4.0 1.0
µ≤ 0.4 & ∆P ≤ 0.01 & kcal ≤ 0.005 k1 - 4.5 1.0
µ≤ 0.35 & ∆P ≥ 1.0e−4 & tcal ≤ 5 k2 - - 3.5
µ≤ 0.45 & ∆P ≤ 1.0e−4 & kcal ≤ 0.009 k3 - 0.1 1.0
kcal ≥ 0.01 & ∆P ≤ 5.0e−5 or µ≥ 0.45 k = kcal - - -
kcal ≤ 0.013 & ∆P ≤ 9.5e−6 & µ≥ 0.43 k3 - 0.1 0.5
else: k1 0.0 2.5 1.0
forecast the lifetime by using only the simplified power degradation model e.g. equation
3.10.
4.2.3 Validation
The most important and challenging part of all predictive models is the validation process
of the models which usually requires different sets of measured data from the ones used
in the calibration process. In this study, PV modules and systems with a considerable
performance degradation were used to valid the performance of the model. An example is
shown in figure 4.15 for Trina and CIGS systems. By comparing the measured trend line
and the prediction line, the accuracy of the model was verified.
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Figure 4.14: A, Different TISO-modules used in model calibration. B, Change of the
degradation factor over time of the 7 modules respectively
Figure 4.15: Model validation with experimental datasets of Trina (from DKA systems)
and CIGS (from Bolzano systems). In yellow are the measurements, in red is the extracted
degradation trend and in thick blue line is the model prediction with the 95% confidence
interval. The horizontal green dotted line shows the -20% failure threshold of the degra-
dation trend
4.2.4 Model application and comparison with statistical models
The performance of the proposed method is benchmarked against those of two statistical
forecasting methods, namely ARIMA and Facebook prophet (FP). The reasons to select
these methods is based on a study by Taylor and Letham Taylor and Letham (2018), where
the performance of the different statistical models in long-term forecast was compared. In
their study, FP was found to be outstanding in comparison with other models. The ARIMA
model was characterized with the highest uncertainties. We selected the best and the least
performing models to compare the accuracy of the proposed model and to investigate
whether the nature of the data under evaluation could affect the models’ performance.
Moreover, both methodologies are simple to apply and commonly used in different fields.
For example, the FP algorithm is implemented in common programming languages such
as python and R 1. The methodology was created as a flexible time series model which is
configurable by non-experts. It is based on a decomposable time series model including
1The code can be accessed at: http://https://facebook.github.io/prophet/
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trend, seasonality, holidays (not important for our application) and an error term. The
model gives the opportunity to chose linear and logistic time series evolution, the second
being suited for the non-linear behavior of PV performance. Furthermore, among the
seasonality settings for different time resolutions, yearly seasonality was selected to detect
yearly variations in power production due to the seasons of a year. The ARIMA model has
free online packages Hyndman et al. (2018) and Hyndman and Khandakar (2008). In this
study an auto-arima function which uses the akaike information criterion (AIC) to get the
optimal model was used.
Table 4.9: Comparision of ARIMA, Facebook prophet and the proposed model at two
prediction intervals. where, mc1 is mc-Si1, mc2 is mc-Si2, 1j is 1j-a-Si1, 3j is 3j-a-Si1, pc1
is pc-Si1, pc2 is pc-Si2, pc3 is pc-Si3 and rib is ribbon1
System HIT1 mc1 mc2 pc1 pc2 pc3 1j 3j rib CdTe1 CIGS1
ARIMA
FT3%[years] 21.4 NA 18.8 10.1 14.2 18.2 16.2 NA 13.8 16.4 NA
RUL3%[years] 12.9 NA 10.2 1.6 5.7 9.7 7.8 NA 5.3 7.9 NA
FT f ull[years] 21.2 NA 14.5 NA 22.3 26.5 15.0 NA 21.8 12.5 4.0
RUL f ull[years] 12.8 NA 6.0 NA 13.8 18.0 6.5 NA 13.3 4.0 -4.5
Reld i f f [%] 0.9 - 22.8 NA 36.3 31.3 36.7 - 21.8 23.8 NA
Facebook prophet
FT3%[years] 34.6 37.8 13.8 9.8 9.5 15.3 15.1 21.0 9.4 14.9 NA
RUL3%[years] 26.1 29.3 5.3 1.3 1.0 6.8 6.6 12.5 0.9 6.4 NA
FT f ull[years] 16.7 37.8 14.7 33.1 24.7 18.7 14.9 21.0 24.5 12.8 5.6
RUL f ull[years] 8.2 29.8 6.2 24.7 16.2 10.2 6.4 12.5 16.0 4.2 -2.9
Reld i f f [%] 51.7 - 6.1 70.3 61.5 18.2 36.9 - 61.6 14.1 NA
Proposed
FT3% 16.5 82.5 17.2 17.8 25.2 25.4 18.7 25.2 25.2 15.8 5.8
RUL3% [years] 8.0 74.0 8.7 9.3 16.7 16.9 9.9 16.7 16.7 7.3 -2.7
FT f ull[years] 15.4 82.5 17.2 14.7 24.3 18.8 21.8 25.2 24.3 15.2 6.5
RUL f ull[years] 6.9 74.0 8.7 6.2 15.8 10.3 13.3 16.7 15.8 6.7 -2.0
Reld i f f [%] 6.7 - 0 17.4 3.6 25.9 14.2 - 3.6 3.8 10.8
The performance evaluation is carried out using the 11 Bolzano system datasets. The
comparison of the three models is twofold: first, the models are compared on the lifetime
forecast after a small performance degradation interval and second, on the consistence of the
forecast at two different forecasting intervals. In the first attempt, the same system input
data (normalized and STC irradiance corrected power time series with 3% performance
degradation as training data) were tested on ARIMA and FP models. Unfortunately, no
meaningful predictions were achieved because the number of calculated change points is
greater than the number of observations in the dataset. Instead, the monthly Performance
Ratio (PR) was used as the input parameter. The PR sets the actual yield of a PV system
in relation with the expected yield at STC conditions IEC61724-1 (2017). For model
comparison, the models are calibrated at two different intervals: first , at an interval
corresponding to the 3% performance degradation and second , using the entire datasets
corresponding to 8.5 years interval. The respective lifetime and RUL forecasts are shown
in table 4.9.
Considering a 3% calibration threshold, it is visible that there are high discrepancies
as well as unrealistic forecast scenarios (see figure 4.16) for both FP and ARIMA models.
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In table 4.9 it is also observed that the failure times are either over- or under-estimated
for the ARIMA and Facebook models. The over- and under-estimations can be correlated
with the evaluated degradation trend which is influenced by the nature of the dataset as
well as the number of data-points. Considering the calibration using the entire dataset,
the FP and the proposed model show good agreement in the failure time forecast for most
of the systems. This excludes the mc-Si1 system that appeared to be very stable with a
performance degradation of less than 2% after 8.5 years. For this system, the proposed
model shows an over-estimation of the failure time because the evaluated degradation is too
small to achieve optimal calibrations. Comparing the variations in predictions at different
calibration intervals, it can be seen that the proposed model displays a good consistency
(on average 9.5% relative difference) compared to the other two models that displayed
unrealistic scenarios. Although the FP showed a good agreement with the proposed model
when calibrated using the entire dataset, it however displayed big variations in lifetime
forecast between the two calibration intervals. Overall, the ARIMA model does not perform
well in this study since it failed to converge for four systems. The model also tends to overfit
the data, hence making it more sensitive to reversible performance reducing events. This is
visible when looking at the pc-Si1 system (figure 4.17) where the model failed to converge
when calibrated on the entire dataset. This implies that such a model is not useful for
performance degradation forecast.
Figure 4.16: ARIMA, Facebook prophet and proposed methods when applied on a CIGS
system with fewer data-points using a 3% threshold. The horizontal dotted green line
shows the failure time threshold.
Figure 4.17: Forecast at 3% and entire data-set calibration thresholds using auto-ARIMA
model. The figure shows overfiting when calibration is done on the entire dataset.
Considering the calibration using the entire data-sets, the Facebook and the proposed
model showed a good agreement in the failure time forecast for most of the systems. This
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excludes the mc-Si1 system that appeared to be very stable with a performance degrada-
tion of less than 2% after 8.5 years. For this system, the proposed model shows an over-
estimation of the failure time because the evaluated degradation is too small to achieve
optimal calibrations. Comparing the variations in predictions at different calibration in-
tervals, it can be seen that the proposed model displays a good consistence compared to
the other two models. Although the Facebook prophet showed a good agreement with
the proposed model when calibrated using the entire data-sets, it however displayed big
variations in lifetime forecast between the two calibration intervals. Overall, the ARIMA
model showed the under-performance in this study since for over four systems it failed to
converge. The model also tends to overfit the data, hence making it more sensitive with
performance reducing events that could be reversed. This can be clearly displayed in pc-
Si1 system (figure 4.17) where the model failed to converge when calibrated on the entire
dataset. This implies, that such a model is not sufficient for performance degradation
forecast.
4.2.5 Model limits and uncertainties
Although the proposed model has displayed a good performance on a number of PV mod-
ules and systems, it is however bound to some limits and uncertainties that could deterio-
rate the prediction accuracy. The model limits and uncertainties are identified as:
Figure 4.18: System showing a sudden drop in power (around the green box), in blue is
the model forecast. The horizontal green dotted line shows the -20% failure threshold of
the degradation trend
The model works well when the degradation is gradual and continuous, it cannot fore-
cast events that might lead to dramatic or sudden power losses, such as breakage, fire,
or catastrophic failures. For example, figure 4.18 shows one of the DKASC Alice Spring
systems; eco-Kinetics-26.5kW-mono-Si-Dual (2010), which experiences a sudden drop in
performance. According to the information from the DKA website, this sharp drop in
performance was attributed to one PV module in this PV array that was damaged during
a windstorm. Hence, the cause is identified as a partial failure of one array string in which
this damaged module is connected.
The model is based on degradation patterns; hence it is influenced by the extracted
degradation trends. The degradation trend is extracted from time series data by applying
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the condition in equation 3.30. Changing the tolerance (tol) value affects the extracted
degradation trend as shown in figure 4.19a. Figure 4.19b shows how the calibration as well
as the forecast error varies with tol. The RMSE was calculated using equation 3.31 and is
converted to percentage.
Figure 4.19: A, Variation of the extracted degradation at different values of tol, the hor-
izontal dotted lines show the -20% failure threshold of the degradation trend. B, is the
variation of the fitting error (RMSE-fit) and forecast error (RMSE-pred) with different
values of tol
According to the evaluated datasets in this study, the value tol and the extracted
degradation trend highly depend on the resolution and the outliers in a given dataset. For
data sets with a monthly or yearly resolution, the values of tol ranged from 0.9 to 1.25
while datasets with high resolution of 15 minutes, the values were between 1.4 and 1.65.
The tolerance factor tol is very useful as it provides a parameter for optimization adapted
to the datasets variability unlike the black box automated algorithms.
4.2.6 Assessing the effects of PV modules long-term degradation
on lifetime energy yield
To mitigate the financial investment risks for PV systems stakeholders, it is a prerequisite
to reliably predict the long-term energy yield. Recently Reise et al. (2018) have reported
the different sources of uncertainties in PV systems yield predictions and assessments. A
big challenge was on how the degradation effects are taken into account during long-term
yield predictions. Indeed, the authors reported that, this is the most unexplored challenge
and varies from analysist to analysist. Therefore, in this section we show how the proposed
model could be applied to long-term yield predictions to lower the uncertainties associated
to long-term performance degradation and hence improve the long-term yield prediction
accuracy. Hence we point out that, the scope of the study is limited to analyzing the impact
(sensitivity) of degradation to long-term yield prediction and not to propose a model for
yield prediction.
The described method is applied to 7 of the TISO modules (TEA1, TEA4, TEA6,
TEA8, TEA10, TEB1, TEB2) to extract the degradation trends independent of measure-
ment uncertainties and to forecast the power degradation from a -5% to a 35 years time
frame (the current modules age). To expand our analysis, three degradation scenarios;
linear with a constant rate, non-linear (proposed but with a constant degradation rate) as
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well as non-linear (proposed with a time dependent degradation rate) are assumed. The
comparison with a linear approximation is of ultimate importance because it is commonly
used during long-term yield evaluation according to Reise et al. (2018). Figure 4.20 shows
the results of two of the modules TEA1 and TEA8 that showed the best and the worst
forecasts when using the linear approximation.
Figure 4.20: (TEA1) and (TEA8) TISO modules that displayed lower and higher uncer-
tainties when long-term predictions are made with a linear approximation (black). The
green and blue curves show the forecasts with the non-linear degradation with time depen-
dent rate and with a constant rate respectively. In yellow are the measured data points
and in red is the degradation trend
It can be seen that the new approach (non-linaer with a time dependent degradation
rate) displays consistent results considering the measured data (real data). Since the in-
tended exercise is to assess how this will affect the long-term yield predictions, all the
approximations are correlated to the uncertainties in yield evaluations. This was achieved
by comparing the relative loss of lifetime energy yield of the measured degradation for the
35 years with the predicted ones as shown in table 4.10. It can be seen that using the pro-
posed long-term degradation method (non-linear with a time dependent rate) reduced the
prediction uncertainties to 37.6% on average. Moreover, it is seen that a linear approxima-
tion with a constant degradation rate is associated with the highest uncertainties of over
64.7 on average. Indeed, the dependence of the prediction uncertainties to the degradation
patterns is clearly visible in the two modules. For module TEA1 with a linear degradation
pattern the uncertainty is small compared to module TEA8 with an exponential degrada-
tion pattern. Moreover, the residual standard deviation calculated according to equation
3.22, further confirms these discrepancies. Meaning that the linear approximation cannot
reliably fit or describe the different degradation patterns observed in the field.
Table 4.11 shows the failure time (defined as the time needed for power to decrease
by -20% of the initial value). It is observed that using the proposed method (non-linear
approximation with a time dependent rate), consistent failure time forecasts are achieved.
On contrary, using a linear as well as a non-linear approximation but with a constant
rate, some unrealistic scenarios are predicted for some modules. Indeed these scenarios
are correlated with the degradation patterns. These calculations demonstrate that if these
scenarios are included in the lifetime yield predictions, they can lead to over estimation
of the lifetime yield. Hence the proposed model could provide a solution to improve the
lifetime yield accuracy.
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Table 4.10: Comparison of evaluated loss in lifetime energy yield in 35 years using the 3
degradation approximation scenarios. Relative uncertainty is calculated according to the
measured yield loss
Module name TEA1 TEA4 TEA6 TEA8 TEA10 TEB1 TEB2
Measured
Loss of lifetime energy [years] -19.04 -7.86 -9.07 -6.58 -5.09 -8.87 6.97
Linear
Loss of lifetime energy [years] -15.70 -3.38 -0.46 +0.37 -0.29 -5.70 -3.57
Relative uncertainty [%] 17.5 57.0 94.9 105.7 94.3 35.7 48.8
Non-linear with a constant rate
Loss of lifetime energy [years] -12.74 -3.84 -1.38 -1.47 -1.21 -6.47 -4.93
Relative uncertainty [%] 33.1 51.1 84.7 78.6 76.2 27.1 29.3
Non-linear with a time dependent rate
Loss of lifetime energy [years] -39.7 -16.89 -4.25 -13.55 -2.46 -8.86 -6.81
Relative uncertainty [%] 52.0 53.4 52.8 51.4 51.6 0.1 2.3
Figure 4.21: Residual standard deviation of the 7 TISO modules fitted at -5% degradation
using linear and non-linear models respectively
4.2.7 Simplified User Interface (PVLife Toolbox)
After optimizing, testing and further validating our model under different data scenarios,
the described approach is embedded into a simplified user interface for PV lifetime forecast
called ‘PVLife toolbox’ as shown in figure 4.22. This simplified interface is aimed to be
applicable by any user, even without deep knowledge in data analysis. The toolbox has
for main buttons; the browse button that allows to enter the data path, the run button
4.2 Results for the data-driven model 63
Table 4.11: Comparison of evaluated loss in lifetime energy yield in 35 years using the 3
degradation approximation scenarios. Relative uncertainty is calculated according to the
measured yield loss
Module name TEA1 TEA4 TEA6 TEA8 TEA10 TEB1 TEB2
Linear
Failure time [years] 38.7 82.7 96.4 123.7 112.0 75.9 116.6
Non-linear with a constant factor
Failure time [years] 95.0 92.5 82.8 52.8 77.1 73.9 67.1
Non-linear with a time dependent factpr
Failure time [years] 29.8 33.1 38.0 33.4 44.1 38.8 39.9
Figure 4.22: PVLife Toolbox, on the left is the layout before simulation and on the right
is the layout after simulation
that starts the simulation, the clear button that deletes the current inputs-output to allow
entrance of new inputs and the quit button that exits the toolbox. The toolbox has been
created using the module Tkinter in python therefore it can run on the python interface.
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4.3 Results for the hybrid model
4.3.1 Application of the hybrid model
After calibration and validation of both the physical and the data-driven methods, both
approaches are combined into a hybrid model as described in section 3.3. The hybrid model
is then applied to re-calculate the failure time of the three mono-crystalline modules. The
results are compared with the one from the physical model as in table 4.12. Figure 4.23
shows the evolution of the degradation trends for the physical as well as the hybrid model.
If we base our argument on the module installed on Zugspitze and on the current bill of
materials, we can conclude that the predicted failure time with the hybrid method is more
probable as compared to the failure time evaluated with only a physical model.
Figure 4.23: On the right: model and measured degradation trend until the time of expo-
sure. On the left: bold lines, measured trend, dotted lines model forecast for with a physical
model (using constant rate) and with a hybrid model (using time dependent rate). The
colors represent the three climatic locations.
Table 4.12: Comparison of the physical model and the hybrid models
Module Failure time [years] Relative
Location Hybrid model Physical model difference
Zugspitze 42.4 52.8 19.7 %
Gran Canaria 23.6 31.6 25.3 %
Negev 17.0 21.4 20.6 %
Chapter 5
Conclusion
When exposed in outdoor environment, PV modules as well as systems are affected by
continuous cycles of temperature, humidity, irradiation, mechanical stress, and soiling.
These environmental factors cause different degradation modes to take place within a PV
module and reduce the performance of the system. Therefore, it is necessary to develop
diagnostic techniques, lower the performance uncertainty, and predict the behavior of PV
systems with higher accuracy. In this research, two main modelling approaches to predict
the degradation rates, the failure time and the remaining useful lifetime of PV modules as
well as systems have been proposed.
On the one hand, a physical model for quantifying the impact of combined climatic stresses
on module maximum power output degradation is proposed. Degradation rate models are
proposed and validated with indoor measurements for specific degradation precursors. A
combined degradation rate model is developed. The model is calibrated and validated
with real field data sets using three identical mono-crystalline modules installed in three
climatic zones: maritime, arid and alpine. Severe degradation is predicted in the arid cli-
mate characterized by high temperatures. Using EAR5 reanalysis datasets to evaluate the
model’s input climatic variables, global risk maps of the specific degradation mechanisms
and the combined rate model are created. The maps are evaluated based on the studied
mono-crystalline modules, and they represent a correlation of different climatic zones to
the different degradation mechanisms. For-example, according to the the Köppen-Geiger
Photovoltaic (KGPV) climate classification, thermo-mechanical degradation is the harsh-
est for the studied PV module in mostly all climate zones, presenting the highest impact
in very high irradiation zones. Photo-degradation and hydrolysis-degradation show similar
global spatial distribution, but the first one is higher since it comprises also UV irradiation
as a degradation factor. Although, due to the high uncertainty in real degradation rate
of PV systems (solar resource, methodology of calculation, quality of operational data,
bill-of-materials of PV modules, etc.), the presented maps might not be representative of
the actual absolute degradation rates, however, they can be used as a guide to identify
possible risk areas in terms of climate stresses.
On the other hand, a data-driven approach is also proposed, the model is aimed to im-
prove the long-term degradation forecasting accuracy using a shorter degradation history.
In developing the model, multiple degradation factor models dependent on the degradation
patterns as well as time are proposed to describe the different degradation patterns. The
data-driven method is based on the monitored degradation and has been calibrated to pro-
vide reliable forecast using a short degradation history of only 3%. During the model devel-
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opment, a focus is put on data treatment especially on extraction of the degradation trends
independent of any reversible performance reducing effect or measurement uncertainties.
Therefore, a computer aided approach is proposed to extract the degradation trends from
the outdoor data. The model has been validated using different PV module and system
datasets with observed long-term degradation. The performance of the proposed model
is benchmarked against two statistical methods, namely ARIMA and Facebook prophet,
using the time series of 11 experimental PV plants (with different PV technologies). The
proposed model displays outstanding performance when forecasts are made after a shorter
time compared to the two statistical models which displayed unrealistic forecasts. The
model also displays consistent results with a 9.5% average relative uncertainty of the eval-
uated failure time when forecasts are made at different intervals, which is not the case for
the two statistical models. Therefore, the obvious advantages of the proposed model over
other data-driven models are that, it is applicable after a small performance degradation
of only 3%, which usually can be observed after a short operation time and it is applicable
on fewer data points. Another advantage of the proposed approach is that, it is based
on a systematic approach for selecting the data and parameters of the models making it
applicable for degradation evaluation on a wide range of data distributions. Hence, the
models’ performance can be well understood and a correlation of different parameters can
be achieved, which is not the case for many empirical, data-driven techniques, especially
those with a black-box character. Moreover, the model is also applicable to all PV tech-
nologies.
On addition, the proposed data-driven model has been applied to assess the effects of
long-term degradation to lifetime yield prediction. The assessment has been carried out by
assuming three degradation scenarios; linear and non-linear with a constant degradation
rate as well as non-linear with a time dependent degradation rate (proposed). Using the
latter made it possible to lower the long-term yield prediction relative uncertainty to 37.6%
on average compared to 54.4% and 64.7% for a non-linear and linear with a constant degra-
dation rate respectively. Lastly, a ‘PVLife toolbox’ based on the data-driven algorithms
has been developed in this research with a simplified interface to be applicable by any one
even without deep knowledge in data analysis.
Finally, the two approach are combined into a hybrid model to achieve a good forecasting
accuracy by deploying data-driven algorithms and also to have a physical understanding
of the evaluated rates through physical models. The hybrid model has been benchmarked
with physical model to evaluate the lifetime of three aforementioned experimental mono-
crystalline modules and it proves to provide more consistent results. The proposed hybrid
model will aid to have more reliable long-term degradation forecast as well as having a
physical understanding of the dominating degradation mechanisms influencing the perfor-
mance degradation. We believe such a model is useful to calculate more reliable levelized
cost of energy and thus the economic viability of solar energy as well as to aid in PV
materials development that can withstand the different environmental conditions.
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Paper 1. 
Kaaya, M. Koehl, A.P. Mehilli, S. de Cardona Mariano, & K.A. Weiss, “Modeling Outdoor Service 
Lifetime Prediction of PV Modules: Effects of Combined Climatic Stressors on PV Module 




Photovoltaic modules are exposed to a variety of climatic loads during outdoor operation. 
Over time, these loads trigger a number of degradation modes within the modules leading to 
performance loss. This paper quantifies the impact of combined climatic loads on the module's 
maximum power output using a mathematical approach. Three degradation precursor 
reactions, namely, hydrolysis, photodegradation, and thermomechanical degradation, are 
assumed to be necessary for service lifetime prediction. For each reaction, an empirical 
kinetics model is proposed and validated with indoor test measurements. A generalized model 
to quantify the effects of combined climatic loads is proposed. The generalized model is 
calibrated and validated using outdoor test measurements. The model is then applied to 
predict the annual degradation rates and a 20% performance loss of three identical 
monocrystalline modules installed in three benchmarking climates: maritime (Gran Canaria, 
Spain), arid (Negev, Israel), and alpine (Zugspitze, Germany) using real monitored 
meteorological data. A degradation of 0.74%/year corresponding to 21.4 years operation time 
was predicted as the highest for an arid environment, compared with 0.50%/year and 
0.3%/year degradation for maritime and alpine environments, respectively. The proposed 
models will find applications in outdoor predictions as well as in the combined stress 
accelerated tests to develop test designs. 
Paper 2. 
S. Lindig, I. Kaaya, K.A. Weiss, D. Moser, and M. Topic, “Review of statistical and analytical 
degradation models for photovoltaic modules and systems as well as related improvements,” 
IEEE Journal of Photovoltaics, vol. 8, Issue. 6, pp. 1773–1786, Nov. 2018. 
DOI: 10.1109/JPHOTOV.2018.2870532 
Abstract: 
In this work, we investigate practical approaches of available degradation models and their 
usage in photovoltaic (PV) modules and systems. On the one hand, degradation prediction of 
models is described for the calculation of degradation at system level where the degradation 
mode is unknown and hence the physics cannot be included by the use of analytical models. 
Several statistical models are thus described and applied for the calculation of the 
performance loss using as case study two PV systems, installed in Bolzano/Italy. Namely, 
simple linear regression (SLR), classical seasonaldecomposition, seasonal- and trend-
decomposition using Loess (STL), Holt-Winters exponential smoothing and autoregressive 
integrated moving average (ARIMA) are discussed. The performance loss results show that SLR 
produces results with highest uncertainties. In comparison, STL and ARIMA perform with the 
highest accuracy, whereby STL is favored because of its easier implementation. On the other 
hand, if monitoring data at PV module level are available in controlled conditions, analytical 
models can be applied. Several analytical models depending on different degradations modes 
are thus discussed. A comparison study is carried out for models proposed for corrosion. 
Although the results of the models in question agree in explanation of experimental 
observations, a big difference in degradation prediction was observed. Finally, a model 
proposed for potential induced degradation was applied to simulate the degradation of PV 
systems maximum power in three climatic zones: alpine (Zugspitze, Germany), maritime (Gran 
Canaria, Spain), and arid (Negev, Israel). As expected, a more severe degradation is predicted 
for arid climates. 
 
Paper 3. 
J. A-Vásqueza, I. Kaaya, K. Brecla, K-A. Weiss and M.Topic, “Global climate data processing and 
mapping of degradation mechanisms and degradation rates of PV modules”. Energies MDPI 
,vol. 12 (24) 4749 Dec 2019. 
DOI: https://doi.org/10.3390/en12244749  
Abstract: 
Photovoltaic (PV) systems are the cheapest source of electricity in sunny locations and nearly 
all European countries. However, the fast deployment of PV systems around the world is 
bringing uncertainty to the PV community in terms of the reliability and long-term 
performance of PV modules under different climatic stresses, such as irradiation, temperature 
changes, and humidity. Methodologies and models to estimate the annual degradation rates 
of PV modules have been studied in the past, yet, an evaluation of the issue at global scale has 
not been addressed so far. Hereby, we process the ERA5 climate re-analysis dataset to extract 
and model the climatic stresses necessary for the calculation of degradation rates. These 
stresses are then applied to evaluate three degradation mechanisms (hydrolysis-degradation, 
thermomechanical-degradation, and photo- degradation) and the total degradation rate of PV 
modules due to the combination of temperature, humidity, and ultraviolet irradiation. Further 
on, spatial distribution of the degradation rates worldwide is computed and discussed proving 
direct correlation with the Köppen-Geiger-Photovoltaic climate zones, showing that the 
typical value considered for the degradation rate on PV design and manufacturer warranties 
(i.e., 0.5%/a) can vary ± 0.3%/a in the temperate zones of Europe and rise up to 1.5%/a 
globally. The mapping of degradation mechanisms and total degradation rates is provided for 
a monocrystalline silicon PV module. Additionally, we analyze the temporal evolution of 
degradation rates, where a global degradation rate is introduced and its dependence on global 
ambient temperature demonstrated. Finally, the categorization of degradation rates is made 
for Europe and worldwide to facilitate the understanding of the climatic stresses. 
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Appendix
Figure 1: Global horizotal irradiation used to model UV. Since the ambient temperature is
propotional to the irradiance levels, the global distribution of ambient temperatures takes
the same trend. Figure reprinted from Ascencio-Vasquez (2020). The map is according to
EAR5 dataset and of the year 2018
Figure 2: Maximum module temperature distribution worldwide. The module temperature
is calculate from the ambient temperature using the Faiman model. Figure reprinted from
Ascencio-Vasquez (2020). The map is according to EAR5 dataset and of the year 2018
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Figure 3: Distribution of relative humidity worldwide. The relative humidity is calcu-
lated from the ambient and the dew point temperatures using the Buck’s formula. Figure
reprinted from Ascencio-Vasquez (2020). The map is according to EAR5 dataset and of
the year 2018
