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Real-time controlAbstract Performance optimization of cyber-physical systems (CPS) calls for co-design strategies
that handle the issues in both computing domain and physical domain. Periods of controller tasks
integrated into a uniprocessor system are related to both control performance and real-time schedu-
lability analysis simultaneously. System performance improvement can be achieved by optimizing the
periods of controller tasks. This paper extends an existing model to select task periods in real-time for
CPS with ﬁxed priority controller tasks scheduled by rate-monotonic algorithm. When all the tasks
can be integrated, the analytic solution of the problem is derived by using the method of Lagrange
multipliers and gradient descent method is evaluated to be suitable online. To further deal with the
condition that the system is overloaded, an integrated method is proposed to select periods of tasks
online by selecting a subset of tasks ﬁrst and then optimizing the periods for them. Experimental
results demonstrate that our method yields near-optimal result with a short running time.
ª 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Cyber-physical systems (CPS) are integrations of computation
and physical process.1 A CPS is often implemented using dis-
tributed architectures with many computing nodes which con-
nect with each other through networks. Improving processor
computing power and network performance enables some
applications to be integrated into a uniprocessor node, whichconserves hardware resources and improves the overall system
performance. For example, integrated modular avionics
(IMA)2 integrates some subsystems, which are traditionally
implemented as independent nodes, in some portable modules.
IMA reduces the weight of computing equipment and saves
the space of cabinet, improving the overall performance of
the aircraft.3
When multiple tasks are integrated into a uniprocessor sys-
tem and run concurrently, CPU resources should be allocated
to these tasks to guarantee that they can ﬁnish their executions
before deadlines, which is referred to as system schedulability.4
One of the elements that affect system schedulability is the task
period, which also has an impact on control performance.
Therefore, it is reasonable to assign periods for controller
tasks with considerations of schedulability as well as
control. Approach to design the system integrating control
domain and real-time computing domain is referred to as
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focused on it.
Seto et al.8 modeled the co-design problem as an optimiza-
tion problem, where period is selected as the optimization vari-
able, system performance index is expressed as a function of
period and the period variable is restricted within its feasible
region to guarantee system schedulability. As different perfor-
mance functions guide different targets and the real-time
scheduling policies fall into different scheduling types with dif-
ferent schedulability criteria, the model is adopted and further
extended by many researchers, tackling the period assignment
issues based on earliest deadline ﬁrst (EDF) and rate-
monotonic (RM) scheduling policies.9–13 Different from classi-
cal RM and EDF, the feedback control scheduling (FCS)14 is a
closed-loop scheduling policy which adjusts resources alloca-
tion online. Some of the efforts in co-design problem based
on FCS can be found in Refs.15–18 More work about real-
time control co-design can be found in survey.7
The motivation of this paper is to assign periods to ﬁxed
priority controller tasks in real-time considering the condition
that a uniprocessor system is overloaded. To be speciﬁc, RM
scheduling policy and linear-quadratic-Gaussian (LGQ) con-
troller tasks are studied as the RM is an optimal scheduling
policy for system with ﬁxed priority (FP) tasks4 and the
LGQ control problem is one of fundamental optimal control
problems. Overload condition may occur when a part of the
computing nodes in a CPS crashes and a subset of tasks should
be selected and assigned with proper periods to maximize the
overall performance. As the high dependable safety critical
requirements, the periods re-assign procedure should be ﬁn-
ished quickly and in real-time (e.g. 100 ms). A near-optimal
result is considered acceptable.
Efforts in Refs.10–11 contribute to the period selection prob-
lem with FP tasks scheduled by RM scheduling algorithm, but
the control stability was not explicitly investigated, besides, the
overload condition was not considered either. As a result, we
extend the model and emphasize fast and real-time require-
ment of solving the optimization problem in this paper. Two
sub-problems are solved, the ﬁrst problem is to assign period
to controller tasks in real-time with system schedulability
and control stability constraints, and the second one is to select
a subset of tasks and assign periods to them.
The rest of this paper is organized as follows.
In Section 2, the optimization model and related work are
reviewed. We state the period selection problem for FP tasks
in CPS and formulate the model as an optimal problem in
Section 3. The procedure of solving the optimal problem is
given in Section 4 in the case that all the candidate tasks can
be integrated in a uniprocessor system. We introduce an inte-
grated approach to handle overload situation in Section 5.
Section 6 demonstrates experimental results and compares
the proposed algorithm with other approaches. Section 7 sum-
marizes the main results and concludes the paper.
2. Computation scheme and related work
Optimization model for period selection problem with FP
tasks scheduled by RM scheduling algorithm has been further
extended from optimal function and constraints these two
aspects. Both optimization model and existing work relating
to period selection algorithms are reviewed in this section.We adopt the triple <C, D, P> to model a task in this paper,
where C denotes the worst-case execution time (WCET), D the
delay constraint and P the period respectively.4
2.1. Optimization model
2.1.1. Constraints on period
The period of a controller task should be longer than its
WCET and shorter than an upper bound to guarantee control
stability, which can be formulated as
Ci 6 Pi 6 Pimax ð1Þ
where Ci is the WCET of the task si, and Pi-max is its maximum
period.
Besides, period of an integrated task should keep the whole
system schedulable. Schedulability of a system with FP tasks
scheduled by the RM algorithm can be tested by performing
CPU utilization analysis4,19 or response-time analysis
(RTA).20,21 Liu and Layland4 proved that a system with
parameters satisfying Eq. (2) is schedulable, where n is the
number of tasks integrated in the system and Ub is the utiliza-
tion bound. Inequality Eq. (2) can be transformed to a linear
form by replacing 1/Pi with frequency fi.Xn
i¼1
Ci=Pi 6 Ub ¼ nð21=n  1Þ ð2Þ
Different from research on relationship between CPU uti-
lization and schedulability, Joseph and Pandya20 tested the
system schedulability by RTA. The response time of a task is
the time elapsed from the request of resource to the completion
of execution and the system is schedulable if the response-time
of any task is shorter than its deadline, which can be formu-
lated as
Ri ¼ t ¼ Ci þ
X
j<i
dt=PjeCj 6 Di ð3Þ
where Ri is the response time of task si, and t is the time
variable.
2.1.2. Performance function
System performance can be formulated as a function of
parameters. It is a function of task period in this work. The
performance function represents the design goals, e.g. power
consumption. Seto et al.8 used the cost-function Eq. (4) to
describe their design goal, where ai and bi are coefﬁcients.
JiðPiÞ ¼ aiebi=Pi ð4Þ
The performance of LQG control is formulated as Eq. (5)
in Ref.22, where x is the state vector, u the control vector,
and T the maximum time to be considered in the performance
evaluation; Q and R are weighting matrices.
J ¼ lim
T!1
1
T
E
Z T
0
ðxTðtÞQxðtÞ þ uTðtÞRuðtÞÞdt
 
ð5Þ
Melzer and Kuo23 proved that in the case of LQR control,
the derivative of cost-function Eq. (5) at zero is zero and the
second derivative is positive, which means the cost-function
Eq. (5) can be approximated by a simple quadratic form, i.e.
JiðPiÞ ¼ ai þ biP2i ð6Þ
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by Gaussian noise and the LQG control is applied to ﬁltering
the noise, the cost-function has a linear relation with the con-
trol period, which can be simpliﬁed as
JiðPiÞ ¼ ai þ biPi ð7Þ
Some more work on cost-function Eq. (5) can be found in
Refs.25,26 Zhang et al.12 selected Eq. (8) as their design goal,
where Sa is H1 norm of the sensitivity function for an single
input and single output (SISO) system and b the coefﬁcient
applied to power consumption Pc.
J ¼ Sa þ bPc ð8Þ
In general, the performance function or its approximation
should be selected following the guidelines:
(1) It can be optimized with analytic solutions.
(2) It is convex to simplify the optimization problem.
(3) The approximation should be close to the original
performance.
2.2. Related work
Seto et al.27 adopted a search-based algorithm to assign task
periods to improve the system performance with the schedula-
bility constraints. The algorithm formulates schedulability test
into the integer programming problem and adopts the branch
and bound approach to reduce the search space. Their method
is efﬁcient when the utilization is constrained, especially in the
case of more restrictive utilization being given. However, the
algorithm becomes inefﬁcient when the system contains a large
number of tasks and they have a low level utilization of the
computing resources.9
Bini and Di Natale9 improved the algorithm proposed in
Ref.27 with a practical and search-based algorithm. The algo-
rithm begins with an initial point that is close to the optimal
point and speciﬁes a search criterion, which limits the search
space and makes the algorithm more practical. The algorithm
is not yet very fast and can be used ofﬂine only.
Eker et al. 10,11 modeled the period selection problem with
quadratic cost-function in Eq. (5) and inequality induced by
CPU utilization analysis in Eq. (2). They got optimal periods
for tasks by using Lagrange multiplicator method and the con-
vex feature of quadratic cost-function. For example, when the
cost-function is of the form of Eq. (6), they got the optimal
period for a task by Eq. (9). This result does not always satisfy
the control stability constraint in Eq. (1).
Pi ¼ ðCi=biÞ1=2
Xn
j¼1
ðCibiÞ1=2=Ub ð9Þ
Zhang et al.12 modeled the system performance with the
cost-function in Eq. (8). They optimized the task periods
with the linear schedulability constraint in Eq. (2). They
deﬁned the periods that make the ﬁrst-order partial
derivatives of cost-function J with respect to P equal 0
as optimal operation point and proved this point located
on the Liu–Layland hyper-surface. Their model includes
the control stability constraint in Eq. (1), but the
Lagrange multiplier method in their work does not cope
with it either.Lee et al.28 proposed a general quality of service (QoS)-based
resources allocation framework, which describes the problem
about how to allocate multiple ﬁnite resources to multiple tasks.
Similar to Lee’s work, Shin and Meissner29 proposed an online
period assign algorithm. They divided resources into integer
pieces, and allocated resources with algorithms inspired by the
dynamic programming algorithm applied to 0–1 Knapsack
problem. Both of these two algorithms can be used online to
assign periods to controller tasks, but there is a trade-off
between computation speed and result precision.
Goossens and Richard30 provided a generic branch and
bound method dedicated to hard real-time ﬁxed-priority sched-
ulers to ﬁnd the optimal priority assignment. Themethod is suit-
able for different cost-functions or performance measurements.
Aydin et al.31 studied the reward-based scheduling for peri-
odic real-time tasks and proposed the solution for some cost-
functions with the schedulability constraint treated as a linear
constraint in Eq. (2).
Sha et al.32 proposed an approach to optimize the control
performance online driven by varying workload. Cervin et al.33
adjusted control periods dynamically for tasks to address the
noise intensity and the computational delay for each control
loop. Besides, FCS is widely used for online period adjustment.
However, periods of controller tasks are not suggested to be
adjusted dynamically for predictable performance is preferred
in high dependable safety critical CPS except that the system is
reconstructed.
Reimann et al.34 proposed a quadratic Lyapunov function-
based method to address the control stability issue explicitly,
but the problem is solved ofﬂine.
More factors e.g. network, are taken into consideration in
latest work.35–38 These factors are left as future work to sim-
plify and focus on the period selection problem.
We address the fast and real-time requirement of solving
period optimization problem in this paper. Therefore, the lin-
ear constraint induced by CPU utilization analysis in Eq. (2) is
adopted as the schedulability criteria while the nonlinear con-
straint from RTA in Eq. (3) is abandoned for there are no both
efﬁcient and exact methods to test system schedulability in
real-time. As an extension of result in Refs.10–12, the main con-
tribution of this paper can be summarized as follows:
(1) Constraints are complemented to guarantee control sta-
bility and the analytic solution is presented by using the
method of Lagrange multipliers in the case that all can-
didate tasks can be integrated into a uniprocessor
system.
(2) An integrated method is proposed to get nearly optimal
result online in real-time for the condition that the sys-
tem is overloaded. The method is fast and has a deter-
ministic time complexity, which makes it capable of
being used online for a real-time system.
3. Problem statement
This work considers a set of periodic controller tasks inte-
grated into a uniprocessor system scheduled by RM policy.
For task si in the system, it is assumed that Ci is known,
whereas Di is set to equal Pi and Pi is the design parameter
to be optimized.
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We select cost-function in Eq. (6) as the control performance
loss index for LQG controller tasks. Actual cost-function
obtained from jitterbug39 and its ﬁtting approximation with
the form of Eq. (6) are shown in Fig. 1, where two controller
tasks are studied and the ﬁtting cost-function and the actual
cost-function are very close. It is noted that some other cost-
functions e.g. Eq. (4) can also be selected to guide the design
principles to achieve expected goals.
The performance function of controller task si in this work
is modeled as Eq. (10), where w is a constant importance factor
which denotes the importance of a task and the cost-function
a+ bp2 is the ﬁtting quadratic function.
JiðPiÞ ¼ wi  ðai þ biP2i Þ ð10Þ3.2. Constraint
The period of a controller task is subject to constraints from
control theorem and schedulability theorem. Firstly, the con-
trol period should not be too long to hold the control stability.
As a rule of thumb, long control period will degrade the con-
trol performance and even jeopardize the stability of the con-
trolled system. There are some guiding principles for selecting
control period, for example, 0.2 < w0 p< 0.6, as suggested in
Ref.22, where w0 is the natural frequency of the system.
Secondly, tasks integrated into a uniprocessor system should
be schedulable. It means that the period of an integrated task
should be longer than its WCET and meets the linear con-
straint in Eq. (2). As a result, the period of a controller task
is bounded within an interval. Furthermore, we introduce an
indicator si to denote whether the task is integrated in the sys-
tem, resulting in:
Ci 6 Pi 6 PimaxPn
i¼1
ðCi=PiÞsi 6 Ub
si ¼ 0; 1
8>><
>: ð11Þ3.3. Optimization problem
Summarizing the discussion above leads to the following
optimization problem in this work:Fig. 1 Cost-functions and ﬁtting cost-functions of two controller
tasks.max J ¼Pn
i¼1
JiðPiÞ
s:t:
Pi 6 Pimax
Ci 6 PiPn
i¼1
ðCi=PiÞsi 6 Ub
si ¼ 0; 1
8>>><
>>>:
ð12Þ4. Solutions for schedulable situation
In the case that all tasks can be integrated into a uniprocessor
system, which means all si equal 1 in Eq. (12), the optimization
problem (12) reduces to a quadratic programming problem.
min J ¼Pn
i¼1
ðbiP2i Þ
s:t:
Pi 6 Pimax
Ci 6 PiPn
i¼1
Ci=Pi 6 Ub
8><
>:
ð13Þ4.1. Analytic solution
As described in Ref.40, optimization problem with inequality
constraints gm(x) 6 0 can be solved by the method of
Lagrangian multipliers introducing the relaxation factor em
to transform inequality constraints to equality constraints.
gmðxÞ 6 0) gmðxÞ þ e2m ¼ 0 ð14Þ
The transformed problem can be solved by using the
method of Lagrangian multipliers. For the optimization prob-
lem Eq. (13), we can get the Lagrange function after introduc-
ing Lagrangian multipliers k1, k2, . . ., k2n+1 to associate with
the 2n+ 1 inequality constraints:
L¼
Xn
i¼1
biP
2
i þ
Xn
i¼1
kiðPi Pimax þ e2i Þ þ
X2n
j¼nþ1
kjðCjn
Pjn þ e2j Þ þ k2nþ1
Xn
i¼1
Ci=Pi Ubþ e22nþ1
 !
ð15Þ
The critical values of L occur where its gradient is zero. The
partial derivatives are
@L
@Pi
¼ 0 ði ¼ 1; 2; . . . ; nÞ
@L
@kj
¼ 0 ðj ¼ 1; 2; . . . ; 2nþ 1Þ
@L
@ek
¼ 0 ðk ¼ 1; 2; . . . ; 2nþ 1Þ
8>>>><
>>>>:
ð16Þ
Optimal periods can be obtained by solving Eq. (16). When the
number of tasks is large, e.g. larger than 3, it is not easy to
solve the problem analytically. Therefore, we introduce
numeric method in the next subsection.
4.2. Numerical method
Apart from the analytic solution above, there are some search-
based numerical methods to quadratic programming problem,
898 C. Du et al.for example, gradient descent method. These methods are fully
studied, both effective and efﬁcient. They are available in some
computing softwares and open-source code libraries, e.g. opti-
mization toolbox in MATLAB41 and ALGLIB.42 Search-
based numerical methods can also be adopted online with
the stop criterion that the result converges or the maximum
calculation time reaches. We test the performance of the gradi-
ent descent method and show the result in Section 6.
5. Solutions for overload situation
On condition that a part of the system crashes, the whole sys-
tem should be reconstructed to support some crucial con-
troller tasks. In this case, the system may overload and
some less important tasks have to be abandoned, which
means only some of the si equal 1 in Eq. (12). Based on
the principle that to support as many important tasks as pos-
sible, we decompose the optimization problem in Eq. (12) to
two sub-problems: the ﬁrst problem is to select a subset of
tasks and the second one is to allocate CPU resources to
these selected tasks, which is studied in the above section.
We adopt a dynamic programming algorithm to select a sub-
set of tasks and then optimize the periods for these tasks in
this section.
5.1. Selection of tasks
The utilization of a task is Ui = Ci/Pi, which presents the CPU
resources demanded by task i. The proﬁt of a task is its perfor-
mance function in Eq. (10). We simplify the model by treating
least demand utilization U0i ¼ Ci=Pimax as its cost and the
importance factor wi as its proﬁt. The upper bound utilization
for these tasks is Ub, and different allocation schemes result in
different proﬁts. This model is similar to the 0–1 Knapsack
problem by setting U0i as the weight of the item i and impor-
tance factor wi as the proﬁt. The problem can be solved by
the dynamic programming algorithm for the 0–1 Knapsack
problem with the assumption that the CPU resources are
divided into M units. Larger integer M results in more precise
results but longer running time.
Suppose that there are n tasks and the total available CPU
utilization is divided into M units. We introduce a pay-return
matrix A of size nM, where A[i,j] denotes the maximum gain of
the system with the ﬁrst i tasks sharing j units of the CPU
resources. This interpretation makes the problem exhibit opti-
mal substructure, which is the foundation of dynamic pro-
gramming, and the solution to the entire problem relies on
solutions to sub-problems.
Another work is to ﬁnd the equation of state transition for
the problem. It can be easily speciﬁed with the interpretation of
A[i, j]. Supposing that A[1:i,1:M] is known, consider that a new
task i+ 1 is introduced. If the total CPU resources for the ﬁrst
i+ 1 tasks are j, and the No. i+ 1 task is selected, then the
left j  d[i+ 1] units of CPU resources are allocated to the
previous i tasks, where d[i] denotes the least demand
utilization by the No. i task. Hence, we can get that the
value of A[i+ 1, j] is the maximum of A[i, j] and
A[i, j  d[i+ 1]] + proﬁt(i+ 1),where proﬁt(i) is the impor-
tance factor of the No. i task.
Considering the initial condition, we can get A[i, j] in more
general terms:A½1; j ¼ 0 j ¼ 1 : d½1  1
prifitð1Þ j ¼ d½1 : M

A½iþ 1; j ¼
A½i; j j ¼ 1 : d½iþ 1  1
maxfA½i; j d½iþ 1 þ prifitðiþ 1Þ;
A½i; jg j ¼ d½iþ 1 : M
8><
>:
8>>><
>>>:
ð17Þ
The ﬁnal answer to the problem is A[n, M], which denotes
the maximum gain of M units of CPU resources allocated to
the ﬁrst n tasks. We can determine a subset of tasks to be sup-
ported from matrix A after the assignment process. A[i+ 1, j]
equals A[i, j] means the No. i+ 1 task is not selected.
Otherwise, if A[i+ 1, j] does not equal A[i, j], the No. i+ 1
task is selected and the left j  d[i+ 1] units of CPU resources
are shared by previous i tasks. From A[n, M], we can select a
subset of tasks. The whole process results in the pseudo-code
as follows:
Algorithm: task selection pseudo-code
1. for i = 1, j = 1:d[i]  1
2. A[i,j] = 0
3. end for
4. for j = d[1]:M
5. A[1,j] = proﬁt(1)
6. end for //initial condition
7. for i = 2:n
8. for j = 1:d[i]-1
9. A[i,j] = A[i-1,j]
10. end for
11. for j = d[i]:M
12. A[i,j] = max{A[i  1,j], A[i  1,j  d[i]] + proﬁt (i)}
13. end for
14. end for //backwards
15. tl =M
16. for i = n:2
17. if A[i,tl] != A[i-1,tl]
18. select tasks i
19. tl = tl  d[i]
20. end if
21. end for
22. if tlP d[1]
23. select task 1
24. end if //select tasks
The algorithm has a deterministic time complexity O(nM)
with n tasks and that the total available CPU resources are
divided intoM units. LargerM results in more precise solution
but longer computing time; experiment shows that it is fast and
with a suitable precision solution whenM is set to 10000. Once
we decide which tasks to be allocated CPU resources, we can
use the gradient descent method discussed in Section 4 to
adjust the allocation scheme. Considering the time complexity
of the gradient descent method is O(nl) if the stop criterion is
that the maximum step is l, the total time complexity of the
integrated method is O(nM+ nl). It makes the method fast
as shown in Experiment 3 of Section 6.
5.2. Evaluation
Task selection and period assignment to the selected tasks are
coupled when the system is overloaded. The coupling problem
can be solved ofﬂine by the multiple resources and multiple
Table 1 Parameters of 8 tasks.
No. of task w0 (Hz) Maximum period (ms) Coeﬃcients
a b
1 12.91 46.5 2.8 1677.0
2 11.18 53.7 2.8 1257.7
3 10.00 60.0 2.8 1006.2
4 9.13 65.7 2.8 838.5
5 8.45 71.0 2.8 718.7
6 7.91 75.9 2.8 628.9
7 7.45 80.5 2.8 559.0
8 7.07 84.9 2.8 503.1
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ware LINGO.43 However, overload situation only happens
when reconstruction is needed, which calls for the problem
to be solved in real-time. As suggested in Ref.28, MRMD algo-
rithm is questionable for online calculation for its high time
complexity. Besides, optimization software is not available
online. We cope with the real-time requirements by decoupling
the problem to two sub-problems which can be solved online.
It is reasonable to support as many vital tasks as possible by
degrading the performance of the supported tasks when system
fails. The goal can be achieved by setting the importance factor
w much bigger than the control performance loss index
J= a+ bp2. It is noted that the sub-problem of selecting sub-
set of tasks is non-deterministic polynomial (NP)-complete
hard and our method is an approximate method for the cou-
pling problem.
6. Experimental results
This section illustrates the procedure of the proposed method
and evaluates its performance by comparison with the existing
methods. The experiments are carried out on a platform with
an Intel Core-I3 processor and 2G memory. We consider the
case that a uniprocessor system controls n inverted pendu-
lums12 and each pendulum is controlled by an LQG controller
task.
For each pendulum as shown in Fig. 2, let m denote the
mass of the inverted pendulum, g the gravity constant, l the
pendulum length, h the pendulum angle from vertical (down)
and ul the torque applied on the pendulum. In the tangential
direction, we can get
ml€h ¼ uþmg sin h ð18Þ
We choose h and its derivative as state variables, h as obser-
vation variable. Approximating sin h with h when h is close to
0, we can get the state-space model
_xðtÞ ¼ AxðtÞ þ BuðtÞ
yðtÞ ¼ CxðtÞ
A ¼ 0 1
g=l 0
 
¼ 0 1
w20 0
 
B ¼ 0
1=ml
 
;C ¼ 1
0
 
8>>>><
>>>>>:
ð19Þ
As a rule of thumb, control period p is suggested as
0.2/w0 < p< 0.6/w0.
22 We choose quadratic function
J= a+ bp2 as the cost-function. Suppose there are eight
pendulums with lengths:Fig. 2 Stress analysis of an inverted pendulum.L¼ ½6 8 10 12 14 16 18 200  cm
The natural frequencies corresponding to them are
w0 ¼ ½12:91 11:18 10:00 9:13 8:45 7:91 7:45 7:07  Hz
We can get ﬁtting cost-function in Table 1.
We set the WCET vector so that all these tasks can be inte-
grated into a uniprocessor system or the system is overloaded
to study the performance of the proposed methods in Section 4
and Section 5 respectively.
6.1. Experiment 1
In Experiment 1, we set the WCET vector as:
C ¼ ½ 4 4 5 6 7 7 8 8  ms
We get optimal periods for these tasks with gradient descent
method in Section 4.2; the total minimum cost is 51.3853,
and the corresponding optimal periods are
P¼ ½46:47 51:20 59:42 65:75 70:97 75:87 80:52 84:82 ms
The periods for controller tasks and the system cost are
reported in Fig. 3.
We compare the provisional result of iteration 10 steps and
the ﬁnal convergent result, as shown in Fig. 4. As the conver-
gence speed is fast, the gradient descent method can be applied
online. Practice shows good performance when we set the stop
criterion that the maximum iteration step is 10 or the result
converges.Fig. 3 Periods of tasks and system cost.
Fig. 5 Running time of algorithms.
Fig. 6 Periods of tasks.
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In Experiment 2, we compare the running time of different
algorithms to select a subset of tasks. The adopted dynamic
programming algorithm with M= 10000 is compared with
the backtracking algorithm and its improvement through
branch and bound technology. The results are reported in
Fig. 5. It is obvious that the adopted dynamic programming
algorithm shows advantages when the number of tasks is large.
6.3. Experiment 3
In Experiment 3, we study the overload condition. We set the
WCET vector such that the system is overloaded. Besides, we
set the importance factor vector w to mark the importance of a
task:
C ¼ ½ 5 5 6 6 7 7 8 8  ms
w ¼ ½ 45 45 40 40 30 30 25 25 
The optimal system performance obtained from LINGO is
212.8973, while the result from our method is 212.5619, lightly
weaker. Fig. 6 shows the periods from our method and the
optimal periods for tasks. The reason why our result is weaker
is that the No. 7 task is abandoned in our method while the
No. 8 task is abandoned in optimal result. The coupling of task
selection and period assignment makes our method deviate
from optimal result. The proposed method fails to explore fur-
ther to distinguish from No. 7 task and No. 8 task as they are
of the same importance. However, as the sum of importance
factors obtained from our method is the same as that in opti-
mal result, the degradation is acceptable in this sense.
We compare the results from the following methods:
(1) Result of our integrated method.
(2) Result of the MDRD algorithm in Ref.28
(3) Optimal result from LINGO.
The results are reported in Fig. 7, where results from our
method and results from MDRD are both very close to the
optimal solution. Method proposed in this paper is weaker
than MDRD in terms of result, but it has an advantage in
computing speed. Fig. 8 shows the running time of theFig. 4 Provisional result of iteration 10 steps versus convergent
result.
Fig. 7 Performance ratio to optimal result.proposed method, where the upper part of the ﬁgure exhibits
its running time and the lower part reports the running time
ratio of our integrated method to MDRD. As the time com-
plexity of MDRD is aboutM times higher than our integrated
method, the magnitude of running time ratio is on the order of
104 when M equals 10000. It can also be found from the
upper part that when the number of tasks is smaller than 30,
our method completes calculation within 10 ms, which is
acceptable online.
Fig. 8 Running time of the integrated method.
Period selection for integrated controller tasks in cyber-physical systems 9017. Conclusions
The problem of selecting periods for controller tasks in real-
time is addressed in this paper. In particular, a deterministic
time complexity method is proposed to select periods for tasks
when the system is overloaded. Simulation results demonstrate
that the proposed method is effective with nearly optimal
result and fast computing speed. Future work to do is to take
more factors, e.g. network, into consideration.
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