Abstract -It is now u n d e r s t o o d [2, 3 1 t h a t the t u r b o decoding algorithm is a n instance of a probability propagation a l g o r i t h m ( P P A ) o n a g r a p h w i t h m a n y cycles. I n this paper w e investigate t h e behavior of a n P P A in graphs w i t h a single cycle such as the g r a p h of a tail-biting code. First, w e show t h a t for strictly positive local kernels, t h e iterations of the P P A converge to a unique fixed point, (which was also observed b y Anderson a n d Hladik [l] a n d Weiss [ 5 ] ) . Secondly, w e shall generalize a result of McEliece a n d Rodemich [4], b y showing that if the hidden variables in t h e cycle are binary-valued, t h e P P A will always make a n o p t i m a l decision. (This was also observed independently by Weiss [ 5 ] ) . W h e n t h e hidden variables c a n a s s u m e 3 or m o r e values, t h e behavior of t h e P P A is much h a r d e r to characterize.
I. MESSAGE PASSING CONVERGENCE
Consider a linear block code described by a tail-biting graph G = (V,E) which consists of a single cycle. We can decode using this graph by passing messages pi,j, between adjacent vertices wi and wj in the cycle. The PPA computes these messages as where the matrix @ j is a function of the structure of the trellis and the received noisy codeword, and (vi, w j ) , (wj, w k ) E E . We can construct the matrix @ j for all wj € V.
A message passed in one direction will propagate through the vertices in the cycle due to the message passing schedule.
Since the message is multiplied by a matrix at each vertex on the cycle, we can rewrite the updated message in terms of the old message as follows
where Mj = @ j i P i . . . @ k is the ordered product of the matrices associated with each vertex visited in the cycle. If we travel in the reverse direction we get the matrix MT.
If Mj is strictly positive, or has only one eigenvalue of largest modulus, then by the Perron Frobenius Theorem, the PPA will converge to the unique, non-negative, principal right e-igenvector of Mj in the forward direction and the unique, Let z be a binary valued hidden variable where m11 and m 2 2 are the probabilities Pr(z = 0) and P r ( x = 1) respectively. For the component-wise product of the two eigenvectors to make an optimal APP decision we must satisfy (A+ -m11)~ 5 m12m21, where A+ is the principal eigenvalue of M . It is easy to show that for a binary valued hidden variable the PPA will always make the correct decision, however the certainty of the decision is dependent on the product of the off-diagonal elements.
For the non-binary case, it is much harder to characterize the performance of the PPA in terms of the matrix M . When b = 0, there is no noise and the PPA will make a correct APP hard decision. When a = 0, the PPA decision is based entirely on the noise matrix N and can be correct or incorrect depending on the nature of the noise. For intermediate values of a and b, the PPA may or may not make a correct decision depending on the mean diagonal -off-diagonal ratio (DOR) of the elements of M . Generally the larger the DOR, the higher the likelihood of the PPA making a correct decision.
In the case where the off-diagonal elements are all the same, one can show that the PPA will always make the correct decision.
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