The goal of this work is to perform physical fault detection on a multicomputer by using interferometric optical sensors to measure applied strain on interconnection data links.
0 Introduction and Background
The goal of this work is to perform physical fault detection on a multicomputer by using interferometric optical sensors to measure applied strain on interconnection data links.
The main interest in research of this sort is to provide reliable optical interconnections between computers that may operate in harsh environments. An example of such a system would be found on an aircraft or other military vehicle which, by nature of its function, is expected to undergo some form of structural trauma in its operating lifetime.
This work will examine an application of the problem of dynamic fault tolerance, and provide an example of a practical solution. Damage will be inflicted upon a data link of an operational hybrid communication/sensing multicomputer and detected with the use of optical sensors. It will be shown that the multicomputer can reroute all communications functions and reallocate computational tasks around this faulty data link with no loss of information or functionality.
It will also be shown that the multicomputer can accurately convert the output of an extrinsic Fabry-Perot interferometer into a strain value and compare this calculated value to a predetermined maximum strain value, by use of an algorithm that continuously calculates strain based on the sinusoidal output of the interferometric sensor. For this work, the testbed has been modified to permit the use of interferometric sensors to collect data. Since EFPIs were to be employed as the sensing devices, the network had to be designed in such a way to allow the EFPI to operate in its most efficient reflective mode. A diagram of the optical interconnection network is given in Figure 1 . Note that communication is performed at a wavelength of 820 nm, while sensing is performed at 1300 nm, thereby preventing crosstalk between the communications and sensing signals.
As can be seen in Figure 2 transmission of communications data while reflecting the sensing signal, which is split off to a photodetector by a 2x2 coupler.
In the process of redesigning the existing MIL-STD-1773 sensing/communications testbed, three primary goals were established:
. Demonstrate interferometric sensing in hybrid communications/sensing applications.
. Perform real-time EFPI fringe counting and strain resolution.
. Demonstrate an implementation of a dynamic redundant fault-tolerant network.
The introduction of interferomtric sensing into a computer interface provides the ability to quickly decode the otherwise difficult-to-process fringes that are produced by a FabryPerot interferometer. The accuracy ofthe EFPI is a desirable feature that can increase the sensitivity of measurements performed by the testbed, allowing more subtle and delicate tests to be performed, such as vibration analysis and potential vibration dampening.
With a direct link to an EFPI, a computer can be used to process the EFPI output while such intensity changes occur, as opposed to post-processing captured data.
Since MIL-STD-1773 is a communications protocol that is used commonly in military applications, it would be natural to assume that a system designed to operate in a military environment would at some point be subjected to damage that is beyond normal operational strain and aging. Such a system would undoubtedly employ redundant systems as backups to reduce the chance that catastrophic failure to one element would result in mission failure. The application of dynamic redundancy requires some form of damage detection to provide the multicomputer network with information as to when rerouting of tasks is required due the occurrence of physical faults on the interconnection network. Chapter 3 will detail experiments in which a data link containing an in-line EFPI was placed under stress. After the resulting strain level surpassed a preset tolerance level, the data link was determined to be unreliable, and communications were rerouted to an alternate data link before loss of critical data could occur due to data link failure.
0 Testhed Operation and Functions
The establishment of fault tolerance ofthe multicomputer required the implementation of a fringe counting algorithm that would process the output ofthe interferometric sensors into a discrete strain level. Given that strain level, the multicomputer could reorganize itself according to the health ofthe interconnection network.
To implement fault detection with the MIL-STD-1773 testbed, the configuration in Figure   3 was designed and constructed. Two computers, the remote terminals, are equipped with extrinsic Fabry-Perot interferometers. These two computers act as slaves of the third computer, the bus controller. Data link #1 is suspended in a load frame, as shown in Figure 3 , which allows the operator to manually increase the amount of strain in the data link. When the strain produced by the load frame reaches a predetermined threshold, the data link is shut down, detouring message traffic from a potentially unstable path before critical data is lost. The output of an EFPI is an optical intensity that varies as a function of the separation between the two fiber end faces that comprise the Fabry-Perot cavity. This intensity variation cycles through a series of fringes as the size of the gap between the two fiber endfaces increases or decreases, as described3 in Equation 1: (iuN )) , (3) which changes rapidly with respect to 'N• The value As represents the change in gap separation corresponding to a change in normalized intensity 'N After LS has been determined, the estimate s' can be adjusted before the next calculation is made.
The fringe counting algorithm was tested with previously acquired data from the MIL-STD-1773 testbed to check for accuracy. Sample plots of captured EFPI data and resulting calculated gap displacement are shown in Figures 4 and 5. It can be seen that the rate of change in calculated gap displacement is proportional to the speed at which fringes occur.
It is important to verify that the change in gap displacement as exactly one peak-to-peak fringe cycle occurs is 0.650 micrometers when the EFPI is interrogated with a 1300 nm wavelength source, as determined by Equation 1. It was determined through experimentation that a sampling rate of 20 Hz or greater was needed to allow the fringe counting algorithm to produce acceptable results (within 5% oftheoretical values).
Experimental Results and Conclusions
The results of experiments show that EFPI sensors can be used to predict failure in sections of an optical network, allowing network reconfiguration before catastrophic failure occurs. 
Calculated gap displacement
The fringe counting algorithm operated successftilly, processing EFPI data into a strain value proportional to the tension level indicated by the load frame. A graph of sensor output and corresponding strain can be seen in Figure 6 . As the strain reaches the threshold indicated, the rerouting of communications and reallocation of tasks Occurs.
The stream of data graphed in Figure 7 shows that no breaks or discontinuities occurred during the communication switching. The light markers in Figure 7 correspond to data packets received by RT#1 before data link failure has occurred. The dark markers correspond to data packets received at RT#2 after link failure and network reorganization has occurred. Thus, fault tolerance has been established, making use of dynamically redundant processors.
It has been shown that the goals outlined have been met:
. EFPI output has been converted to a discrete strain level.
. Fault tolerance ofthe multicomputer has been established.
The fringe counting algorithm developed has been shown to successfully convert the output intensity of an EFPI into a strain level. The accuracy of this algorithm is reduced if the sampling rate used is lower than 20 Hz. It was shown that no data loss occurred at the time of data link failure.
It has been demonstrated that optical sensors can be successfully used to perform fault detection and aid in rerouting communications data away from failing network elements.
Given the output of an EFPI, the multicomputer assessed the strain placed on a data link. and redundant systems were used to take over tasks before actual failure occurred, preventing loss of critical data.
0 Future Considerations
There is still a great deal of work to be done in the field of hybrid sensing and communications. A possibility for future experimentation would be in the area of multiplexing sensors. For example, a Mach-Zehnder interferometer, which operates transmissively, could be used in conjunction with an EFPI, which operates reflectively.
Minimal crosstalk would occur if the EFPI were placed between the Mach-Zehnder interferometer and the source.
A more detailed analysis of strains placed on communications lines would be desirable.
Temperature sensing could be easily accomplished with the current setup. The high sensitivity of interferometric sensors would make an analysis of vibration present near communications lines very feasible. With the availability of computing resources, active dampening of such vibrations would make an interesting study.
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