Abstract One of the most efficient means to understand complex data is by visualizing them in two-or three-dimensional space. As meaningful data are likely to be high dimensional, visualizing them requires dimensional reduction algorithms, which objective is to map high-dimensional data into low-dimensional space while preserving some of their underlying structures. For labeled data, their low-dimensional representations should embed their classifiability so that their class-structures become visible. It is also beneficial if an algorithm can classify labeled input while at the same time executes dimensional reduction to visually offer information regarding the data's structure to give rational behind the classification. However, most of the currently available dimensional reduction methods are not usually equipped with classification features, while most classification algorithm lacks transparencies in rationalizing their decisions. In this paper, the restricted radial basis function networks (rRBF), a recently proposed supervised neural network with low-dimensional internal representation, is utilized for visualizing high-dimensional data while also performing classification. The primary focus of this paper is to empirically explain the classifiability and visual transparency of the rRBF.
Introduction
In the era of big data, visualization is one of the powerful methods for intuitively discovering the underlying structure of complex data. Since meaningful data are likely to be multidimensional, visualizing them requires some means of dimension reductions. Meaningful data are often also labeled, i.e., some classes (interpretations) are assigned to them according to their characteristics in high-dimensional space. Hence, it is beneficial to have classifiers that can exhibit low-dimensional representations of its high-dimensional inputs to provide auxiliary information about the structure of the data to be classified. This will offer a transparency for normally black boxed-classifiers.
This paper tries to argue that the previously proposed restricted radial basis function network (rRBF) [9, 10] offers two-dimensional representation of high-dimensional labeled data without compromising the classification fidelity. The rRBF is a hierarchical supervised neural network that during its learning process generates a two-dimensional internal representation called context-relevant selforganizing maps (CRSOM) that reflects the topographical relation of the given data in the context of their class labels. As this internal representation is two dimensional, it can be readily visualized and thus is useful in understanding the class structure of the data in the space where the classification actually takes place. Although the basic characteristics of the rRBF have been previously introduced, the correlation between its visualization and generalization performance is not sufficiently studied and tested against other dimension reduction methods, which will be the primary objective of this paper.
One of the most traditional dimension reductions algorithms is the principal component analysis (PCA) [14] . PCA is an orthogonal transformation of the axes of the data's feature space with the objective of explaining the data with the least number of linearly uncorrelated variables called the principle components (PCs). Once the PCs were calculated, the data can then be visualized using the first two or three PCs as new axes. PCA is a method for linearly composing new axes from the original ones by considering the data's distribution in an unsupervised manner, i.e., the class labels of the data do not have any role in deciding the PCs. While PCA does not utilize the class labels of the data, linear discriminant analysis (LDA) [4] generates a new metric distance which maximizes distances between the centroids of subsets of data belonging to different classes while at the same time minimizes the dispersion in each subset. Generally, for Nclasses data, the maximum rank for the transformation matrix is ðN À 1Þ, hence by limiting the rank of transformation matrix to 1-3, the dimension of the data can be reduced and visualized. In the general sense of classification, the LDA-reduced space is more descriptive than that of PCA, in that it offers the visualization of the underlying structure of the data in the context of their categories, whereas in PCA, the visualization is detached from the actual class structure of the data. Naturally, applying LDA to labeled data and then classifying new data points using the generated distance metric often yields significantly better classification performance compared to the same classification process in PCA-generated space, although some exceptions were argued [17] . Regardless of the reduction methods, when the dimension of the data is reduced to 2 or 3 for the purpose of the visualization, the classification performance in the reduced dimension can catastrophically degenerate. It means that the visualization in the reduced dimension does not reflect the actual class structure of the data in their original dimension.
Other than PCA and LDA there are rich collections of dimension reduction methods [30] . More recently, many dimensional reduction and metric learnings [34] have been proposed. For examples, locally linear embedding (LLE) [24] is a dimension reduction method that preserves the piecewise linearity of the data. It assumes that a data point is the weighted sum of its neighbors in the data's original dimensions and preserves the weights in the low-dimensional space. In the stochastic neighborhood embedding (SNE) [12] and its variants t-SNE [29] , multiple relational embedding (MRE), [31] and many more, the stochastic relationships of the data, which is the probability that a point is in the neighbor of other points, in the original dimension is preserved in the reduced dimension space. LLE, SNE, and t-SNE are proposed based on very elegant mathematical foundations, but they do not offer transformation matrix to map new data points into the reduced dimension space, hence they cannot be readily utilized as classifiers. In [33] unsupervised dimensional reduction method for visualizing low-dimensional underlying manifold of high-dimensional data was proposed and concisely explained through some empirical experiments. Neighborhood component analysis (NCA) [7] is an elegant algorithm to learn a distance metric that maximizes the probability of the data being successfully classified when the nearest neighbors classification [3] is executed in the projected low-dimensional space. Unlike the LDA, the maximum number of dimensions in NCA is not limited by the number of classes. However, similar to LDA, although it provides a transformation matrix, the successful classification in high-dimensional space with the learned distance metric does not guarantee the successful classification in the reduced dimensional space where the data can be visualized. In the occurrence of the catastrophic degeneration of the classification performance in the lowdimensional space, the visualization using NCA offers no insight for understanding the class structure of the data. In this paper, it is empirically shown that the rRBF does not suffer from this problem.
The hidden layers of hierarchical neural networks can also be used to reduce the dimension of the input. For example, AutoEncoder composed from deep layers network [13, 16] , where one of the layers contains two neurons, can be trained and used to produce two-dimensional mapping of the high-dimensional input. While with this mechanism new data points can be projected into the map, similar to PCA, for labeled data the two-dimensional map is detached from the class structure of the data. It is obviously possible to train a multilayer classifier where one of the layers contains two neurons that can be used to visualize the high-dimensional input. In this case, there will be some correlation between the two-dimensional internal representation and the labels of the data. However, due to the complexity of the internal representation, for example the one generated by the iterative executions of restricted Boltzmann machine (RBM) [11] , the relationship between the original high dimension inputs and their low-dimensional representation is unclear. In this respect, the rRBF offers more comprehensive relation between the high-dimensional input and the reduced dimension representations.
The rRBF belongs to a family of supervised dimensional reduction methods, concisely reviewed in [1, 2] , where auxiliary information, for example data labels, are utilized to generate low-dimensional representations of high-dimensional data. There are rich collections of supervised dimensional reductions methods. Multiple relational embedding (MRE) [19] , is perhaps the one of the most elegantly designed dimensional reduction methods. In MRE, users can designed a number of arbitrary similarity matrices to represent a set of high-dimensional data and applied SNE to learn the low-dimensional representation of the data that preserves the user-defined similarities. Supervised neighbor retrieval visualizer (SNeRV) [22] , where topology preserving Riemannian metric derivation [21] followed by data visualization by neighborhood retrieval visualizer (NeRV) [31] are executed. S-Isomap which utilizes class information for guiding the dimensional reduction process of Isomap, was introduced in [6] . Although those methods utilized context information such as labels in mapping high-dimensional data into low-dimensional representations, they are not by themselves classifiers; hence, other means of classifications need to be run. The rRBF is different in that it is a classifier with lowdimensional internal representation. Further, in the previous study, the correlation between the reduced dimension and the classification performance is seldom explained.
An interesting study in [32] attempted to jointly optimize low-dimensional mapping and classifier. Although the proposed algorithm shares common objective with this past study, the mathematical structures of the two algorithms differs significantly. While this past research combines RBF with support vector machine (SVM), the proposed algorithm depends on regulated self-organization in generating the low-dimensional representation. In [8] , a Bayesian method that combines dimensionality reduction and classification was introduced, while a study in [35] introduced dimensionality reduction in a weakly supervised setting. While the proposed algorithm belongs to the same supervised dimensionality reduction techniques as these two interesting research, the implemented algorithm and the mathematical structures are completely different.
There is also previous study in visualizing classifier [27] , where a general framework for visualizing important parts of the high-dimensional problem space, for example class boundaries, was nicely introduced. Although it shares some common objectives with the rRBF, the underlying mathematical properties of introducing an inverse mapping from the low-dimensional representation into the original space to visualize the data's manifold, is significantly different from that of rRBF that directly utilizes the class information to encode the manifold in its low-dimensional hidden layer.
Due to its mathematical and implementation clarity and simplicity, rRBF can be a contribution for the active field of dimension reduction and at the same time gives transparency to classification process of a supervised classifier.
The paper is composed as follows. Section 2 is dedicated for reviewing of the restricted radial basis function network. In Sect. 3, experiments where rRBF was compared against PCA, NCA and t-SNE are explained. For comparing the generalization performance, nearest neighbors [3] classifications were executed in the reduced dimensions where PCA, NCA and t-SNE were executed. Conclusions and future works are discussed in the final section.
Restricted RBF with two-dimensional internal representation
In this section, the restricted radial basis function network (rRBF) is reviewed. Here, the technical terms and the parameters of the rRBF's dynamics and the learning rule are in accordance with the previous paper that introduced the rRBF [10] ; hence, there are some overlapping explanations with that paper. The rRBF, which is illustrated in Fig. 1 , is a hierarchical neural network inspired by the conventional radial basis function networks (RBF) [23] .
The internal layer of the rRBF is a two-dimensional grid of neurons, similar to the self-organizing maps (SOM) [15] , where the jth neuron is associated with a reference vector, W j , that has the same dimensionality as the input. Receiving input X 2 R d , at time t, the winner, win among the hidden neurons is calculated as follows. Fig. 1 Outline of rRBF. The rRBF is a hierarchical neural network with a two-dimensional internal layer, containing neurons with Gaussian activation function. In the training process, the output layer is a supervised layer while the internal layer is trained in regulated self-organized manner 
where dðwin(t); jÞ in Eq. 3 is the Euclidean distance between the winning neuron and the jth neuron in the two-dimensional grid, S(t) in Eq. 4 is a constantly decreasing scaling function with empirically chosen parameters S start and S end , while t and t end , is the current epoch, and the target epoch that terminates the learning process. The difference between the rRBF and the conventional RBF is that in the rRBF the output of the hidden neurons are topologically restricted by the winning neuron through the neighborhood function.
After calculating the output of the hidden neurons, the input is further forwarded for generating the value of the output neurons as follows.
In Eq. 5, O k ðtÞ is the value of the kth output neuron at time t, v jk and h k are the weight connecting the jth hidden neuron with the kth output neuron, and the bias of the output neuron, respectively, while f ðxÞ ¼
1þe
Àx is a Sigmoid function.
Having the values of the output neurons, the error function can then be defined as follows.
Here T k is the kth component of the teacher signal. Executing gradient descent as in Backpropagation [25, 26] , the corrections of the connection weights between the hidden and output layer and the ith reference vector can be calculated as follows. Hence by defining,
The reference vector modification can be calculated as follows.
In Eq. 12, g 2 [ 0 is the learning rate for reference vectors.
Although the formula for the modification of the reference vectors in Eq. 12 is similar to that of the traditional SOM, the inclusion of the term d ref j ðtÞ significantly influences the map formation. In self-organizing the map, the conventional SOM does not access the data labels; hence, the generated map preserves only the topological similarities of the data while ignoring their class neighborhood structure. In Eq. 12, d in Eq. 12 acts as regularization term for selforganizing the low-dimensional internal layer, resulting in regulated self-organization process. Without loss of generality, the influence of this term is better to be explained in the case of two-class problems. In this case, two similar inputs with opposing classes will likely to generate d out with opposing signs. Since in this case, the winning hidden neuron is likely to be the same, the opposing sign will result in the reference vector to be modified toward one of the input, while repelled from the other. This dynamics will generate margins between the projections of the two inputs; hence, the generated map does not only preserve the topological neighborhood but also the class neighborhood of the data. Due to the relevance of the resulting map with the context of the data, the internal representation of the rRBF is called context-relevant self-organizing maps (CRSOM). As the output of this hidden layer is propagated to the output layer, the classification results of the rRBF is a function of the activity in the map, which means that the map visualizes the actual problem space where the decision is being made. This visualization characteristic significantly distinguish rRBF from many visualization methods that are often detached from the actual classification process.
Experiments
The focus of the experiments is to show that the visualization of the rRBF's low-dimensional internal representation provides auxiliary information about the structure of the problems. Here, the generalization performances of the rRBF are compared against that nearest neighbor classifications executed in low-dimensional representations of PCA, NCA and t-SNE. It should be noted that because the objective is to learn the classifications executed in visualizable low-dimensional spaces, the comparisons with MLP or deep network are not provided.
The first column of Table 1 shows the problem, their dimension and their class numbers, while the other columns show the means and standard deviation in the bracket for each methods when tenfold cross-validation tests were executed. For 28 Â 28 pixels MNIST handwritten digits [20] problem, 2499 subsets of the image collections were used, where some of the images for training and testing are shown in Fig. 2 . Music problem was created for psychological Bi-musical study in [18] , while the rest of the problems were obtained from UCI machine learning repository [28] .
In the experiments, rRBF was compared against nearest neighbors classification on visualizable two-dimensional space in which the dimension reduction was done using PCA, NCA, and t-SNE denoted, respectively, as PCA (2-D), NCA (2-D) and t-SNE (2-D) in Table 1 . The lowest classification errors in the reduced dimensions are highlighted in bold. Because t-SNE does not produce explicit transformation function from the original high-dimensional space into the lower dimensional representation, in this case, the most similar training sample is chosen to represent a given test input, and nearest neighbors classification is executed using the representation of the chosen training sample in the low-dimensional map.
Furthermore, although the focus of this experiment is to compare the generalization performances of those methods in reduced, and thus visualizable, problem space, as references the classifications in each problem's original dimension is also given through the nearest neighbors classification in the original dimensional space, denoted as NN in Table 1 . Generalization results in Table 1 indicate that for problems with relatively low dimensions; rRBF did not always outperform other methods although its performance is never too far from the best performing methods. The rRBF performed significantly better than PCA and NCA for high-dimensional problems like MNIST, music and ISOLET. This is due to the oversimplified representation PCA and NCA. The rRBF is not exposed to this drawback, since the internal representation, CRSOM, is not based on the reduced features of the data, but context-oriented alignment of high-dimensional data in two-dimensional space. The nearest neighbor classifications in the low-dimensional representations of t-SNE often outperformed other methods including rRBF. However, when t-SNE outperformed rRBF, the differences between their error rates were relatively small. On the other hand, in the case when the rRBF outperforms t-SNE, as in music and balance problems, the error rate differences were significant. While t-SNE performed outstandingly in preserving the neighborhood structure of the problem, unlike rRBF, the low-dimensional representation does not embed the label information. Hence, for a problem which class structure is similar to its neighborhood structure, t-SNE performs outstandingly well, however, for problems that have more complicated class boundaries, as music as shown in Fig. 5 , rRBF significantly outperformed t-SNE.
The visualizations of some of the problems are shown in Figs. 3, 4 , 5, 6 and 7, where CRSOMs were randomly chosen from the ten cross-validation runs for the respective problem. As in the traditional SOM, the CRSOM is not rotation-invariant in that the maps generated from different initial conditions may be rotated but still keep the topological structure of the data.
As the organization of the low-dimensional representation of the training data for the rRBF is based on error minimization, as one example of learning processes, Fig. 8 shows the average of the learning curves over ten different runs against MNIST problem.
To argue about the meaning of the auxiliary visual information provided by CRSOM, some of the misclassified samples of MNIST data are shown in Fig. 9 . It can be observed from this figure that the misclassification occurred because mainly because the misclassified digits are written very similarly to ones they are misclassified into. Some of them are difficult even for human to correctly classify. Figure 10 shows the position of the misclassified inputs on the CRSOM. It can be observed that they are assigned adjacent to the cluster of images having the classes that the inputs were misclassified into. In the case of misclassification, unlike most of classifiers that are often have to be taken as black box, the visualization of CRSOM to some extent offers rationale behind the decision of rRBF. The auxiliary visual information is potentially useful in improving the usability and reliability of the classifier.
All the experiments were run under parameters of a ¼ 200, S start ¼ 200, S end ¼ 0:01, g 1 ¼ 0:02, g 2 ¼ 0:1, while the learning iterations were 200-1000 depending on Fig. 3 Maps for iris classification problem. It is well known that in this 3-class classification problem, one of the class is linearly separable from the other two, while those two are not. The class-class structure of this problem is nicely capture by the lowdimensional representations all the methods. The twodimensional representation of t-SNE also shows large margin between classes, which indicates that this is a relatively easy classification problem, but fails to capture the true inherent structure of the problems where two of the classes should be not linearly separable, resulting in a better generalization performance by rRBF, a PCA, b NCA, c t-SNE, d CRSOM Fig. 4 Maps for wine classification problems. The maps indicate that this problem is relatively easy to classify, in that each representation shows distinctive clusters of the three classes with large margins. Table 1 indicates that NCA performed slightly worst, which is in accordance with the appearance of its lowdimensional representations that shows narrow margins between the classes, a PCA, b NCA, c t-SNE, d CRSOM These data were generated based on musical scores for psychological bi-musical experiment. Table 1 indicates that the rRBF significantly outperformed other methods. This can be explained by the visual appearance of their twodimensional representations in figure. While PCA, NCA and t-SNE failed to separate the two classes, the rRBF generates twodimensional representation that clearly indicate the classseparability. The superiority of rRBF is also obvious from Table 1 the problem. It should be noted that while there may be a more optimal parameters set to each of the problem, here they are fixed to an empirically set values to demonstrate the stability of the rRBF against various problems. It should also be noted that while the number of reference vectors is important for the formation of the low-dimensional representations [5] , the map sizes for all of the experiments were fixed to 10 Â 10. Initially, the map size was decided based on the size of the training data; however, empirically there is no significant difference on appearance of the CRSOM as well as the classification results once the map exceeds a certain value. Hence, for simplicity and experimental efficiency the map size is identically fixed to 10 Â 10. The algorithm was created using MATLAB on Windows machine (dual core CPU of 2.8 GHz). The calculation complexity of the rRBF scales linearly with that of the conventional rRBF, as follows. Let, D be the dimension of the input, M be the number of hidden neuron, and C be the number of classes of the problem, and thus the number of output neurons. For simplicity, it can be considered that the calculation time for modifying a reference vector is approximately identical with that of a connection weight leading from a hidden neuron to an output neuron. In this case, the calculation needed for one learning iteration is C RBF ¼ M Â ðD þ CÞ. In the case of rRBF, one more calculation step to find the BMU is needed. As this step requires the comparison of M outputs of the hidden neurons, the calculation time is C rRBF ¼ C RBF þ jM, where j is the relative calculation time between modification and output value's comparison. As it can be safely approximated that j\ðD þ CÞ, therefore, it can be approximated that C rRBF \2C RBF , and thus the calculation time of rRBF does not differ significantly from that of traditional RBF. For illustration of calculation time, the time needed for training rRBF against MNIST problem in 200 epoch was 1133.81 s, while PCA was 6.7 s, t-SNE was 145.23 s and NCA was 83,147.59 s.
Conclusions
In this paper, the ability of restricted radial basis function networks as classifier and at the same time as a dimensional reductions mechanism is empirically shown through some benchmark problems. The low-dimensional internal representation of the rRBF, the CRSOM, visually offers intuitive understanding on the structure of the problems. The auxiliary information provides the transparency of the classifier that usually have to be treated as a black box. The Fig. 6 Maps for balance data. This is a problem with imbalanced data distribution, in that one of the classes is underrepresented. All of the maps to some extent are able to visualize this imbalance characteristic. From Table 1 this is a problem in which the rRBF generalized worst than NCA. However, CRSOM has the most obvious visualization, a PCA, b NCA, c t-SNE, d CRSOM visual information can also be utilized for understanding the cause of generalization error. The dimensional reduction ability of the rRBF is due to its learning architecture in which during the learning process the top down error signal regulates the topological self-organizing process in its internal layer. This regulation allows the rRBF to embed the class information in its low-dimensional representation, while obtaining the classification ability.
In the future, this auxiliary information can be utilized for supporting better training for the classifier, for example by removing outliers from the training data set, or improving the generalization by providing additional training data where the classifier is lacking by visualizing the internal representation. It is also of interest to observe the change of the internal representation in the case of incremental learning and avoid catastrophic forgetting from the visual auxiliary information. More generally, the relation between the learned representation and the generalization ability of classifiers remains to be open an problem in machine learning fields. Naturally it is of interest for trying to apply rRBF for understanding this problem. 
