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ABSTRACT
Standard mathematical mortgage valuation models consist of three components: the future
promised payments, the financial option to default, and the financial option to prepay. In this
thesis we propose and analyze new concepts introduced into the standard models. The new
concepts include discount factors, coherent boundary conditions, and stochastic terms. In this
framework, the value of a mortgage satisfies a Black-Scholes type stochastic PDE. The ap-
proximate solution to our model involves a numerical method based on the Wiener-Ito chaos
expansion, which breaks the stochastic PDE into a sequence of deterministic PDEs. These
PDEs involve a free boundary, are discretized by finite differences, and solved through the
PSOR method. Finally, extensions to MBS valuation are discussed. This work represents a
timely study of mortgage valuation in the wake of the recent MBS/financial crisis.
This thesis is broadly organized as follows: In chapter 1, we briefly introduce some concepts
that are part of the foundations of the standard mortgage models. In chapter 2, we review the
standard mortgage valuation PDE models. In chapter 3, we discuss the discount factors, the
coherent boundary conditions, and the stochastic terms. In chapter 4 we give a quick overview
of the Wiener-Ito chaos expansion. In chapter 5 we analyze the simulation of our model and
present some numerical results. Finally, in chapter 6 we make some remarks regarding the
valuation of MBS.
1CHAPTER 1. RELEVANT MATH FINANCE BACKGROUND
In this chapter we briefly introduce some concepts that are part of the foundations of the
standard mortgage models.
1.1 Overview of the Main Results
In this thesis we propose, study, and analyze a PDE mortgage valuation model. Like
the standard valuation models, see for instance [17], the mortgage value is broken into three
components, namely the future promised payments, the financial option to default, and the
financial option to prepay. This mortgage value V is dependent on time t, the property price
h, and the prevalent interest rate r. In this context V satisfies the PDE (see section 2.3):
1
2
h2σ2h
∂2V
∂h2
+ ρh
√
rσhσr
∂2V
∂h∂r
+
1
2
rσ2r
∂2V
∂r2
+ κ(θ − r)∂V
∂r
+ (r − δ)h∂V
∂h
+
∂V
∂t
− rV = 0. (1.1)
This valuation PDE is defined on the time intervals Ti−1 < t ≤ Ti, where Ti represents the
time when the i − th monthly payment is due, and on the region given by 0 ≤ h < ∞ and
0 ≤ r <∞.
The boundary conditions specified for this PDE in our model are consistent from both, the
mathematical and the financial sense. Furthermore, they involve stochastic terms to better
account for random fluctuations of the mortgage value at some of the boundary values. These
conditions are specified by
• At h = 0, V = Y (ω).
• At h→∞, V = Φ(r, t), where Φ→ 0 as r →∞.
2• At r = 0, V = min{h, TD(t)}.
• At r →∞, V = 0.
The terms involved in these expressions are explained in detail in chapters 2 and 3, notice
however that Y (ω) is a random function.
The mortgage value also must satisfy a condition that gives rise to a free boundary. This is
called the prepayment condition, as it specifies for which combination of variables prepayment
must occur. This condition states that the mortgage value V must be at most the total debt
TD (see subsection 2.2.2):
V (h, r, t) ≤ TD(t), ∀t. (1.2)
Prepayment first occurs when
V (h, r, t) = TD(t).
For each fixed time, this last condition specifies a curve that divides the hr-plane into two
regions, in each of these the mortgage value satisfies two properties. In one region V satisfies
the PDE (1.1), while in the other region V = TD.
The PDE (1.1) together with the boundary conditions and the stochastic term Y (ω) imply
that the mortgage value V is also dependent on the random element ω, so V = V (h, r, t, ω),
and hence (1.1) is in fact a stochastic PDE. The numerical simulation of our model uses the
Wiener-Ito chaos expansion to break the stochastic PDE into a sequence of deterministic PDEs.
This is briefly described as follows: the mortgage value V is expanded as a series
V (h, r, t, ω) =
∑
α
Vα(h, r, t)Pα(ω), (1.3)
plugging this series into the valuation PDE (1.1) results in the a sequence of deterministic
PDEs for the coefficients Vα(h, r, t), where each of these coefficient functions also satisfies (1.1)
with similar boundary conditions. This sequence of PDEs is described in detail in 5.1.1.
Even though we can theoretically solve the PDE (1.1) by finding all of the involved co-
efficients Vα(h, r, t) of the chaos expansion (1.3), in practice this is unfeasible and we will be
satisfied with much less. The computation of some statistical moments, for example the ex-
3pected value or the variance of V , will be sufficient for us. In fact, it must be noted that the
first term of the series (1.3) is equal to E [V (h, r, t, ω)], see 4.2 and 5.1.1 for more details.
To handle the free boundary condition described in (1.2), we use the Crank-Nicolson finite
differences approximation to discretize the PDE and recast this problem in its linear com-
plementarity formulation, a visualization that permits to indirectly handle the free boundary.
This linear complementarity formulation can be briefly described as
(TD − V ) · L{V } = 0,
L{V } ≥ 0,
(TD − V ) ≥ 0, (1.4)
where L{V } represents the PDE operator defined by the right hand side of (1.1). This allows
us to find a numerical approximation to V0 without the need of directly computing the free
boundary. The PSOR method is used to find the solution to the constrained matrix problem
that results from the discretizations. See 1.4.3, 1.4.4, and 5.1.1 for more details
Our model also involves discount factors 0 ≤ λ(h, r, t; i) ≤ 1, which decrease the value
of the mortgage: V · λ. These discounts factors are decomposed into three components (see
section 3.1):
λ = λcr · λliq · λfin, (1.5)
each of these tied to specific aspects of the economic environment: λfin is tied to the conditions
of the economy, λliq is tied to the liquidity of the mortgage market market, and λcr is tied the
quality of the mortgage. These factors are explained in detail in chapter 3.
The extension of this model to the valuation of mortgage backed securities (MBS) is natural,
as the cash flows coming out of a mortgage pool can be directly found with our model. This is
specially true for those MBS with rather similar underlying mortgages and even for those with
variation on the quality of individual mortgages. See chapter 6 for a more detailed discussion.
We now present some background and terminology that will be used throughout this thesis.
41.2 Basic Mortgage Terminology
A mortgage is a financial contract by which a real estate asset is pledged as a collateral for
the repayment of a loan, and this pledge is cancelled when the debt is paid in full. In the United
States, this real estate asset is typically a family home, although it can also be a commercial
building or a farm property. In some instances, a mortgage may be even tied to some other
not necessarily residential property, for instance a ship. The mortgage contract represents a
legal agreement between the lender (also called the mortgagee) and the borrower (also called
the mortgagor) that specifies the repayment of the loan through a series of monthly payments,
paid until a fixed date in the future (the maturity), and gives the right to the lender to take
over the real state asset (the right of foreclosure) if the borrower fails to make the promised
payments (if he defaults).
Mortgage contracts typically carry lower interest rate than other loans. This is due to the
fact that the real state asset offers some security to the lender, since it acts as a collateral,
that is to say, it could be sold in the event of default and the profit of this sale can be used to
repay at least some percentage of the unpaid loan.
The borrower also has the right to terminate the mortgage contract before the specified
maturity by means of prepayment. This means that is he can pay the remaining debt (the
total debt) at any time before maturity. This may happen when a borrower sells the real
state asset, and the buyer takes over the asset with a new mortgage contract, with perhaps a
different interest rate, while the original borrower can “walk away.“ More frequently, however,
the lender obtains another loan that carries a lower interest rate and ”discharges“ the original
loan, this is known as refinancing.
There are many types of mortgage contracts. They not only differ on the type of the real
state asset that is used as a collateral, but could also have different repayment style, different
type of interest rates, or different maturity. Moreover, for a fixed real estate asset, there may
be some other contract specifications that are different, for example, some mortgages carry
instance insurance against default or have a prepayment penalty. The most common mortgage
in the U.S. consists of a loan with a constant monthly repayment and fixed interest rate, usually
5called fixed-rate mortgage (FRM)1
A fixed-rate mortgage consists of a loan based on a residential property, typically a house,
where the contract interest rate (also called the coupon) is fixed and each month the lender
repays a fixed amount, that is to say, the monthly payment is constant. This monthly pay-
ment frequently consists of three components: the interest rate payment (tied to the coupon);
the scheduled repayment of the remaining fraction of the loan (this fraction is known as the
principal balance); and an additional servicing fee (to pay the services of a third party that
collects the monthly payment). See (A.1) in appendix A for the mathematical derivation of
the monthly payment. This thesis studies FRMs only.
Two other common types of mortgages in the U.S. are the graduated payment mortgage
(GPM) and the adjustable-rate mortgage (ARM). A graduated payment mortgage consists of
a fixed interest rate mortgage, where the monthly payment is smaller in the initial years and
it is larger for the remaining years. An adjustable-rate mortgage consists of a loan where the
interest rate is periodically adjusted to reflect the changes of the prevalent interest rates in the
economy. To some borrowers there is a great advantage of having GPM rather than a FRM,
especially if they expect their income to increase in the future. The advantage of an ARM
to some borrowers, is the prospect of lower interest payments in the event that the prevalent
market interest rates decrease.
In the U.S. the typical length or term of a mortgage loan is 30 years, although longer and
shorter term mortgages are also offered, for instance 15 year long loans are also common. The
mortgage loan amortizes over it term, that is to say it gradually decreases by each monthly
payment until the debt is completely paid at maturity.
In addition to the lender and the borrower, there may be some other players in a mortgage
loan. The lender is typically a bank, or other lending institution. The borrower is typically an
individual homebuyer or a family. A bank may lend using its own resources, but in the U.S.,
especially before the financial crisis of 2008, it may sell the loan to another party interested in
receiving the stream of cash payments from the borrower. This additional player is typically
1Throughout this thesis we will be using abbreviations such as this one when there is no risk of confusion.
6an investor, who receives the mortgage payments as a security. Securitization is a process
that distributes the risk by aggregating several mortgage loans in a pool, the investor can
then buy a share on this pool. This shares or securities are called mortgage-backed securities
(MBS). In the U.S., the largest firms that securitize loans are the two government sponsored
enterprises firms Federal National Mortgage Association (FNMA) also called Fannie Mae and
the Federal Home Loan Mortgage Corporation (FHLMC), also known as Freddie Mac. Also,
the government owned firm, the Government National Mortgage Association (GNMA), or
Ginnie Mae securitizes loans, where the securities are backed by the full faith and credit of the
U.S. government (that is to say, they are insured against default). Besides the investors, there
are also mortgage insurers, who will typically protect investors against the possible default of
a borrower or a group of borrowers in a pool of mortgages.
A FRM loan typically does not provide the full value of home, a borrower must cover the
difference between the loaned amount and the value of the home, this is known as a down
payment. The loan-to-value (LTV) ratio is the loan divided by the value of the home, and it is
an important quantity that lenders consider before approving a mortgage loan, as it assesses
the risk of mortgages.
In mortgage valuation, the value of a mortgage is the value as seen from the perspective
that a lender or an investor have. This value is not simply the sum value of due monthly
payments, since a borrower may terminate the contract early by either prepayment or default.
This thesis develops a model to find this unknown value. This model visualizes the mortgage
value as consisting of financial options. An option is one of the most important concepts in
mathematical finance. In the next section we now present a brief overview of this an related
concepts.
There are many more mortgage-related terminology, for more definitions and concepts see
[11], [13], [16], and [25].
71.3 A Brief Introduction to Options
The simplest financial option, a European call option, is a contract with the following
conditions: At a prescribed time in the future, the expiration date, the holder of an option
may purchase a prescribed asset, known as the underlying asset, for a prescribed amount,
known as the exercise or strike price. The word “may” implies that for the holder of the
option, this contract is a right, not an obligation. The other party to the contract, the writer,
does have a potential obligation, as he must sell the asset if the holder chooses to buy it. Since
an option confers on its holder a right with no obligation it has some value, moreover, the
writer of an option must be compensated for the obligation assumed. The right to sell an asset
is known as a put option. Both, call and put options are valued by the model, where given
the value of the underlying asset to we can then derive a valuation PDE, the Black-Scholes
equation (see [2]). The boundary conditions of this PDE make the distinction among the type
of options that are valued.
1.3.1 Standard Model for Asset Prices
The basic assumption that is common to most of the option pricing theory, is that we
do not know and cannot predict tomorrow’s values of the underlying asset prices due to the
complexity of the financial market. The past history of the asset price is available and can be
examined, but cannot be used to forecast the next move the asset will make. However, it is
possible from the examination of the past prices to predict what are the likely jumps in the
asset price, what are its mean and variance and what is the likely statistical distribution of
future asset prices.
Almost all option pricing models are founded on one simple model for asset price move-
ments, involving parameters derived, for example, from historical or market data. It is assumed
that the asset prices must move randomly because of the efficient market hypothesis which can
be briefly described by the two statements:
• The past history is fully reflected in the present price, which does not hold any further
information.
8• Markets respond immediately to any new information about an asset.
Hence, according to this economics hypotheis, the modelling of asset prices can be inter-
preted as the modelling of the arrival of new information which affects the asset price. With
these two assumptions, changes in the asset price define a Markov process.
For the valuation of an assert, the absolute change in the asset price is not by a useful
quantity. Instead, most models associate a return to each change in asset price, defined to
be the change in the price divided by the original value. Informally this can be described as
follows: if at time t the asset price is S, and during a subsequent time interval dt the price
changes to S + dS, the goal is to model the return defined as dS/S.
The simplest model for valuing the return dS/S decomposes it into two parts. One is the
predictable, deterministic and anticipated return similat to the return on money invested in a
risk-free bank. It gives a contribution µdt, to dS/S, where µ is a measure of the average rate
of growth of the asset price, also known as the drift. The second contribution to dS/S models
the random change in the asset price in response to external effects, such as unexpected news.
It is represented by a random sample drawn from a normal distribution with mean zero and
adds a term σ dX to dS/S, where σ is the so-called volatility, which measures the standard
deviation of the returns.
The term dX contains the randomness of the asset process is a standard Wiener process.
It has the following properties: dX is normally distributed, the mean of dX is zero, and the
variance of dX is dt.
Putting the contributions to the return dS/S together gives rise to the stochastic differential
equation
dS
S
= µdt+ σ dX
or, as it is commonly written in the literature:
dS = µS dt+ σS dX. (1.6)
A practical justification of this model of asset prices is that it fits real data very well especially
for the so-called equities and indices. There are some discrepancies however, for instance,
9real data appears to have a greater probability of large rises or falls than the model predicts.
Nevertheless, this model has stood the test of time and is widely used in the literature, as it
can be the starting point for more sophisticated models.
The equation (1.6) does not refer to the past history of the asset price; the next price S+dS
only depends on today’s price. This independence from the past is called the Markov property.
The mean of dS is E[dS] = µSdt, since E[dX] = 0. On the average, the next value for S is
higher than the old value by an amount of µSdt. The variance of dS is Var[dS] = σ2S2dt.
1.3.2 The Black-Scholes Equation
We can now derive a partial differential equation (PDE) for the pricing of options, the
Black-Scholes equation, described first in [2]. The mortgage valuation PDE (1.1) that will be
described in detail later in chapter 2, is analogous to the Black-Scholes PDE presented here.
Let V (S, t) represent the price of an option at time t written on an underlying asset whose
price S follows the process given by equation (1.6). This option can be either a call or put
option, as both kind of option values satisfy the Black-Scholes equation, the difference appears
between the two kinds lies on the boundary conditions. The Ito’s lemma2, implies that V
satisfies the SDE:
dV =
(
µS
∂V
∂S
+
1
2
σ2S2
∂2V
∂S2
+
∂V
∂t
)
dt+ σS
∂V
∂S
dX. (1.7)
Next, we construct a portfolio consisting of one option and a number (to be specified below)
−∆ of the underlying asset. The value of this portfolio is then:
Π = V −∆S. (1.8)
The jump in the value of this portfolio in one small time-step is:
dΠ = dV −∆dS, (1.9)
2Ito’s lemma applied to a function f(S) that depends on a random process S, which is described by
dS = A(S, t)dt+B(S, t)dX,
states that
df =
„
A
∂f
∂S
+
1
2
B2
∂2f
∂S2
+
∂f
∂t
«
dt+B
∂f
∂S
dX.
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where ∆ is held fixed, as the time-step dt is assumed to be small. Combining expressions
(1.6) and (1.7) together with (1.9) above, we observe that randomness is eliminated from this
portfolio by choosing
∆ =
∂V
∂S
. (1.10)
We now assume the following no-arbitrage or arbitrage free argument is valid: The return on
the portfolio and the return on a riskless bank account is the same. Hence:
rΠdt =
(
∂V
∂t
+
1
2
σ2S2
∂2V
∂S2
)
dt. (1.11)
Combining (1.8), (1.10), and (1.11) yields the Black-Scholes partial differential equation (see
[2] and [30] for more details):
∂V
∂t
+
1
2
σ2S2
∂2V
∂S2
+ rS
∂V
∂S
− rV = 0. (1.12)
The elimination of randomness and the arbitrage assumption used above are both standard
financial arguments. All the random terms can be cancelled from equation (1.9) by the very
special choice of the so-called option delta (1.10). The ”no-arbitrage argument” states that
in a financial market there are no opportunities to make instantaneous risk-free profits and
yields equation (1.11). We visualize an option as a derivative asset, while the stock is seen as
the fundamental asset, and hence an option is just a package of possible payouts. In principle,
the same pattern of payouts can be obtained through the continuous adjustment of a portfolio
consisting of a riskless investment and the underlying asset. More details about these two
financial ideas are given in section 1.6.
To complete the derivation of the Black-Scholes PDE (1.12), we must include final and
boundary conditions. The final condition comes from the information at the expiration of the
option, since we know the option final value, which depends on whether the option is exercised
or not. The boundary conditions arise from both financial and mathematical considerations,
see [29] for more details.
We now present the standard final and boundary conditions for a call and a put option:
• For a European call option with value C(S, t), exercise price E, and expiration date T :
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– Final condition: C(S, T ) = max{S − E, 0}.
– Boundary conditions: C(0, t) = 0 and C(S, t) ∼ S, as S →∞.
• For a European put option with value P (S, t), exercise price E, and expiration date T :
– Final condition: P (S, T ) = max{E − S, 0}.
– Boundary conditions: P (0, t) = Ee−r(T−t) and P (S, t)→ 0, as S →∞.
1.4 American Options
The standard mortgage models described in chapter 2 regard the borrower’s right to prepay
as an American type option. These kind of option is typically valued by solving the Black-
Scholes PDE (1.12), but unlike the relatively simple boundary conditions that the value of a
European option must satisfy, the value of an American option must satisfy a so-called free
boundary condition. This results in a free boundary problem that is harder to solve than a
typical boundary value problem, as we must in principle find both, the solution to the PDE
and the unknown free boundary.
In this section we will describe how a basic American put option can be modeled as a
free boundary problem. Moreover, we will show the equivalence of the resulting free boundary
problem to a linear complementarity problem (LCP), which provides us with a powerful numer-
ical method where the unknown free boundary does not need to be found explicitly. We will
also show the equivalence of the linear complementarity problem to a variational inequality,
this reinterpretation of the problem guarantees the existence and uniqueness of a solution to
the free boundary problem.
1.4.1 American Put Options
Recall that (see section 1.3) a financial contract that gives its holder the right to sell an
asset for a specified price is called a put option. We now present the valuation of model of
an American put option. An American option is one that allows its holder to exercise it at
any time before expiry. This additional early exercise feature of an American option gives its
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holder greater rights than those of a European option, so an American option potentially has
a higher value than a European option. Hence, when early exercise it permitted, one must
impose the following constraint:
P (S, t) ≥ max{S − E, 0}, (1.13)
where P (S, t) is the value of the American put option for asset price S and at time t, and E
is the strike price. Otherwise, if P (S, t) < max{S −E, 0} there is an arbitrage opportunity, as
one can buy the asset for price S, while at the same time buy the option for price P , and then
immediately exercise the option by selling the asset for E, thereby making a risk free profit of
E − P − S. Hence, the free boundary condition (1.13) must indeed hold for all S and t.
As mentioned before, the valuation of American options is rather complicated, since at
each time t we must determine not only the value of the option P , but also, for each value of
S, whether or not it should be exercised. Typically at each time t there is a particular value of
S which marks the boundary between the following two regions: to one side one should hold
the option and to the other one should exercise it. We will denote this value by S∗ = S∗(t),
the so-called optimal exercise price.
1.4.2 Free Boundary Problem
The problem of valuing an American option can be uniquely determined by the following
list of constraints:
• The option value must be greater than or equal to the payoff function (see (1.13)).
• The Black-Scholes equation (equation (1.12)) must be replaced by an inequality.
• The option value P (S, t) must be a continuous function of S for all fixed time t.
• The option delta ∂P∂S (see (1.10)) must be continuous for all S and t.
All these constraints are a consequence of financial reasoning and no-arbitrage considerations.
We already briefly explained the first constraint, this is precisely inequality (1.13). For more
details on the rest of the constraint see [30].
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These constraints specify a problem whose solution is the value of an American put option,
this is the following free boundary problem:
• For 0 ≤ t < T and 0 ≤ S < S∗(t),
P = E − S, early exercise is optimal, (1.14)
∂P
∂t
+
1
2
σ2S2
∂2P
∂S2
+ rS
∂P
∂S
− rP < 0. (1.15)
• For 0 ≤ t < T and S∗(t) < S <∞,
P > E − S, early exercise is not optimal, (1.16)
∂P
∂t
+
1
2
σ2S2
∂2P
∂S2
+ rS
∂P
∂S
− rP = 0. (1.17)
• Boundary conditions at S∗(t):
P (S∗(t), t) = max{E − Sf (t), 0}, (1.18)
∂P
∂S
(S∗(t), t) = −1. (1.19)
We can think of these two as being one boundary condition to determine the option
value on the free boundary, and another condition to determine the location of the free
boundary, which is is given by the set of points of the form (S∗(t), t).
• Boundary condition as S →∞:
lim
S→∞
P (S, t) = 0. (1.20)
• Terminal condition at t = T :
P (S, T ) = max{E − S, 0}. (1.21)
Condition (1.18) that ∂P∂S (S
∗(t), t) = −1 is not implied by the fact that P (S∗(t), t) =
E − S∗(t), as one does not know a priori the exact value of S∗(t), and so an additional
condition is needed to determine it. No-arbitrage arguments (see [30]) show that the gradient
of P must be continuous, and this gives rise to this additional condition.
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Notice that when S < S∗(t) we completely know the value of the American put option,
and this value P is given by (1.14). From our perspective, in principle we do not need to
be concerned with inequality (1.15). On the other hand, when S∗(t) < S we only know that
P must satisfy both, inequality (1.16) and the Black-Scholes PDE (1.17) and in principle we
must solve this PDE. Of course, as pointed out before, we also need to either explicitly find
S∗(t) for all t or find a way to handle it indirectly.
We know follow the approach of [20] and [21] and summarize conditions (1.14) through(1.21)
as follows:
• The complete value of the American put option is given by
Pc(S, t) =
 max{E − S, 0}, if S ∈ [0, S
∗(t)),
P (S, t), if S ∈ [S∗(t),∞),
(1.22)
• S∗(t) is the unknown free boundary and P (S, t) is determined by the Black-Scholes
equation:
∂P
∂t
+
1
2
σ2S2
∂2P
∂S2
+ rS
∂P
∂S
− rP = 0, t ∈ [0, T ].
• The terminal and boundary conditions are given by:
P (S, T ) = max{E − S, 0},
S∗(T ) = E,
P (S∗(t), t) = E − S∗(t),
PS(S∗(t), t) = −1,
lim
S→∞
P (S, t) = 0.
The complete value of the option Pc(S, t), given by expression (1.22), is indeed the solution to
the free boundary problem described by conditions (1.14) through (1.21).
We will use numerical analysis techniques to find an numerical approximation to Pc(S, t).
To simplify the analysis and manipulations that will follow, we will transform the original
variables (S, t) to the dimensionless variables (x, τ). This is a standard procedure in the
literature, see for instance [29] and [30].
15
The change of variables is given by the following formulas: S = Eex, t = T − 2τ
σ2
, and
P (S, t) = Ev(x, τ). This gives rise to an intermediate PDE
∂v
∂τ
=
∂2v
∂x2
+ (k − 1)∂v
∂x
− kv,
where k = 2r
σ2
, and the terminal condition becomes an initial condition v(x, 0) = max{ex−1, 0}.
We perform an additional transformation given by v = eαx+βτu(x, τ), where α = −12(k − 1)
and β = −14(k + 1)2. With this new change, the payoff function max{E − S, 0} becomes
g(x, τ) = e
1
2
(k+1)2τ max
{
e
1
2
(k−1)x − e 12 (k+1)x, 0
}
.
These changes yield the following PDE:
∂u
∂τ
=
∂2u
∂x2
, (1.23)
with initial condition given by
u(x, 0) = g(x, 0) = max
{
e
1
2
(k+1)x − e 12 (k−1)x, 0
}
, (1.24)
while the free boundary S = S∗(t) becomes x = x∗(τ) and is given by the relation x∗(t) =
ln
(
S∗(t)
E
)
, moreover x∗(0) = 0 .
By the above transformations, and from equations (1.23) and (1.24) the value of an Amer-
ican option can by found by the function:
uc(x, τ) =
 g(x, τ), if x ∈ (−∞, xf (t)),u(x, τ), if x ∈ [xf (t),∞), (1.25)
where u(x, τ) is the solution to PDE (1.23), with the following initial and boundary conditions:
u(x, 0) = g(x, 0),
lim
x→∞u(x, τ) = 0, (1.26)
lim
x→−∞u(x, τ) = limx→−∞ g(x, τ),
and, furthermore, both u and ∂u∂x must be continuous on x
∗(τ) for all τ . Finally, the constraint
given by inequality (1.13), which must hold for all x and τ becomes:
u(x, τ) ≥ g(x, τ). (1.27)
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1.4.3 Linear Complementarity Problem
Any problem of the form
AB = 0, A ≥ 0, B ≥ 0,
is called a complementarity problem. If at least one of A and B is a linear operator, the problem
is called linear complementarity problem (LCP).
The transformed problem given by (1.23), (1.25), and (1.27) can be rewritten as a linear
complementarity problem with no explicit mention of the free boundary x∗(τ). This is accom-
plished by a simple observation: From constraint (1.27), we have that either u > g, in which
caseuτ −uxx = 0, or u = g, which in turn yields uτ −uxx = gτ − gxx ≥ 0 (this last inequality is
derived by direct calculation, see [29], for details). We can then recast the problem in a linear
complementarity version:
(uτ − uxx) · (u− g) = 0,
uτ − uxx ≥ 0, (1.28)
u− g ≥ 0,
with the same initial and boundary conditions as given by (1.26) and the same continuity
requirement on u and ∂u∂x .
As outlined above, the transformed problem given by expressions (1.23), (1.25), and (1.27)
is indeed equivalent to this LCP, so solving the latter problem gives a solution to the former.
Once again, we emphasize that the advantage of the LCP formulation over the free boundary
problem is the absence of any explicit mention of the free boundary x∗(τ) and therefore the
numerical analysis involved is greatly simplified. This approach is somehow standard in the
literature on free boundary problems and American options, see [8], [10], and [29] for more.
1.4.4 Constrained Matrix Problem
We now use the Crank-Nicolson finite difference approximation to discretize the PDE and
the inequalities given by equations (1.28), we then obtain a discrete version of these equations
and we can think of it as constrained matrix problem, as the discretization of the PDE gives
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rise to a matrix problem (see [27]). These constrained matrix problem is given by the following
expressions: (
~un+1 − ~gn+1) · (C~un+1 −~bn) = 0,
C~un+1 ≥ ~bn, (1.29)
~un+1 ≥ ~gn+1.
In these expressions, ~un+1 and ~gn+1 represent the n+ 1-level discrete approximation to u(x, τ)
and g(x, τ), respectively; ~bn is the vector of “right-hand sides” of the finite difference equations;
C is the square, tridiagonal, symmetric matrix that arises from the finite difference scheme.
These inequalities are meant to be entriwise. See [27] and [30] for more details.
To solve the problem given by (1.29), at each time step, we calculate ~gn and ~bn from
the already known values ~un, and we then solve the same problem for ~un+1. We will use
the projected successive over-relaxation (PSOR) algorithm to obtain a sequence of equations{
~un+1,k
}
k
that are iterated until the difference ‖~un+1,k+1− ~un+1,k‖ is negligible. We will then
set ~un+1 = ~un+1,k+1, this gives the solution to C~un+1 = ~bn. We will describe the PSOR
algorithm later in section 5.3, for more on this and other iterative methods see [18].
The solution obtained by the PSOR algorithm guarantees that both ~un+1 ≥ ~gn+1 and(
~un+1 − ~gn+1) · (C~un+1 −~bn) = 0 hold. The other condition that C~un+1 ≥ ~bn follows as a
consequence of the structure of the matrix C, as it is positive definite matrix.
The approach briefly outlined here is the same we will adopt later in 5 to find a numerical
approximation to the solution of the mortgage valuation problem.
1.4.5 Variational Inequalities on a Hilbert Space
The equivalence of the free boundary problem described by (1.25), (1.23), (1.26), and
(1.27) and the linear complementarity problem described by (1.28) and (1.26) is derived from
a straightforward observation made in 1.4.3. The existence and uniqueness of a solution to the
linear complementarity problem, however, involves deeper mathematics. We will now briefly
describe the necessary mathematical background in the general setting of Hilbert spaces. For
more details on this topic see [19].
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We first start with a few remarks regarding bilinear forms. A function a : H ×H −→ R,
where H is a real Hilbert space, is called a bilinear form if a(·, v) is linear for all v and a(u, ·)
is linear for all v. It is bounded if there exists a constant β > 0 such that |a(u, v)| ≤ β‖u‖‖v‖,
for all u, v ∈ H. This bilinear form is symmetric if a(u, v) = a(v, u), for all u, v ∈ H. Finally,
it is coercive if there exists a constant α > 0 such that a(u, v) ≥ α‖v‖2, for all v ∈ H.
In general we can describe a variational inequality problem as follows: Find u ∈ K, such
that
a(u, v − u) ≥ `(v − u), v ∈ K, (1.30)
where a is a bounded and coercive bilinear form, ` is a bounded linear functional, and K ⊂ H
is closed and convex.
There is a closely related minimization problem: Find u ∈ K, such that
J(u) = min
v∈K
J(v), (1.31)
where
J(v) =
1
2
a(v, v)− `(v). (1.32)
This latter problem is, in fact, equivalent to the variational inequality problem given by (1.30)
when the bilinear form a is, in addition to bounded and coercive, also symmetric. The sum-
marize this as a theorem:
Theorem 1.4.1. There exists a unique solution to the variational inequality problem described
by (1.30). Moreover, if the bilinear form a is symmetric, then the problem given by (1.30) is
equivalent to the problem described by (1.31) and (1.32).
A proof of this theorem can be found in [10]. This theorem guarantees the existence and
uniqueness of a solution to the LCP given by (1.28) and (1.26), and hence also guarantees the
existence and uniqueness of a solution to the original American valuation problem given by
conditions (1.14) through(1.21).
In addition to the existence and uniqueness that we can derive from theorem 1.4.1, we
also have a stability result that is important from the perspective of numerical analysis, we
summarize it as another theorem:
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Theorem 1.4.2. The mapping ` 7→ u is Lipschitz, that is to say, if u1 and u2 are two solutions
to the variational inequality (1.30) with `1 and `2 respectively, then
‖u1 − u2‖ ≤ 1
α
‖`1 − `2‖H∗ , (1.33)
where H∗ denotes the space of bounded linear functionals on H.
See [19] for a proof. This fact, and in particular inequality (1.33) guarantees the stability
of the numerical scheme that we described in 1.4.4.
We remark that the mortgage valuation model presented later in chapters 2 and 3 also has
a unique solution due to theorems 1.4.1 and 1.4.2.
1.4.6 The American Option as a Variational Inequality
Before we conclude this section, we will justify the equivalence between the linear comple-
mentarity formulation given by (1.28) and (1.26) and a variational inequality like (1.30). Since
the PDE involved in (1.28) is parabolic, the literature often refers to the inequality we will
derive here as a parabolic variational inequality. For more details see [29].
We first define a set K as the space of test functions φ(x, τ) which are defined by the
following conditions:
• φ(x, τ) and ∂φ(x, τ)
∂τ
are continuous.
• ∂φ(x, τ)
∂x
is piecewise continuous.
• φ(x, τ) ≥ g(x, τ), for all x and τ .
• lim
x→∞φ(x, τ) = limx→∞ g(x, τ) = 0.
• lim
x→−∞φ(x, τ) = limx→−∞ g(x, τ).
• φ(x, 0) = g(x, 0).
We remark that any solution to the LCP (1.28) and (1.26) problem belongs to this set K. Now,
note that for any φ(x, τ) ∈ K, since φ ≥ g,
(uτ − uxx) · (φ− g) ≥ 0.
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So, for any τ ∈ [0, T ], ∫ ∞
−∞
(uτ − uxx) · (φ− g) dx ≥ 0. (1.34)
On the other hand, we also have that∫ ∞
−∞
(uτ − uxx) · (u− g) dx = 0, (1.35)
since the integrand is equal to 0 by (1.28). Subtracting (1.34) and (1.35), yields:∫ ∞
−∞
(uτ − uxx) · (φ− u) dx ≥ 0, ∀φ ∈ K. (1.36)
Integrating (1.36) by parts gives∫ ∞
−∞
uτ (φ− u) + ux(φx − ux) dx− [ux(φ− u)]∞−∞ ≥ 0,
but since φ and u both go to 0 when x→ ±∞, then [ux(φ− u)]∞−∞ = 0, hence∫ ∞
−∞
uτ (φ− u) + ux(φx − ux) dx ≥ 0, ∀φ ∈ K. (1.37)
The parabolic variational inequality for the function u(x, τ) is precisely equation (1.37).
The left hand side can be identified as a bilinear form on the space of test functions K. So,
the problem of valuing an American put option can indeed be transformed to a variational
inequality problem. The same can be said of the mortgage valuation model of this thesis, the
proof is entirely analogous to the one outline here.
1.5 Interest Rate Models
The valuation of mortgages is intimately tied to the modeling of interest rates, as a mortgage
is a loan and every loan comes with an interest rate attached to it. In the case of fixed-rate
mortgage (FRM) the mortgage interest rate is fixed and set at the beginning or origination of
the contract, and this determines among other things, the monthly payment a borrower must
make. Moreover, the borrower’s right to prepay is heavily influenced by how the economy’s
interest rates change throughout the life of the contract, as it may be advantageous to refinance
if the prevailing interest rates are significantly smaller than the original mortgage rate.
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In this section we will discuss a few aspects of interest rate modeling and will describe the
Cox-Ingersoll-Ross continuous time model, a model that will be part of the foundations of the
mortgage valuation model presented in chapters 2 and 3.
1.5.1 Term Structure of Interest Rates
In a financial market, a lender will not lend money for free, as the value of money today is
potentially higher than the value of money in the future, therefore he must be compensated for
the loss of potential opportunities that he misses due to a borrower using his money instead
of him. This compensation is usually a percentage of the lent money that reflects the current
and possible future conditions of the economy. Hence, an interest rate can be described as the
price a lender charges for borrowed money.
There are several interest rates, for instance banks charge their most trustworthy customers
the prime rate, while they charge dubious customers the sub-prime rate. As already mentioned,
a FRM comes with an interest rate called the coupon. In the U.S. banks charge each other
for overnight transactions the federal funds rate, while in the United Kingdom the London
Interbank Offered Rate (LIBOR) is used for a similar purpose. Smaller financial institutions
also charge interest rates depending on their individual criterion. Bonds also carry interest
rates that in general are not the same as the ones used by banks and financial institutions.
Despite this seemingly large variety of interest rates, it turns out that they are all related
closely related. An interest rate model is a mathematical model that that attempts to describe
how all the different interest rates evolve through time, in principle is an important interest
rate changes dramatically, it is expected the other rates would change too. The study of the
conectiona among all the different rates is closely tied to the so-called term structure of interest
rates.
The term structure of interest rates concerns the relationship among the yields of default-
free securities, typically bonds, that differ only with respect to their term to maturity. This
relationship is also popularly known as the shape of the yield curve. Historically, three com-
peting theories have attracted the widest attention among economists:
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• The Expectations Theory : This theory states that shape of the yield curve can be ex-
plained by investors’ expectations about future interest rates. In mathematical terms,
the most popular version says that eF (0,S,S+1) = E
[
eR(S,S+1)|F0
]
, where F (t, T, S) de-
notes the forward rate and R(t, T ) the yield, two concepts that we will introduce in the
next subsection (see (1.38) and (1.40)), and Ft represents the information up to time t.
• The Liquidity-Preference Theory : This theory claims that short-term securities are more
desirable to investors than longer-term securities because the former are more liquid (i.e.
they are easier to sell and buy). In other words, investors usually prefer short-term
investments, as they do not like to tie their money for too long. This implies that the
prices of longer-term bonds tend to be more volatile than the prices of short-term bonds,
as investors will only invest in more volatile securities if they have a higher expected
return, often referred to as the risk premium, to offset the higher risk.
• The Market Segmentation Theory : Also called The Hedging-Pressure or Preferred Habitat
Theory, it postulates that there is no reason for term premiums to be necessarily positive
or to be increasing functions of maturity. In other words, each investor has in mind an
appropriate set of bonds and maturity dates that are suitable for his purpose. Different
groups of investors can act in different ways, but there is no reason why there should be
any interaction between different groups. This means that prices of bonds with different
maturity will change in unrelated ways.
These economic theories can be put together into a mathematically precise theory:
• Arbitrage-Free Pricing Theory : It states that the shape of the yield curve can be derived
from the pricing of bonds in a market that is free of arbitrage. Hence, the future behavior
of interest rates can be derived from the the prices of bonds.
This latter theory is adopted by most of the mathematical finance literature dealing with
mortgage valuation and it is the approach we will follow in this thesis. See [5] and [22] for
more details on the term structure of interest rates.
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1.5.2 Continuous Time Interest Rate Models
We will now give the mathematical definitions of some of the standard interest rate models
found in the literature. All the models presented here are continuous time models, as we focus
on valuation PDEs and therefore discrete interest rate models are beyond the scope of this
thesis.
As already mentioned in the previous section, the expectations theory implies that the cost
of borrowing money depends on the time to maturity of the interest rate contracts available.
In general it also depends on random fluctuations of the financial markets. The most basic
interest rate contract can be described as a contract where a borrower pays now and then
receives a “large sum” at a later fixed date, the most common example of this is a zero-coupon
bond with maturity at T (also called a T -bond), which is a contract that guarantees its holder
to be paid a fixed amount (in the literature this is assumed to be $1 for simplicity) at time
T . In mathematical terms, if we let P (t, T ) denote the price of a zero-coupon bond at time t,
where 0 ≤ t ≤ T . In general, this is a two parameter stochastic process. Its face value is $1
and P (T, T ) = 1.
The simplest interest mode assumes that the interest rate of a zero coupon bond is a
constant r > 0. In this case we have that P (t, T ) = e−r(T−t), and hence the constant interest
rate can be expressed as r = − logP (t,T )T−t . In reality however, bond interest rates are not
constant, in which case the interest rate is called the yield or spot rate, and it is given by the
formula:
R(t, T ) = − logP (t, T )
T − t . (1.38)
In financial terms, R(t, T ) is a continuously compounded interest rate.
Now, consider a bond with price P (t, t+ ∆t), then from the yield (1.38) we have that
R(t, t+ ∆t) = − logP (t, t+ ∆t)
∆t
,
letting ∆t→ 0 and using the fact that P (t, t) = 1 we then have
r(t) = R(t, t) = − ∂
∂T
logP (t, T )
∣∣∣∣
T=t
. (1.39)
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r(t) is known as the short rate or the instantaneous rate. We can think of this as the daily
interest rate offered by a bank to general customers.
Next, the forward rate at time t which applies between times T and S (t ≤ T < S) is given
by:
F (t, T, S) =
1
S − T log
P (t, T )
P (t, S)
, (1.40)
and the instantaneous forward rate, in turn, is expressed as:
f(t, T ) = − ∂
∂T
logP (t, T ). (1.41)
The forward rate arises when dealing with forward contracts, where an investor agrees to pay
$1 at time T in return for e(S−T )F (t,T,S) at time S, that is to say, the interest rate between the
times T and S is fixed in advance at time t. The instantaneous forward rate can be thought
of as the interest rate of a contract made at time t to earn with a rate f(t, T ) per time unit
between times T and T + dt. Of course, this is a theoretical concept, but it is introduced in
the literature for the convenience of bond pricing, as it is easier to use f(t, T ) rather than
F (t, T, S).
Notice that, from (1.38) we have that − logP (t, T ) = (T − t)R(t, T ), so combining this
with (1.41) gives the following alternate expression for the instantaneous forward rate:
f(t, T ) = R(t, T ) + (T − t)∂R(t, T )
∂T
. (1.42)
Integrating both sides of (1.42) with respect to t, observe that the yield and the instantaneous
forward rate are related by
R(t, T ) = −
∫ T
t
f(t, u) du. (1.43)
Finally, from (1.38) and (1.41) we can derive the following two bond pricing formulas involving
these two rates:
P (t, T ) = e−R(t,T )(T−t),
P (t, T ) = e−
R T
t f(t,u) du.
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In the standard interest rate models, there is a one-to-one relationship between yields
R(t, T ) and bond prices P (t, T ). So, if we are able to accurately model the future behavior of
bond prices, then by (1.38) we will be able to model the yield.
In the literature, however, many of the most popular interest rate models focus only on the
short rate r(t). Notice that the short rate r(t) does not have a one-to-one correspondence to
P (t, T ), nevertheless it can be proved that this rate is good enough for bond pricing modeling.
A short rate model is given by specifying a stochastic differential equation (SDE) for the short
rate r(t), which is derived from the zero-coupon price P (t, T ) given by
P (t, T ) = E˜
[
e
R T
t r(s) ds
∣∣∣Ft] . (1.44)
where E˜ denotes the conditional expectation with respect to the risk-neutral probability P˜ (see
section 1.6). From (1.44), it can be proved that r(t) satisfies the following SDE:
dr(t) = a(r, t)dt+ b(r, t)dW (t). (1.45)
Expression (1.45) implies that r(t) is a Markov process. We will discuss this model in more
detail in the next section. See [5] and [24] for more details.
Forward rate models use the instantaneous forward rate f(t, T ) rather than the short rate.
For T > 0 fixed, we just have to specify the SDE
df(t, T ) = a(t, T )dt+ σdW (t), (1.46)
where σ > 0 is constant and a(t, T ) is a deterministic function. The bond pricing formula in
this case is given by a similar expression as (1.44).
Notice that the interest rate models given by (1.45), and (1.46) are related, since r(t) =
R(t, t) = f(t, t). In this thesis we will only consider short rate models, where the future
behavior of interest is given by expression (1.45) with appropriate choices for a(r, t) and b(r, t).
1.5.3 Short Rate Models
Short rate models, where the short rate r(t) is specified by (1.45), are a special cases of the
more general one-factor models, where only one interest rate is specified to predict the future
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behavior of interest rates. Another one-factor model is given by (1.46) where the only interest
rate specified is f(t, T ).
We examine again equation (1.45):
dr(t) = a(r, t)dt+ b(r, t)dW (t).
The term W (t) is a standard Wiener process or Brownian motion under the real-world measure
P , while a(r, t) and b(r, t) are “well-behaved” functions, and Ft = σ ({W (s) : s ≤ t}) is the
sigma-algebra generated by the history of W (s) up to time t (or as the “history” of to time t).
For short rate models it is typically assumed that a(r, t) = a(r) and b(r, t) = b(r), so that the
process is a Markov chain and time homogeneous (that is, r(t) is a stationary Markov chain),
this is a technical detail that is needed when proving some results of the theory of interest rate
models. Such proofs fall beyond the scope of this work and will be omitted. See [5] and [4],
however, for more details.
By explicitly specifying the two functions a(r, t) and b(r, t) we obtain a particular short
rate model. Several of this choices are presented in table 1.1 (also see [5]).
Short rate models for r(t)
Model a(r) b(r)
Merton (1973) µ σ
Dothan (1978) µr σr
Vasicek (1977) α(µ− r) σ
Cox-Ingersoll-Ross (1985) α(µ− r) σ√r
Pearson-Son (1994) α(µ− r) σ√r − β
Brennan-Schwartz (1979) α(µ− r) σr
Black-Karansinski (1991) αr − γr log r σr
Table 1.1 Some short rate models from the literature
Among all the possible choices presented in table 1.1, there are a few desirable, but not
essential, characteristics for an short rate model. The most basic of these desired characteristics
are:
• Interest rates should be positive.
• r(t) should be mean-reverting (also called autoregressive).
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• We should get simple formulas for bond prices and for the prices of other interest rate
contracts.
The first condition is desired of all interest rates. The second condition assumes that r(t)
cannot drift off to plus or minus infinity or to zero, but must eventually be pulled back to some
long-term target. The third characteristic is a matter of computational convenience rather
than of economic principle, the existence of elegant formula do not prove the worth of a model.
Some, but not all, of the short rate models shown above in table 1.1 have a few or all of the
three desired characteristics, see table 1.2 (also see [5]).
Key characteristics of standard short rate models
Model r(t) ≥ 0? Autoregressive? Simple formulas?
Merton (1973) No No Yes
Dothan (1978) Yes No No
Vasicek (1977) No Yes Yes
Cox-Ingersoll-Ross (1985) Yes Yes Yes
Pearson-Son (1994) Yes (if β > 0) Yes No
Brennan-Schwartz (1979) Yes Yes No
Black-Karansinski (1991) Yes Yes (γ > 0) No
Table 1.2 Characteristics of short rate models
Besides the three desirable characteristics presented above, there are other characteristics
that a short rate model should satisfy. In general these models may fail these additional
criteria, and for this reason models which incorporate more than one factor are often used.
There are two approaches to derive pricing formulas from a short rate model given by
(1.45). One is called the martingale approach, and while the other is the PDE approach. The
martingale approach uses the theory of martingales to establish prices and hedging strategies.
The PDE approach started with [28], and is a general PDE approach very similar to the option
pricing approach developed by the Black-Scholes equation from [2]. Although the martingale
approach is generally thought to be more powerful and intuitive than PDE approach, the
latter still provides us with a useful tool for the development of numerical methods and is the
approach we follow in this thesis.
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1.5.4 The Cox-Ingersoll-Ross Model
The Cox-Ingersoll-Ross model (usually abbreviated as CIR model) is a short rate model
where the behavior of interest rates is given by (1.45) with the choice of a(r, t) = a(r) = α(µ−r)
and b = b(r) = σ
√
r, where α, µ and σ are positive constants. This model was introduced in
[7] as an extension the model developed in [28]. It specifies that the short interest rate follows
the following stochastic differential equation:
dr(t) = α(µ− r(t)) dt+ σ
√
r(t) dW (t). (1.47)
The drift factor, α(µ − rt), ensures the mean reversion of the interest rate towards the long
run value µ, with speed of adjustment governed by the strictly positive parameter α. The
standard deviation or volatility factor, σ
√
rt, avoids the possibility of negative interest rates
for all nonnegative values of α and µ. An interest rate of zero is also precluded if the condition
2αµ > σ2
is met. More generally, when the interest rate r(t) is close to zero, the standard deviation also
becomes close to zero, which dampens the effect of the random shock on the rate. Consequently,
when the rate gets close to zero, its evolution becomes dominated by the drift factor, which
pushes the rate upwards, towards the equilibrium µ. See [4] for more details.
The CIR model given by (1.47) is the interest rate model adopted by most of the literature
on mortgage valuation and will be adopted in this thesis as well, see ssubection 2.2.1.
1.6 Risk-Neutral Valuation
We have seen in equations (1.45), (1.46), and (1.47) that there is always a term involving
the standard Wiener process W (t). It is this term that makes these stochastic, rather than
ordinary, differential equations. We can informally think of this second term as a random
perturbation, capturing the randomness of the financial markets as well as other unpredictable
economic considerations. A standard Wiener process must be defined by means of a probability
measure. When dealing with interest rates, there is a natural, ”real-world” probability measure
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P , precisely the one that arises due to the uncertainties of the financial markets and that
measures the probability that an interest rate will take a particular value or values. This
measure, however, is rather unknown and can only be inferred from historical values. Even
though it may seem as if this a statistical analysis of historical values, from a mathematical
finance point of view, we need much more, in particular we wish to guarantee that the resulting
interest rates and pricing PDE do not contain any unknown functions. For this reason we
need to characterize this unknown real-world probability measure. This is typically achieved
by finding an equivalent probability measure, a risk-neutral probability measure P˜ that is
equivalent to P . We can then write the corresponding SDEs using a Wiener process defined
by this measure P˜ and derive pricing PDEs and formulas from there. This often results in
additional terms in our equations that have to be determined before hand. One of these terms
is the market price of risk, that appears in the derivation of valuation PDEs.
The basic tool used to derive risk neutral probability measures is the Girsanov Theorem
from stochastic calculus. This theorem tells how stochastic processes change under changes
in the underlying measure. It shows how to convert from the real-world measure P , to the
risk-neutral measure P˜ .
Theorem 1.6.1 (Girsanov). Let {W (t) : 0 ≤ t ≤ T} be a one dimensional Brownian motion
on the probability space (Ω, P,F) and let FWt = σ {W (t) : 0 ≤ t ≤ T} be the filtration gener-
ated by this Brownian motion. Let {θ(s) : 0 ≤ s ≤ T} be a stochastic process adapted to the
filtration
{FWt }0≤t≤T that satisfies
E
[
e
R T
0 |θ(s)|2 ds
]
<∞.
Define
Z(t) = exp
(
−
∫ t
0
θ(s) dW (s)− 1
2
∫ t
0
|θ(s)|2 ds
)
, 0 ≤ t ≤ T.
and consider the process
W˜ (t) = W (t) +
∫ t
0
θ(s) ds, 0 ≤ t ≤ T.
Define the probability P˜ on (Ω,FT ) by
dP˜
dP
= Z(T ),
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that is, for any A ∈ FT ,
P˜ (A) = EP [Z(T ) · χA] .
Then
1. {Z(t)}, is a P -martingale with respect to {FWt }0≤t≤T .
2.
{
W˜ (t) : 0 ≤ t ≤ T
}
is a P˜ -Brownian motion.
A proof of this important theorem can be found in [24]. This risk-neutral probability P˜ is
also denoted by Q by many sources in the literature.
We now outline how the Girsanov Theorem can be used to derive the market price of risk.
Assume first that the price of a stock is given the standard model described in (1.6)3:
dS(t) = S(t) [µdt+ σdW (t)] ,
S(0) = S0,
and that a bank account follows the dynamics given by dB(t) = rB(t)dt, B(0) = 1, where r
denotes the constant risk-free interest rate of this account. We now look at the discounted
process, that is to say we look at prices in time-zero dollars, then stock price satisfies the
following SDE:
d
(
e−rtS(t)
)
= e−rtS(t) [(µ− r)dt+ σdW (t)]
= σe−rtS(t)
[(
µ− r
σ
)
dt+ dW (t)
]
,
while the money market account is given by e−rtB(t) = 1. Using now theorem 1.6.1, we define:
W˜ (t) = W (t) +
∫ t
0
(
µ− r
σ
)
dt, (1.48)
and let the probability P˜ be defined as
dP˜
dP
= Z(T ), (1.49)
3Notice that we slightly changed the notation from the one used in 1.3.1, to adapt it to the notation used in
the current section
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where Z(t) from theorem 1.6.1 is given by
Z(t) = exp
[
−
(
µ− r
σ
)
W (t)− 1
2
(
µ− r
σ
)2
t
]
.
This new function W˜ (t), is a new Brownian motion with respect to P˜ . Moreover, the discounted
stock price also satisfies
d
(
e−rtS(t)
)
= σ
(
e−rtS(t)
)
dW˜ (t),
and hence it is a martingale with respect to P˜ , while the discount money market account
e−rtB(t) is a constant martingale.
This new Wiener process given by (1.48) is used to derived valuation PDEs and formulas,
as it guarantees that the involved interest rates and other related stochastic processes are
martingales and Markov processes. The function λ(t) = µ−rσ in (1.48) is the so-called market
price of risk, and has an economic interpretation: it is the amount of extra return that the
market requires in order to be compensated for taking some particular risk, as in classical
economic theory, no rational person would invest unless he expects to beat the return from a
risk-free asset.
The risk-neutral probability measure P˜ is indirectly defined by means of theorem 1.6.1
as a Radon-Nikodym derivative, the left-hand side of (1.49). In general there may be more
than one risk-neutral measure. A risk-neutral measure (calledequivalent martingale measure,
or Q-measure) is a probability measure that results when one assumes that the current value
of any financial asset is equal to the expected value of the future payoff of the asset discounted
at the short interest rate. In mathematical analysis terms: Given the real-world probability
P on the filtered space (Ω,F), with filtration {FWt : 0 ≤ t ≤ T} as before, we say that the
probability P˜ is a risk-neutral probability if the following two conditions hold:
• P˜ and P are equivalent on FT (i.e. P (A) = 0 iff P˜ (A) = 0, for all A ∈ FT ).
• For each tradable asset S(t), the discounted process {e−rtS(t) : 0 ≤ t ≤ T} is a P˜ -
martingale.
In the context of the risk-neutral probability, if the price of an asset satisfies the SDE
dY (t) = µ(Y, t)dt+ σ(Y, t)dW˜ (t),
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then the price of a financial derivative contract U with underlying Y , is given by
U(y, t) = E
[
e−
R T
0 r(Y (s),s) dsΦ(Y (T ))
∣∣ Y (t) = y] ,
where Φ(Y ) is some known payoff function and r is the short interest rate.
We now finalize this section with a few further remarks regarding arbitrage and complete
markets, two concepts that are taken for granted in the mortgage valuation literature. We
define an arbitrage portfolio as a portfolio value process {X(t)} that satisfies
• P [X(T ) ≥ 0] = 1,
• P [X(T ) > 0] > 0.
If P˜ is a risk-neutral probability, then P [X(T ) ≥ 0] = 1 implies that P˜ [X(T ) ≥ 0] = 1,
moreover, P [X(T ) > 0] = 0 implies P˜ [X(T ) > 0] = 0, and hence P [X(T ) > 0] > 0.
We can then state the following result, known in the mathematical finance literature as the
first fundamental theorem of asset pricing :
Theorem 1.6.2. In a market model, there are no arbitrage processes if and only if there is a
risk-neutral probability measure P˜ .
Arbitrage-free markets are part of the assumptions of mortgage valuation.
Now, we define a complete market : A market is complete if each derivative asset can be
hedged, that is, we can create a portfolio to ”match” the value of the financial derivative at
final time. This portfolio is called a hedging or replicating portfolio. This definition in turn
takes us into the second fundamental theorem of asset pricing :
Theorem 1.6.3. A market model with a risk-neutral probability P˜ is complete if and only if
P˜ is unique.
Hence, in the mortgage valuation setting, the mortgage market is assumed to be both,
arbitrage-free and complete, and therefore the risk neutral probability is assumed to be unique.
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CHAPTER 2. STANDARD OPTION-THEORETIC MORTGAGE
VALUATION
In this chapter we review the standard mortgage valuation PDE models.
2.1 Mortgage Valuation Models
Having introduced the basic terminology in chapter 1 we now present an overview of some
of the mortgage valuation models from the literature, and we also make some comments on
option-theoretic models, the focus of this thesis.
2.1.1 Previous Literature
The models for mortgage valuation can be broadly divided into two categories. In the
first category, the mortgage models look at values derived from a martingale approach and a
statistical analysis, they are forward in time, since from the point of view of numerical analysis,
future mortgage values are inferred from earlier values; typically the numerical simulations of
these models use the Monte-Carlo method. In the second category we have mortgage values
that are derived through PDEs, analogous to the Black-Scholes equation; these methods are
backward in time, as they infer earlier mortgage values from a known terminal condition; the
numerical simulations in these case typically involve finite difference approximations. These
backward models visualize a mortgage value as having similar properties as an option, and
therefore they are called option-theoretic valuation models. See [16] for an overview of these
models.
During the early years of the study of mortgage valuation models, researchers considered
simpler contracts that had some, but not all, of the conditions found in a mortgage contract,
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see for instance [3] and [17]. Common approaches have been to concentrate on the right to
prepay, ruling out the possibility of default, or consider default, ruling out the possibility of
prepayment. Later studies, such as [17], suggested that such approach was rather incomplete,
as a mortgage model must, at the very least, consider the possibility of early termination by
means of either default or prepayment. Reasons for defaulting or prepayment are complex,
and some models attempt to incorporate such complexity, for instance [15] and [26]. These
authors point out, however, that termination of a mortgage contract may occur due to personal
reasons, for instance a new job, divorce, death of a relative, forcing a homeowner to change
residences. However, there are also financial reasons to terminate a mortgage contract and
these apply equally well to all individual borrowers. Financial reasons play an important role
in the case of default, while personal reasons are the main influence in the decision to prepay.
Several studies have found that there is a significant gap between the results obtained by a
simplified contract and those of a full, real-world mortgage contract, see [25]. Option-theoretic
models, however, still provide useful insights into the future values and behavior of mortgage
values and they are widely studied. This is the type of model we consider in this work.
2.1.2 Option-Theoretic Models
Option-based pricing models have roots in early economic research, as far back as the
work on stock options of the french mathematician Louis Bachelier in 1900. The modern
breakthrough came with the work of Black and Scholes in [2]. These models identify two
sources of uncertainty: the default risk and term structure or interest rate risk. Default risk
is tied to the property price, which are traded assets. The term structure risk is much more
complex, since interest rates are not directly traded. So, whereas for a property price we do
not consider attitudes toward risk, for the term structure we must consider attitudes toward
interest rate risk as well as the trend of interest rates movement.
Unlike the relatively simple Black-Scholes model from [2], where closed-form solutions actu-
ally exist, in the case of mortgage valuation models and due to the complexity of the mortgage
contracts, there is really no hope for a simple valuation formula. Mortgages are, in fact, among
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the most complex contracts ever devised, so to value them, most models resort to numerical
methods to find an approximate value. This is indeed preferred, as [30] points out, we prefer
to have an accurate value of the right model, rather than an analytical formula of the wrong
one.
In the option-theoretic mortgage models models, the right to prepay is typically regarded
as call option, while the right to default is thought of as a put option. Despite the difference
between theoretical and real mortgage values, the option approach often outperforms other
models since it models the economic structure on which a borrower’s behavior is based, and
can adapt to significant changes in the contract terms or the economic environment.
As already mentioned, numerical methods for the valuation of option-theoretic mortgage
models typically involve backward methods, which rely on the fact that the value of a mortgage
is known at the time of maturity and, given the economic environment, one can work backward
in time to find the value of a mortgage at a previous instant of time for all possible values of
interest rate and house prices.
See [17], [16], [15], and [25] and the references within for more details regarding these type
of models.
2.2 The Standard Option-Theoretic Mortgage Model
We now introduce this section the most commonly studied option-theoretic mortgage valu-
ation model, from which the model of this thesis is derived. This approach regards a mortgage
as consisting of three basic components: the value of the future promised payments to the
lender, the value of the borrower’s option to default, and the value of the borrower’s option
to prepay. As we mentioned before in chapter 1, the only type of mortgage considered in this
thesis is the US fixed rate mortgage (FRM), where the interest rate of this contract is set at
origination and remains constant thereafter.
More on this standard models can be found in [14], [17], [15], [16], and [25].
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2.2.1 State Variables
In this modeling framework, we assume there are two sources of uncertainty: the default
risk and the interest rate risk. The default risk is mainly tied to the random fluctuations of
house prices. On the other hand, the interest rate risk is tied to random perturbations of
financial markets and the behavior of the economy as a whole. For these reasons, we chose two
specific models that will characterize these two risks.
In the standard model, the variable house price is modeled as a log-normal stochastic
process, which is the solution to the following SDE:
dh = (r − δ)hdt+ σhhdXh (2.1)
where µ, δ, and σh are constant, Xh is a standard Wiener process, and t denotes time. Notice
that this is essentially the same as equation (1.6), with minor changes in the parameters and
the notation. Indeed, the house price is modeled in the same way we modeled the price of an
asset in 1.3.1 and the assumptions that lie under equation (2.1) are the same as those for (1.6).
The term structure of interest rates is modeled by the Cox-Ingersoll-Ross (CIR) model
presented in 1.5.4, where the spot interest rate r is driven by a mean-reverting square root
process, that is to say it satisfies the following SDE:
dr = κ(θ − r)dt+ σr
√
rdXr (2.2)
where κ, θ, and σr are constants, Xr is a standard Wiener process, and t denotes time. Notice
as well, that this is exactly the same as equation (1.47) with some change in the notation, for
instance we will now write r rather than r(t) and etc.1.
We remark that equations (2.1) and (2.2) are coupled by the inclusion of r in the drift
term (r − δ)hdt of the equation for h. This is due to the risk-neutral reasoning presented in
section 1.6. In particular, the market price of risk is regarded as having been absorbed into the
statistical estimation of the reversion and long-term average parameters, κ and θ respectively,
in the interest rate equation (2.2). Furthermore, the arbitrage-free pricing theory from 1.5.1
1This departure from the notation used in chapter 1 is done to be consistent with the notation presented in
the mortgage valuation literature such as [15] and [25].
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requires that this market price of risk also disappear, and hence r must be part of the equation
for h as well. In addition to this relationship between (2.1) and (2.2), the Wiener processes
may be correlated. We denote by ρ the correlation coefficient between Xh and Xr.
These two models for the house price h and the short interest rate r, are assumed to capture
all the sources of uncertainty in the standard approach to mortgage valuation, therefore h and
r are adopted as state variables, and the mortgage value will depend on them as well as on
time t.
2.2.2 Definitions, Temporal, and Boundary Conditions
To give a precise mathematical meaning to the standard model, we present here some
notation and several definitions for a few of the quantities involved in a mortgage contract.
See section 1.2 for an explanation of these terms.
We start with the following definitions that will be used throughout this thesis:
• L: Original loan.
• c: Fixed yearly mortgage contract interest rate.
• Nm: Maturity of the loan in months.
• i: Payment date month, 1 ≤ i ≤ Nm.
• Ti: i-th payment date in years, i.e. Ti = i12 , 1 ≤ i ≤ Nm. Also set T0 := 0, so Ti is
defined for 0 ≤ i ≤ Nm.
• MP : Fixed monthly mortgage payment (See appendix A for a derivation),
MP =
L
(
1 + c12
)Nm ( c
12
)(
1 + c12
)Nm − 1 . (2.3)
• PB(i): Unpaid principal balance after the i-th payment date (See appendix A for a
derivation),
PB(i) =
L
[(
1 + c12
)Nm − (1 + c12)i](
1 + c12
)Nm − 1 , (2.4)
for 0 ≤ i ≤ Nm − 1.
38
• TD(t): Total debt at time t, i.e. unpaid principal plus accrued interest for Ti < t ≤ Ti+1
TD(t) =
[
1 + c(t− τ(i))
]
PB(i). (2.5)
In this model no prepayment penalty considered, and hence the total debt (2.5) is slightly
different than the one in [25].
In addition to the definitions above, we will use the following notation for the different
mortgage components2:
• A(r, t; i): Value at time t of the promised mortgage payments, from payment date i to
Nm.
• D(h, r, t; i): Value at time t of the default option, when the next mortgage payment is
due at time Ti.
• C(h, r, t; i): Value at time t of the prepayment option, when the next mortgage payment
is due at time Ti.
• V (h, r, t; i): Value at time t of the contract, when the next mortgage payment is due at
time Ti.
As we already pointed out, in the standard model the default and prepayment features of a
mortgage are modeled as options. Default is modeled as a sequence of linked monthly European
put options, while prepayment is modeled as an American call option. These European options
start right after a monthly payment is made at time Ti−1 and have expiration at the next
payment date Ti. The American option starts at the origination of the mortgage at time T0
and has the same expiration time as the mortgage itself at time TNm . With the notation as
introduced above, D(h, r, t; i) and C(h, r, t; i) denote the value of the European and American
option within the time interval (Ti−1, Ti].
The standard model assumes that the value of the mortgage is the same as scheduled
payments, minus the value of the borrower’s options to terminate the mortgage, that is to say:
V (h, r, t; i) = A(r, t; i)−D(h, r, t; i)− C(h, r, t; i). (2.6)
2The arguments of these functions will be dropped whenever it is convenient and there is no risk of confusion.
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The problem consists of finding the value of the mortgage V (h, r, t; i), and in principle its
components A(r, t; i), D(h, r, t; i), and C(h, r, t; i), for all possible house prices h, all possible
values of the short interest rate r, and all times before maturity t. As we have a sequence of
monthly European options, this problem is solved month by month.
In this thesis, we will concentrate on finding the value of the mortgage V (h, r, t; i) and will
not be concerned withA(r, t; i), D(h, r, t; i), and C(h, r, t; i), which can be found in a similar
fashion, see [25] for more on this. Summarizing, we are interested in finding V (h, r, t; i) on the
domain given by 0 ≤ h <∞, 0 ≤ r <∞, and Ti−1 < t ≤ Ti for i = 1, . . . , Nm.
In addition to the no-arbitrage considerations already included in the parameters of equa-
tions (2.1) and (2.2), the mortgage value must also satisfy another arbitrage-free condition.
The contract rate must be so that the equilibrium condition
V (h, r, 0; 1, c) = (1− fee)L (2.7)
holds. In (2.7), the quantity fee is the mortgage fee, a charge made to the borrower for the
origination of a mortgage. Its value is given as a percentage.
Now, at the maturity of the mortgage, when t = TNm , we completely know the possible
values a mortgage and its components may take, as in that case a borrower may either default
only or just pay the last remaining monthly payment. These constitute the following final
conditions:
A(TNm ;Nm) = MP, (2.8)
V (TNm ;Nm) = min{MP,h}, (2.9)
C(TNm ;Nm) = 0, (2.10)
D(TNm ;Nm) = max{0,MP − h}. (2.11)
Moreover, we also know the value of the mortgage and its components at the earlier payment
dates, when t = Ti for 1 ≤ i < Nm, since the default component is a European put option
and whether a borrower would default or not is the question of whether the option would be
exercised or not. These payment day conditions also link the different European options across
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monthly payments. These conditions:
A(Ti; i) = A(Ti+; i+ 1) +MP, (2.12)
V (Ti; i) = min{V (Ti+; i+ 1) +MP,h}, (2.13)
C(Ti; i) = C(Ti+; i+ 1), if no default, (2.14)
C(Ti; i) = 0, if default, (2.15)
D(Ti; i) = D(Ti+; i+ 1), if no default, (2.16)
D(Ti; i) = A(Ti; i)− h, if default. (2.17)
Notice we use notation A(Ti+; i + 1) := limt→T+i A(t; i + 1), and etc. The payment date
conditions essentially answer the question of how to define the final conditions for a mortgage
component at the end of a month time period, when we use the information from the next
month, that is information from the interval (Ti, Ti+1].
Conditions (2.8)-(2.11) and (2.12)-(2.17), identify two kinds of situations regarding default
on the mortgage. Default implies that V (Ti; i) = V (Ti+; i + 1) + MP , while on the other
end, no default implies that V (Ti; i) = h. Prepayment does not directly influence the situation
at the payment dates, as the American out option does not expire until the final time TNm ,
instead it makes itself evident though a free boundary condition, see (2.32) below.
Finally, to complete the description of the standard valuation model we must consider
boundary values, which arise when we consider extreme values of the house price h and the
interest rate r. On this respect there seem to be not a complete agreement among the literature,
especially for the cases when h is very large or r very small. We present here the boundary
conditions used by some of the recent literature, such as [25], for a slightly different choice of
conditions see [15].
We start with boundary conditions for the promised future payments A, since this is a
function that is independent of h:
• at r = 0,
A(0, t) =
L
Nm
. (2.18)
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• as r →∞,
lim
r→∞A(r, t) = 0. (2.19)
Next, for the other mortgage components, including the mortgage value itself, we have the
following boundary conditions:
• at h = 0,
D(0, r, t) = A(r, t), (2.20)
C(0, r, t) = 0, (2.21)
V (0, r, t) = 0, (2.22)
• as h→∞,
lim
h→∞
D(h, r, t) = 0, (2.23)
lim
h→∞
∂C
∂h
(h, r, t) = 0, (2.24)
lim
h→∞
∂V
∂h
(h, r, t) = 0, (2.25)
• at r = 0,
D(h, 0, t) = 0, (2.26)
C(h, 0, t) = 0, (2.27)
V (h, 0, t) = A(r, t), (2.28)
• as r →∞,
lim
r→∞D(h, r, t) = 0, (2.29)
lim
r→∞C(h, r, t) = 0, (2.30)
lim
r→∞V (h, r, t) = 0. (2.31)
Next, in principle before a borrower continues making the scheduled monthly payments, he
must make sure that a mortgage has a value that is smaller than the total debt (2.5), otherwise
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it is not advantageous for him and it would be better for him to prepay the mortgage by
exercising the prepayment American put option. This is mathematically expressed as a free
boundary condition, where the prepayment option is not exercise if the following inequality
holds:
V (h, r, t) ≤ TD(t), (2.32)
for all times 0 ≤ t ≤ TNm . The option is exercised and prepayment first occurs as soon as
V (h, r, t) = TD(t). This constraint (2.32) creates two regions in the plane of the state variables
h and r in a manner similar to that already described in section 1.4.
The temporal condtions, together with the boundary conditions (2.18), (2.19), (2.20)-(2.22),
(2.23)-(2.25), (2.26)-(2.28) and (2.29)-(2.31) and the free boundary condition (2.32), are all
necessary to find the value of a mortgage and its related components. The only ingredient that
we are still missing in order to close the standard mortgage model is a valuation PDE, which
will be derived in section 2.3.
2.2.3 Time Reversal
Before we move on to the next section, we will describe a small change of variable, which is
just a change in the direction of time. This modification is not essential, but it simplifies the
numerical schemes that we will use in chapter 5 to approximate the solution to the mortgage
value. Let
τ = TNm − t. (2.33)
We will now denote the payment dates now by τk and will define them to be:
τk+1 = TNm − TNm−k,
where k = 0, 1, . . . , Nm − 1, and moreover, we will also set τNm+1 = TNm ..
With this change (2.33) and the change in the notation, the mortgage components are now
defined on the interval [τk, τk+1), for instance, A(r, τ ; k) only makes sense for τk ≤ τ < τk+1
and etc.
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There are few changes in the functions defined in the previous section, for instance total
debt (2.5) changes to:
TD(τ) =
[
1 + c(τk+1 − τ)
]
PB(Nm − k), (2.34)
where τk ≤ τ < τk+1 and 1 ≤ k ≤ Nm. Also, the final time conditions (2.8)-(2.11) now
correspond to τ = τ1 = 0 and they become:
A(τ1; 1) = MP, (2.35)
V (τ1; 1) = min{MP,h}, (2.36)
C(τ1; 1) = 0, (2.37)
D(τ1; 1) = max{0,MP − h}. (2.38)
The payment date conditions (2.12)-(2.17) now correspond to times τ = τk+1, where 1 ≤ k ≤
Nm − 1, and are given by:
A(τk+1; k + 1) = A(τk+1−; k) +MP, (2.39)
V (τk+1; k + 1) = min{V (τk+1−; k) +MP,h}, (2.40)
C(τk+1; k + 1) = C(τk+1−; k), if no default, (2.41)
C(τk+1; k + 1) = 0, if default, (2.42)
D(τk+1; k + 1) = D(τk+1−; k), if no default, (2.43)
D(τk+1; k + 1) = A(τk+1; k + 1)− h, if default. (2.44)
Notice again that we use the notation A(τk+1−; k) := limτ→τ−k+1 A(τ ; k), and etc.
The other remaining quantities introduced in 2.2.2 do not change and remain the same.
2.3 Valuation PDE
One of the main advantages of option-theroretic mortgage models over other alternatives
is that we can derive a partial differential equation whose solution is precisely the mortgage
value V . This PDE is analogous to the Black-Scholes PDE (1.12) and it is inferred by similar
arguments as those used in 1.3.2.
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In this section we present a short outline of the derivation of this valuation PDE. We
concentrate our attention on the mortgage value V , but we notice that the other mortgage
components such as the values D and C also satisfy the same PDE, but with different temporal
and boundary conditions. The mortgage component A is a slightly different case and, just to
complete our discussion, we present the derivation of another PDE that is analogous to the
bond pricing PDE, see for instance [30] for more details on bond pricing.
2.3.1 Derivation of the Valuation PDE
Recall that the mortgage value V depends on the house price h, the interest rate r, and
the time t. We will use the ideas and the notation of in stochastic calculus, and we start by
looking for SDE for V ; these SDE will contain some random terms, and thus our ultimate goal
is to get rid of these terms and arrive to a purely deterministic PDE.
Using the Ito’s lemma from stochastic calculus to derive the following expression for the
increment dV :
dV =
∂V
∂t
dt+
∂V
∂h
dh+
∂V
∂r
dr +
1
2
(
∂2V
∂h2
dh2 + 2
∂2V
∂h∂r
dhdr +
∂2V
∂r2
dr2
)
+ · · · . (2.45)
Ito’s lemma can be thought of as a generalization of the chain rule in the context of stochastic
processes, and (2.45) can be visualized as a stochastic version of a Taylor series expansion,
for more details on this powerful mathematical tool see [24]. Now, It is a fact from stochastic
calculus as well, that if W is a standard Wiener process, then
dW 2 → dt as dt→ 0,
dWdt→ o(dt).
This, together with equations (2.1) and (2.2) that:
dh2 → σ2hh2dX2h → σ2hh2dt, (2.46)
dr2 → σ2rrdX2r → σ2rrdt, (2.47)
dhdr → σhσrh
√
rdXhdXr = ρσhσrh
√
rdt. (2.48)
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Moreover, the Wiener processes Xh and Xr satisfy the following relation:
dXhdXr = ρdt. (2.49)
Expressions (2.46)-(2.49) allows us to truncate the infinite series given by (2.45), and there-
fore we have:
dV =
∂V
∂t
dt+
∂V
∂h
dh+
∂V
∂r
dr +
1
2
(
σ2hh
2∂
2V
∂h2
+ 2ρσhσrh
√
r
∂2V
∂h∂r
+ σ2rr
∂2V
∂r2
)
dt. (2.50)
Next, we construct a portfolio Π, which is consists of one mortgage V1(h, r, t), that has
maturity T1, −∆1 units of another mortgage V2(h, r, t), that has maturity T2, and −∆2 units
of a house with price h. This portfolio has value
Π = V1 −∆1V2 −∆2h. (2.51)
We assume that ∆1 and ∆2 in (2.51) are constant over the small time period t to t+ dt. The
change in the portfolio over this time period is given by:
dΠ = dV1 −∆1dV2 −∆2(dh+ δhdt), (2.52)
where δ is one of the parameters in (2.1). The risk in expression (2.52) vanishes when the
random components of the terms dh and dr are eliminated. This can be achieved with a
careful choice of the quantities ∆1 and ∆2, in this case we choose them to be defined as:
∆1 =
∂V1
∂r
∂V2
∂r
, (2.53)
∆2 =
∂V1
∂h
−∆1∂V2
∂h
. (2.54)
With the choices (2.53) and (2.54) for ∆1 and ∆2, dΠ in (2.52) becomes:
dΠ =
∂V1
∂t
dt+
1
2
(
σ2hh
2∂
2V1
∂h2
+ 2ρσhσrh
√
r
∂2V1
∂h∂r
+ σ2rr
∂2V1
∂r2
)
dt− δh∂V1
∂h
dt
−
∂V1
∂r
∂V2
∂r
[
∂V2
∂t
dt+
1
2
(
σ2hh
2∂
2V2
∂h2
+ 2ρσhσrh
√
r
∂2V2
∂h∂r
+ σrr
∂2V2
∂r2
)
dt− δh∂V2
∂h
dt
]
. (2.55)
Now, we make the standard arbitrage-free assumption,that the return on the portfolio Π
given by (2.51) and the return on a riskless bank account is the same. This is analogous to
(1.11). We then have that:
dΠ = rΠdt. (2.56)
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Next, from the choices for ∆1 and ∆2 made in (2.53) and (2.54), we have that (2.51) becomes
Π = V1 −
∂V1
∂r
∂V2
∂r
· V2 − ∂V1
∂h
h+
∂V1
∂r
∂V2
∂r
· ∂V2
∂h
h,
and then, this expression combined together with (2.55) yields
1
∂V1
∂r
[
∂V1
∂t
+
1
2
σ2hh
2∂
2V1
∂h2
+ ρσhσrh
√
r
∂2V1
∂h∂r
+
1
2
σ2rr
∂2V1
∂r2
+ (r − δ)h∂V1
∂h
− rV1
]
=
1
∂V2
∂r
[
∂V2
∂t
+
1
2
σ2hh
2∂
2V2
∂h2
+ ρσhσrh
√
r
∂2V2
∂h∂r
+
1
2
σ2rr
∂2V2
∂r2
+ (r − δ)h∂V2
∂h
− rV2
]
. (2.57)
Notice that the left-hand-side of this expression is a function of T1 only, but not of T2, while
the right-hand-side is a function of T2 only, but not of T1. The only way this can happen is
if both sides are independent of the maturity dates T1 and T2. Hence, the left hand side of
(2.57) is equal to some function that depends on the variables h, r and t only. Removing the
subscript from V we then have the following equation
1
∂V
∂r
[
∂V
∂t
+
1
2
σ2hh
2∂
2V
∂h2
+ ρσhσrh
√
r
∂2V
∂h∂r
+
1
2
σ2rr
∂2V
∂r2
+ (r − δ)h∂V
∂h
− rV
]
= a(h, r, t),
(2.58)
where a(h, r, t) is actually a market price of risk that can be calculated in a similar fashion as
the one shown in section 1.6. This standard market price of risk the we take from the literature
(see for instance [25]) is given by the expression
a(h, r, t) = −κ(θ − r). (2.59)
Finally, with the choice for a given by (2.59) above, the PDE for V (h, r, t) is a consequence
of equation (2.58). The valuation PDE is then
1
2
h2σ2h
∂2V
∂h2
+ ρh
√
rσhσr
∂2V
∂h∂r
+
1
2
rσ2r
∂2V
∂r2
+ κ(θ − r)∂V
∂r
+ (r − δ)h∂V
∂h
+
∂V
∂t
− rV = 0. (2.60)
When we consider the reverse time given by (2.33), equation (2.60) changes slightly:
1
2
h2σ2h
∂2V
∂h2
+ ρh
√
rσhσr
∂2V
∂h∂r
+
1
2
rσ2r
∂2V
∂r2
+ κ(θ − r)∂V
∂r
+ (r − δ)h∂V
∂h
− ∂V
∂τ
− rV = 0. (2.61)
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This small change is very important, as the equation (2.60) is a backward in time PDE, while
equation (2.61) is a forward in time PDE. This forward version is easier to simulate and it will
be used to derive the numerical scheme of chapter 5 and to preform the numerical simulations
presented in section 5.4.
2.3.2 The Special Case of A
The value of the promised mortgage payments A depends only only on the interest rate
r and time t, it does not depend at all on the house price h. For this reason, A satisfies a
different valuation PDE. We present the derivation of this equation, which as already said is
similar to a bond pricing equation.
Similarly as in the previous section, start by setting up a portfolio consisting of two financial
derivatives with a bond structure like A, but of different maturities, T1 and T2. Denote the
prices of these contracts by A1 and A2 respectively. The portfolio contains one unit of A1 and
−∆ units of the A2. Thus, the value of this portfolio is given by
Π = A1 −∆A2. (2.62)
The change of this portfolio in a time period of length dt can be found by using Ito’s lemma,
like the process leading to (2.55) in the previous section. Hence,
dΠ =
∂A1
∂t
dt+
∂A1
∂r
dr +
1
2
σ2rr
∂2A1
∂r2
dt−∆
(
∂A2
∂t
dt+
∂A2
∂r
dr +
1
2
σ2rr
∂2A2
∂r2
dt
)
. (2.63)
Making the choice for ∆ as
∆ =
∂A1
∂r
∂A2
∂r
, (2.64)
eliminates the random component of dΠ in (2.63), which then becomes
dΠ =
(
∂A1
∂t
+
1
2
σ2rr
∂2A1
∂r2
−
∂A1
∂r
∂A2
∂r
(
∂A2
∂t
+
1
2
σ2rr
∂2A2
∂r2
))
dt
= r
(
A1 −
∂A1
∂r
∂A2
∂r
A2
)
dt. (2.65)
Next, the standard arbitrage-free argument is given again by:
dΠ = rΠdt. (2.66)
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Combining (2.65) and (2.66) into one equation, and then collecting all the A1 terms one side
and all the A2 on the other side, we obtain the expression:
∂A1
∂t +
1
2σ
2
rr
∂2A1
∂r2
− rA1
∂A1
∂r
=
∂A2
∂t +
1
2σ
2
rr
∂2A2
∂r2
− rA2
∂A2
∂r
. (2.67)
The left-hand side of (2.67) is a function of T1 but not of T2, while the right-hand-side is a
function of T2 but not of T1, and therefore the only possibility is for both sides to be independent
of the maturity date. Thus, dropping the subscript we have:
∂A
∂t +
1
2σ
2
rr
∂2A
∂r2
− rA
∂A
∂r
= a(r, t). (2.68)
As with the market price of risk given by (2.59) from the previous subsection, there is a
standard choice for the function a(r, t):
a(r, t) = −κ(θ − r). (2.69)
From (2.68) and (2.69) we conclude that the valuation PDE for A(r, t) is then
∂A
∂t
+
1
2
σ2rr
∂2A
∂r2
+ κ(θ − r)∂A
∂r
− rA = 0. (2.70)
2.4 The Relevance of the Interest Rate Model in Mortgage Valuation
We conclude this chapter with a few remarks regarding the interest rate model given by
(2.2). We may rightfully fear that the choice of interest rate model is not appropriate, and we
may wonder what would be the effect in the mortgage model presented here, had we selected
a different model instead of the CIR. It turns out, however, that such fears are unfounded.
In [6], the authors compare several widely used interest rate models, including a discrete
time model, and explore how mortgage prices change depending on the choice of interest rate
model. Their discoveries include that mortgage prices do not change significantly, and point
out that the choice of interest rate model is more a matter of convenience than of accuracy.
The authors point out that the ability to estimate model parameters is the most important
characteristic of a sound interest rate process when the goal is that of modeling mortgages.
According to [6], among the several well-known interest rate models, the CIR model from [7]
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used here and the Dothan’s log-normal model from [9] are the most widely used for mortgage-
related studies. Both of these models guarantee nonnegative interest rates, so they are indeed
desirable candidates for a short term interest rate model.
Thus, the choice of equation (2.2) as a interest rate model is not only standard, but also
appropriate, and hence we adopt it in this thesis.
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CHAPTER 3. MORTGAGE VALUATION WITH DISCOUNT
FACTORS, COHERENT BOUNDARY CONDITIONS, AND
STOCHASTIC TERMS
In this chapter we discuss the discount factors, the coherent boundary conditions, and the
stochastic terms.
3.1 Discount Factors
Standard mortgage models like the one presented in the previous chapter are good approx-
imations to real world situations, especially when the house price h increases and the interest
rates are somehow high, as it was the case before the housing market crisis that started in
2007. However, when the house price h drops, the standard models are not very good approx-
imations, as several situations that are not considered in these models may sudden occur and
significantly affect the value of a mortgage. It is no longer reasonable to assume that the real
world randomness are completely summarized by equations (2.1) and (2.2).
Thus to account for unforeseen scenarios that the standard mortgage modeling approach
does not consider, this thesis incorporates a discount factor that will, in general, decrease the
value of the mortgage depending on the most current economic conditions available. This
discount factor is carefully chosen so as to include up-to-date information on several aspects of
the economy. Therefore, mortgage values calculated with this approach will be more realistic
and accurate.
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3.1.1 Discounted Value of the Mortgage
The mortgage value is now modeled by ”discounting” the mortgage value presented in (2.6):
V (h, r, t; i) =
[
A(r, t; i)−D(h, r, t; i)− C(h, r, t; i)] · λ(h, r, t; i), (3.1)
where the discount factor λ(h, r, t; i) is a function that satisfies
0 ≤ λ(h, r, t; i) ≤ 1,
for 1 ≤ i ≤ Nm. In general, this function is a function of the house price h, the short interest
rate r, and time t, nevertheless, in practice the only explicit dependence is on time, so in this
thesis we will assume that λ(h, r, t; i) = λ(t; i), and that it is defined on the interval (Ti−1, Ti],
where 1 ≤ i ≤ Nm.
The factor λ is further decomposed into three more components:
λ = λcr · λliq · λfin, (3.2)
where, λfin is a factor tied to the conditions of the economy, λliq is a factor tied to the liquidity
of the mortgage market market, and λcr is a factor tied the quality of the mortgage.
We make very special choices for these three discount factors λfin, λliq, and λcr. To define
them, we make use of several economic indicators, mostly financial indices, which are in general
weighted averages of selected economic quantities. For information about the indicators that
will be presented in the next sections and to see some other possible choices, see [1].
3.1.2 Conditions of the Economy: λfin(t)
To define the factor λfin(t) that will provide information about the general state of the
economy, we will use the Index of Leading Economic Indicators (LEI Index), which is designed
to predict the economy’s direction. This index is a composite of a select group of economic
statistics that are known to swing up or down well in advance of the rest of the economy. This
indicator is released monthly by The Conference Board, a private business research group.
The report is published three weeks after the end of the reporting month. Revisions to this
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index are usually minor, but more significant at other times. It available on the Internet at
http://www.globalindicators.org.
The LEI index is a composite index (where 1992 = 100) and it is made of ten components,
seven nonfinancial and three financial, each with its own relative weight in the index1:
• Average hourly workweek in manufacturing (weight: 25.4%): Taken from the employment
report. A sustained rise or fall in the number of hours worked is often a telling sign of
whether companies will soon hire or fire workers.
• Average weekly initial claims for unemployment (weight: 3.3%): Taken from the jobless
claims report. It is one of the most sensitive to changing business conditions. Initial
claims for unemployment benefits climb when the economic climate deteriorates, while
it falls when the economy grows stronger.
• Manufacturer’s new orders for consumer goods and materials (weight: 7.5%): Taken
from the factory orders report. This inflation-adjusted statistic measures how comfort-
able manufacturers are with current inventory levels and projections of future consumer
demand.
• Vendor performance, or delivery times index (weight: 7%): Taken from the Institute
for Supply Management’s manufacturing survey. If it takes longer to deliver products
to consumers, this suggests that orders are flooding in so quickly that they are creating
bottlenecks and products cannot be shipped as fast. On the other hand, quicker deliveries
are more closely associated with an economic slowdown. As orders drop, a production
crunch is less likely, and a turnaround time between order and delivery becomes shorter.
• Manufacturer’s new orders for nondefense capital goods (weight: 1.9%): Taken from the
factory orders report. Companies are less likely to spend on new capital equipment and
goods if they suspect a business slowdown is looming.
1As we pointed out above, an index such as the LEI index is a weighted average. It is typical in the economics
literature to give these weights as percentages.
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• Building permits for new private homes (weight: 2.7%): Taken form the housing starts
release. Because most builders have to file for a permit to begin construction on private
homes, tracking changes in the number of permits is a goof indicator of future building
activity.
• Index of consumer expectations by the University of Michigan (weight: 2.9%): Changes in
expectations about future economic conditions and household income can alter consumer
spending behavior.
• Stock prices based on the S&P 500 stock index (weight: 3.8%): The stock market has
historically been a good leading indicator of economic turning points, as stocks today are
priced to reflect expected earnings. A rise or fall in the S&P stock index is a barometer
of what investors believe the economy will do in the future.
• M2 money supply on real (inflation-adjusted) terms (weight: 35.3%): Taken from the
money supply figures from the Federal Reserve. M2 is one of the broader measures of
the money supply and includes currency, demand deposits, saving accounts, and banks
CDs. When M2 growth fails to keep pace with inflation, it is a sign that bank lending is
slipping and the economy will soon weaken.
• Interest rate spread between the 10-year Treasury bond and the federal funds rate (10.2%):
The difference between long-term rates and the federal funds rate (overnight borrowing
rates by banks) has the best track record of the ten components for forecasting economic
activity. This is why it has been given a relatively high weight in the index. If the
spread (difference) in rates increases so that long-term rates become materially higher
than short-term rates, it is a sign that the economy is on a growth path. However, if the
spread narrows to the point where either there is no difference between the two maturities
or they are inversely related (with short-term rates higher than long-term rates), it is
indicative of an economy headed for trouble. This can happen when the Federal Reserve
has driven short-term rates so high that the bond market is convinced economic activity
will greatly weaken and bring down inflation with it.
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The LEI index has the following limitations:
• The LEI index has successfully predicted recessions in the past, however it has also
declined on numerous occasions without a corresponding downturn in the economy. Thus,
the index can then give off false alarms about an oncoming recession too. It has a better
track record of indicating when the economy is ready to emerge from a recession.
• Every month three out of the ten components underlying the LEI index have to be
estimated: manufacturer’s new orders for consumer goods and materials, manufacturer’s
new orders for non-defense capital goods, and the personal consumption deflator (used
ti calculate the ”real” M2 money supply). Because of this estimates, the index may be
substantially revised if the underlying figures turn out to be radically different from what
was estimated.
It has, however, the following advantages over other possible choices:
• The LEI index has been more successful at predicting economic recoveries than at fore-
casting recessions.
• The Conference Board periodically refines this measure to improve its predictive perfor-
mance.
• The LEI index offers investors and analysts a best guess (based on underlying data) of
what the economy may do in the next six to nine months.
We define the factor λfin by means of the LEI index as follows: On the interval (Ti−1, Ti],
let ∆(%LEI) denote the reported percent change of LEI index on the month prior to the
payment date Ti−1. Then define
λfin(t; i) =

1 if ∆(%LEI) is positive,
1− |∆(%LEI)|100 if ∆(%LEI) is negative and |∆(%LEI)| < 1,
0 if ∆(%LEI) is negative and |∆(%LEI)| ≥ 1,
(3.3)
where 1 ≤ i ≤ Nm. This factor then gives a measurement on how good or bad the economy is
doing. In particular, the worse the state economy is, the smaller λfin is. On the other hand,
the better the economic situation is, the closer to 1 λfin is.
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3.1.3 Liquidity of the Mortgage Market: λliq(t)
The second factor λliq(t) provides a measurement of the state of the housing market. Due
to the crisis of 2007, the housing market experienced difficulties due to the sharp drop in the
prices of residential homes, and therefore it became very difficult to sell houses. To define
λliq(t) we will use the Housing Market Index (HMI), an index that assesses the current market
for new single-family home sales along with builder expectations of future trends. The HMI is
published monthly by the National Association of Home Builders and Wells Fargo. It is released
in the same month it reports on. Revisions to this index tend to be minor. It available on the
Internet at http://www.nahb.org.
The HMI is a weighted average of the results from three main questions of a monthly survey
conducted by the National Association of Home Builders:
• What are the current conditions for new single-family home sales? (weight: 59%)
• What are the expectations of new single-family home sales for the next six months?
(weight: 14%)
• What is the traffic of prospective home buyers at new home sites? (weight: 27%)
It has a scale from 0 to 100, where 0 means that virtually everyone agreed conditions where
poor, while 100 indicates that everyone believed the conditions were good. The index is
adjusted for seasonal factors.
The HMI has the following limitations:
• The statistical sample is fairly small: the survey is based on responses from 400 builders
out of a total membership of 72,000.
• The data is not broken down regionally, making it hard to identify areas of the country
that are experiencing strong or weak demand for new single-family homes.
It has, nevertheless, the following advantages:
• The HMI is based on responses directly from homebuilders, who have the best pulse on
the current and future homebuilding trends.
56
• As the HMI is released on the same month it reports on, it is known before any of the
other major monthly housing reports are out.
• This index has a proven track record of being a decent leading indicator of future home
sales.
We define the factor λfin by means of the HMI as follows: On the interval (Ti−1, Ti], let
(HMI) denote the index reported on the month prior to the payment date Ti−1. Then define
λliq(t; i) =
(HMI)
100
, (3.4)
for 1 ≤ i ≤ Nm.
There is also another possible choice for λfin, as it may be defined with the help of the Mar-
ket Composite Index from the Weekly Mortgage Applications Survey by the Mortgage Bankers
Association of America. This is the best indicator of total mortgage application activity. It
tracks all mortgage applications during the latest week, regardless of whether they were to
purchase or refinance a home. This index covers conventional and government-backed mort-
gage applications, as well as major types of mortgage maturities: 30-year fixed, 15-year fixed,
and adjustable rate mortgages. We use the definition given by (3.4), as the information about
the HMI is easier to obtain.
3.1.4 Quality of the Mortgage: λcr(t)
The third and final discount factor λcr is assumed to be a constant for the entire life of the
loan, as it is a measure of how trustworthy a borrower is, and this is typically determined at the
origination of the mortgage. The probability of default is the likelihood that the loan will not
be repaid and will fall into default. It is calculated for each borrower a group of borrowers with
similar attributes. The credit score of the borrower is taken into account when calculating this
probability. The simplest approach to find this score, taken by many banks and other lending
institutions, is to use external ratings agencies. For the credit score, mortgage lenders usually
use the FICO score, which is usually intended to show the likelihood that a borrower will
default on a loan.
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The FICO score was developed by th Fair Isaac Corporation. It is today’s most commonly
used scoring system. FICO scores range from 300-850 (higher FICO scores are better). Lenders
buy FICO scores from three national credit reporting agencies (also called credit bureaus):
Equifax, Experian and TransUnion.
At origination (t = 0) define λcr(0) to be equal to the probability of default of a borrower
as evidenced by his credit score. Then, on the interval (Ti−1, Ti], we let all the future values
to be same as this, that is to say:
λcr(t; i) = λcr(0), (3.5)
where 1 ≤ i ≤ Nm.
See the Consumer Federation of America and Fair Isaac Corporation web page, http:
//www.pueblo.gsa.gov, to learn more details on the FICO scoring process and the credit
rating of borrowers.
3.2 Coherent Boundary Conditions with Stochastic Terms
Mortgage values calculated by the standard model from chapter 2 with the modifications
given by expressions (3.1), (3.2), (3.3), (3.4), and (3.5), are closer to real world mortgage values
calculated with in current economic crisis environment. Nevertheless, there is still a need for
better values, especially when the house price h and the interest rate r approach extreme values
such as 0 or∞. When the state variables experience these kind limiting conditions, there seem
to be random behavior from both lenders and borrowers and this results in inaccurate mortgage
values is we do not take additional information into account. To account for such unpredictable
behavior we introduce in this section stochastic boundary conditions, where the value of the
mortgage on certain portion of the boundary is equal to a random variable.
Before we move on to define the stochastic boundary conditions, recall that we remarked in
2.2.2 that the choice of boundary conditions (2.18), (2.19), (2.20)-(2.22), (2.23)-(2.25), (2.26)-
(2.28) and (2.29)-(2.31) is not consistent across the literature. This may seem as just a simple
disagreement in the mathematical finance community, but it turns out that in most of the
previous work, such as [14], [17], [15], and [25], some of the boundary conditions are taken
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to be the restriction of the valuation PDE (2.60) to the boundary. This approach is hard to
justify however, as a second order PDE such as (2.60), would lead to second order boundary
conditions. Also, there is no general mathematical theory available and hence there is no
good interpretation for a boundary condition that comes from the restriction of the PDE to
the boundary. It is hence difficult to validate this approach and we pay special attention in
this thesis to define conditions that are sound from the perspective of both mathematics and
finance.
Now, remember that we saw in equations (2.9) and (2.13) that the temporal or payment
date conditions for the value of the mortgage V are given by:
V (TNm ;Nm) = min{MP,h},
V (Ti; i) = min{V (Ti+; i+ 1) +MP,h},
where 1 ≤ k ≤ Nm − 1. Also from equations (2.22), (2.25), (2.28), and (2.31), the standard
boundary conditions for this function are:
• at h = 0, V = 0,
• as h→∞, ∂V
∂h
→ 0,
• at r = 0, V (h, 0, t) = A(r, t),
• as r →∞, V = 0.
In addition, the free boundary condition was defined as inequality (2.32):
V (h, r, t) ≤ TD(t), ∀t,
where remember that prepayment first occurs when V (h, r, t) = TD(t).
The boundary conditions that we consider in this thesis are a departure from the standard
condition shown above. In particular, our conditions are coherent with the financial reasoning
used by previous literature and, moreover, they are also consistent from the mathematical
point of view. We defined as follows:
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• As h→∞,
V = Φ(r, t), (3.6)
where Φ is a function that has the property that Φ→ 0 as r →∞.
• At r = 0,
V = min{h, TD(t)}. (3.7)
• At r →∞,
V = 0. (3.8)
The main departure from the standard conditions used by the literature is that we introduce
define a stochastic boundary condition when h is 0, and hence we set
V = Y (ω). (3.9)
The function Y (ω) is a random function defined on a very special probability space that will be
explained in detail in the next chapter (see section 4.1). It represents the source of randomness
when the house price becomes 0 (or in the real world, approaches 0) and it accounts for the
rather irrational behavior of the housing market under such situation. As for the function Φ
in (3.9), we actually choose it to satisfy the requirement that V must be sufficiently smooth
to guarantee a solution to PDE (2.60).
The mortgage value V can now be calculated as a solution to the valuation PDE (2.60), that
satisfies the boundary conditions given by (3.6)-(3.9). Nevertheless, when a random variable
appears as part of the boundary conditions, then the value of mortgage is also dependent on
the probability space of choice, and hence we have that V = V (h, r, t, ω). Similarly, equation
(2.60) is not deterministic anymore, but it is a stochastic PDE. We will discuss how to solve
this stochastic equation in chapter 5.
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CHAPTER 4. REVIEW ON THE WIENER-ITO CHAOS EXPANSIONS
In this chapter we give a quick overview of the Wiener-Ito chaos expansion.
4.1 The White Noise Probability Space
The random function Y (ω) introduced in the last chapter in (3.9) is defined on an abstract
probability space. This space can be chosen in several different way, but we will chose it
to be the white noise probability space, which very special and useful from the perspective of
numerical analysis, as it provides the foundation for the theoretical solution of stochastic PDEs
and the numerical schemes that approximate this theoretical solutions. We start first with a
few definitions and facts, see [12] and [23] for more details.
Let S = S(R) be the Schwartz space of rapidly decreasing smooth functions on R with the
usual topology, this means that φm → φ in S if lim
m→∞ ‖x
αDβ(φm − φ)‖∞ = 0, for any pair of
multi-indices α, β (see the next section below for an explanation of the multi-index notation)
and let S ′ = S ′(R) be the dual space of S, which is called the space of tempered distributions.
Let B denote the family of all Borel subsets of S ′ equipped with the weak-star topology, where
Tm → T in S ′ if Tm(φ)→ T (φ) for all φ ∈ S. If ω ∈ S ′ and φ ∈ S, we denote the action of the
tempered distribution ω on the test function φ by
ω(φ) = 〈ω, φ〉.
By the Bochner-Minlos theorem1, there exists a probability measure µ on S ′ such that∫
S′
ei〈ω,φ〉dµ(ω) = e−
1
2
‖φ‖2
1The Bochner-Minlos’ theorem broadly states that “a cylindrical measure on the dual of a nuclear space is a
Radon measure if its Fourier transform is continuous.” It thus guarantees the existence of the measure µ. See
[12] for a proof of this fact.
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for all φ ∈ S, and where we use the notation ‖φ‖ = ‖φ‖L2(R). This measure µ is called the white
noise probability measure and the measure space (S ′,B, µ) is called the white noise probability
space.
Next, we define the smoothed white noise process as a map w : S ×S ′ −→ R which os given
by
w(φ, ω) = 〈ω, φ〉,
for all φ ∈ S and all ω ∈ S ′. From this definition we can construct a Wiener process Wt that
will allows to define a stochastic integral, which in turn will help us define the components of
the Wiener-Ito chaos expansion.
We outline the construction of this Wiener process as the following set of steps:
1. First we use the Ito isometry, which in this context can be written as
E[w(φ, ·)2] = ‖φ‖2,
where
E[w(φ, ·)2] =
∫
S′
w(φ, ω)2dµ(ω) =
∫
S′
〈ω, φ〉2dµ(ω).
2. Second, with the Ito isometry as before, define, for arbitrary ψ ∈ L2(R)
〈ω, ψ〉 = lim〈ω, φn〉,
where φn ∈ S and φn → ψ in L2(R).
3. Then, we use the previous step, define:
W˜t(ω) = 〈ω, χ[0,t]〉
for all t ≥ 0.
4. Finally, it can be proved that W˜t has a continuous modification Wt, i.e. W˜t = Wt, a.s.and
that Wt can be extended for all t ∈ R. This continuous process Wt is a standard Wiener
process.
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See [23] for more details.
From the construction of the standard Wiener process Wt, we establish a relation between
w and Wt is given by
w(φ, ω) =
∫
R
φ(t) dWt(ω),
where the integral on the right is an Ito integral (for a precise definition of these kind of
integral, see [24]).
4.2 Wiener Ito Chaos Expansion
Thsis section begins with a few definitions that are needed in order to derive a very impor-
tant fact, theorem 4.2.1 below. This theorem forms the foundation of the numerical method
that will be used in 5 to find an approximate solution to the mortgage valuation of this thesis.
We start with the multi-index notation, which is widely used in the context of Wiener-
Ito chaos series expansions. Denote the set of all finite multi-indices α = (α1, α2, . . . , αm),
where αi ∈ N and m = 1, 2, 3, . . ., by J . The order of a multi-index α = (α1, α2, . . . , αm)
is defined as |α| = ∑mi=1 αi. Addition of multi-indices is defined entriwise as α + β = (α1 +
β1, α2 +β2, . . . , αm+βm), while the factorial of a multi-index is defined as α! = α1!α2! . . . αm =∏m
j=1 αj !.
Now, let the Hermite polynomials pn(x) be defined by
pn(x) = (−1)nex2/2 d
n
dxn
(
e−x
2/2
)
, n = 0, 1, 2, . . . . (4.1)
As an illustration, the first few Hermite polynomials are p0(x) = 1, p1(x) = x, p2(x) = x2 − 1,
p3(x) = x3 − 3x, p4(x) = x4 − 6x2 + 3, p5(x) = x5 − 10x3 + 15x, etc.
Next, let ek be the k-th Hermite function, which defined with the aid of the polynomials
given by (4.1) and given by
ek(x) =
pk−1(
√
2x)
pi1/4((k − 1)!)1/2ex2/2 , k = 1, 2, 3, . . . . (4.2)
It can be proved that the set of Hermite functions {ek}k≥1 constitutes an orthonormal basis
for the Hilbert space L2(R). Moreover,ek ∈ S for all k. See [23] for more details.
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From the Hermite functions defined in (4.2), we now define the following random variables:
θk(ω) = 〈ω, ek〉 =
∫
R
ek(x) dWt(ω). (4.3)
Finally, we combine the Hermite polynomials (4.1) and the random variables (4.3) as
Pα(ω) =
m∏
j=1
pαj (θj), (4.4)
where α = (α1, α2, . . . , αm) ∈ J , For example, if α = k = (0, 0, . . . , 1), that is α is the
multi-index that has a 1 in the k-th entry, but 0 elsewhere, and β = (3, 0, 2), then
Pα(ω) = p1(θk) = 〈ω, ek〉,
Pβ(ω) = p3(θ1) · p0(θ2) · p2(θ3) = (θ31 − 3θ1) · 1 · (θ23 − 1).
It turns out that the family {Pα}α∈J forms an orthogonal basis for the L2-space that is defined
on the white noise probability space:
L2(µ) = L2(S ′,B, µ) =
{
X : S ′ −→ R
∣∣∣ ‖X‖2L2(µ) = ∫S′ X2(ω) dµ(ω) <∞
}
. (4.5)
We summarize this fact as a theorem, the Wiener-Ito chaos expansion theorem.
Theorem 4.2.1. For all X ∈ L2(µ), there exist uniquely determined numbers Xα ∈ R such
that
X(ω) =
∑
α
XαPα(ω). (4.6)
Moreover,
‖X‖2L2(µ) =
∑
α
α!X2α. (4.7)
Theorem 4.2.1 constitutes the main tool to develop numerical methods for stochastic PDEs.
See [12] for more.
We remarked in section 3.2 that when considering stochastic boundary conditions, such as
(3.9), the valuation equation (2.60) becomes a stochastic PDE, since now the mortgage value V
also depends on the random element ω. The modeling approach of this thesis takes the white
noise probability space (S ′,B, µ) as the domain of the random variable Y that appears in (3.9).
This choice is made for the sake of the numerical simulations, as we wish to approximate the
solution to (2.60) with the help of the chaos expansion series (4.6), as we will describe in 5.1.
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4.3 Stochastic Distributions
In general, the solution to a stochastic PDE is not a function but a kind of distribution,
which we briefly define here for completeness of the discussion. See [12] and [23] for more
details.
Analogous to the deterministic test functions, given as elements of the Schwartz space
S(R), and the tempered distributions, defines to be the elements of S ′(R), there is also a space
of stochastic test functions, denoted by (S), and a space of stochastic distributions, denoted by
(S)∗. The space of stochastic test functions is called the Hida test function space, while the
space of stochastic distributions is called the Hida distribution space. These two spaces are
defined on the white noise probability space.
The stochastic test functions are defined as follows: We say that a sum f =
∑
α fαPα ∈
L2(µ) belongs to the space (S) if
∑
α∈J
α!f2α

∞∏
j=1
(2j)αj

k
<∞. (4.8)
for all k <∞. On the other hand, the stochastic distributions are defined as follows: We say
that a formal sum F =
∑
α FαPα belongs to the space (S)∗ if there exists q <∞ such that
∑
α∈J
α!F 2α

∞∏
j=1
(2j)αj

−q
<∞. (4.9)
Expressions (4.8) and (4.9) are growth conditions analogous to the growth conditions that
characterize Schwartz functions and tempered distributions.
It turns out that (S)∗ is the dual space of (S), where the action of a stochastic distribution
F =
∑
α FαPα ∈ (S)∗ on a stochastic test function f =
∑
α fαPα ∈ (S) is given by
〈F, f〉 =
∑
α
α!fαFα.
In addition, we remark that (S) ⊂ L2(µ) ⊂ (S)∗ and that these inclusions are strict.
The solution to the mortgage valuation model of this thesis is, in principle, a stochastic
distribution belonging to (S)∗. Nevertheless, in the very special case of the valuation PDE
(2.60) where the random terms do not appear as factors, the situation is much more simpler
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and we do not have to be concerned with stochastic distributions. See [12] for more information
on stochastic PDEs with multiplicative random terms and the numerical methods involved.
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CHAPTER 5. SIMULATION OF THE MODEL
In this chapter we analyze the simulation of our model and present some numerical results.
5.1 Chaos Expansions Applied to the Model
We now turn to discuss and explain the solution method we will use to find a solution
of the valuation PDE given by equation (2.60). As we mentioned in section 3.2, when we
considered the coherent conditions with stochastic terms given by (3.6)-(3.9), equation (2.60)
becomes a stochastic PDE, and in principle we must find V (h, r, t, ω) for all possible h, r,
t,, where 0 ≤ h < ∞, 0 ≤ r < ∞, Ti−1 < t ≤ Ti for i = 1, . . . , Nm, and ω ∈ (S ′,B, µ).
Ideally we would like to obtain an explicit solution formula for the mortgage value V , but in
reality such formula is rather impossible to find. The best we can get is a series representation
for V involving the Wiener-Ito chaos expansion (4.6), where the deterministic coefficients are
determined as solution of the deterministic PDE (2.60).
In order to have a well-defined and convergent series solution for V , we will assume that
the random function Y that appeared as part of the boundary condition (3.9) belongs to the
space L2(µ) defined in (4.5). This technical assumption will guarantee that V (h, r, t, ·) ∈ L2(µ)
as well, see [12] for a proof of this fact. Thus, we can use theorem 4.2.1 and expand both Y
and V (h, r, t, ·) as chaos expansion series to then obtain the following two representations:
V (h, r, t, ω) =
∑
α
Vα(h, r, t)Pα(ω), (5.1)
Y (ω) =
∑
α
Yα(r, t)Pα(ω). (5.2)
Notice that, even though it does not seem to be evident in (3.9), the random function Y actually
has a dependence on the interest rate r and the time t, and this is reflected in the coefficients
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Yα of the chaos expansion series (5.2). Also observe that the series for V has coefficients Vα
that depend on h, r, and t.
In both series, the random element ω from the white noise probability space is the variable
for the orthogonal functions Pα. This is, in effect, a separation of the determinist variables
h, r and t from the stochastic variable ω and we can think of 5.1 as an analogue to the
separation of variables method used to solve some PDEs like the heat equation. Indeed, this
is one of the main features of the Wiener-Ito chaos expansion, it separates and isolates the
randomness of (3.9) and passes it on to the functions Pα while the coefficients Vα(h, r, t) inherit
the deterministic variables. Therefore, to completely find V all that remains is to discover a
method to find this coefficients.
5.1.1 Sequence of Deterministic PDEs
Following a similar reasoning as the one used in the separation of variables method for
PDEs, we first plug the chaos expansion series for V given by e(5.1) into the valuation PDE
(2.60). This process produces a system of deterministic PDEs for the coefficients Vα(h, r, t),
which are essentially the same as (2.60):
1
2
h2σ2h
∂2Vα
∂h2
+ ρh
√
rσhσr
∂2Vα
∂h∂r
+
1
2
rσ2r
∂2Vα
∂r2
+ κ(θ − r)∂Vα
∂r
+ (r − δ)h∂Vα
∂h
+
∂Vα
∂t
− rVα = 0. (5.3)
Next, we plug the chaos expansion series for Y given by (5.2) as well as the series (5.2) into
the boundary condition (3.9), then set the coefficients of the resulting two series equal to each
other. This yields the following boundary conditions for the functions Vα(h, r, t):
• At h = 0,
Vα = Yα. (5.4)
• As h→∞,
Vα = Φ(r, t), (5.5)
where Φ→ 0 as r →∞.
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• At r = 0,
Vα = min{h, TD(t)}. (5.6)
• At r →∞,
Vα = 0. (5.7)
These coefficients also satisfy the temporal conditions given by (2.9) and (2.13):
Vα(TNm ;Nm) = min{MP,h}, (5.8)
Vα(Ti; i) = min{Vα(Ti+; i+ 1) +MP,h}. (5.9)
The mathematical justification for the steps taken to derive the PDE (5.3), the boundary
conditions (5.4)-(5.7), and the temporal conditions (5.8) and (5.9) lies on the fact that the
Wiener-Ito chaos expansion is defined on the Hilbert space L2(µ). For more details and proofs
see [12].
The free boundary condition (2.32) is a special case and it is inherited only by the first
coefficient of the chaos expansion series (5.1), when α = 0. Hence, we have that
V0(h, r, t) ≤ TD(t), ∀t. (5.10)
Now, remember that the functions Pα in (4.4) are orthogonal in the space L2(µ) defined in
(4.5), this implies that for any Wiener-Ito chaos expansion of a random function X, the first
coefficient is actually the expectation of X, namely X0 = E[X]. Hence, applying this fact to
series (5.1) we have that V0 = E [V (h, r, t, ω)] and thus obtain the following alternative version
of (5.10):
E [V (h, r, t, ω)] ≤ TD(t), ∀t.
Provided we find all of the coefficients Vα, the chaos expansion series (5.1) provides an
explicit formula for the value of the mortgage V . In reality, however, we will be satisfied
with less and will just concentrate on finding a good enough number of coefficients in order to
compute a few statistical moments. In particular, the expectation E[V ] and the variance Var[E]
are two important moments for most for most the participants of the housing market, especially
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investors. Therefore, we will solve the system of PDEs given by (5.3) just for sufficiently large
|α| := ∑mj=1 αj , the choice depending on the statistical moment of interest.
Notice that the separation of the random and deterministic parts of the mortgage value V
allows us to use standard numerical methods to solve the problem given by (5.3), (5.4)-(5.7),
(5.8) and (5.9), and (5.10) for the deterministic coefficients Vα(h, r, t). The discussion about
the numerical analysis of this problem is presented in the next section.
Before we move on to the next section, we remark that, in order to guarantee the well
posedness of equation (2.60) and therefore of equations (5.3), we can assume that the random
function Y belongs to a more general space, namely a Sobolev space, rather than just the space
L2(µ). We can thus impose the condition that Y ∈ L2(Ω, H1/2(Ω)), where Ω = (S ′,B, µ).
Nevertheless, after some empirical investigation regarding some possible choices for Y , we
believe that there is no need to worry about unstability of the involved PDE and we leave this
technical requirement out of our numerical experiments.
5.2 Discretization of the Coefficient PDEs
Since equations (5.3) are of parabolic type, it is natural to apply finite difference methods
to discretize them. This is the approach we will take in this thesis, and in particular we will
use the Crank-Nicolson scheme to find the numerical solutions. The Crank-Nicolson schem is
a well-known numerical method that works particularly well with PDEs like (5.3). Refer to
[27] for details regarding the stabiliy, consistency, and convergence of this method.
5.2.1 Discretization of the Domain
First we will start with a short description of the the discretization of the domain of the
coefficients Vα. Recall that this domain is given by three kind of intervals and we can described
as [0,∞) × [0,∞) × (Ti−1, Ti], where we have that 1 ≤ i ≤ Nm. To simplify the involved
manipulations, we will work with the reverse time τ given by (2.33) in which case the domain
is described as [0,∞)×[0,∞)×[τk, τk+1), where we have that 1 ≤ k ≤ Nm. Observe that this is,
in fact, a collection of domains, one for each month in between payment times. Now, to perform
70
 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 






















































r
max
r
min
h min h max
i=3i=2i=1 i=I i=I+1...
j=2
j=1
j=J
j=J+1
.
.
.
h
r
Figure 5.1 Discretization of the domain
the necessary numerical simulations, we need to change this unbounded infinite domain into
a bounded finite one, we thus change it to be [hmin, hmax] × [rmin, rmax] × [τk, τk+1), where
hmin = 0 and rmin = 0, while hmax and rmax are large enough constants.
We remark that with the reverse time, (5.3) changes and essentially becomes the same as
(2.61).
The Crank-Nicolson scheme is a method that finds a numerical approximation by time
steps, that is to say, for each fixed time, we will solve system of algebraic equations whose
solution will help us solve the next time step equations. We present in figure 5.1 a sketch of
the discretization of the spacial domain [hmin, hmax]× [rmin, rmax] for an arbitrary fixed time
step.
The discretization of the h-axis is given by
∆h =
hmax − hmin
I
,
hi = hmin + (i− 1)∆h, i = 1, . . . , I + 1,
where I denotes the number of desired intervals in the h-direction. Next, the discretization of
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the r-axis is given by
∆r =
rmax − rmin
J
,
rj = rmin + (j − 1)∆r, j = 1, . . . , J + 1,
where J denotes the number of desired intervals in the r-direction. Finally, the discretization
of the reverse time τ is given by
∆τ =
τk+1 − τk
N
,
τn = τk + (n− 1)∆τ, n = 1, . . . , N,
where N denotes the number of desired intervals in the τ -direction.
The discretization chosen here is standard, see [27] for more information.
5.2.2 Numerical Scheme
The numerical method we use is the Crank-Nicolson scheme, which we can briefly describe
as the average of the forward Euler scheme and the backward Euler scheme in time. This
method is based on the approximation of the partial derivatives in space by central differences
and the approximation of the partial derivative in time by the trapezoidal finite difference
rule. These finite difference rules make use of three points from each the discretization of the
space variables and two points from the discretization in time. Figure 5.2 presents the typical
three-point stencil for the Crank-Nicolson scheme using one variable.
In order to simplify the rest of the presentation, we will denote the generic coefficient
function Vα by F , and we will also use the following notation throughout the rest of this
chapter:
Fni,j = F (hi, rj , tn),
D+h F
n
i,j =
Fni+1,j − Fni,j
∆h
,
D−h F
n
i,j =
Fni,j − Fni−1,j
∆h
,
D0hF
n
i,j =
Fni+1,j − Fni−1,j
2∆h
,
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Figure 5.2 Typical Crank-Nicolson stencil
and etc., with analogous definitions for the variables r and τ .
We can then list the different Crank-Nicolson derivative approximations for all the different
kinds of partial derivatives that occur in equation (5.3) with the reverse time τ :
• First order partial in τ :
∂F
∂τ
≈ D+τ Fni,j =
Fn+1i,j − Fni,j
∆t
. (5.11)
• First order partial in h:
∂F
∂h
≈ 1
2
[
D0hF
n+1
i,j +D
0
hF
n
i,j
]
=
1
2
[
Fn+1i+1,j − Fn+1i−1,j
2∆h
+
Fni+1,j − Fni−1,j
2∆h
]
. (5.12)
• First order partial in r:
∂F
∂r
≈ 1
2
[
D0rF
n+1
i,j +D
0
rF
n
i,j
]
=
1
2
[
Fn+1i,j+1 − Fn+1i,j−1
2∆r
+
Fni,j+1 − Fni,j−1
2∆r
]
. (5.13)
• Second order partial in h:
∂2F
∂h2
≈ 1
2
[
D+hD
−
h F
n+1
i,j +D
+
hD
−
h F
n
i,j
]
=
1
2
[
Fn+1i+1,j − 2Fn+1i,j + Fn+1i−1,j
(∆h)2
+
Fni+1,j − 2Fni,j + Fni−1,j
(∆h)2
]
. (5.14)
• Second order partial in r:
∂2F
∂r2
≈ 1
2
[
D+r D
−
r F
n+1
i,j +D
+
r D
−
r F
n
i,j
]
=
1
2
[
Fn+1i,j+1 − 2Fn+1i,j + Fn+1i,j−1
(∆r)2
+
Fni,j+1 − 2Fni,j + Fni,j−1
(∆r)2
]
. (5.15)
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• Second order crossed partial:
∂2F
∂h∂r
≈ 1
2
[
D0hD
0
rF
n+1
i,j +D
0
hD
0
rF
n
i,j
]
=
1
2
[
Fn+1i+1,j+1 − Fn+1i+1,j−1 − Fn+1i−1,j+1 + Fn+1i−1,j−1
4∆h∆r
+
Fni+1,j+1 − Fni+1,j−1 − Fni−1,j+1 + Fni−1,j−1
4∆h∆r
]
. (5.16)
• In addition to the derivative approximations, we also have:
F ≈ 1
2
[
Fn+1i,j + F
n
i,j
]
. (5.17)
With these approximations to the numerical scheme will have an order of accuracy of second
order in h, r, and t, that is to say O(∆h2 + ∆r2 + ∆τ2). See [27] for more a proof of this fact.
The numerical scheme is obtained by replacing the partial derivatives that appear in (5.3)
(with the reverse time τ) by the corresponding expressions from (5.11)-(5.11). This yields
Fn+1i,j − Fni,j
∆τ
=
1
2
h2iσ
2
h
[
Fn+1i+1,j − 2Fn+1i,j + Fn+1i−1,j
2(∆h)2
+
Fni+1,j − 2Fni,j + Fni−1,j
2(∆h)2
]
+ ρσhσrhi
√
rj
[
Fn+1i+1,j+1 − Fn+1i+1,j−1 − Fn+1i−1,j+1 + Fn+1i−1,j−1
8∆h∆r
+
Fni+1,j+1 − Fni+1,j−1 − Fni−1,j+1 + Fni−1,j−1
8∆h∆r
]
+
1
2
rjσ
2
r
[
Fn+1i,j+1 − 2Fn+1i,j + Fn+1i,j−1
2(∆r)2
+
Fni,j+1 − 2Fni,j + Fni,j−1
2(∆r)2
]
+ κ(θ − rj)
[
Fn+1i,j+1 − Fn+1i,j−1
4∆r
+
Fni,j+1 − Fni,j−1
4∆r
]
+ (rj − δ)hi
[
Fn+1i+1,j − Fn+1i−1,j
4∆h
+
Fni+1,j − Fni−1,j
4∆h
]
− rj
2
[
Fn+1i,j + F
n
i,j
]
. (5.18)
We simplify this expression by multiplying both sides by ∆τ and then collecting common
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terms, then, in order to simplify, we make the following definitions:
ai,j =
(∆τ)h2iσ
2
h
4(∆h)2
− (∆τ)(rj − δ)hi
4∆h
,
bi,j =
(∆τ)h2iσ
2
h
2(∆h)2
+
(∆τ)rjσ2r
2(∆r)2
+
(∆τ)rj
2
,
ci,j =
(∆τ)h2iσ
2
h
4(∆h)2
+
(∆τ)(rj − δ)hi
4∆h
,
di,j =
(∆τ)rjσ2r
4(∆r)2
− (∆τ)κ(θ − rj)
4∆r
,
ei,j =
(∆τ)rjσ2r
4(∆r)2
+
(∆τ)κ(θ − rj)
4∆r
,
fi,j =
(∆τ)ρhi
√
rjσhσr
8∆h∆r
,
where we have that i = 2, . . . , I, and j = 2, . . . , J . With ai,j , bi,j , ci,j , di,j , ei,j , and fi,j this
way, then expression (5.18) becomes:
[1 + bi,j ]Fn+1i,j − ci,jFn+1i+1,j − ai,jFn+1i−1,j − fi,j
[
Fn+1i+1,j+1 − Fn+1i+1,j−1 − Fn+1i−1,j+1 + Fn+1i−1,j−1
]
− ei,jFn+1i,j+1 − di,jFn+1i,j−1
= [1− bi,j ]Fni,j + ci,jFni+1,j + ai,jFni−1,j + fi,j
[
Fni+1,j+1 − Fni+1,j−1 − Fni−1,j+1 + Fni−1,j−1
]
+ ei,jFni,j+1 + di,jF
n
i,j−1, (5.19)
where we have that i = 2, . . . , I, j = 2, . . . , J and aslo n = 1, . . . , N − 1.
Expression (5.19) is essentially the numerical scheme we are looking for, where for each
n, where n = 2, . . . , N , we have to find the unknown approximations Fni,j for all i and j,
where i = 2, . . . , I and j = 2, . . . , J . Nevertheless, before we attempt to further simplify this
expression, we must make a choice as to how to number this unknowns Fni,j , as there is more
than one possibility. The choice we make is sketched in figure 5.3, where we number along the
h-direction first and the r-direction second.
With the choice shown in figure 5.3, the unknown approximations Fni,j can be put together
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Figure 5.3 Numbering of the unknown approximations Fni,j
as the following vector of unknowns:
~Fn =

~Fn2
~Fn3
~Fn4
...
~FnJ

. (5.20)
where we set ~Fnj :=
(
Fn2,j , F
n
3,j , . . . , F
n
I,j
)T
, for 2 ≤ j ≤ J . Observe that the vector ~Fn has
length (I − 1)(J − 1). This changes expression (5.19) into the following numerical scheme:
−fi,jFn+1i−1,j−1 − di,jFn+1i,j−1 + fi,jFn+1i+1,j−1
−ai,jFn+1i−1,j + [1 + bi,j ]Fn+1i,j − ci,jFn+1i+1,j
+ fi,jFn+1i−1,j+1 − ei,jFn+1i,j+1 − fi,jFn+1i+1,j+1
=
fi,jF
n
i−1,j−1 + di,jF
n
i,j−1 − fi,jFni+1,j−1
+ai,jFni−1,j + [1− bi,j ]Fni,j + ci,jFni+1,j
− fi,jFni−1,j+1 + ei,jFni,j+1 + fi,jFni+1,j+1, (5.21)
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where we have that i = 2, . . . , I, j = 2, . . . , J and n = 1, . . . , N − 1.
The scheme presented in (5.21) is precisely the Crank-Nicolson scheme for the valuation
PDE for the coefficients (5.3) with reverse time. This is an algebraic system of equations for
all the approximations Fni,j , so our goal now is to visualize it as a matrix equation. It turns out
that, due to the nature of this scheme, we obtain a coefficient matrix with banded structure.
For the purpose of notational simplicity, we denote the right-hand side of (5.21) by RHSni,j .
Moreover, we define the following matrices that form the bands of the coefficient matrix:
• The lower matrices:
Aj =

−d2,j f2,j 0
−f3,j −d3,j f3,j
−f4,j −d4,j f4,j
. . . . . . . . .
−fI−1,j −dI−1,j fI−1,j
0 −fI,j −dI,j

. (5.22)
• The middle matrices:
Bj =

1 + b2,j −c2,j 0
−a3,j 1 + b3,j −c3,j
−a4,j 1 + b4,j −c4,j
. . . . . . . . .
−aI−1,j 1 + bI−1,j −cI−1,j
0 −aI,j 1 + bI,j

. (5.23)
• The upper matrices:
Cj =

−e2,j −f2,j 0
f3,j −e3,j −f3,j
f4,j −e4,j −f4,j
. . . . . . . . .
fI−1,j −eI−1,j −fI−1,j
0 fI,j −eI,j

. (5.24)
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In all of the above definitions, we have that j = 2, . . . , J . Notice that the matrices Aj , Bj , and
Cj given in (5.22)-(5.24) are all of size (I − 1)× (I − 1).
Now, the coefficient matrix for the desired matrix system can be now written as:
MF =

B2 C2 0
A3 B3 C3
A4 B4 C4
. . . . . . . . .
AJ−1 BJ−1 CJ−1
0 AJ BJ

. (5.25)
Observe that the matrix MF has size (I − 1)(J − 1)× (I − 1)(J − 1).
The only missing information before we write a matrix equation is to find the right-hand-
side vector that we denote by ~GnF and write as:
~GnF =

~Gn1
~Gn2
~Gn3
...
~GnJ−1

, (5.26)
where we set ~Gnj :=
(
Gn(j−1)(I−1)+1, G
n
(j−1)(I−1)+2, . . . , G
n
(j−1)(I−1)+I−1
)T
, for 1 ≤ j ≤ J − 1.
Notice that the vector ~GnF has length (I − 1)(J − 1).
The entries of ~GnF are known and come from different special cases of the scheme given
by (5.21), as Fni,j is known whenever we have i = 1 or j = 1. We now list in detail of these
different special cases for completeness of the discussion:
• If j = 2
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– and i = 2:
[1 + bi,j ]Fn+1i,j − ci,jFn+1i+1,j − ei,jFn+1i,j+1 − fi,jFn+1i+1,j+1
= RHSni,j + fi,jF
n+1
i−1,j−1 + di,jF
n+1
i,j−1
− fi,jFn+1i+1,j−1 + ai,jFn+1i−1,j − fi,jFn+1i−1,j+1
=: Gn1 .
– and i = 3, 4, . . . , I − 1:
−ai,jFn+1i−1,j + [1 + bi,j ]Fn+1i,j − ci,jFn+1i+1,j + fi,jFn+1i−1,j+1 − ei,jFn+1i,j+1 − fi,jFn+1i+1,j+1
= RHSni,j + fi,jF
n+1
i−1,j−1 + di,jF
n+1
i,j−1 − fi,jFn+1i+1,j−1
=: Gnl ,
where 2 ≤ l ≤ I − 2.
– and i = I:
−ai,jFn+1i−1,j + [1 + bi,j ]Fn+1i,j + fi,jFn+1i−1,j+1 − ei,jFn+1i,j+1
= RHSni,j + fi,jF
n+1
i−1,j−1 + di,jF
n+1
i,j−1
− fi,jFn+1i+1,j−1 + ci,jFn+1i+1,j + fi,jFn+1i+1,j+1
=: GnI−1.
• If j = 3, 4, . . . , J − 1
– and i = 2:
−di,jFn+1i,j−1 + fi,jFn+1i+1,j−1 + [1 + bi,j ]Fn+1i,j − ci,jFn+1i+1,j − ei,jFn+1i,j+1 − fi,jFn+1i+1,j+1
= RHSni,j + fi,jF
n+1
i−1,j−1 + ai,jF
n+1
i−1,j − fi,jFn+1i−1,j+1
=: Gnk(I−1)+1,
where 1 ≤ k ≤ J − 3 (or k = j − 2).
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– and i = 3, 4, . . . , I − 1:
−fi,jFn+1i−1,j−1 − di,jFn+1i,j−1 + fi,jFn+1i+1,j−1 − ai,jFn+1i−1,j + [1 + bi,j ]Fn+1i,j − ci,jFn+1i+1,j
+ fi,jFn+1i−1,j+1 − ei,jFn+1i,j+1 − fi,jFn+1i+1,j+1
= RHSni,j
=: Gnk(I−1)+l,
where 1 ≤ k ≤ J − 3 and 2 ≤ l ≤ I − 2 (or k = j − 2 and l = i− 1).
– and i = I:
−fi,jFn+1i−1,j−1 − di,jFn+1i,j−1 − ai,jFn+1i−1,j + [1 + bi,j ]Fn+1i,j + fi,jFn+1i−1,j+1 − ei,jFn+1i,j+1
= RHSni,j − fi,jFn+1i+1,j−1 + ci,jFn+1i+1,j + fi,jFn+1i+1,j+1
=: Gnk(I−1)+I−1,
where 1 ≤ k ≤ J − 3 (or k = j − 2).
• If j = J
– and i = 2:
−di,jFn+1i,j−1 + fi,jFn+1i+1,j−1 + [1 + bi,j ]Fn+1i,j − ci,jFn+1i+1,j
= RHSni,j − fi,jFn+1i−1,j+1 + ei,jFn+1i,j+1
+ fi,jFn+1i+1,j+1 + fi,jF
n+1
i−1,j−1 + ai,jF
n+1
i−1,j
=: Gn(J−2)(I−1)+1.
– and i = 3, 4, . . . , I − 1:
−fi,jFn+1i−1,j−1 − di,jFn+1i,j−1 + fi,jFn+1i+1,j−1 − ai,jFn+1i−1,j + [1 + bi,j ]Fn+1i,j − ci,jFn+1i+1,j
= RHSni,j − fi,jFn+1i−1,j+1 + ei,jFn+1i,j+1 + fi,jFn+1i+1,j+1
=: Gn(J−2)(I−1)+l,
where 2 ≤ l ≤ I − 2.
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– and i = I:
−fi,jFn+1i−1,j−1 − di,jFn+1i,j−1 − ai,jFn+1i−1,j + [1 + bi,j ]Fn+1i,j
= RHSni,j − fi,jFn+1i−1,j+1 + ei,jFn+1i,j+1
+ fi,jFn+1i+1,j+1 − fi,jFn+1i+1,j−1 + ci,jFn+1i+1,j
=: Gn(J−1)(I−1).
From the expressions for the vector of unknowns given by (5.20), the coefficient matrix
given by (5.25), and the right-hand-side vector given by (5.26), we derive the following algebraic
system of equations:
MF ~F
n+1 = ~GnF , (5.27)
where n = 1, . . . , N − 1.
In principle, the solution the the matrix system (5.27) is a numerical approximation to F =
Vα. Nevertheless, we did not involve the free boundary condition given by (5.10), therefore this
solution is not quite correct. We will actually involve the linear complementarity formulation,
as described in 1.4.3, to surmount the difficulty imposed by this free boundary condition.
5.2.3 Linear Complementarity Formulation
The free boundary condition (5.10) for the first coefficient V0 states that V0(h, r, t) ≤ TD(t),
for all time t. If F = V0, then we have that F (h, r, t) ≤ TD(t), or equivalently
0 ≤ TD(t)− F (h, r, t). (5.28)
Now, notice that the left and side of the valuation PDE (2.61) (and therefore of (5.3) as
well), can be visualized as a linear partial differential operator acting on the function V (or
the functions Vα in the case of (5.3)). We will denote the action of this operator on a function
F by L{F} and will use this simplified notation for the rest of the discussion.
Using similar arguments as those that justified (1.28), we obtain the following linear com-
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plementarity formulation for F :
(TD − F ) · L{C} = 0,
L{F} ≥ 0, (5.29)
(T − F ) ≥ 0.
Now, the numerical scheme given by (5.21) and the process that lead us to the matrix equation
(5.27) can be used again to obtain the following discretized version of (5.29):
(
~TD
n+1 − ~Fn+1
)
·
(
MF ~F
n+1 − ~GnF
)
= 0,
MF ~F
n+1 ≥ ~GnF , (5.30)
~TD
n+1 ≥ ~Fn+1,
where we have that n = 1, . . . , N − 1; ~Fn, MF , and ~GnF are given by (5.20), (5.25), and
(5.26) respectively; and finally TDn = TD(τn). Observe that (5.30) is just an analogue to the
constrained matrix problem given by (1.29).
We can now apply the ideas of 1.4.4 and find a solution for (5.30). The main tool to achieve
this solution is the PSOR method that we describe in the next section.
5.3 PSOR Method
This section introduces the Projected Successive Over-relaxation (PSOR) method, an it-
erative algorithm that is widely used to find a numerical solutions to LCP problems like the
one given by (5.30). This method is a generalization another iterative algorithm, the Succes-
sive Over-relaxation (SOR) Iteration, which generalizes Gauss-Seidel iterations, which in turn
derives from Jacobi iterations. For a broader discussion regarding all these iterative methods
and their application to LCPs, see [8], [10], and [18].
We start by describing a general numerical linear algebra problem regarding matrix split-
tings. The problem consists of finding a vector x such that Ax = b. Although there are many
possible approaches to the solution of this matrix system, one approach would be to assume
that the matrix A splits as A = A1 + A2, where A1 is nonsingular, and also chosen such that
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A−11 is “easy” to find. Then the matrix system Ax = b becomes
(A1 +A2)x = b,
A1x = b−A2x,
from where we can find that
x = A−11 (b−A2x).
This iterative formula suggests that, in order to find a solution to the original system of
equations, we can defined the following fixed point iteration:
xk+1 := A−11 (b−A2xk). (5.31)
Thus, we obtain a sequence of vectors {xk}k that we hope would eventually converge to the
solution of the matrix system x∗ = A−1b. If the splitting A = A1 +A2 is chosen appropriately,
then indeed this sequence converges and produces an iterative solution.
This general idea is foundation to the iterative methods that we describe next, the difference
essentially lies on the choices of the matrices A1 and A2.
5.3.1 Jacobi Iterations
The main idea for Jacobi iterations is a matrix splitting of the form A = D+L+U , where
D is a diagonal matrix, L is a strict lower diagonal matrix, and U is a strict upper diagonal
matrix. We then set A1 = D and A2 = L+ U , whence iteration (5.31) thus becomes:
xk+1 = A−11 (b−A2xk) = D−1(b− (L+ U)xk) = D−1(b− Lxk − Uxk).
If we let xk = (xki )
n
i=1, then this iteration can be formulated as
xk+1i = a
−1
ii
bi −∑
j 6=i
aijx
k
i
 . (5.32)
The sequence {xk}k converges is the matrix A is strictly diagonally dominant. We summarize
this as a theorem.
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Theorem 5.3.1. If the matrix A satisfies that
0 <
∑
j 6=i
|aij | < |aii|, for all i,
then A is nonsingular and the Jacobi iterations defined by (5.32) converge to x∗ = A−1b.
A proof of this theorem can be found in [18].
5.3.2 Gauss-Seidel Iterations
These iterations are a small variation of the Jacobi iterations given by (5.32), where the ap-
proximate solution is overwritten with a new value as soon as this is computed.This corrsponds
to setting A1 = D + L and A2 = U . Then iteration (5.31) becomes:
xk+1 = A−11 (b−A2xk)
= (D + L)−1(b− Uxk).
Observe that we can rewrite this since
xk+1 = (D + L)−1(b− Uxk),
⇒(D + L)xk+1 = b− Uxk,
⇒Dxk+1 = b− Lxk+1 − Uxk,
⇒xk+1 = D−1 (b− Lxk+1 − Uxk) .
Now, if we let xk = (xki )
n
i=1 again, then
xk+1i = a
−1
ii
bi −∑
j<i
aijx
k+1
j −
∑
j>i
aijx
k
j
 . (5.33)
The {xk}k defined by (5.33) converges if the matrix A is diagonally dominant, a consequence
of theorem 5.3.1 above.
5.3.3 SOR Iterations
The next improvement over the Jacobi and the Gauss-Seidel iterations are the successive
over-relaxation or SOR iterations, which are a modification of the Gauss-Seidel iterations
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through the addition of a “relaxation” parameter, which will be denoted by ρ, in order to
improve the convergence rate of the sequence of iterates. The SOR iterates are the same as
the the Gauss-Seidel iterates from (5.33) in the case of ρ = 1.
The SOR iterations derive from the following simple observation:
xk+1 = xk + (xk+1 − xk).
From here, the term xk+1 − xk is regarded as a “correction” term added to the k-th iterate
xk in order to bring it nearer to the actual solution of the matrix equation Ax = b, denoted
again by x∗. This interpretation may speed up the convergence if we “over-correct,” especially
if xk → x∗ monotonically.
Hence, the SOR iterations are defined by
xk+1 = xk + ρ
(
xGSk+1 − xk
)
, (5.34)
where xGSk+1 is the Gauss-Seidel iterate defined by (5.33). This corresponds to setting A1 =
D + ρL and A2 = −(1− ρ)D + ρU , and therefor the iterates become:
xk+1 = A−11 (ρb−A2xk)
= (D + ρL)−1 (ρb− [−(1− ρ)D + ρU ]xk) .
Notice now that
xk+1 = (D + ρL)−1 (ρb− [−(1− ρ)D + ρU ]xk) ,
⇒(D + ρL)xk+1 = ρb+ (1− ρ)Dxk − ρUxk,
⇒Dxk+1 = ρb− ρLxk+1 − ρUxk + (1− ρ)Dxk,
⇒xk+1 = D−1 (ρb− ρLxk+1 − ρUxk) + (1− ρ)xk,
⇒xk+1 = ρD−1 (b− Lxk+1 − Uxk) + (1− ρ)xk.
Let once again xk = (xki )
n
i=1, then the SOR iteration is defined by
xk+1i = ρa
−1
ii
bi −∑
j<i
aijx
k+1
j −
∑
j>i
aijx
k
j
+ (1− ρ)xki . (5.35)
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Due to the inclusion of ρ, the SOR iterations given by (5.35) speed up the convergence of
the Gauss-Seidel iterations from (5.33), nevertheless, the choice of the relaxation parameter ρ
is not easy in general, as it depends on the properties of the matrix A. We do have, however
a convergence result summarized in the next theorem.
Theorem 5.3.2. If 0 < ρ < 2 and if A is a symmetric and positive definite matrix, then the
SOR iterations given by (5.35) converge to x∗ = A−1b.
See [18] for more on the parameter ρ.
5.3.4 PSOR Iterations Applied to the Linear Complementarity Problem
We now turn to describe the projected successive over-relaxation or PSOR iterations and
how this approach is used to solve the matrix LCP problem given by (5.30), which is a special
case of the the general linear complementarity problem in matrix form1:
(x− c) · (Ax− b) = 0,
Ax ≥ b, (5.36)
x ≥ c.
We have following convergence result:
Theorem 5.3.3. If A is a nonsingular and positive definite matrix, then there exists a unique
solution x∗ of the matrix linear complementarity problem given by (5.36).
The PSOR iterations are a variation of the SOR iterations given by (5.35), where we
impose a condition in order to guarantee that the inequalities that appear in (5.36) all hold.
We describe how to construct the PSOR iterates with the following algorithm:
• First choose x0 ≥ c.
• Then set
yk+1i = a
−1
ii
bi −∑
j<i
aijx
k+1
j −
∑
j>i
aijx
k
j
 . (5.37)
1The vector inequalities are defined entry-wise as: y ≥ z, if yi ≥ zi for all i.
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• Finally define
xk+1i = max
{
ci, ρy
k+1
i + (1− ρ)xki
}
= max
{
ci,
[
yk+1i − xki
]
ρ+ xki
}
. (5.38)
As with the SOR iterations, if the parameter ρ satisfies that 0 < ρ < 2, and also if we choose
x0 ≥ c, then the PSOR iterations given by (5.37) and (5.38) converge.
We remark that the condition imposed in order to guarantee that the inequalities in the
matrix LCP problem (5.36) is precisely the minimum taken in (5.38). So, the only difference
between the SOR and the PSOR iterations is the test to assure that xk+1i ≥ ci and hence, we
can write the PSOR iterate as:
xk+1 = max{c, xSORk+1 }, (5.39)
where xSORk+1 is, in turn, the SOR iterate defined by (5.35).
As a final remark we point out that, in practice, the PSOR iterations are not continued
forever, but instead, we stop when ‖xk+1 − xk‖ < , where  > 0 is some predetermined error
tolerance.
The PSOR method is the main tool to find an approximate solution to the expected value
of the mortgage value V0 = E[V ], of which we present some numerical results in the next
section.
5.4 Numerical Experiments
We now illustrate the practicability of the mortgage valuation model given in this thesis
by performing some numerical experiments.
Remember that our approach regards the discounted mortgage value defined in (3.1) as the
solution of the PDE given by (2.60), with the temporal conditions given by (2.9) and (2.13),
and the coherent boundary conditions defined by (3.6)-(3.9). Moreover, the random function Y
given in (3.9) is assumed to belong the space L2(µ) defined in (4.5), which allows us to expand
the mortgage value function V (h, r, t, ω) as a Wiener-Ito chaos series, as given by (5.1).
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To perform the numerical simulations, we have to repeatedly solve the LCP given by (5.29)
for a large enough number of coefficients F = Vα, where this process continues until a certain
stopping criterion is met (see [12] for some discussion regarding possible stopping criteria).
Recall that the discretization of (5.29) leads to the matrix LCP given by (5.30), the solution
of which is a numerical approximation to the original problem. We use the PSOR method
described in 5.3.4 to obtain a solution of this matrix problem.
Now, for the discount factors given by (3.3), (3.4), and (3.5), we have to rely on a external
analysis about the different aspects involved in the definitions of these quantities, typically a
statistical analysis of the economic environment is sufficient. We therefore can use the results
published by the different institutions mentioned in [1].
We mentioned earlier, in 5.1.1, that most of the players of the housing market are interested
in just a few statistical moments, especially the expectation E[V ] and the variance Var[V ]. For
this reason, our main interest is to derive the expected value of the value of the mortgage,
which we recall is the same as the first coefficient of the chaos expansion series (5.1).
The first set of numerical experiments are performed with a reasonable simplification as-
sumption that will speed up the convergence of the algorithms involved. We will first assume
that the short interest rate r is piecewise constant.
5.4.1 Numerical Results when r is Piecewise Constant
The short interest rate r is assumed to be piecewise constant, the break points defined at
precisely the payment dates τk (remember that for the simplicity of the numerical simulations
we work with the reverse time τ given by (2.33)), the valuation PDE (2.60) simplifies, as all
the partial derivatives with respect to the variable r drop. We then solve the resulting matrix
LCP, a simplification of (5.30), to obtain an approximation of V0(h, τ).
Now, for the necessary model parameters, including those that appear in equations (2.1)
and (2.2), we will use a set of values close to those used by the the mortgage valuation literature
such as [17], [15], and [25]. Our choices for this simplified version of the model are shown in
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L Nm c σh δ LTV
$80,000 360 0.05 0.1 0.085 0.8
Table 5.1 Parameters used in the simplified model
table 5.12. Notice that we have a mortgage contract with maturity of Nm = 360 months, or
30 years, and fixed interest rate of c = 0.05, or 5 %.
In this section, we use I = 200 points in the h-axis and N = 20 in the t-axis for the
discretization. We also set the minimum and maximum values for the value of the house price
h as hmin = 0 and hmax = 1303.
The first set of numerical results are given for the month when k = 180, that is to say, the
month in between payment dates τ180 and τ181. We also fix the time to be τ = 14.9417 and
the house price to be h = 96.85. Graphs of the numerical approximation of V0(h, τ) are shown
in figure 5.4.
Since we are simulating the expected value of 30 year mortgage, we then compare the
results presented in 5.4 to the numerical results we obtain for the simulation of another month,
in this case for the last month when k = 360, and we fix the time to be τ = 29.94 and the house
price to be h = 96.85. We remark that the last month in the reverse τ time corresponds to
the first month after the origination of the mortgage. Graphs of the numerical approximation
of V0(h, τ) for this month are shown in figure 5.5.
We now compare the graphs of the expected value of the mortgage V0(h, τ) for the months
k = 180 and k = 360, given in figures 5.4(c) and 5.5(c) respectively, and observe that the
general shape of this surface is consistent with the graphs of the value of standard American
options like those that we can find in [30]. This is consistent with the fact that, due to the
free boundary condition (5.10), the function V0(h, τ) has in essence the same properties as the
value of an American put option.
In addition to this, notice as well that the values that V0 takes are higher for k = 360
than for k = 180. This is indeed expected, since in the first case we presenting the graph
2LTV denotes the loan-to-value ratio, defined as L
h(0)
3The values of h and V0 presented in this and the next section are all in thousands of dollars
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(a) V0(h, τ) vs τ
(b) V0(h, τ) vs h
(c) V0(h, τ)
Figure 5.4 Numerical results for month k = 180
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(a) V0(h, τ) vs τ
(b) V0(h, τ) vs h
(c) V0(h, τ)
Figure 5.5 Numerical results for month k = 360
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Figure 5.6 The effect of k on V0
of V0(h, τ) when τ is constrained to the interval [τ360, τ361), and in this time interval we are
closer to the origination of the mortgage, which occurs precisely when τ = τ361. The closer
to origination, the higher the mortgage value must be, since a borrower has not yet reduced
its debt good enough by making sufficient monthly payments. This property is more evident
when we explore the effect that the change of the month in between payment dates k has on
the expected value V0 by running numerical simulations when k is 10, 90, 180, and 360 months.
We fix a typical time τ and present the numerical results in figure 5.6.
Notice that the lowest graph in 5.6 corresponds to k = 10, while the highest corresponds to
k = 360, and all the other graphs lie in between. This is a expected property of any mortgage
value, and hence of its average value V0.
Next, we move on to compare different numerical simulations to see what effect the change
in the mortgage interest rate c has on the average value V0. We fix the month to be k = 180,
as well as all the parameters from table 5.1, and let c take on the values 0.045, 0.05, 0,055, and
0.09, or equivalently 4.5%, 5%, 5.5%, and 9%. We present the numerical results in figure 5.7
As it is expected, for higher mortgage interest rates c we obtain higher average mortgage
values V0. This is natural, since a borrower with a higher interest rate has to potentially make
higher monthly payments, making the mortgage more valuable.
Finally, to conclude the experimentation, we turn and look at the effect on the value of
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Figure 5.7 The effect of c on V0, when k = 180
the mortgage V0(h, τ) for different loan amounts L, another parameter that is commonly used
to compare different mortgage values. We fix the rest of the parameters from table 5.1 and
also make k = 180 again. The loan value L is allowed to take on the values $75,000, $80,000,
$85,000, and $90,000. The numerical results of this experiment are presented in figure 5.8.
Figure 5.8 The effect of L on V0, when k = 180 months
Once again, the result is expected, as the lower graph in figure 5.8 corresponds to lower
loan amount, while the higher graphs correspond to higher loan amounts.
The results presented in this subsection, for the very special case when r is piecewise
constant, demonstrate that this thesis model produces average mortgage values that agree
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L Nm c σh δ σr κ θ ρ LTV
$80,000 360 0.05 0.1 0.085 0.07 0.25 0.1 0 0.8
Table 5.2 Parameters used in the full model
with the general results of the previous mortgage valuation literature. This is indeed very
promising and thus, to complete the supporting evidence of our model, we explore in the next
subsection the situation when we do not have any simplification assumption on r.
5.4.2 Numerical Results for the Full Model
Similarly as in the previous subsection, we will choose similar parameters for the numerical
simulations as those used in the previous mortgage valuation literature. Our choices for this
parameters are shown in table 5.2.
Also, similarly as before, for the rest of the chapter we use I = 200 points in the h-axis,
J = 200 in the r-axis, and N = 20 in the τ -axis for the discretization. Moreover, we also set
the minimum and maximum values for the house price h to be again hmin = 0 and hmax = 130,
while the minimum and maximum values for the short interest rate r are set to be rmin = 0
and rmax = 30.
First we simulate the average value of the mortgage V0(h, r, τ) for different loan amounts
L, with the rest of the parameters from 5.2 fixed. We once again let L be equal to $75,000,
$80,000, $85,000, and $90,000. Moreover, we let k = 180 once more and also set the house
price at h = 96.85. The numerical results obtained with these values are shown in figure 5.9.
Just as expected, the average mortgage value V0 drops for lower loan amounts. Notice that
the graphs presented in figure 5.9 are a different from those of the previous subsection, as we
are now graphing the function V0 against the reverse time τ .
Next, with the same setting as above, we present the numerical results that show the effect
that different loan amounts L have on the average mortgage value V0(h, r, τ). The results of
this new numerical experiment are presented in figure 5.10.
Once again, the results are as expected, as the lower graph corresponds to a lower loan
amount, while the higher graphs correspond to higher values of L. Moreover, the graphs
94
Figure 5.9 The effect of L on V0, when k = 180 and h = 96.85
Figure 5.10 The effect of L on V0, when k = 180 and τ = 29.94
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present essentially the same behavior as those presented in figure 5.8.
Other numerical simulations produce similar results as those shown in figures 5.10 and 5.10
and we will omit presenting any more numerical results for the simplicity of the presentation.
It suffices to say that the results support the practicability of the mortgage valuation model
introduced in this thesis, as the these results show desired properties that any good approxi-
mation to the average mortgage value should have. For instance, in all of the graphs shown in
figures 5.4(b), 5.5(b), 5.6, 5.7, 5.8, and 5.10, the average mortgage value V0 drops to zero after
a certain value of the house price h. This behavior is consistent with the default property that
a mortgage contract has, since for low values of h the expected mortgage value V0 must also
be low and eventually drop to 0 (when h = 0).
Therefore, to conclude this section, we remark that our mortgage valuation model produces
reasonable and consistent results as those that are expected of all models, moreover, the results
are different from the previous literature since we can now solve the more general problem of
valuing mortgage contract when stochastic boundary conditions are considered. In this sense,
the numerical evidence presented here supports the statement that, at the very least, the model
of this thesis is an extension and an improvement over the option-theoretic models presented
in the literature.
See appendix B for a pseudocode of the computer script used to run the simulations of this
section.
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CHAPTER 6. CONCLUDING REMARKS
In this chapter we make some remarks regarding the valuation of MBS.
6.1 Mortgage Backed Securities
This thesis introduced a new model and established a new framework for the valuation of
mortgages in chapters 3 and 5. This contribution can be now taken into the valuation of some
of the other financial contracts related to the housing market, in particular it extends easily
to the valuation of mortgage-backed securities (MBS). We present in this final chapter some
remarks regarding the extension of our model to this, in general, harder problem.
A mortgage-backed security, or as it is commonly referred to as MBS, is a financial contract
that represents a claim on the cash flows originating from a group of mortgage loans, which
are most commonly backed by residential property.
The process to create such a contract begins first when mortgage loans are purchased from
banks, mortgage companies, and other mortgage contract originators. Then, these loans are
assembled into groups called pools. A mortgage-backed security then represent a claim on the
principal balance and monthly payments of the loans belonging to the pool, through a process
called securitization. These securities are then typically as if they are bonds, although in the
years leading to the housing market crisis of 2007, the financial markets created a broad variety
of different securities that derive their value from mortgage pools.
Securitization can be described as a financial process that distributes risk among the dif-
ferent mortgages in a pool of mortgages. That is to say, from the perspective of an investor,
buying a claim on a single mortgage is riskier than buying a claim on a pool of them. Indeed,
with a single mortgage backing his claim, an investor would lose the stream of payments if the
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underlying borrower either defaults or prepays, therefore he is exposed to high risk. On the
other hand, with a pool of mortgages backing his claim, the investor has less risk, as it is un-
likely that all the underlying borrowers would either default prepay simultaneously, therefore
he has less risk.
The assumption about the unlikeliness of simultaneous default or prepayment is only true
if the underlying mortgages in the corresponding pool are all very similar and of rather high
credit quality. The crisis of 2007 showed that when the mortgages in a pool are of poor quality,
for instance sub-prime mortgages, then the event of near simultaneous default is very likely.
Now, the qualifier pass-through MBS is typically used to distinguish the basic kind of
MBS from other type of mortgage backed contracts, this is analogous to the vanilla option
used to differentiate the basic type of options from the more sophisticated ones. So, a pass-
through security typically has the same type of underlying mortgage loan and this mortgages
are similar enough with respect to their maturity and contract interest rate to allow cash flows
to be projected as if the pool were a single mortgage. This is precisely the kind of MBS that
our valuation model naturally extends to.
For more on pass-through MBS and other type of mortgage-backed securities see [11] and
[13].
6.2 Valuation of Pass-through MBS
We conclude this chapter with a brief outline of how the mortgage valuation of this thesis
can be used for the valuation of pass-through MBS.
First we remark that an estimate of the cash flows coming from a pool of mortgages can be
computed by means of the weighted average maturity (WAM) and the weighted average coupon
(WAC). To define these two quantities, first consider a pool of mortgage contracts consisting
of m loans, denoted by L1, L2, . . ., Lm. Next, let PB1, PB2, . . ., PBm denoted the principal
balances of these contracts respectively, at the time of issuance of the MBS (when t = 0). We
define the weight of each loan in then pool as
wi =
PBi∑m
j=1 PBj
, 1 ≤ i ≤ m.
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Then, if we let T1, T2, . . . , Tm denote the corresponding maturities of the loans in the pool, the
weighted average maturity is defined by:
WAM =
m∑
j=1
wjTj . (6.1)
Next, if we let c1, c2, . . . , cm denote the corresponding coupons of the mortgages in the pool,
the weighted average coupon in turn is defined as:
WAC =
m∑
j=1
wjcj . (6.2)
Notice that equations (6.1) and (6.2) are just two weighted averages, which are used to char-
acterize and describe a pass-through MBS. This characterization consists in visualizing the
pass-through MBS as a single mortgage with maturity given by (6.1) and fixed interest rate
given by (6.2).
Given this characterization, we can use the approach of this thesis to find the value of a
pass-through MBS as if it is a single mortgage. An alternative and also natural approach is to
is to find the value of each of the mortgages in the underlying pool by using the WAM, given
in (6.1), and the WAC, given in (6.2), as the maturity and interest rate respectively of each
these mortgages. The a pass-through MBS VMBS(h, r, t) can then be found as
V (h, r, t) =
m∑
j=1
wjVj(h, r, t), (6.3)
where Vj(h, r, t) is the value of the mortgages contract with loan Lj , for 1 ≤ j ≤ m.
The approach given by (6.3) allows us to rate each of the mortgages with value Vj with
different discount factors λj , all given by formula (3.2), therefore we can consider a pool of
mortgages with different credit quality.
In conclusion, the mortgage valuation model presented in this thesis provides a much better
and up-to-date value for each of the individual mortgages in a pool underlying a pass-through
MBS. Unlike previous models that did not properly account for current conditions of the
economy, our model incorporates conditions like those of the economic crisis of 2007, when the
credit crunch in the US economy was greatly due to the overpricing of MBS, especially those
based on subprime mortgages.
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APPENDIX A. MONTHLY PAYMENT AND PRINCIPAL BALANCE
We present a short derivation of the formulas for the monthly payment MP , given by (2.3),
and the principal balance PB(i), given by (2.4). Both MP and PB(i) are determined by the
following financial condition: The sum of the present value of all the future monthly payments,
which are discounted by the mortgage interest rate, must be equal to the original principal
balance. So, writing this statement in mathematical terms give:
L =
MP(
1 + c12
) + MP(
1 + c12
)2 + · · ·+ MP(1 + c12)Nm =
Nm∑
i=1
MP(
1 + c12
)i
=
MP(
1 + c12
)
1− 1(1+ c12)Nm
1− 1(1+ c12)
 = MP(
1 + c12
)Nm
[(
1 + c12
)Nm − 1
c
12
]
.
Hence, the monthly payment MP is found to satisfy
MP =
L
(
1 + c12
)Nm ( c
12
)(
1 + c12
)Nm − 1 . (A.1)
As for the unpaid principal PB(i), we can rephrase the financial conditions as: The amount
owed on the loan at the end of every month is equal to the amount owed on the previous month,
plus the interest on this amount, minus the fixed amount paid every month. Therefore, after
the i-th payment date, PB(i) is given by the expression:
PB(i) = L
[
1− (1 + c12)−(Nm−i)
1− (1 + c12)−Nm
]
=
L
[(
1 + c12
)Nm − (1 + c12)i](
1 + c12
)Nm − 1 . (A.2)
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APPENDIX B. PSEUDOCODES
We present the main sections of the computer code written to perform the numerical
simulations in section 5.4.2. The first pseudocode is part of the main computer script, and
then second one is the external PSOR method solver. We use a simplification of MATLAB
syntax in both of them.
• Main pseudocode:
for i=2:I+1; j=2:J
Define Crank-Nicolson coefficients;
end; end
for j=3:J; for j=2:J; for j=2:J-1
Define bands of coefficient matrix;
end
for j=1:J+1
V(:,j,1) = min(MP,H);
end
%Main loop:
for k=1:Nm; for nn=1:N-1;
n = nn + N*(k-1);
V(2:I+1,1,n) = min(H(2:I+1),TD(nn,k));
for i=2:I; for j=2:J
Define the right-hand-side vector RHS;
end; end
tolerance = 1e-12;
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F0=min(V(2:I+1,2:J,n),TD(nn+1,k));
[V(2:I+1,2:J,n+1),loops] = ...
PSOR(A(:,:,3:J),B(:,:,2:J),C(:,:,2:J-1),G(:,:,n),TD(nn+1,k),F0,tol);
for j=1:J+1
V(:,j,n+2) = min(V(:,j,n+1) + MP, H’);
end; end
• PSOR solver:
while(err>tol)
Y(:,1) = BB(:,:,1)\(G(:,1)-CC(:,:,1)*F(:,2));
Y(:,1) = min(const,(Y(:,1)-F(:,1))*omega + F(:,1));
for j=2:JJ-1
Y(:,j) = BB(:,:,j)\(G(:,j)-AA(:,:,j-1)*Y(:,j-1)-CC(:,:,j)*F(:,j+1));
Y(:,j) = min(const,(Y(:,j)-F(:,j))*omega + F(:,j));
end
Y(:,JJ) = BB(:,:,JJ)\(G(:,JJ)-AA(:,:,JJ-1)*Y(:,JJ-1));
Y(:,JJ) = min(const,(Y(:,JJ)-F(:,JJ))*omega + F(:,JJ));
err = norm(Y-F);
loops = loops + 1;
F=Y;
end
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