Abstract. We study operator semigroups associated with a family of generalized orthogonal polynomials with Hermitian matrix entries. For this we consider a Markov generator sequence, and therefore a Markov semigroup, for the family of orthogonal polynomials on R related to the generalized polynomials. We give an expression of the infinitesimal generator of this semigroup and under the hypothesis of diffusion we prove that this semigroup is also Markov. We also give expressions for the kernel of this semigroup in terms of the one-dimensional kernels and obtain some classical formulas for the generalizad orthogonal polynomials from the correspondent formulas for orthogonal polynomials on R.
Introduction
In a previous paper, [6] , we defined a family of generalized orthogonal polynomials with Hermitian matrix argument in the following way. Let µ be a measure on the real line with an exponential moment, that is there exists > 0 such that R e |x| µ(dx) < ∞. This implies that the polynomials are a dense subset of L 2 (R, µ).
We consider the measure µ n on R n defined by (1) µ n (dx) = V 2 (x 1 , . . . , x n )µ(dx 1 ) . . . µ(dx n ), where V (x 1 , . . . , x n ) = det(x
is the Vandermonde determinant. The measure µ n is a permutation invariant measure on R n and the exponential moment condition for µ guarantees that the symmetric polynomials are dense in L 2 sym (R n , µ n ), the space of all symmetric functions on
Let {p m } be a family of orthogonal polynomials in L 2 (R, µ), with deg(p m ) = m.
This can always be found by using the Gram-Schmidt orthogonalization process.
Given a partition λ = (λ 1 , . . . , λ n ), that is a non-increasing sequence of non-negative integers λ 1 ≥ λ 2 ≥ · · · ≥ λ n ≥ 0, we define a function on R n by (2) P λ (x 1 , . . . , x n ) = c λ det(p λ i +n−i (x j )) V (x 1 , . . . , x n ) , where c λ is a normalizing constant. Theorem 3.1 in [6] states that P λ are symmetric polynomials, orthogonal in the Hilbert space L 2 sym (R n , µ n ) with norm
Moreover, the family {P λ } is dense in L 2 sym (R n , µ n ), thus it forms an orthogonal Hilbert basis of L 2 sym (R n , µ n ). The polynomials {P λ } can be obtained by the GramSchmidt orthogonalization process, applied to the Schur polynomials family {S λ } λ , ordered in the graded lexicographic order gl . Let H n be the space of Hermitian matrices and let f : H n → R be a central function on H n , that is f (U XU −1 ) = f (X) for all unitary matrices U . Thus f (X) depends only on the eigenvalues of the matrix X and therefore f is uniquely determinated by its values over the diagonal matrices. So, if f is central, the functioñ f : R n → R defined byf (x 1 , . . . , x n ) = f (diag(x 1 , . . . , x n )) is a symmetric function on R n . Moreover, this map is a bijection from the space of central functions on H n onto the space of symmetric functions on R n .
If P is a symmetric polynomial in R n , letP be the central function on H n such that its restriction to the diagonal matrices is equal to P . We callP a generalized polynomial with Hermitian matrix argument.
To any Borel measure µ on R, using Weyl's integral formula c.f. [9] , we associate a measure M on H n such that Hn f (X)dM (X) = R n f (diag(x 1 , . . . , x n ))V 2 (x 1 , . . . , x n )dµ(x 1 ) . . . dµ(x n ) = R nf (x)dµ n (x) (3) for any positive central function f on H n . For further reference on the construction of this measure, see [6] .
Let L the orthogonal polynomials over R n given by (2) is an orthogonal Hilbert basis of this space. For more details of this construction see [6] . A very useful result given in [6] is Proposition 3.6, that allows us to find the coefficients in the expansion over the family {P λ } of an important class of central functions. Since it is going to be used repeatedly in what follows, we recall it here. Proposition 1.1 (Proposition 3.6 of [6] ). Given n functions f 1 , . . . , f n of one variable, with the expansions in the basis {p m } m
k p k (x), i = 1, . . . , n, convergent absolutely for |x| < r, we have det(f i (x j )) 1≤i,j≤n = V (x 1 , . . . , x n )
where the series converges for |x j | < r and
In this article we are going to normalize the families {p m } and {P λ } so that p m L 2 (R,µ) = 1 and P λ L 2 sym (R n ,µn) = 1 and p m has positive leading coefficient. This is one of the normalizations considered in [6] . So c λ = 1 √ n! and
The article is organized as follows. In Section 2 we define a semigroup associated to the family of orthogonal polynomials over H n and we give an expression of the infinitesimal generator of this semigroup in Section 3. In Section 4 we see that for the classical families of orthogonal polynomials on R, the associated semigroup is Markov. In order to provide this result we consider separately the continuous and discrete cases and we use a characterization result of O. Mazet [22] . Then in Section 5 we present an expression of the kernels of the semigroup defined in Section 2 in terms of the kernels of the semigroups associated to the one-dimensional polynomials. Section 6 is devoted to generalize some classical formulas for orthogonal polynomials to this new family of polynomials and finally in Section 7 we present some examples.
Semigroup associated to generalized polynomials
Let us begin this Section with some preliminaries on semigroups associated to a family of polynomials and Markov semigroups. Let E ⊆ R n and µ a measure on E.
We say that an operator S in L 2 (E, ν) is Markov if S(1) = 1 and S maps positive functions into positive functions. Suppose that L 2 (E, ν) contains a countable dense family of orthogonal polynomials {q α } α∈Λ . We normalize this family so that the leading coefficient of each q α is positive and q α L 2 (E,ν) = 1. We say that the sequence of real numbers {c α } is a Markov sequence for the family of polynomials {q α } if there exists a Markov operator S in L 2 (E, ν) such that S(q α ) = c α q α for all α ∈ Λ. Then we have that the operator S is symmetric in L 2 (E, ν) and has the family {q α } as spectral decomposition.
If {c α } is square summable, that is c 2 α < ∞, then S is a Hilbert-Schmidt operator. Thus it can be represented as
where
Also in this case we have that ν is the invariant measure for the associated Markov operator S,
This implies that S is a contraction operator in L p (E, ν) for all 1 ≤ p ≤ ∞ and that
We say that the sequence of real numbers {γ α } is a Markov generator sequence for the family of polynomials {q α } if for every t ≥ 0 the sequence {e −γαt } is a Markov sequence for {q α }. Then there exists a family of Markov operators {S t } such that for each t the operator S t is a contraction, S t (q α ) = e −γαt q α and γ α ≥ 0 for all α. If for each t > 0, e −2γαt < ∞, as before we have that each S t is a Hilbert-Schmidt operator and can be represented as
It is not difficult to see that
thus {S t } is a Markov semigroup with invariant measure ν and spectral decomposition over the family of polynomials {q α }. If L is the infinitesimal generator of the semigroup {S t }, that is
with spectral decomposition over the family {q α }. The invariance of the measure ν for {S t } can be expressed in terms of the operator L as
A detailed study of the Markov generating sequences associated to a family of polynomials associated to a measure over R with an exponential moment can be found in [5] .
We start with a Markov generator sequence (and therefore with a Markov semigroup) associated to a family of orthogonal polynomials over R and define a semigroup with spectral decomposition given by the generalized orthogonal polynomials. Later we will look for conditions such that the semigroup is also Markov. Theorem 2.1. Let {γ m } m be an increasing, square summable Markov generator sequence for the family {p m } m of orthogonal polynomials on L 2 (R, µ) and let
be the kernel associated to the corresponding Markov semigroup {N t } with spectral decomposition over the family of polynomials {p m }.
Let us define
Then the family of operators {T t } is a semigroup over L 2 sym (R n , µ n ) with spectral decomposition over {P λ } λ with eigenvalues e −tϕ λ where
and with symmetric measure µ n . We also have that {T t } is a conservative semigroup, that is T t 1 = 1 for all t, where 1 is the constant function equal to 1 in L 2 sym (R n , µ n ). Therefore µ n is the invariant measure for {T t }.
Proof. First note that since for each t the sequence {e −γmt } is square summable, then also for each t we have that λ e −2tϕ λ < ∞ and thus
and therefore, T t is a bounded operator.
In the one hand, by the orthogonality of {P λ }, the family of kernels {T t } t satisfies the Chapman-Kolmogorov equation, thus {T t } t satisfy the semigroup property. Moreover, from the orthogonality it is immediate that
that is P λ is an eigenfunction of T t with eigenvalues e −tϕ λ .
In the other hand clearly T t (x, y) = T t (y, x) and therefore, T t is a symmetric operator in L 2 sym (R n , µ n ). Or equivalently, µ n is the symmetric measure for the semigroup {T t }. It remains to be proven that T t maps 1 into 1. Because of the normalization chosen for P λ we have that P 0 = 1, with 0 the partition 0 = (0, . . . , 0) and also ϕ 0 = 0. So by (9)
Un (H n , M ) with spectral decomposition given by the generalized polynomials
sym (R n , µ n ) and α, β constants, thenT =f 1 (αT 1 +βT 2 )f 2 wheref i is the central function whose restriction to the diagonal matrices is equal to f i .
Un (H n , M ) is a conservative semigroup with spectral decomposition given by the generalized polynomials {P λ } λ with eigenvalues e −tϕ λ with ϕ λ given by (8) . The measure M is the symmetric and invariant measure for this semigroup. We have the representation
Infinitesimal Generator
In this Section we are going to find an expression for the infinitesimal generator of the semigroups {T t } and {T t } defined by (7) and (10) 
acts as L over the k-th coordinate. For a symmetric polynomial q on R n define the
Proposition 3.1. For each partition λ the polynomial P λ is an eigenfunction of the operator D q with associated eigenvalue q(−γ λ 1 +n−1 , −γ λ 2 +n−2 , . . . , −γ λn ), that is
Proof. Since any symmetric polynomial q in R n can be expressed as a linear combination of monomial symmetric functions, it is enough to verify (13) for the operator
, the monomial symmetric function associated to the partition ς (see [20] ), where S n is the symmetric group of n−permutations.
that is
In what follows we will work with the symmetric polynomial q 0 (x 1 , . . . , x n ) = x 1 + x 2 + · · · + x n + c with c = n j=1 γ n−j , a positive constant. The reason of this choice of c will be clear later. From now on we will denote by D the operator D q 0 . We have
with c = n j=1 γ n−j is the infinitesimal generator of the semigroup {T t }.
Proof. By Proposition 3.1
that is, in this case the associated eigenvalue is −ϕ λ , c.f. (8) . So, the operator D and the infinitesimal generator of the semigroup {T t } have the same spectral decomposition. By spectral theory of semigroups (see [8] , Lemma 1.9) and the density of {P λ } in L 2 sym (R n , µ n ) the result follows.
Remark 3.3. Since {T t } is a conservative semigroup, we have that
On the cone C = {y ∈ R n ∩ supp(µ) :
For the semigroup associated to the generalized polynomials we have
whereV is the central function such that its restriction to the diagonal matrices coincides with the Vandermonde determinant, is the infinitesimal generator of the semigroup {T t }.
Positivity preserving
We already know that the semigroups {T t } and {T t } are conservative. Now we are going to see that, in certain cases, they also preserve positivity and therefore, they satisfy the Markov condition. For this we will use a characterization of Markov semigroups with invariant measure given in [22] that involves the "carré du champ" operator associated to the infinitesimal generator of the semigroup.
If L is the infinitesimal generator of a semigroup {P t } on L 2 (E, ν) then the carré du champ operator of L is the symmetric bilinear form defined by
for f, g in A, a "standard algebra" in Dom(L). In our setting we can, and will, take A as the algebra of polynomials. For more details see [1] and [4] . It is known that for a Markov semigroup the associated carré du champ operator is positive for all f in A in the sense that Γ(f, f ) ≥ 0 for f ∈ A. In [22] it is proven that if ν is the invariant measure for the semigroup {P t } then the converse implication is also true, that is, the positivity of the carré du champ operator implies that the semigroup is Markov. We will use this result several times in what follows.
Continuous case: diffusions.
Suppose that the measure µ is non-atomic. We say that an operator L on L 2 (R, µ) is a diffusion (see [21] and [1] ) if for polynomials Φ and f
If the infinitesimal generator L of the semigroup {N t } in L 2 (R, µ) is a diffusion, as a consequence having the family of orthogonal polynomials {p m } as eigenfunctions, it can be proven (see [21] ) that L has the form
where a and b are polynomials of degree at most 2 and 1, respectively.
It is shown in [21] that the only Markov semigroups on L 2 (R, µ) with an infinitesimal generator that is a diffusion and that has a family of orthogonal polynomials as eigenfunctions are the Ornstein-Uhlenbeck, Laguerre and Jacobi semigroups, associated to the Hermite, Laguerre and Jacobi polynomials, respectively. For more details on these polynomials, see the examples Section, 7. First let us find an expression for the carré du champ operator associated to the infinitesimal generator of the semigroup {T t }, given in (14) . Let
the algebra generated by the polynomials {p m } and A = alg{P λ } the algebra generated by the polynomials {P λ }. The carré du champ Γ for the infinitesimal generator L of the semigroup {N t } acts over A 1 . Denote by Γ k the bilinear form on A that acts as Γ over the k-th coordinate, that is
has the expression
Proof. By (17) it is not difficult to see that for f ∈ A
Then we have
Proof. Since µ n is the invariant measure for {T t }, by [22] we only have to check that
If we fix all the variables except x k , by the definition of P λ (x 1 , . . . , x n ), it is clear that it is in A 1 . So, if f ∈ A, it is also in A 1 (considering f as a function of x k only). Now, since {N t } is a Markov semigroup, Γ(f, f ) ≥ 0 for f ∈ A 1 and therefore For the semigroup {T t } associated to the generalized polynomials we have (10) is also Markov.
In the diffusion case we have also an explicit expression for the operator D.
Proposition 4.4. If the infinitesimal generator L of the Markov semigroup {N t } associated to the polynomials {p m } on R is a diffusion then the infinitesimal generator D of the semigroup {T t } given in (16) can be expressed as
Proof. It is enough to observe that
and then, using formula (19) the result follows.
Remark 4.5. Using this expression for D we can also verify the Markov property in the diffusion case, using the positive maximum principle (Th. 17.11, p. 321 in [14] ), which is a Hille-Yosida-type condition that characterizes infinitesimal generators of Markov semigroups.
4.2.
Discrete case: discrete diffusions. Consider µ a measure such that,
Note that when supp(µ) is finite, this space is a finite dimensional vector space and therefore the case in study simplifies. In this space we will consider the following difference operators
a discrete diffusion operator if, and only if, for all polynomials Φ and f in l
In analogy to the continuous case we have [21] 
where σ and τ are polynomials of degree at most two and one, respectively.
Proof. Considering Φ = p m and f = x, we get that the relation Therefore, by the density of the polynomials the result follows.
In [24] , Ch. 2 it is proven that the only families of discrete orthogonal polynomials that are eigenfunctions of operators of the form (22) 24] . Now, if L is of the form (22), it is not difficult to see that
Since in all the abovementioned classical cases σ ≥ 0 and σ + τ ≥ 0, ( [24] , p. 42 − 44) we have Γ(f, f ) ≥ 0. Then, again by the characterization given in [22] , the semigroups with discrete diffusion infinitesimal generator, associated to a family of orthogonal polynomials are indeed Markov. So we have that the only Markov semigroups with infinitesimal generator a discrete diffusion associated to a family of orthogonal polynomials are the associated to Charlier, Meixner, Kravchuk, Hahn and Chebyshev polynomials. Suppose then that the infinitesimal generator L of the semigroup
is a discrete diffusion. Using Mazet's result in [22] we are going to see that in this case the semigroup {T t } is also Markov. As seen in Theorem 3.2, the infinitesimal generator of this semigroup is D =
and {e k } the canonical basis of R n . For these operators we have
Observe that Γ k , the operator on L 2 sym (R n , µ n ) that acts like Γ in the k-th coordinate, is given by
Proposition 4.7. The carré du champ operator associated to D, denoted by Γ D , has the expression
Proof. By formula (24) we have
Substituting the expression of Γ k given in (25) we have
obtaining the desired result.
Theorem 4.8. Suppose that the infinitesimal generator of the Markov semigroup {N t } associated to the polynomials {p m } on R is a discrete diffusion. Then the semigroup {T t } defined by (7) is also Markov.
Proof. Since Df is a symmetric function, so is Γ D (f, f ). Thus to verify that
So, again in this case the semigroup {T t } is Markov.
Corollary 4.9. If the infinitesimal generator of the Markov semigroup {N t } associated to the polynomials {p m } on R is a discrete diffusion, then the semigroup {T t } on L
2
Un (H n , M ) defined by (10) is also Markov.
Explicit formulas for the kernels T t (x, y)
Using Proposition 1.1 it is possible to give and expression of the kernels T t (x, y) that defines the semigroup {T t }, in terms of the kernels N t (x, y) on L 2 (µ ⊗ µ).
Theorem 5.1. The kernel T t given by (6), associated to the semigroup {T t } on L 2 sym (R n , µ n ), can be expressed as
where N t is the kernel given by (5), associated to the semigroup {N t } on L 2 (R, µ).
Proof. To verify (26), let us consider the functions
obtaining formula (26) .
For the kernelT t given by (11) associated to the semigroup
Un (H n , M ) we have an immediate result Corollary 5.2. The kernelT t can be expressed as
where x 1 , . . . , x n , y 1 , . . . , y n are the eigenvalues of the matrixes X and Y , respectively, and N t is the kernel given by (5), associated to the semigroup {N t } on L 2 (R, µ).
5.1.
Probabilistic proof of the positivity preserving. Theorem 5.1 implies that the positivity preserving property of the semigroup {T t } t is equivalent to the positivity of the determinants det(N t (x i , y j )) n i,j=1 of dimension n × n. The property of positivity of all the determinants det(N t (x i , y j )) k i,j=1 , k = 1, . . . , n is called total positivity of the 1-dimensional kernel N t (x, y). Karlin and McGregor ( [15] , [16] ) showed by probabilistic methods that if N t is the kernel of a continuous diffusion semigroup then it is totally positive.
In the discrete case, the diffusion property (21) corresponds to the fact the the underlying Markov process X t on a subset of Z only jumps by +1 or -1. In such cases the total positivity was also proved ( [15] ).
5.2.
Probabilistic interpretation of the semigroup T t . We can also obtain the semigroup {T t } as the semigroup associated to a stochastic process. Consider a 1-dimensional Markov process X = (X t ) such that its associated semigroup equals {N t } and take n independent copies X(i), i = 1, . . . , n of this process. The ndimensional process X = (X(1), . . . , X(n)) has the generator L 1 + . . . + L n . Kill the process X when leaving the Weyl Chamber C = {y ∈ R n : y 1 > y 2 > · · · > y n }.
To the killed process X C apply the Doob h-transform for h = V , the Vandermonde determinant. As observed in Remark 3.3, this function h is positive and excessive for the process X C .
The resulting process Y = (X C ) h identifies with the process X conditioned to remain in the Weyl chamber C. On the other hand, the generator of
, the constant c ensuring that D1 = 0. Thus the associated semigroup of this process is {T t }.
The n-dimensional stochastic processes conditioned to stay in a Weyl chamber are intensely studied in recent years(see e.g. [13] and references therein).
6. Some Classical Formulas for generalized polynomials 6.1. Christoffel-Darboux Formula. It is well known that, as a consequence of their three term recursion formula, any family of orthogonal polynomials {p m } m satisfies the Christoffel-Darboux formula, see [26] 
, a j is the leading coefficient of the polynomial p j . We are going to generalize the Christoffel-Darboux formula for the orthogonal polynomials {P λ }, as an application of Proposition 1.1. Proposition 6.1. Let x 1 , . . . , x n , y 1 , . . . , y n ∈ R be such that x i = y j , i, j = 1, . . . , n and m ∈ N such that m > n − 1. Then
Proof. Let us consider the functions
.
Applying Proposition 1.1, for the coefficients
. Let us study this last determinant more care-
if, and only if,
for all i, k. On the other hand, if
This means that
For the generalized polynomials we have an analogous result Corollary 6.2. Let X, Y be Hermitian matrices with different eigenvalues x 1 , . . . x n , y 1 , . . . , y n respectively and let m ∈ N be such that m > n − 1. Then
6.2. Generating Function. Let us assume that the family {p m } m has a generating function
We are able to obtain a generating function for the polynomials {P λ }, again as an application of Proposition 1.1,
is the generating function of {P λ } λ , that is
Proof. Apply Proposition 1.1 to the functions
Then, for c
For the generalized polynomials we have Corollary 6.4. Let X and W be Hermitian matrixes with eigenvalues x 1 , . . . , x n , w 1 , . . . , w n respectively, then
Un (H n , M ) such that its restriction to the diagonal matrices coincides with the Schur function S λ .
Examples
Example 7.1. Hermite polynomials Let us consider the family {h m } of normalized Hermite polynomials on R. They are orthogonal polynomials with respect to the Gauss measure µ(dx) = e −x 2 dx. The
Markov generator sequence for this family is γ m = 2m and the Markov semigroup associated to this Markov generator sequence is the Ornstein-Uhlenbeck semigroup. Using Mehler's formula it is possible to find an expression for the kernels N t defining this semigroup, see [27] . This is
).
The infinitesimal generator of this semigroup is
that is, the diffusion coefficients are in this case a(x) = 1 and b(x) = −2x. The normalized generalized Hermite polynomials on H n are defined bŷ
where x 1 , . . . , x n are the eigenvalues of the matrix X and as before,V is the central function on H n such that its restriction to the diagonal matrices is the Vandermonde determinant. They form an orthogonal basis of the space
and by Corollary 2.2 they are eigenfunctions of the Markov semigroup
with eigenvalues e −tϕ λ where ϕ λ = 2 n j=1 λ j . By Corollary 5.2
and by Corollary 3.4 and Proposition 4.4, the infinitesimal generator of this semigroup is given bŷ
with x = (x 1 , . . . , x n ) the eigenvalues of the matrix X. Also, it is possible to compute explicitly the value of the constant c in the definition of the operatorD, see (15) . In this case c = (n − 1)n. Observe that the restriction to the diagonal matrices of this operator, that is, the operator D, coincides with the operator given in [18] for the case of Schur function expansion (the parameter α = 1 in that article).
Since the generating function of the one dimensional Hermite polynomials is given by (see [26] , formula (5.5.7))
, by Corollary 6.4 for X and W Hermitian matrices with eigenvalues x 1 , . . . , x n and w 1 , . . . , w n respectively
this last equality by Proposition II 3.2 of [9] . Since
This generating function coincides up to a constant, with the one given in [3] , Ch. 3.
Example 7.2. Laguerre polynomials
Let {L α m } for α > −1 be the family of normalized Laguerre polynomials on R. They are orthogonal with respect to the measure µ α (dx) = x α e −x 1 (0,∞) (x)dx. In this case the Markov generator sequence is γ m = m and the associated Markov semigroup is the Laguerre semigroup. Using Hille-Hardy's formula it is possible to give an explicit expression of the kernels N α t defining this semigroup, see [27] . This is
where J α is the Bessel function of order α and c α is a constant. The infinitesimal generator of this semigroup is
thus, the diffusion coefficients are a(x) = x and b(x) = α + 1 − x. The normalized generalized Laguerre polynomials on H n are given bŷ
with x 1 , . . . , x n the eigenvalues of the matrix X. They are orthogonal with respect to the measure 
with eigenvalues e −tϕ λ where ϕ λ = n j=1 λ j and by Corollary 5.2
By Corollary 3.4 and Proposition 4.4 the infinitesimal generator of this semigroup isD
with x = (x 1 , . . . , x n ) the eigenvalues of the matrix X. The value of the constant c in the definition of this operator is c = (n−1)n 2
. Note that in this case the operator D α , obtained by restrictingD α to the space of diagonal matrices, coincides with the operator given in [19] in the Schur function expansions case (the parameter α = 1 in that article). The generating function for the one dimensional Laguerre polynomials is given by (see [26] , formula (5.
so, by Corollary 6.4 for X and W Hermitian matrices with eigenvalues x 1 , . . . , x n and w 1 , . . . , w n respectively
is the vector with entries
V (x) and
This generating function coincides up to a constant with the one given in [3] , Ch. 4. 
The normalized generalized Jacobi polynomials on H n are given bŷ
They form an orthogonal basis of the space L 
The value of the constant c in the definition of the operator is c = 2
. Observe that the operator D α,β , that is, the restriction ofD
to the space of diagonal matrices, coincides with the operator in [17] in the Schur functions expansions case.
The generating function for the one dimensional Jacobi polynomials is (see [26] , formula (4.4.5))
. By Corollary 6.4 for the generalized Jacobi polynomials we have that
and R i,j = 1 − 2x j w j + w 
where x 1 , . . . , x n are the eigenvalues of the matrix X. They are eigenvalues of the Markov semigroup {T a t } defined as in formula (10) with eigenvalues e −tϕ λ where
The infinitesimal generator of this semigroup is given bŷ
where x = (x 1 , . . . , x n ) are the eigenvalues of X.
The one dimensional Charlier polynomials have the generating function (see [26] , formula (2.81.3))
then, by Corollary 6.4 for the generalized Charlier polynomials we have
,
the generating function for the generalized Charlier polynomials is 
where x 1 , . . . , x n are the eigenvalues of the matrix X. They are eigenvalues of the Markov semigroup {T a,b t } defined as in formula (10) with eigenvalues e −tϕ λ where
n j=1 λ j and the infinitesimal generator of this semigroup iŝ
where x = (x 1 , . . . , x n ) are the eigenvalues of X. 
They satisfy the difference equation 
where x = (x 1 , . . . , x n ) are the eigenvalues of X. The one dimensional Kravchuk polynomials haver the generating function (see [26] , formula (2.82. V (X) , where x 1 , . . . , x n are the eigenvalues of the matrix X, for the partitions λ such that λ 1 + n − 1 ≤ N . They are eigenvalues of the Markov semigroup {T t } defined as in formula (10) with eigenvalues e −tϕ λ where ϕ λ = n j=1 [λ j (λ j + n − j + 1) + λ j (n − j)]. The infinitesimal generator of this semigroup is given bŷ
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