Keywords: LSST, modeling, camera, CCD, simulation, diffusion, image processing. The Brighter-Fatter (hereafter BF) effect in CCD sensors causes increases in the image size of bright objects due to electrostatic repulsion of collected charges. Correcting this effect in the LSST camera is required in order to meet the science goals of the project, especially galaxy shape measurements for weak lensing. The current plan for BF image correction in the LSST is to use the deconvolution method described in Coulton, et.al. [1]. In this work, we study the linearity of the BF effect and effectiveness of the Coulton correction, using both simulation tools and measurements made on prototype LSST CCDs from both CCD vendors. We conclude that the proposed image correction method may be adequate to meet the LSST science goals, although more work is needed on the algorithms used to generate the image correction kernel from sensor measurements.
Introduction
The Large Synoptic Survey Telescope (LSST) is an innovative, large, fast survey telescope currently under construction at Cerro Pachon in Chile [2] . The digital camera for the LSST, also currently under construction, will consist of approximately 3.2 gigapixels and will be the largest digital camera ever constructed. The camera uses fully-depleted silicon Charge Coupled Devices (CCDs) which are back illuminated and 100 microns thick in order to optimize quantum efficiency in the near infrared. The imaging area consists of 189 CCDs, with each CCD containing 16 imaging regions laid out in an 8x2 array. Each imaging region has a pixel array with approximately 500x2000 10 micron square pixels, giving 16 Megapixels total. Each imaging region also has its own independent amplifier ( [3] , [4] ). The LSST focal plane contains CCDs from two different vendors, the ITL STA3800C from the University of Arizona Imaging Technology Laboratory [5] , and the E2V CCD250 from Teledyne E2V [6] .
One of the major science goals of the LSST is to use weak lensing techniques to map the distribution of mass in the universe as a function of redshift, thereby gaining insight into the distribution of dark matter, and the nature and evolution of dark energy. Since the LSST will dramatically increase the number of galaxies being mapped, statistical errors will be reduced. Systematic errors will then become dominant, so reducing the systematic errors of galaxy shape measurements will be required in order to meet the LSST science goals. Doing this requires detailed knowledge of the point spread function (PSF) of the telescope so that accurate measurements of galaxy shapes can be made on a large number of distant galaxies. The PSF is typically modeled across the focal plane using measurements of Milky Way stars. One factor impacting this PSF measurement is the Brighter-Fatter (BF) effect. As is well known (see, for example [7] , [8] , [9] , [1] ), the BF effect causes the sizes of stellar images to increase as the brightness of the star increases. This is due to charges stored in the CCD collecting wells electrostatically repelling additional incoming charges and driving them into surrounding pixels. What is perhaps less well known is that, because of asymmetry in the construction of the CCD, the BF effect also results in increasing ellipticity as the star's brightness increases. This is because the charge confinement in the X and Y directions of the CCD is fundamentally different, with charge being confined in one direction by the introduction of implanted channel stops, and with charge being confined in the other direction by the application of varying parallel gate voltages.
Thus, we find that it is important to correct both the size increase and the ellipticity increase in order to reduce the systematic errors in galaxy shape determination and meet the weak lensing goals of the LSST project.
The current plan for BF image correction in the LSST is to use the deconvolution method described in Coulton, et. al. [1] . Several recent studies ( [10] , [11] ) have raised concerns about second-order effects which may limit the effectiveness of this proposed correction method. To study this issue, in this work we use a combination of CCD simulation techniques and CCD measurements to investigate several possible sources of these second order effects and to evaluate how well the planned correction technique works for correcting images of artificial stars in the laboratory.
This paper is divided into several sections. In the first section, we use simulation techniques to study departures from linearity of the pixel distortions as the stored charge in a pixel increases, as well as departures from the assumption that the distortions due to charges in nearby pixels can be linearly superposed. The second section examines second order effects in the pixel-pixel covariances seen in flat images. Then we review how successfully the current correction algorithms remove the BF effect on images of artificial stars, and discuss proposals to improve the algorithms which generate the BF correction kernel. We then summarize the results and make recommendations for future work.
Simulation study of BF non-linearity
This section describes the charge transport simulation methods that are used to study the BF correction, and details the results obtained. To perform the simulations described here, we have built a numerical Poisson solver which solves Poisson's equation on a 3D lattice which describes the silicon volume of the CCD. The basic simulation methods are described in [12] and [13] . The simulation code itself, with many examples, is available at [14] . CCDs from both vendors were submitted for physical analysis and measurements of the CCDs were obtained, including dopant profiles and physical dimension measurements of the silicon structures, in order to inform the simulations and remove most degrees of freedom [15] . An important result of the simulation is the shape of the charge packet stored in the collecting wells. The charge packet is in equilibrium between the electric field, which tends to push the charges toward the center of the well, and diffusion, which tends to push the charges apart. In equilibrium, the charge packet shape is such that the net current flow, including both drift current and diffusion current, is zero. This condition is met when the quasi-Fermi level is constant in each collecting well (see, for example [16] ). With this constraint the simulation is able to self-consistently solve for both the potentials in the silicon volume and the free carrier densities. This enables studies of how the stored charge packet builds up during image integration, as well as study of how one charge packet influences the shape of adjacent charge packets.
Simulation of the charge packet and pixel distortions
In order to characterize the BF effect, we first simulate a situation where one pixel has a fixed amount of charge (typically 100,000 electrons), and all surrounding pixels are empty. After solving for the potential and resulting electric field, we can track electrons down through the silicon. As the electrons travel down through the silicon under the influence of the electric field, they eventually end up in one of the collecting wells. A binary search is used to find the bifurcation points where electrons on one side of the bifurcation point end up in one pixel, and electrons on the other side of the bifurcation point end up in an adjacent pixel. These are identifed as the pixel boundaries. This allows us to characterize the distortion in the pixel boundaries which results from the central pixel charge. A typical result of this process is shown in Figure 1 . The distorted pixel shapes which result are what gives rise to the BF effect, with the central pixel losing area, which is gained by the surrounding pixels. As we will see in the subsequent sections, these changes in the pixel shapes can be measured using covariances extracted from flat images. References [7] and [1] give more detail on the relation between the pixel distortions and the pixel-pixel covariances seen in flat images.
Charge packet build-up and linearity of the pixel distortions
Since the code self-consistently calculates the potential and charge distribution within the CCD volume, we can use the simulations to evaluate the impact of the expanding charge cloud on the pixel distortions. We expect that the charge cloud will expand in all three dimensions as more electrons are added to the pixel. This should have some impact on the resulting pixel distortions and hence on the BF effect. The simulator allows us to quantify this effect. Figure 2 shows the resulting charge cloud, and we can see it expanding as the amount of charge is increased. Figure 3 shows the impact on pixel distortions out to three pixels away from the central pixel. The trend is quite linear, and the residuals show no systematic effects requiring higher order terms. The simulations are continued up to the point where the central pixel contains a charge which is approximately 80% of full well. We do not expect to use images closer to saturation than this in the modeling of the PSF.
Rasmussen et.al. [10] found significant departures from linearity as the stored charge in the pixel increases, so one is driven to ask what is different between that study and this work. The simulations done in the Rasmussen study approximate the stored charge distribution as a dipole, effectively concentrating the stored charge at a point in the center of the pixel, whereas this work solves self-consistently for the charge distribution and the potential, thereby giving more realistic charge distributions. We believe this is what accounts for the difference between the two studies, although this is by no means certain and further study would be illuminating.
Linearity of charge superposition
Another question which can be tested with simulations is the linearity of charge superposition. A key assumption in the BF correction method being used is that distortions due to charge build-up in one pixel and distortions due to charge build-up in a nearby pixel can be linearly superposed. To test this assumption, we can run a simulation like the one shown in Figure 4 . Here charge is added to three pixels and the simulator is used to calculate the resulting pixel distortions. Since the simulator self-consistently calculates the potential and charge distribution, any impact of one charge distribution on a nearby charge distribution will be modeled. To test the accuracy of the superposition assumption, we can then compare the simulated pixel distortions to a model of the pixel distortions obtained by adding up the pixel distortion from a single pixel containing charge (as in Figure  1 ), with the distortions scaled by the amount of charge in each pixel and displaced appropriately. The result of this comparison for three different charge distributions is shown in Figures 5, 6 , 7. The worst case error in the calculated pixel area is about 0.1% of the pixel area, or 1% of the largest pixel area distortion. The worst case pixel vertex error is less than 0.01 microns. So we conclude that superposing the pixel distortions is well justified.
Comparison of simulated pixel distortions and measured pixel-pixel covariances
Simulations are fine, but why should we believe these simulations? As a partial answer to this question, we have compared the simulations of pixel area distortions to measured pixel-pixel covariances extracted from flat pairs. The flat pairs were measured on the UC Davis LSST beam simulator ( [17] , [12] ). The impact of the stored charge on the pixel shapes can be measured by measuring the pixel-pixel covariances on a large number of flat images ( [7] , [1] ). These covariances are calculated from a large number of flat pairs of varying intensity (see [1] for example) as:
where f i,j is the difference in flux between the two flats at pixel i,j, and N pix is the number of pixels summed over. This calculation is implemented in the LSST image reduction pipeline [18] . Figure 8 shows the agreement between the measured pixel-pixel covariances on flat field images and the simulated area distortions, as measured and as simulated on LSST CCDs from both CCD vendors. The agreement is quite good. The asymmetry of the nearest neighbor pixels is correctly modeled, and the simulated values agree with the measurements within the statistical errors. This lends confidence in using the simulation to study the second order effects of the pixel distortions which cause the BF effect.
Non-linearity of covariance measurements
This section looks at departures from linearity of pixel-pixel covariances extracted from flat images made with LSST detectors. By measuring a series of flats at increasing intensities, we can measure how the pixel-pixel covariances increase as the number of electrons per pixel increases. As explained in [7] and [1] , these covariances are a direct measure of the electrostatic repulsions that give rise to the BF effect. Figures 9 and 10 show the results of these measurements. Each is based on approximately 100 flat pairs, and the covariances are as described in the preceding section. To first order, we expect these covariances to increase quadratically with flux. It can be seen in these figures that the measured covariances are closely fit by a curve proportional to the square of the flux. The residuals show no systematic trend requiring higher order terms. The largest residuals are in the serial direction for the ITL device, where it can be seen that most or all of the points are above the quadratic fit line. We believe, based on other measurements, that these increased covariances arise from a known problem serial charge transfer inefficiency (CTI). Adequately removing the effect of CTI from the covariance measurements is an area needing more study, and we expect that doing this properly will improve the correction of the BF effect.
BF correction using the Coulton kernel method.
This section discusses work we have done to check how well the Coulton kernel method corrects measurements of simulated stars measured on the LSST detectors using the UC Davis LSST optical simulator ( [17] , [12] ). It should be emphasized that this is still work in progress, and several groups are actively working to evaluate and improve the BF correction. However, we have made significant progress and we are successfully correcting the majority of the BF effect. To evaluate the efficacy of the correction, we use the following sequence:
• Measure a series of flat pairs with a range of different intensities. We have typically used 20 different linearly spaced intensities, with the highest intensities being approximately 80% of full well.
• Use the LSST image reduction pipeline to extract the BF kernel from these flats. For this work, this is done on a single amplifier, which is approximately 500 x 2000 pixels.
• Measure a series of spot images of linearly increasing intensities, again with the highest intensities being approximately 80% of full well.
• Characterize the spot sizes as a function of intensity, again using the LSST image reduction pipeline to extract the second moments, both with and without correction. The plots shown below again use a single amplifier. Approximately 1000 spots are measured, and the plots below show the mean and 1 sigma of the second moment values.
Initial results of this process showed a significant over-correction, which can be seen in the 'E2V Baseline' panel of Figure 14 . This was quickly tracked down to an error in the gain calculation. Figure 11 shows Photon Transfer Curves (PTC) for both detectors. As this figure shows, the C 00 covariance value is basically the difference between the linear growth of the Poisson variance and the measured variance. When the covariance matrix is inverted to obtain the correction kernel, as explained in Coulton, et.al., the C 00 term, because it is the largest term, has a major impact on the BF correction. For this reason, getting the gain value correct is crucial to successfully correcting the BF effect. This will be discussed more below. However, after correcting the gain error, we found the algorithm to now be undercorrecting. This can be seen in the 'E2V Gain' panel of Figure 14 . To improve the BF correction, we have four proposed changes to the kernel extraction method, which result in significant improvement to the correction. These changes are summarized as follows, where each proposed improvement is given a name for reference in the attached plots.
• Gain: This involves correcting the aforementioned error in the gain calculation. The code fits the PTC with a cubic curve and keeps only the linear part as the gain, as seen in Figure 11 .
• Quad: Referring to Figure 10 , we can see that the covariances are a quadratic function of the flux. The existing code takes each measurement of the covariance at a given flux, divides by the square of the flux, and then averages these measurements. This option instead fits a quadratic curve through the measurements, as shown in Figures 9 and 10 . Both methods work, but we find that the quadratic fit method gives somewhat better results.
• Zero: The covariance matrix should sum to zero, as lost variance from the central pixel is transferred to covariances in surrounding pixels. However, for a number of reasons, it typically does not. The C 00 covariance value is basically the difference between the linear growth of the Poisson variance and the measured variance. Therefore small errors in the gain can result in large errors in this term. What is done in this option is to adjust the C 00 covariance value to be equal to the negative of the sum of all of the other covariance terms, which forces the covariance matrix to sum to zero. This is basically equivalent to binning the pixels together to create large pixels which are immune to the BF effect. In the limit of this case, the central pixel variance becomes purely Poisson, and the surrounding covariances are zero. This change is found to have the largest impact on improving the BF correction.
• Model: Measured covariances for distant pixels are small and the measurements are noisy. This change uses a fit to the covariances for more distant pixels. Having a model of the covariances as a function of distance from the central pixel also allows one to integrate the model to infinity and include this value in the sum of covariances in the above 'Zero' option, so this is done as well. The covariance values that result from this option are shown in Figure 12 . Figure 13 shows the covariance matrices and kernels that result from these code changes. The baseline code results in a C 00 value which is too negative, which is the cause of the overcorrection. The improved smoothness in the 'Model' option is apparent in the plot of the covariance matrix.
The result of adding these changes sequentially is shown in Figure 14 , and Figure 15 shows the summary on both detectors. When all of these changes are applied, we succeed in correcting the BF effect at the 90% level or better.
Discussion
We show from both high-level electrostatic simulations of the LSST detectors, as well as direct measurements of flat covariances, that the BF effect is sufficiently linear that the Coulton correction algorithm may be adequate for BF effect correction. We also show, assuming sufficient care is paid to calculating the correction kernel, that the Coulton algorithm does in fact correct 90% or more of the BF effect on measured spots images. How well do we need to correct the effect to meet the LSST science goals? Mandelbaum [19] estimates that an uncorrected BF effect will result in a multiplicative shear systematic error of approximately m = 0.06. Correcting 90% of the effect should get us down near m = 0.006 To achieve the desired levels of m ≈ 0.001 − 0.003, we need to do a factor of 2-5 times better. We believe that further improvements are possible. The most urgent area for further improvement is clearly to remove the effects of CTI in the serial direction. Algorithm improvement will continue as more data becomes available from a larger sample of sensors.
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