Abstract. In this paper, we establish some necessary and sufficient conditions for the existence of solutions to the system of operator equations BXA = B = AXB in the setting of bounded linear operators on a Hilbert space, where the unknown operator X is called the inverse of A along B. After that, under some mild conditions we prove that an operator X is a solution of 
Introduction and preliminaries
Throughout the paper, H and K are complex Hilbert spaces. We denote the space of all bounded linear operators from H into K by B(H , K ), and write B(H ) when H = K . Recall that an operator A ∈ B(H ) is positive if Ax, x ≥ 0 for all x ∈ H and then we write A ≥ 0. We shall write A > 0 if A is positive and invertible. An operator A ∈ B(H ) is a generalized projection if It is known that, for A, B ∈ S (H ), A B if and only if A * ≤ B; see [6] . We denote by A * ∧ B the infimum (or the greatest lower bound) of A and B over the * − order and A * ∨ B the supremum (or the least upper bound) of A and B over the * − order, if they exist; cf. [12] . It is known that if A ∈ B(H , K ) has closed range, then by considering
we can write Many results have been obtained on the solvability of equations for matrices and operators on Hilbert spaces and Hilbert C * − modules. In 1976, Mitra [11] considered the matrix equations AX = B, AXB = C and the system of linear equations AX = C, XB = D. He got the necessary and sufficient conditions for existence and expressions of general Hermitian solutions. In 1966, the celebrated Douglas Lemma was established in [9] . It gives some conditions for the existence of a solution to the equation AX = B for operators on a Hilbert space. Using the generalized inverses of operators, in 2007, Dajić and Koliha [4] got the existence of the common Hermitian and positive solutions to the system AX = C, XB = D for operators acting on a Hilbert space. In 2008, Xu [17] extended these results to the adjointable operators. Several general operator equations and systems in some general settings such as Hilbert C * -modules have been studied by some mathematicians; see, e.g., [7, 10, 13, 16] . The matrix equation AXB = C is consistent if and only if AA − CB − B = C for some A − , B − , and the general solution is
where Y is an arbitrary matrix; see [11] . In 2010, Gonzalez [1] got some necessary and sufficient conditions for existence of a solution to the equation AXB = C for operators on a Hilbert space. Let A, B or C have closed range. Then, the operator equation AXB = C is solvable if and only if R(C) ⊆ R(A) and R(C * ) ⊆ R(B * ); see [1, Theorem 3.1]. Therefore, if A or C has closed range, then the equation AXC = C is solvable if and only if R(C) ⊆ R(A), and CXA = C is solvable if and only if R(C * ) ⊆ R(A * ). Deng [5] investigated the equation CAX = C = XAC, which is essentially different from ours. In this paper, we first characterize the existence of solutions of the system of operator equations BXA = B = AXB by means of * − order. After that, we generalize the solutions to the system of operator equations BXA = B = AXB in a new fashion.
2. The existence of solutions of the system BXA = B = AXB We start our work with the celebrated Douglas lemma.
Lemma 2.1 (Douglas Lemma). [9] Let A, C ∈ B(H ). Then, the following statements are equivalent:
If one of these conditions holds, then there exists a unique solution
Proof. Let A, B be operators from the decomposition
, then a similar reasoning shows that P N (A * ) B = 0. Therefore,
Theorem 2.3. Let A ∈ B(H ) and B ∈ S (H ). If A has closed range, then the following statements are equivalent:
(1) The system of operator equations BXA = B = AXB is solvable; 
3. System of operator equations BXA = B = AXB via * -order
We know that (B(H ), * ≤) is a partially ordered set; see [2] . Let G 1 , G 2 ∈ B(H ) be invertible and
Hence, we obtain G 1 = G 2 = A. This fact leads us to consider the characterizations of A * ≤ B. Now we state the necessary and sufficient conditions in which the common * − lower or * − upper bounds of A and B exist. We need the following essential lemmas. (a) AA
where
The following Lemma is a version of Lemma 2.1 when the operator A has closed range. 
Therefore, X is a hermitian solution of the system BXA = B = AXB.
* -order via other operator equations
Generally speaking, the inequality P B * ≤ B dose not hold for any P ∈ P(H ) even if R(P ) ⊆ R(B). In [2, Lemma 2.6], some conditions are mentioned which give a one-sided description of the relation A * ≤ B regarding (1.2). The next result is known. In the following, we state a generalization of Proposition 4.1.
Proposition 4.2. Let B ∈ B(H ).
If there exist P, Q ∈ OP(H ) such that R(P ) ⊆ R(B)and R(Q) ⊆ R(B * ), then P BQ * ≤ B if and only if P BQB * = BQB * P and QB * P B = B * P BQ.
Proof. (=⇒): Let P BQ * ≤ B. Applying (1.2), we get that P BQB * = (P BQ)B * = B(P BQ) * = BQB * P and
(⇐=): Let P BQB * = BQB * P and QB * P B = B * P BQ. Applying (1.2), we obtain that (P BQ)(P BQ) * = P BQB * P = (BQB * P )P = BQB * P = B(P BQ) * and (P BQ)
The next known theorem gives a characterization of the order * ≤. In the following, we establish an analogue of Theorem 4.3 for generalized projections on a Hilbert space. Recall that an operator A ∈ B(H ) is a generalized projection if A 2 = A * .
Lemma 4.4. [14, Theorem A.2] Let A ∈ B(H ) be a generalized projection.Then, A is a closed range operator and A 3 is an orthogonal projection on R(A). Moreover, H has decomposition
and A has the following matrix representation
where the restriction A 1 = A| R(A) is unitary on R(A). 
Using Lemma 3.1, we get that
and
Let X = AA * − B. It follows from the assumption B *
Hence, X is an idempotent. Applying (1.2), we have 
Utilizing Lemma 3.1(d), we obtain that Proof. Let A ∈ G P(H ). Then, (AA * ) 2 = AA * AA * = AA * . Hence, AA * is an idempotent. Now apply Lemma 4.7.
We end our work with the following result. 
