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Abstract
In this paper we give a combinatorial description of the monodromies of real generic (non constant)
holomorphic functions f :C→ P1(C), where C is a compact connected Riemann surface of genus
g. The monodromy of the branched covering of P1(C) given by such a function f can be described
by means of a graph with labeled edges. In this paper we describe completly these graphs in the
real generic case (i.e., when all the critical values of f have multiplicity one) and also in the case
in which∞ is the only non generic critical value. We are also able to compute the number of such
graphs in the case in which the functions are real generic, of degree 3 and the genus varies. Finally we
generalize a result obtained in the polynomial case together with F. Catanese, namely we prove that
the number of connected components of the Hurwitz space of complex lemniscate generic algebraic
functions (i.e., functions whose critical values have distinct absolute values) is equal to the number
of monodromy graphs of real generic algebraic functions whose critical values are all real. Ó 1999
Elsevier Science B.V. All rights reserved.
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Introduction
The purpose of this paper is to give a combinatorial description of the monodromies
of real holomorphic functions f :C→ P1(C), where C is a compact connected Riemann
surface of genus g. To say that f is real means that there exists an antiholomorphic
involution σ :C → C such that for all z in C , f ◦ σ(z) = f (z). The existence of an
antiholomorphic involution σ on C says that C is a real algebraic curve, in fact it is possible
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to choose a pluricanonical embedding of C in Pn(C) such that σ is the involution induced
by complex conjugation. So C is a complex algebraic curve defined by real polynomials.
The aim of this paper is to generalize the results obtained in [8] in the case of polynomial
mappings, i.e., holomorphic mappings f :P1(C)→ P1(C) such that there exists a point p
in the target for which f−1(p) consists of only one point.
The problem of giving a topological classification of polynomial mappings was reduced
by Davis, Thom and Zdravkovska (see [12,24,25]) to a combinatorial problem, more
precisely in 1957 C. Davis [12] showed that for each choice of n distinct real numbers there
is a real polynomial of degree (n+1) having those as critical values, and a similar question
was asked for complex polynomials. Thom in 1965 [24] observed that by Riemann’s
existence theorem the answer is that for each choice of n distinct complex numbers and
an equivalence class of admissible monodromy, there exists exactly one polynomial, up to
affine transformations in the source, having those points as critical values and the given
monodromy.
In [8] we gave a description of all the monodromy graphs of real generic polynomials,
i.e., polynomials whose critical values have all multiplicity one. This result, in the case of
lemniscate generic real polynomials, was also a tool for the proof of the main theorem of
[8] in which a geometrical description of the equality of the number of configurations of
(complex) lemniscate generic polynomials and the number of configurations of real monic
Morse polynomials with the maximal number of (real) critical values was given.
This discovery occurred in 1989 when Arnold gave a series of talks at the Scuola
Normale (see [1]) and in [8] we gave a geometrical correspondence between two related
sets using the description of the monodromies that occur when a polynomial is real and
lemniscate generic, i.e., its critical values have distinct absolute values.
In the last section of this paper we give a generalization of this result to the case of
algebraic functions f :C→ P1(C), that is holomorphic functions of degree d > 2, where
C is a compact connected Riemann surface of genus g.
If f is an algebraic function as above, we say that f is generic if its critical values have
all multiplicity one, in particular, by Hurwitz’s formula we know that the number of critical
values of f is 2g+ 2d − 2.
If B ⊂ P1(C) is a finite set and 0 and∞ are not in B, by Riemann’s existence theorem
one knows that there is a bijection between
(1) the set of conjugacy classes of homomorphisms µ :pi1(P1(C) − B,0)→ Sd such
that Im(µ) is a transitive subgroup, and for a given basis γ1, . . . , γn of the free
group pi1(C−B,0), µ(γi)= σi is a transposition, the product σ1 · · ·σn = id, and
(2) the set of equivalence classes of algebraic maps f of degree d that are generic with
branch set equal to B.
We fix a geometric basis {γ1, . . . , γn} of pi1(P1(C)−B,0). Then as in [6], we associate
to the class, modulo inner automorphisms of Sd , of the monodromy of an algebraic generic
function f :C→ P1(C) of degree d a connected graph with d vertices and 2g + 2d − 2
labeled edges in such a way that the vertices correspond to the points in the fiber f−1(0),
the edge labeled by i connects two vertices iff they are interchanged by µ(γi).
P. Frediani / Topology and its Applications 99 (1999) 67–97 69
Notice that in the case of generic polynomial maps f of degree n+ 1,∞ is a critical
value and f−1(∞) =∞, so we associate in the same way to f a graph, but in this case
the vertices correspond as before to the roots of the polynomial, the edges correspond to
the transpositions τi = µ(γi), where γi is a loop around a critical value different from∞.
Therefore the graph is a tree with (n+ 1) vertices and n labeled edges and the product of
the transpositions associated to the edges of the graph is a cycle of length (n+ 1) (see [8]).
If f is real then B is selfconjugate, moreover to say that f is real means that, if
{γ1, . . . , γn} is the chosen basis of pi1(P1(C) − B,0) (see Fig. 1), then there exists an
involution α on the set f−1(0) such that ∀i , µ(γi)= αµ(γi)α.
In the first two sections we restrict our attention to the case of generic real algebraic
functions f :C→ P1(C) whose critical points are all real.
In the first section we state and prove all the necessary conditions that a graph must
satisfy in order to be the monodromy graph of a generic real algebraic function of degree
d from a compact Riemann surface of genus g.
In the second section we prove that the conditions that we have found, are also sufficient.
To state these necessary and sufficient conditions we need to introduce some notation.
We order σ1, . . . , σ2g+2d−2, in such a way that, if B = {w1, . . . ,w2g+2d−2}, with wi <
wi+1, and γi is the loop of the basis around wi , then µ(γi)= σi .
If T is a subgraph of G we say that T is saturated in a vertex b if, taken (k1, . . . , ki),
k1 < k2 < · · ·< ki , such that σk1 , . . . , σki are all the labels of the edges of T that contain b,
then ∀m such that σm is the label of an edge of G that contains b, either m< k1, or m> ki ,
or m ∈ {k1, . . . , ki}.
A graph T is said to be saturated iff it is saturated in every vertex.
Given a vertex a of G a set of indices {i0, . . . , ir } is said to be a maximal chain in a if
a ∈ supp(σis ) ∀s = 0, . . . , r and if ∀j > 1,
ij =min
{
m> ij−1|a ∈ supp(σm)
}
.
An odd multiple triod is a graph whose edges correspond to the transpositions σh =
(b, c), σr1 = · · · = σrk = (b, d), c 6= d , σi = (a, b), a 6= d , where h < r1 < · · ·< rk < i is a
maximal chain in b and k is odd.
An odd multiple path is a graph whose edges correspond to the transpositions σh =
(c, d), σr1 = · · · = σrm = (d, b), σi = (b, a) where b 6= c, a 6= d , h < r1 < · · · < rm is a
maximal chain in d , i =min{r > rm|b ∈ supp(σr )} and m is odd.
With this notation in our hands we can state our first main result. The reader should
keep in mind that the monodromy edge labeled graph is the one associated to the canonical
geometric basis.
Theorem 0.1. The necessary and sufficient conditions that an edge labeled connected
graph with d vertices and 2d + 2g − 2 edges must satisfy in order to be the monodromy
graph of a generic real algebraic function of degree d whose critical points are all real are
the following:
(1) Letting σi be the transposition corresponding to the ith edge, σ1 · · ·σ2d+2g−2 = id.
(1′) Every vertex of G is contained in at least two edges (this is indeed implied by (1)).
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(2) If T is a saturated subgraph of G made of two vertices connected by r edges, then
r 6 2+ 2g.
(3) G does not contain any odd multiple triod.
(4) G does not contain any odd multiple path.
In the third section we treat the general case of generic real algebraic functions whose
critical values may also not be real and we give necessary and sufficient conditions for the
monodromy graphs of such functions.
In the fourth section we consider real algebraic functions that have m generic critical
values and where∞ can also be a critical value. Also in this case we describe completely
which graphs appear as monodromy graphs of such real functions.
The case of rational functions reduces to the polynomial case when f−1(∞)= {∞} and
this has been treated in [8].
The case in which f is rational, f−1(∞) has cardinality 2 and f is complex has been
treated by Arnold in [4] where he counts all the monodromy graphs in the complex case.
In this case the monodromy graphs have the same number n of edges and vertices and the
product of the transpositions corresponding to the edges consists of two cycles of lengths p
and q with p+ q = n, where p and q are the orders of the poles of the Laurent polynomial
f . In this paper Arnold gives a formula that counts such monodromy graphs depending on
p and q .
The general (complex) case in which f has only∞ as non generic critical value has been
recently solved by Goryunov and Lando (see [19]). Hurwitz in 1891 published a conjecture
giving the number of topological types of rational functions on P1(C) with fixed orders of
poles and fixed critical values, assuming that all the critical values except∞ were generic
(see [20]). Goryunov and Lando gave a proof of the conjecture using, as Arnold already
did for Laurent polynomials, properties of Lyashko–Looijenga mapping.
In Section 5 we describe the result of some computer computation of the number of
isomorphism classes of graphs which are associated to multiple-bond-snake-pairs and a
precise computation of such graphs when d = 3 and g varies.
The implementation of the algorithm is due to Dr. Enrico Alfarone.
In the last section we treat the case of lemniscate generic algebraic functions, i.e.,
algebraic functions that are generic and whose critical values have all distinct absolute
values.
We set HLg,d to be the Hurwitz space of isomorphism classes of lemniscate generic
algebraic functions f :C → P1 of degree d , where C is a compact connected Riemann
surface of genus g and where f ∼ g if and only if there exists an isomorphism φ of C such
that g = f ◦ φ.
Then we prove that the number βg,d of connected components of HLg,d is equal
to the number n(g, d) of isomorphism classes of graphs that satisfy the conditions of
Theorem 0.1.
Finally I would like to mention a paper of Natanzon [23] in which he studies the Hurwitz
space of isomorphism classes of holomorphic mappings f :C→ P1 both in the complex
and in the real case, and in which, in particular in the real case he gives a complete
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description of the topological invariants of the antiholomorphic involution acting on C
and of the real map f . An interesting problem is to understand from our topological
classification of such real maps, i.e., from the monodromy graph, the topological type of
the involution acting on C . This problem is partially solved in [16].
1. Necessary conditions
In this section we would like to state the necessary conditions that a graph must satisfy
in order to be the monodromy graph of a real generic holomorphic function f :C→ P1(C)
of degree d > 2, where C is a compact connected Riemann surface of genus g.
If f :C→ P1(C) is an algebraic function (i.e., a holomorphic function) of degree d > 2,
f is said to be generic if all its critical values have multiplicities one. By Hurwitz’s formula
we know that the number of the critical values of f is 2g+ 2d − 2.
Let B ⊂ P1(C) be the set of critical values of f , we assume that 0 and∞ do not belong
to B and we fix a basis {γ1, . . . , γn} for pi1(P1(C)−B,0).
By Riemann’s existence theorem we know that there is a bijection between
(1) the set of conjugacy classes of homomorphisms µ :pi1(P1(C) − B,0)→ Sd such
that Im(µ) is a transitive subgroup, and for a given basis γ1, . . . , γn of the free
group pi1(C−B,0), µ(γi)= σi is a transposition, the product σ1 · · ·σn = id and
(2) the set of equivalence classes of algebraic maps f of degree d that are generic with
branch set equal to B.
So we can associate to such a function f a graph G, like in [6], with d vertices and
2d + 2g− 2 labeled edges, where the vertices correspond to the points of f−1(0) and two
vertices are connected by the edge with label i if and only if they are exchanged by µ(γi).
Now we would like to give the necessary conditions that such graphs G must satisfy in
order to be the monodromy graphs of real generic algebraic functions.
An algebraic function f :C→ P1(C) is real if and only if there exists an antiholomor-
phic involution σ on the Riemann surface C such that f ◦ σ(z)= f (z), ∀z ∈ C . We assume
that there exists an antiholomorphic involution σ , in other words we assume that C is a real
algebraic curve, in fact it is possible to choose a pluricanonical embedding of C in Pn(C)
in such a way that σ is the involution induced by complex conjugation, so C is a complex
algebraic curve defined by real polynomials.
We suppose that 0 and ∞ are not critical values and we choose a geometric basis of
pi1(P1−B,0) by taking γ1, . . . , γk loops aroundwi and pairs of selfconjugate loops (δi, δ¯i)
around (vi , v¯i ), where δi is in the upper half plane (see Fig. 1). The circles around the
critical values in the loops are performed counterclockwise.
We divide the set B of critical values into two subsets: the set of negative critical values
w−s < · · ·< w−1 < 0 and the set of positive critical values 0< w+1 < · · ·< w+r . With this
choice of a geometric basis for pi1(P1(C)−B,0) (see Fig. 1) we have:
γ¯+i = (γ+1 )−1(γ+2 )−1 · · · (γ+i−1)−1(γ+i )−1γ+i−1 · · ·γ+1 ,
analogously for γ¯−i .




f is real if and only if complex conjugation on P1 lifts to C , so µ is the monodromy of
a real algebraic function if and only if there exists a permutation α of period 2 (induced
by complex conjugation on f−1(0)) such that, if τi = µ(γ+i ), τ ′i = µ(γ−i ), νj = µ(δj ),
ν¯j = µ(δ¯j ), ρi−1 = τ1τ2 · · · τi−1, ρ′i−1 = τ ′1 · · · τ ′i−1, we have:
ατiα = ρi−1τiρ−1i−1, ατ ′i α = ρ′i−1τ ′i ρ′−1i−1, ανjα = ν¯j . (∗∗)
Now let G be the monodromy graph of f , E+ be the subgraph of G with the edges labeled
by thew+j ’s. Analogously we define E−. Let Si be the subgraph of G with the edges labeled
by those w+j ’s with j 6 i . In the same way we define S ′i ; finally let G∗ be the subgraph of
G with labels given by the νj ’s and by the ν¯j ’s. For a subgraph S , we define supp(S) as
the union of the vertices of S .
Remark 1.1. If we order the loops δi ’s of the basis of pi1 in increasing order starting from
the first that we meet if we move counterclockwise with respect to the positive direction of
R, we have:
γ+r · · ·γ+1 δ1 · · · δmγ−s · · ·γ−1 δ¯m · · · δ¯1 = id,
ν¯1 · · · ν¯mτ ′1 · · · τ ′sνm · · ·ν1τ1 · · · τr = id, r + s + 2m= 2d + 2g− 2.






Remark 1.2. Every vertex of G is contained in at least two edges.
Proof. If there exists one vertex which is contained in only one edge of G, this is moved
only by one transposition, thus the product of all the transpositions corresponding to the
edges of G is not the identity. 2
Now we consider the ordering on the labels of the edges induced by the natural ordering
on R of the critical values, i.e., σ1 = τ−s , . . . , σs = τ−1 , σs+1 = τ+1 , . . . , σs+r = τ+r . To state
the necessary conditions we need some technical definitions.
Definition 1.3. Let T be a subgraph of E = E+ ∪ E−. Let v be a vertex of T . Let
(k1, . . . , kt ) ∈Nt with ki < ki+1, ∀i = 1, . . . , t , such that σk1 , . . . , σkt are the transpositions
that correspond to all the edges of T that contain v. We say that T is saturated in v if
∀m such that σm is a transposition corresponding to an edge of E containing v, then either
m< k1, or m> kt , or m ∈ {k1, . . . , kt }.
T is said to be saturated if it is saturated in every vertex v.
Definition 1.4. A triod is a graph with three edges and 4 vertices with respective valences
3, 1, 1, 1.
Definition 1.5. An order degenerate saturated triod is a saturated graph which is
associated to the following transpositions: σi = (a, b)= σk , σj = (b, c), i < j < k, c 6= a
(see Fig. 2(a)).
Definition 1.6.
• A 3-path is a graph made of three consecutive distinct edges.
• A three-path with labeled edges is said to be snake if for the labeled edge in the middle
the labels of the neighboring edges are either both greater or both smaller than its label
(see Fig. 2(b)).
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• A non-degenerate triangle is the graph associated to the following transpositions:
σi = (a, b), σj = (b, c), σk = (c, a), with a, b, c all distinct (see Fig. 2(c)).
• A saturated degenerate triangle is a saturated graph which is associated to the
following transpositions: σi = (a, b), σj = (b, c), σk = (c, d), i < j < k and either
a = c, or b= d (see Fig. 2(d)).
Now let us suppose that all the critical values are positive, so τi = σi ∀i .
Lemma 1.7 (Cf. [15]). There do not exist saturated triods T in E and there do not exist
order degenerate saturated triods σj = σk = (a, b), σh = (b, d), j < h< k, with d 6= a.
Proof. Recall that we are assuming that all the real critical values are positive, so σi = τi ,
∀i . Let us suppose that b is a vertex of T such that b ∈ supp(τj ) ∩ supp(τh) ∩ supp(τk),





}= {ρk−1(b), ρk−1(c)}= {ρh−1(d), ρk−1(c)},{
α(b),α(d)
}= {ρh−1(b), ρh−1(d)}= {ρj−1(a), ρh−1(d)}.
From the second and the third equality it follows that if α(b) 6= ρh−1(d), then ρh−1(d)=
α(c)= α(d)⇒ c= d , i.e., τh = τk .
If α(b) = ρh−1(d), then α(d) = ρj−1(a), {α(a),α(b)} = {ρj−1(a), ρj−1(b)}, α(b) 6=
α(d), thus α(a)= α(d), therefore d = a, i.e., τj = τh. 2
Lemma 1.8 (Cf. [15]). Any saturated three-path is snake and any saturated triangle is
degenerate.
Proof. Let us suppose that T is a saturated subgraph of G which is associated to the
transpositions τi = (a, b), τh = (a, d) and τj = (b, c) where h < i < j (d can be equal
to c). Since T is saturated, we have:{
α(a),α(b)
}= {ρi−1(a), ρi−1(b)}= {ρh−1(d), ρi−1(b)},{
α(b),α(c)
}= {ρj−1(b), ρj−1(c)}= {ρh−1(d), ρj−1(c)},{
α(d),α(a)
}= {ρh−1(d), ρh−1(a)}.
So if α(b) = ρh−1(d), from the third equality we see that, since a 6= b, α(d) = α(b) =
ρh−1(d)⇒ d = b, i.e., τh = τi .
If α(b) 6= ρh−1(d), from the first relation we obtain α(a) = ρh−1(d) and from the
second relation we have α(c) = ρh−1(d) = α(a) ⇒ c = a, i.e., τj = τi . This concludes
the proof. 2
Observe that in [8] we proved that the monodromy graphs that are associated to real
generic polynomials are only linear snakes, that means that there are no triods, and that
every three path is snake. In this case, since the graph is a tree, the condition of non-
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existence of triods is equivalent to the condition of non existence of saturated triods, so
Lemmas 1.7 and 1.8 give generalizations of the necessary conditions found for polynomials
in [8].
Lemma 1.9. Let G be the monodromy graph of a real generic algebraic function f :C→
P1(C) of degree d > 2, where C is a Riemann surface of genus g. If g = 0 and T is a
subgraph of G made of two vertices and r edges that connect the two vertices, then r 6 2.
If g > 0 and T is a saturated subgraph of G made of two vertices and r edges that connect
the two vertices, then r 6 2+ 2g, ∀d > 2.
Proof. We do the proof by induction on g.
First of all we treat the case g = 0, so we restrict our attention to the case of generic real
rational functions f :P1(C)→ P1(C).
If f :P1(C)→ P1(C) is a real generic rational function of degree d such that all its
critical points are real, then f−1(P1(R)) is connected.
In fact, since 0 is in the closure of every connected component of P1(C) − P1(R), in
the closure of every connected component of P1(C)− f−1(P1(R)) there must be a root of
f . So if f−1(P1(R)) were disconnected, then there would be a connected component C of
f−1(P1(R)) disjoint from the real axis and by what we have just said, it should contain a
root. But then C should contain also a critical point, otherwise the image of the monodromy,
Im(µ) would not be transitive, so f would have a non real critical point, a contradiction.
More precisely f−1(P1(R)) is the union of P1(R) with d − 1 closed curves that are
disjoint, selfconjugate and orthogonal to the real axis in a pair of (real) critical points of f .
In fact if p1, . . . , p2d−2 are the (real) critical points of f , f−1(P1(R)) contains the real
axis and has a node in each pi . Furthermore, since f is real, if there is a curve which
connects two critical points of f , there is also its conjugate. Since f is ramified only
in p1, . . . , p2d−2 that are real (in particular it is not ramified at infinity) and since f is
generic, if C is a connected component of f−1(P1(R))− P1(R), then the closure of C ∪ C
is symmetric with respect to the real axis, it cuts the real axis orthogonally and it contains
exactly two critical points of f (see Fig. 3).
Fig. 3.
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If we move away from a local minimum for |f ||R, going on the curve C perpendicular to
the real axis that connects that minimum with another critical point of f , |f ||R decreases.
Vice versa if we move away going on the orthogonal to the real axis passing through a
local maximum for |f |R, |f ||R increases.
Now we have to prove that the number of edges that connect any to vertices of G is 6 2.
If d = 2 the number of edges of the monodromy graph of f is 2d − 2 = 2, so there is
nothing to prove. So suppose d > 3.
Observe that by the choice of the geometric basis of pi1(P1(C) − B) the monodromy
corresponds to a movement on f−1(P1(R)) without critical points except for the singular
points of f−1(P1(R)) where the rule is the following: we turn right of pi/2, then we arrive
at only one critical point where we go straight, then we turn left of pi/2.
Furthermore notice that every path which is a lifting of a loop of the basis does not pass
through any pole of f , since the basis of pi1(P1(C)−B) does not pass through infinity.
Remark 1.10. Every path which is a lifting of a loop of the basis contains exactly two
roots of f .
Let a, b be two vertices of the monodromy graph of f , there are various cases:
(1) a and b correspond to two real roots of f ,
(2) a and b correspond to two complex conjugate roots of f ,
(3) a corresponds to a real root, b correspond to a non real root,
(4) a and b correspond to two non real roots that are not complex conjugate.
We will prove case by case that given the two vertices a, b of the graph, they can be
connected at most by the two edges that correspond to the two loops whose liftings are
the paths that go straight through two critical points that belong to the same component of
f−1(P1(R))− P1(R).
The four cases are illustrated in Fig. 4.
In each case it is clear that the only two possible edges connecting the two vertices are
the edges that correspond to the paths that go straight in p and q . In fact the rule is: turn
right, go straight, then turn left. Therefore if a path goes straight through a point s /∈ {p,q},
then the path will always remain in the closure of one component of P1(C)− f−1(P1(R))
that contains s but not the roots, so it cannot connect the roots chosen.
This concludes the proof for g = 0.
We have proved the lemma in the case of genus equal to zero, now we go on by induction
on g. So let us suppose that the thesis is true for every monodromy graph of a real generic
algebraic function f :C→ P1(C) of degree d , ∀d > 2, where C is a Riemann surface of
genus g > 1. For simplicity we call such a graph a graph of type (g, d). We want now to
prove that the thesis is true also for a graph of type (g + 1, d), ∀d > 2.
Observe that if d = 2 the thesis is true for each g, in fact for d = 2 the monodromy
graphs are made of two vertices and 2g+ 2 edges. So we might suppose d > 3.
Assume that there exists d > 3 and a graph G of type (g+ 1, d) that contains a saturated
subgraph T made of two vertices {a, b} connected by r edges with r > 2+ 2(g + 1). We
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Fig. 4.
consider the graph G′ obtained from G by eliminating the two edges of T with biggest la-
bels and by relabeling the edges of the graph G maintaining the previous order of the labels.
Since on the vertices of G there is an involution α that verifies (∗∗), and since the
subgraph T is saturated, the involution α on the vertices of G′ still verifies (∗∗). So G′
is a graph of type (g, d) that contains a subgraph made of two vertices connected by s
edges with s > 2+ 2g, a contradiction. 2
Definition 1.11. Let a be a vertex of a graph G with labeled edges. We say that a
set of indices {i0, . . . , ir , i0 < i1 < · · · < ir} is a maximal chain in a if a ∈ supp(σis ),
∀s = 0, . . . , r and if ∀j > 1, ij =min{m> ij−1|a ∈ supp(σm)}.
Recall that now we are assuming σi = τi , ∀i . Now we would like to state some necessary
conditions that generalize Lemmas 1.7 and 1.8, but before we need a technical lemma.
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Lemma 1.12. Let G be a graph with d vertices and 2d + 2g− 2 edges that correspond to
the transpositions τ1, . . . , τ2d+2g−2 and that satisfies Lemmas 1.7 and 1.8.
Let b be a vertex of G, τi = (b, c). Suppose that r1 = max{r < i|b ∈ supp(τr )} and
τr1 = (b, a), with c 6= a.
Define inductively rj+1 = max{r < rj |b ∈ supp(τr)}, τrj = (b, a) ∀j = 1, . . . , k, let
m=max{n < rk|b ∈ supp(τn)}, and suppose that τm 6= τrk .
Then ρi−1(b)= ρr1−1(a)= ρrk−1(a) if k is odd; ρi−1(b)= ρr1−1(a)= ρrk−1(b) if k is
even.
Proof. First of all observe that ρr1−1(a) = ρr3−1(a). In fact if a ∈ supp(τm) with r2 <
m < r1, we take m = max{s < r1|a ∈ supp(τs)}, then by the hypothesis on b, τm 6= τr1 .
If we apply Lemma 1.8 to τm, τr1 , τi , we find a contradiction. So ρr1−1(a)= ρr2−1(b)=
ρr3−1(a).
To prove the lemma it suffices to show that ∀j = 2, . . . , k,
ρrj−1(a)= ρrj+1−1(b)= ρrj+2−1(a).
If rj =max{k < rj+1|a ∈ supp(τk)}, the thesis is proved.
So let us suppose that ∃k|rj+1 < k < rj and a ∈ supp(τk) and take k =min{r > rj+1|a ∈
supp(τr )}. By the hypothesis on b, τk 6= τrj . If rj = min{l > k|a ∈ supp(τl)}, then by
Lemma 1.7 applied to τrj+1 , τk , τrj , we obtain τk = τrj+1 = τrj , a contradiction.
Then there must exist m such that rj > m > k, a ∈ supp(τm) and τm 6= τrj . If rj =
min{l > m|a ∈ supp(τl)}, then τm = τk = (a, d) by Lemma 1.7. By Lemma 1.8, there does
not exist r|k < r < m and d ∈ supp(τr) (otherwise we could take r maximal and apply
Lemma 1.8 to τr , τm and τrj and we would have τr = τm, and a ∈ supp(τr ) which is
impossible).
Thus ρrj−1(a)= ρm−1(d)= ρk−1(a)= ρrj+1−1(b)= ρrj+2−1(a) and this is the thesis.
If there exists r|rj+1 < k < r < rj and a ∈ supp(τr ) and rj =min{l > r|a ∈ supp(τl)},
then τr = τm = (a, d) by Lemma 1.7. By Lemma 1.8, there does not exist s|m< s < r and
d ∈ supp(τs).
Thus ρrj−1(a)= ρs−1(d)= ρm−1(a)= ρk−1(d).
If d ∈ supp(τn) with k < n < m, by Lemma 1.7 either τn = τk , so a ∈ supp(τn), a
contradiction, or ∃t|k < n< t <m and d ∈ supp(τt ) and τt = τn = (d, e), e 6= a.
But then we reason as above and we obtain ρk−1(d)= ρt−1(e)= ρn−1(d)= ρk−1(a)=
ρrj+1−1(b)= ρrj+2−1(a) and this is the thesis.
Going on in this way we prove that ρrj−1(a)= ρrj+1−1(b)= ρrj+2−1(a).
Therefore if k is even ρi−1(b)= ρr1−1(a)= ρrk−1(b). If k is odd ρr1−1(a)= ρrk−1(a),
so the lemma is proved. 2
Lemma 1.13. Let G be as above. Let τh = (b, c). Let h < r1 < r2 < · · · < rk < i be a
maximal chain in b and suppose that τr1 6= τh, τri = τr1 = (b, d), ∀i = 1, . . . , k, d 6= c,
τi = (a, b), a 6= d .
Then k is even.
Proof. Assume that k is odd.
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By Lemma 1.12 we have ρi−1(b)= ρr1−1(d).{
α(a),α(b)




}= {ρr1−1(b), ρr1−1(d)}= {ρh−1(c), ρr1−1(d)}.
If α(b) 6= ρh−1(c), then by the second and third relation we get α(c) = α(d), so c = d ,
a contradiction. Therefore α(b)= ρh−1(c) and α(c)= ρh−1(b). Now α(d) = ρr1−1(d) 6=
α(b), thus by the first relation we obtain α(a)= ρr1−1(d)= α(d), a = d , impossible. 2
Lemma 1.14. Let τh = (c, d), h < r1 < r2 < · · ·< rm a maximal chain in d , τr1 = τr2 =
· · · = τrm = (d, b), b 6= c. Let i =min{r > rm|b ∈ supp(τr )}, τi = (b, a), a 6= d . Then m is
even.




}= {ρr1−1(d), ρr1−1(b)}= {ρh−1(c), ρr1−1(b)},{
α(b),α(a)
}= {ρi−1(b), ρi−1(a)}= {ρr1−1(d), ρi−1(a)}= {ρh−1(c), ρi−1(a)}.
If α(b) 6= ρh−1(c), then α(d) = α(a) = ρh−1(c), so a = d , a contradiction. So α(b) =
ρh−1(c). Since α(d) 6= α(b), from the first relation we have α(c) = ρh−1(c) = α(b), so
c= b, a contradiction. 2
Remark 1.15. Obviously Lemmas 1.13 and 1.14 are generalizations of, respectively,
Lemmas 1.7 and 1.8.
Now we are ready to define on a graph G that satisfies these necessary conditions an
involution α. In the next section we will prove that such an involution verifies (∗∗).
Theorem 1.16. Let d , g be two integers, d > 3, g > 0. Let G be a connected graph with
d vertices and 2d + 2g − 2 edges with labels τ1, . . . , τ2d+2g−2 that verifies the necessary
conditions Remarks 1.1, 1.2, Lemmas 1.9, 1.13, 1.14. Then there is a canonical procedure
which associates to G an involution α.
Proof. b is in the support of two edges of E+. Let
i =min{h|b ∈ supp(τh)}, j =min{k > i|b ∈ supp(τk)}.
τi = (a, b).
(1) τi 6= τj . We define
α(b)= a.
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(2) τi = τj = (a, b).
(a) ∃h > j |b ∈ supp(τh) and τh 6= τi . Choose h = min{k > j |b ∈ supp(τk), τk 6=
τi}. Let i = r1 < r2 < · · · < rt < h be a maximal chain in b. By assumption
τrk = (a, b), ∀k = 1, . . . , t .
If t is even we define α(b)= b.
If t is odd we define α(b)= a.
(b) ∀h > j s.t. b ∈ supp(τh), τh = τj . Since d > 3 and G is connected, there exists
h|a ∈ supp(τh) and τh 6= τi .
(i) i = min{k|a ∈ supp(τk)} and a ∈ supp(τh), h > i , τh 6= τi . Take h =
min{k > i|a ∈ supp(τk), τk 6= τi}. Let i = r1 < r2 < · · · < rt < h be a
maximal chain in a, then by assumption τrj = (a, b), ∀j = 1, . . . , t .
Then if t is even we define α(b)= b.
If t is odd we define α(b)= a.
(ii) a ∈ supp(τh) with h < i . Then τh 6= τi since b /∈ supp(τk) with k < i . We
define α(b)= b.
α is obviously well defined, we must prove that it is an involution.
• Assume that b satisfies the hypothesis of 1.
Then i =min{h|b ∈ supp(τh)}, τi = (a, b), j =min{k > i|b ∈ supp(τk)}. τi 6= τj and
we have defined α(b)= a, we must prove that α(a)= b.
Assume that i = min{r|a ∈ supp(τr )}, so there exists h > i|a ∈ supp(τh); let h be
minimal. If τh 6= τi , then a satisfies the hypothesis of case (1) and we have defined
α(a)= b.
Suppose that τh = τi , then by assumption h > j .
If there exists k > h|a ∈ supp(τk), τk 6= τi , and i = r1 < h = r2 < · · · < rt < k is a
maximal chain in a, τrj = τi , ∀j = 1, . . . , k, then t is odd, by Lemma 1.14 applied to
j < h= r2 < r3 < · · ·< rt < k, so we have defined α(a)= b.
If ∀k > h|a ∈ supp(τk), τk = τh, since j = min{r > i|b ∈ supp(τr )}, i = min{m|b ∈
supp(τm)}, then a satisfies the hypothesis of 2(b)(i): with the notations of 2(b)(i) we
exchange the rules of a and b and if i = r1 < · · ·< rt < j is a maximal chain in b, we
know that t = 1 by hypothesis, so t is odd and we have defined α(a)= b.
If a ∈ supp(τh) with h < i , we take h maximal < i and by Lemma 1.8 applied to τh,
τi , τj we get τh = τi , a contradiction.
• Suppose that b satisfies 2(a), then τi = τj = (a, b), ∃h > j |b ∈ supp(τh) and τh 6= τi .
i = r1 < · · ·< rt < h is a maximal chain in b, τrk = (a, b), t odd, then we have defined
α(b)= a. We must prove that α(a)= b.
Suppose that i =min{m|a ∈ supp(τm)}.
If there exists n > rt |a ∈ supp(τn), then τn 6= τrt , since if τn = τrt , n > h, by
assumptions on b and therefore we apply Lemma 1.7 to τrt , τh, τn and we find a
contradiction. So a satisfies 2(a) and t is odd, therefore we have defined α(a)= b.
If ∀n > rt , a /∈ supp(τn), a satisfies 2(b)(i), t is odd, so we have defined α(a)= b.
If a ∈ supp(τk) with k < i , then τk 6= τi and this contradicts Lemma 1.14.
• Assume that b satisfies 2(b)(i), then τi = τj = (a, b), ∀h > j |b ∈ supp(τh), τh = τi =
τj , i =min{r|a ∈ supp(τr )}, a ∈ supp(τh) with h > i , τh 6= τi ; i = r1 < · · ·< rt < h
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maximal chain in a τrk = (a, b). If t is odd we have defined α(b)= a, we must see
that α(a)= b, but this is true since by Lemma 1.12 we know that a satisfies 2(a) with
t odd. 2
Remark 1.17. In the case in which f :P1(C)→ P1(C) is a real generic rational function
the necessary conditions are Remark 1.1, Lemmas 1.7–1.9.
Now let us suppose that the critical values of f are real but not necessarily positive.
Remark 1.18. Suppose that τ1 = σl , that we change base point in pi1(C−B) and that we
choose as base point the point a on the real axis such that w+1 < a < w
+
2 . Then if we call
σˆ1, . . . , σˆm the totally ordered set of transpositions we get, we have: σˆi = σi , for i > l;
σˆj = σlσjσl , for j 6 l − 1.
The following definitions are generalizations of, respectively, Definitions 1.4 and 1.6.
Definition 1.19. An odd multiple triod is a graph whose edges correspond to the
transpositions: σh = (b, c), σr1 = · · · = σrk = (b, d), c 6= d , σi = (a, b) a 6= d , where
h < r1 < · · · < rk < i is a maximal chain in b and k is odd (e.g., a non degenerate or
an order degenerate triod).
An odd multiple path is a graph whose edges correspond to the transpositions σh =
(c, d), σr1 = · · · = σrm = (d, b), σi = (b, a) where b 6= c, a 6= d , h < r1 < · · · < rm is a
maximal chain in d , i = min{r > rm|b ∈ supp(σr )} and m is odd (e.g., a non-degenerate
triangle or a non snake 3-path).
Definition 1.20. A multiple-bond-snake pair is a pair ((σ1, . . . , σm), l), where σ1, . . . , σm
is a totally ordered set of transpositions, l ∈ {1, . . . ,m+ 1} satisfying the following:
(1) σmσm−1 · · ·σlσ1 · · ·σl−1 = id;
(2) if G is the associated graph, then G does not contain any odd multiple triod;
(3) G does not contain any odd multiple path;
(4) G satisfies Lemma 1.9.
Now we will prove that the necessary conditions that we gave are independent on the
choice of the base point in pi1(C−B).
Definition 1.21. The admissible operation is the following operation:(
(σ1, . . . , σm), l
)→ (σlσ1σl, . . . , σlσl−1σl, σl , . . . , σm, l + 1).
Proposition 1.22. The admissible operation carries the set of multiple-bond-snake pairs
to itself.
Proof. Set σˆi = σlσiσl , for i 6 l; σˆi = σi , for i > l + 1.
First of all we must verify (1), i.e., that σˆm · · · σˆl+1σˆ1 · · · σˆl = id.
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But our left hand expression equals
σm · · ·σl+1(σlσ1σl) · · · (σlσl−1σl)σl = σm · · ·σlσ1 · · ·σl−1 = id,
as wanted.
In order to verify (2) first of all we show that if we contradict Lemma 1.13, then by
performing the admissible operation either we contradict Lemmas 1.13 or 1.14
So suppose that b ∈ supp(σh)∩ supp(σr1)∩ supp(σr2)∩ · · · ∩ supp(σrk )∩ supp(σi) with
h < r1 < · · · < rk < i a maximal chain in b, and σh = (b, c), σr1 = · · · = σrk = (b, d),
σi = (b, a), with a 6= d , c 6= d and k odd.
Via the admissible operation we obtain σˆr = σlσrσl if r 6 l, σˆj = σj if j > l + 1. Since
h < r1 < · · ·< rk < i , if either l 6 h or i 6 l, nothing changes.
So we have three different cases.
(1) h < l 6 r1,
(2) rj < l 6 rj+1, 16 j 6 k − 1,
(3) rk < l < i .
Suppose h < l 6 r1, σˆh = σlσhσl , σˆrj = σrj , ∀j = 1, . . . , k, σˆi = σi .
So if supp(σh)∩ supp(σl) is empty, there is nothing to prove.
Therefore assume that supp(σl)∩ supp(σh) 6= ∅.
If σl = σh then σˆh = σh and there is nothing to prove.
Observe also that since h < r1 < · · ·< rk is a maximal chain in b and h < l 6 r1, then
either b /∈ supp(τl) or l = r1. Thus we have two cases:
• supp(σl)∩ supp(σh)= {b} and l = r1,
• supp(σl)∩ supp(σh)= {c}.
If l = r1, then σˆh = (b, d)(b, c)(b, d) = (c, d) and since h < r1 < · · · < rk < i we
contradict Lemma 1.14.
So suppose now that supp(σl)∩ supp(σh)= {c}.
If σl = (c, e) with e /∈ {a, d}, then σˆh = σlσhσl = (c, e)(b, c)(c, e)= (b, e), σˆri = σri
∀i = 1, . . . , k, σˆi = σi so we contradict Lemma 1.13.
If e= a, σˆh = (b, a), so we again contradict Lemma 1.13.
If e= d , then since l < r1 < · · ·< rk < i we contradict Lemma 1.13.
Suppose now that rj < l 6 rj+1.
Then σˆh = σlσhσl , σˆrt = σlσrt σl , ∀16 t 6 j , σˆrs = σrs , ∀s > j + 1, σˆi = σi .
If l = rj+1, σl = (d, b), σˆh = (d, b)(b, c)(d, b) = (c, d), σˆrt = (d, b)(d, b)(d, b) =
(d, b), ∀16 t 6 j + 1, σˆrs = σrs = (d, b), ∀s > j + 2, σˆi = σi = (b, a), thus we contradict
Lemma 1.14.
If rj < l < rj+1, since h < r1 < · · ·< rk < i is a maximal chain in b, then b /∈ supp(σl).
Thus if supp(σl)∩ {d, c} = ∅, everything remains unchanged.
Suppose then that supp(σl)∩ {d, c} 6= ∅.
If σl = (d, c), then σˆh = (d, c)(b, c)(d, c) = (b, d), σˆrt = (d, c)(b, d)(d, c) = (b, c),
∀16 t 6 j , σˆrs = σrs = (d, b), ∀s > j + 1, σˆi = σi = (a, b).
Now k is odd so if j is odd we contradict Lemma 1.13, since h < r1 < · · ·< rj < rj+1.
Otherwise k − j is odd so we contradict Lemma 1.13, since rj < rj+1 < · · ·< rk < i .
Suppose that supp(σl)∩ {d, c} = {d}.
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If σl = (d, e) with e 6= a, then σˆh = (d, e)(b, c)(d, e)= (b, c), σˆrt = (d, e)(b, c)(d, e)=
(b, c), σˆrs = σrs = (d, b), ∀s > j + 1, σˆi = σi = (b, a).
k is odd so if j is odd we have a contradiction to Lemma 1.13, since h < r1 < · · · <
rj < rj+1. If j is even then k − j is odd so we get a contradiction to Lemma 1.13, since
rj < rj+1 < · · ·< rk < i .
If σl = (d, a), σˆh = (d, a)(b, c)(d, a)= (b, c), σˆrt = (d, a)(d, b)(d, a)= (b, a), ∀1 6
t 6 j , σˆrs = σrs = (d, b), ∀j + 16 s 6 k, σˆi = σi = (b, a).
k is odd so if j is odd we contradict Lemma 1.13, since h < r1 < · · ·< rj < rj+1. If j
is even then k − j is odd so we contradict Lemma 1.13, since rj < rj+1 < · · ·< rk < i .
If supp(σl)∩{d, c} = {c}, suppose that σl = (c, e). If e 6= a, then σˆh = (c, e)(b, c)(c, e)=
(b, e), σˆrt = (c, e)(d, b)(c, e)= (d, b), ∀1 6 t 6 j , σˆrs = σrs = (d, b), ∀j + 1 6 s 6 k,
σˆi = σi = (b, a).
Therefore we contradict Lemma 1.13.
If σl = (c, a), then σˆh = (c, a)(b, c)(c, a) = (b, a), σˆrt = (c, a)(d, b)(c, a) = (d, b)
∀16 t 6 j , σˆrs = σrs = (d, b), ∀s > j+1, σˆi = σi = (a, b), so we contradict Lemma 1.13.
Now suppose that rk < l < i .
h < r1 < · · ·< rk < i is a maximal chain in b so b /∈ supp(σl).
σˆh = σlσhσl , σˆrj = σlσrj σl , ∀j = 1, . . . , k, σˆi = σi .
If supp(σl)∩ {d, c} = ∅, there is nothing to prove, so assume that supp(σl)∩ {d, c} 6= ∅.
If σl = (d, c), then σˆh = (d, c)(b, c)(d, c)= (b, d), σˆrj = (d, c)(d, b)(d, c)= (b, c), ∀j ,
σˆi = σi = (b, a), so we contradict Lemma 1.13.
If supp(σl) ∩ {d, c} = {d}, then σˆh = σlσhσl , σˆrj = σlσrj σl , ∀j = 1, . . . , k, σˆi = σi .
If σl = (d, e), with e 6= a, σˆh = (d, e)(b, c)(d, e) = (b, c), σˆrj = (d, e)(d, b)(d, e) =
(b, e), σˆi = σi = (b, a), so we contradict Lemma 1.13.
If σl = (d, a), σˆh = (d, a)(b, c)(d, a)= (b, c), σˆrj = (d, a)(d, b)(d, a)= (a, b), σˆi =
σi = (b, a). h < r1 < · · ·< rk < l, so we get a contradiction to Lemma 1.14.
Suppose that supp(σl) ∩ {d, c} = {c}. If σl = (c, e) with e 6= a, then σˆh = (c, e)(b, c)
(c, e) = (b, e), σˆrj = (c, e)(b, d)(c, e) = (b, d), ∀j , σˆi = σi = (b, a), so we contradict
Lemma 1.13, since h < r1 < · · ·< rk < i .
If σl = (c, a), then σˆh = (c, a)(b, c)(c, a) = (b, a), σˆrj = (c, a)(d, b)(c, a) = (d, b),
∀j = 1, . . . , k, σˆi = σi = (b, a), so we contradict Lemma 1.13, since h < r1 < · · ·< rk < i .
The proof that if we contradict Lemma 1.14 and we perform the admissible operation we
find either a contradiction to Lemma 1.14 or a contradiction to Lemma 1.13 is analogous.
Now we contradict Lemma 1.9 so we suppose that T is a saturated subgraph of G made
of two vertices {a, b} connected by t edges corresponding to the transpositions σr1, . . . , σrt ,
r1 < · · · < rt , t > 2 + 2g. Since T is saturated, then either supp(σl) ∩ {a, b} = ∅, or, if
supp(σl) ∩ {a, b} 6= ∅, either l 6 r1, or l > rt , or l = rj for some j ∈ {r1, . . . , rt }. In all
these cases the admissible operation leaves everything invariant. 2
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2. Proof of the theorem
In this section we want to prove that the necessary conditions given in Section 1 are also
sufficient. Namely we will show that the involution α defined in Theorem 1.16 satisfies
(∗∗).
Theorem 2.1. Let g, d be two integers such that d > 2, g > 0, let G be a connected graph
with d vertices and 2g + 2d − 2 edges that is associated to the multiple-bond-snake-pair
(σ1, . . . , σ2d+2g−2, l = 1) (since l = 1, τi = σi , ∀i). Let α be the canonical involution
provided by Theorem 1.16, then α satisfies also (∗∗) therefore G is the monodromy graph
of a generic real algebraic function f :C→ P1(C) of degree d whose critical values are
all real and positive, where C is a compact Riemann surface of genus g.
Proof. Let τi = (a, b) be a transposition that corresponds to one edge of G. We must prove
that {α(a),α(b)} = {ρi−1(a), ρi−1(b)}. There are three cases:
(1) {a, b} ∩ supp(Si−1)= ∅,
(2) {a, b} ∩ supp(Si−1)= {a},
(3) {a, b} ⊂ supp(Si−1).
Case n(1). i = min{h|b ∈ supp(τh)} = min{k|a ∈ supp(τk)}, thus by Theorem 1.16
{α(a),α(b)} = {a, b}. On the other hand {ρi−1(a), ρi−1(b)} = {a, b}, so in this case the
theorem is proved.
Case n(2). {a, b} ∩ supp(Si−1) = {a}, i = min{k|b ∈ supp(τk)}, therefore by Theo-
rem 1.16 we know that α(b) ∈ {a, b}. Let h = min{k|a ∈ supp(τk)}, h < i , suppose that
τh = (a, c), then c 6= b, otherwise b ∈ supp(τh), h < i and this is impossible. By Theo-
rem 1.16 we know that α(a) ∈ {a, c} and α(b) ∈ {a, b} so if α(b)= a, then α(a)= b and
this implies b = c, a contradiction. So in the second case we have:
α(b)= b.
If i = min{k > h|a ∈ supp(τk)}, then ρi−1(a) = ρh−1(c). a satisfies the hypothesis 1
of Theorem 1.16 so α(a) = c (α(b) = b). Since ρi−1(b) = b, we have to prove that
ρi−1(a) = ρh−1(c) = c. Now if c ∈ supp(τm) with m < h, then τm 6= τh, otherwise
a ∈ supp(τm), m< h, but so we contradict Lemma 1.8. So
h=min{m|c ∈ supp(τm)} and ρi−1(a)= ρh−1(c)= c.
Now suppose that there exists j |h < j < i and a ∈ supp(τj ), τj 6= τi (otherwise
b ∈ supp(τj ) and j < i), we choose j > h minimal. By Lemma 1.7 either τj = τh or
τj 6= τh and ∃m|h < j <m< i , a ∈ supp(τm) and τm = τj .
If τj = τh, then a satisfies the hypothesis of case 2(a) of Theorem 1.16. Therefore if the
numberN of transpositions τk s.t. h < j < k and τk = τh is even then in Theorem 1.16 we
have defined α(a)= a, if N is odd, we have defined α(a)= c.
If N is even then {α(a),α(b)} = {a, b}, {ρi−1(a), ρi−1(b)} = {ρh−1(a), b} = {a, b} and
the thesis is proved.
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If N is odd then {α(a),α(b)} = {c, b}, {ρi−1(a), ρi−1(b)} = {ρh−1(c), ρi−1(b)} =
{ρh−1(c), b}. Now since α(c) = a, Theorem 1.16 tells us that c /∈ supp(Sh−1), so
ρh−1(c)= c and the thesis is proved.
Suppose now that τj 6= τh, then there exists m|h < j <m, a ∈ supp(τm) and τm = τj . a
satisfies (1) of Theorem 1.16 so α(a) = c (α(b)= b). By Lemma 1.13 we know that the
number of transpositions τn such that τn = τj , j < n is even so ρi−1(a) = ρh−1(c) = c
(ρi−1(b)= b) and the thesis is proved.
Case n(3). {a, b} ⊂ supp(Si−1). Let h, j be such that h = min{k|a ∈ supp(τk)}, j =
min{s|b ∈ supp(τs)}. We have the following subcases:
(1) τi = τj , τh 6= τi ,
(2) τi 6= τj , τh 6= τi ,
(3) τi 6= τj , τh = τi ,
(4) τj = τi , j = h.
Note that the third subcase is analogous to the first (it suffices to exchange b with a).
First subcase. τi = τj = (a, b), τh = (a, c), c 6= b. Observe that h < j because h =
min{k|a ∈ supp(τk)} and a ∈ supp(τj ). By Theorem 1.16 we know that α(b) ∈ {a, b} and
α(a) ∈ {a, c}, so if α(b)= a, we must have α(a)= b, thus b= c, a contradiction. Therefore
α(b)= b.
Suppose at first that j = min{m > h|a ∈ supp(τm)}, then a satisfies case (1) of
Theorem 1.16, so α(a) = c (so α(c) = a and by Theorem 1.16, c /∈ supp(Sh−1)).
Therefore {α(a),α(b)} = {c, b}, ρh−1(a) = a, ρh−1(c) = c. Thus if i = min{m > j |a ∈
supp(τm)} = min{k > j |b ∈ supp(τk)}, then {ρi−1(a), ρi−1(b)} = {ρj−1(b), ρh−1(c)} =
{b, c} = {α(a),α(b)} and the thesis is proved.
Assume now that i = min{m > j |a ∈ supp(τm)} but ∃k|j < k < i and b ∈ supp(τk).
τk 6= τi otherwise a ∈ supp(τk) and j < k < i . So if we choose k minimal and we apply
Lemma 1.8 to τh, τj and τk , we find a contradiction.
Suppose then that there exists k s.t. j < k < i and a ∈ supp(τk), we choose k > j
minimal. By Lemma 1.7 applied to τh, τj and τk we get τj = τk .
If there exists m|k < m < i , a ∈ supp(τm) and τm 6= τk , then by Lemma 1.7, ∃r|m <
r < i , a ∈ supp(τr ) and τr = τm. By Lemma 1.13, the number of edges corresponding
to transpositions τn with k < n < i and τn = τm is even. Thus by induction we find
{ρi−1(a), ρi−1(b)} = {ρh−1(c), ρj−1(b)} = {c, b} = {α(a),α(b)} and the thesis is proved.
Now we must consider the case in which there exists k|h < k < j , a ∈ supp(τk). We
choose k minimal. Theorem 1.16 says that if we call N the number of transpositions
τs = (a, c) with j > s > h, then if N is even, α(a)= a, if N is odd α(a)= c.
Suppose that there exists r < j |a ∈ supp(τr ) and τr 6= τh, τr 6= τj . We set n = h if
∀s > h|a ∈ supp(τs), τs 6= τh. Otherwise, if h < r1 < · · · < rγ is a maximal chain in
a with τrj = τh ∀j = 1, . . . , γ and ∀s > rγ |a ∈ supp(τs) τs 6= τh, then we set n = rγ .
Then we take r = min{m < j |a ∈ supp(τm), τm 6= τh}. We apply Lemma 1.13 to τn, τr ,
τj and we find that the number of transpositions τt with j > t > n and equal to τr is
even. Therefore if N is even, then ρj−1(a) = ρh−1(a) = a = α(a); if N is odd then
ρj−1(a)= ρh−1(c)= c= α(a).
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Now if i = min{m > j |b ∈ supp(τm)}, ρi−1(b) = ρj−1(a), so ρi−1(b) = a if N
is even, ρi−1(b) = c if N is odd. If i = min{m > j |a ∈ supp(τm)}, then ρi−1(a) =
ρj−1(b) = b. Thus if i = min{m > j |a ∈ supp(τm)} = min{m > j |b ∈ supp(τm)}, then
{ρi−1(a), ρi−1(b)} = {b, a} if N is even, {ρi−1(a), ρi−1(b)} = {c, a} if N is odd. But if N
is even, α(a)= a and α(b)= b, if N is odd α(a)= c, α(b)= b, so the thesis is proved.
Suppose that i = min{m > j |a ∈ supp(τm)} and that ∃r|j < r < i and b ∈ supp(τr ).
We choose r minimal, τr 6= τj , otherwise a ∈ supp(τr ) and j < r < i , but then b satisfies
hypothesis (1) of Theorem 1.16, so α(b)= a, a contradiction.
It remains to consider the case in which ∃r|i > r > j , a ∈ supp(τr ). If i = min{m >
j |b ∈ supp(τm)}, ρi−1(b)= ρj−1(a) = a = α(a) if N is even, ρi−1(b)= ρj−1(a) = c =
α(a) if N is odd. We choose r minimal and τr 6= τj , otherwise b ∈ supp(τr) and j < r < i .
So by Lemma 1.7, ∃m|r < m< i , a ∈ supp(τm), τm = τr . By Lemma 1.13, the number of
transpositions τt = τr with i > t > j is even, so ρi−1(a)= ρj−1(b)= b and the thesis is
proved.
Therefore it remains to consider the case in which ∃r|j < r < i , a ∈ supp(τr ) and
∃m|j < m < i and b ∈ supp(τm). We choose m minimal and we observe that τm = τj ,
otherwise b satisfies (1) of Theorem 1.16 and α(b) = a, a contradiction. Let γ be the
number of transpositions τt = τj with j < t < i . If γ is even then ρi−1(a) = ρj−1(b) =
b = α(b), ρi−1(b)= ρj−1(a)= α(a). If γ is odd, ρi−1(a)= ρj−1(a)= α(a), ρi−1(b)=
ρj−1(b)= α(b) and the thesis is proved.
We have thus proved the theorem in the first subcase.
Now we consider the second subcase, i.e., the case in which τj 6= τi , τh 6= τi (τj =
(b, d), d 6= a). Theorem 1.16 says that {α(a),α(c)} = {a, c}, {α(b),α(d)} = {b, d}.
If i =min{m> h|a ∈ supp(τm)} =min{r > j |b ∈ supp(τr)}, by Theorem 1.16, α(a)=
c, α(b) = d , d /∈ supp(Sj−1), c /∈ supp(Sh−1) and ρi−1(b) = ρj−1(d) = d , ρi−1(a) =
ρh−1(c)= c so the thesis is proved.
If i = min{m > h|a ∈ supp(τm)} but ∃k|j < k < i and b ∈ supp(τk), then by
Theorem 1.16, α(a) = c and ρi−1(a)= ρh−1(c) = c. Let k be minimal > j , Lemma 1.7
tells us that either τk = τj or τk 6= τj and ∃m|k < m < i , b ∈ supp(τm) and τk = τm.
Suppose that τk = τj , let N be the number of transpositions τt = τj with j 6 t < i . Then
b satisfies 2(a) of Theorem 1.16, so if N is even, α(b)= b, if N is odd, α(b)= d .
Since by Lemma 1.13 the number of equal transpositions τn, different from τj s.t.
j < n < i whose supports contain b is even, then ρi−1(b) = ρj−1(b) = b if N is even,
ρi−1(b) = ρj−1(d) = d if N is odd. So ρi−1(b) = α(b), ρi−1(a) = ρh−1(c) = c = α(a)
thus we have proved the thesis.
If τk 6= τj , by Theorem 1.16 we have α(b) = d and d /∈ supp(Sj−1), we apply
Lemma 1.13 and we find ρi−1(b)= ρj−1(d)= d , so the thesis is proved.
Suppose that there exists r|h < r < i and a ∈ supp(τr) and i = min{m > j |b ∈
supp(τm)}, then we do as before by exchanging the rules of a and b.
It remains to consider the case in which ∃r|h < r < i a ∈ supp(τr ) and ∃k|j < k < i ,
b ∈ supp(τk). As before we first suppose that τr = τh and we let N be the number of
transpositions τt = τh with h 6 t < i . Then α(a)= a if N is even, α(a)= c if N is odd.
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But by Lemma 1.13 ρi−1(a)= ρh−1(a)= a if N is even, ρi−1(a)= ρh−1(c)= c if N is
odd. So ρi−1(a)= α(a).
If τr 6= τh, by Theorem 1.16 α(a) = c, c /∈ supp(Sh−1) and Lemma 1.13 tells us that
ρi−1(a)= ρh−1(c)= c= α(a). Analogously one sees that α(b)= ρi−1(b).
So we have proved the theorem in the second subcase.
We finally consider the fourth subcase, i.e., j = min{m|a ∈ supp(τm)} = min{k|b ∈
supp(τk)}, τj = τi . By Theorem 1.16 we know that {α(a),α(b)} = {a, b}.
If i = min{r > j |a ∈ supp(τr )} = min{s > j |b ∈ supp(τs)}, then ρi−1(a)= ρj−1(b)=
b, ρi−1(b)= ρj−1(a)= a and the thesis is proved.
If i =min{r > j |a ∈ supp(τr )} but there exists k|j < k < i , b ∈ supp(τk), then τk 6= τj
otherwise a ∈ supp(τk) and j < k < i . So b satisfies the hypothesis (1) of Theorem 1.16
and α(b) = a. By Lemma 1.7 there must exist m|k < m < i , b ∈ supp(τm) and τm = τk .
By Lemma 1.13 the number of transpositions τt = τk with j < t < i is even, so ρi−1(b)=
ρj−1(a)= a, ρi−1(a)= ρj−1(b)= b and the thesis is proved.
It remains to consider the case in which there exists r s.t. j < r < i and a ∈ supp(τr ). If
i =min{m> j |b ∈ supp(τm)} we do as before by exchanging b with a.
So we assume that ∃r|j < r < i and a ∈ supp(τr ) and ∃m|j <m< i and b ∈ supp(τm).
If all the transpositions τt with j < t < i whose supports contain either a or b are equal to
τi = τj , then obviously {ρi−1(a), ρi−1(b)} = {a, b} = {α(a),α(b)}, so the thesis is proved.
So suppose that there exists r|τr 6= τi , say a ∈ supp(τr) and j < r < i , then by
Lemma 1.7 ∃m|r < m < i s.t. τr = τm and by Lemma 1.13 the number of such
transpositions equal to τr and with labels > j and < i is even. So {ρi−1(a), ρi−1(b)} =
{a, b} = {α(a),α(b)} and the theorem is proved. 2
Corollary 2.2. The monodromy graphs of real generic algebraic functions f :C→ P1(C)
of degree d where C is a compact Riemann surface of genus g whose critical values are all
real are exactly the graphs associated to multiple-bond-snake pairs(
(σ1, . . . , σ2d+2g−2), l
)
.
Proof. The thesis follows from Theorem 2.1 and from Proposition 1.22. 2
We conclude this section with an example of a monodromy graph. Let us consider the
graph in Fig. 5, d = 3, 2g + 2d − 2 = 6, so g = 1. The graph satisfies all the necessary
Fig. 5.
88 P. Frediani / Topology and its Applications 99 (1999) 67–97
and sufficient conditions of our theorem, and the involution α that we define through
Theorem 1.16 is the transposition that exchanges the two vertices connected by the edge
with label equal to 1.
3. The general case
Now we consider a real algebraic generic function f that possibly has non real critical
values. Let G be the monodromy graph of f , then Remarks 1.1, 1.2, Lemmas 1.13, 1.14
still hold.
Remark 3.1. By the proof of Lemma 1.9 we see that Lemma 1.9 can be restated in the
following way: let f :C→ P1(C) be a generic real algebraic function of degree d > 2,
where C is a compact connected Riemann surface of genus g, let G be the monodromy
graph of f . If T is a saturated subgraph of E+ ∪ E− made of two vertices and r edges that
connect the two vertices, then r 6 2+ 2g, ∀d > 2, ∀g > 0.
Suppose that G is the monodromy graph of a generic real algebraic function.
At first we assume that the real critical values are all positive.
Let G∗ be the subgraph of G whose edges correspond to the νj ’s and to the ν¯j ’s.
We can define on the vertices of G that are contained in at least two edges of E+ an
involution α as in Theorem 1.16.
Remark 3.2. G∗ is the union of 2 subgraphs, G∗1 , G∗2 , such that the edges of G∗1 correspond
to the νj ’s, the edges of G∗2 correspond to the ν¯j ’s.
There is an involution α∗ that exchanges the edge corresponding to νj with the one
corresponding to ν¯j such that α∗ coincides with the involution α that we have found in
Theorem 1.16 on the vertices that are contained at least in two edges of E+ and at least in
one edge of G∗.
Furthermore let b be a vertex of G∗ ∩ E+, let νj = (b, c), τi = (b, a) and assume that τi
is a component of E+. If c 6= a, then ν¯j = (d, e) where d ∈ {a, b}, e /∈ {a, b}.
Proof. The first statement follows immediately from (∗∗) and from Theorem 2.1.
As regards the second statement, by (∗∗) we know that ν¯j = (α(b),α(c)) and
{α(a),α(b)} = {ρi−1(a), ρi−1(b)} = {a, b}. c 6= a, so α(c) /∈ {a, b}, while α(b) ∈
{a, b}. 2
Theorem 3.3. Let G be a connected graph with d > 3 vertices and 2d+2g−2 edges with
g > 0 that correspond to the transpositions τi ’s, νj ’s and ν¯h’s, that satisfies the necessary
conditions Remarks 1.1, 1.2, Lemmas 1.13, 1.14, 3.1, 3.2. Then G is the monodromy
graph of a real generic algebraic function f :C → P1(C) of degree d , where C is a
compact connected Riemann surface of genus g, i.e., there is a canonical procedure which
associates to G an involution α that satisfies property (∗∗).
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Proof. First of all we define α.
If every vertex b is contained in two edges of E+, we define α as in Theorem 1.16.
Suppose that b belongs to only one edge of E+. Assume for instance that b ∈ supp(τi),
let τi = (a, b).
By Remark 1.2 we know that either b ∈ supp(νj ), or b ∈ supp(ν¯h). We have two
possibilities.
(1) a does not belong to any other edge of E+.
Then since d > 3 and G is connected, then either b ∈ supp(νj ) and νj = (b, c), with
c 6= a, or b ∈ supp(ν¯h), ν¯h = (b, d), d 6= a. Suppose that b ∈ supp(νj ), νj = (b, c),
c 6= a (the other case is analogous).
Then by Remark 3.2 we know that ν¯j = (d, e), with e /∈ {a, b} and with d ∈ {a, b}.
If d = a, we define α(b)= a, if d = b we define α(b)= b and α(a)= a.
(2) a ∈ supp(τh), h < i . Notice that ∀k < i such that a ∈ supp(τk), we have τk 6= τi by
hypothesis on b. We choose h minimal.
If i =min{k|k > h, a ∈ supp(τk)}, then a satisfies (1) of Theorem 1.16 so we define
α(a)= τh(a) and α(b)= b.
Assume that ∃k|i > k > h,a ∈ supp(τk), we choose k minimal. Then either τh = τk
or τh 6= τk .
If τh = τk , a satisfies the hypothesis 2(a) of Theorem 1.16, so we define α(a) as in
Theorem 1.16, i.e., either α(a)= a, or α(a)= τh(a) and we define α(b)= b.
If τh 6= τk , then a satisfies (1) of Theorem 1.16, so we define α(a) = τh(a) and
α(b)= b.
(3) Suppose that ∀k < i , a /∈ supp(τk) and that a ∈ supp(τh) with h > i .
τh 6= τi , otherwise b ∈ supp(τh) ∩ supp(τi), so a satisfies the hypothesis (1) of
Theorem 1.16 and we define α(a)= b and α(b)= a.
If b /∈ supp(E+), then we define α = α∗, where α∗ is the involution of Remark 3.2, i.e., an
involution that exchanges νj with ν¯j and that coincides with α on the common vertices of
E+ and G∗.
It is immediate to verify that α is well defined and it is an involution.
Now we must prove that such an involution α verifies (∗∗). If τi = (a, b) and both a and
b belong to two edges of E+, then we have proved that α satisfies (∗∗) in Theorem 2.1.
Suppose that τi = (a, b) and a belongs to another edge of E+, while b does not belong
to any other edge of E+ except for the one labeled by τi .
• a ∈ supp(τh), h < i , we have defined α(b)= b.
We choose h=min{r|a ∈ supp(τr )}.
If i = min{k > h|a ∈ supp(τk)}, by Theorem 1.16 we know that α(a) = τh(a) and
we have defined α(b)= b. Then {α(a),α(b)} = {τh(a), b}. Suppose that τh = (a, c),
then h = min{k|c ∈ supp(τk)}; in fact if c ∈ supp(τk) with k < h, we can choose
k maximal and by Lemma 1.8 we get τk = τh, but this is not possible because
h=min{l|a ∈ supp(τl)}. So {ρi−1(a), ρi−1(b)} = {τh(a), b} = {α(a),α(b)} and this
is what we wanted to prove.
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Now suppose that there exists j |h < j < i and a ∈ supp(τj ), τj 6= τi (otherwise
b ∈ supp(τj )), we choose j > h minimal. By Lemma 1.7 either τj = τh or τj 6= τh
and ∃m|h < j < m< i , a ∈ supp(τm) and τm = τj .
If τj = τh, then a satisfies the hypothesis of case 2(a) of Theorem 1.16. Therefore
if the number N of transpositions τk s.t. h < j < k and τk = τh is even then in
Theorem 1.16 we have defined α(a)= a, if N is odd, we have defined α(a)= c.
If N is even then {α(a),α(b)} = {a, b},{
ρi−1(a), ρi−1(b)
}= {ρh−1(a), b}= {a, b}
and the thesis is proved.
If N is odd then {α(a),α(b)} = {c, b},{
ρi−1(a), ρi−1(b)
}= {ρh−1(c), ρi−1(b)}= {ρh−1(c), b}.
Now since α(c)= a, Theorem 1.16 tells us that c /∈ supp(Sh−1), so ρh−1(c)= c and
the thesis is proved.
Suppose now that τj 6= τh, then there exists m|h < j <m, a ∈ supp(τm) and τm = τj .
a satisfies (1) of Theorem 1.16, so α(a) = c (α(b) = b). By Lemma 1.13 we know
that the number of transpositions τn such that τn = τj , j < n is even so ρi−1(a) =
ρh−1(c)= c (ρi−1(b)= b) and the thesis is proved.
• Suppose that i = min{k|a ∈ supp(τk)} and that a ∈ supp(τh), h > i . Then τh 6= τi ,
by Theorem 1.16 α(a) = b and we defined α(b) = a. So {α(a),α(b)} = {a, b} =
{ρi−1(a), ρi−1(b)}.
If τi = (a, b) is a component of E+, then {ρi−1(a), ρi−1(b)} = {a, b} and we defined
{α(a),α(b)} = {a, b}.
If νj = (a, b), then we defined α∗ in such a way that ν¯j = (α∗(a),α∗(b)) and that α∗
coincides with α on the common vertices of E+ and G∗.
So α satisfies (∗∗) and the proof of the theorem is over. 2
Remark 3.4. To get the general case where there also can be real negative critical values,
it suffices to change base point as above. The necessary conditions Remarks 1.1, 1.2,
3.1, Lemmas 1.13, 1.14 are satisfied as we have seen in Proposition 1.22. Remark 3.2
is obviously satisfied.
4. Real algebraic functions with m generic critical values and a possibly non generic
critical value
First of all we consider only rational functions. We now assume that f is a real rational
function of degree d whose critical values are {w1, . . . ,wm}, that are real, positive and ge-
neric and where∞ is possibly a critical value. We still suppose that 0 is not a critical value.
So suppose that f−1(∞)=m1P1+m2P2+ · · ·+mrPr , wheremi > 1, ∀i , Pi 6= Pj for
i 6= j , r 6 d .
Remark 4.1. If d = r then∞ is a regular value, so we are in the generic case.
If r = 1 we are in the polynomial case, which has been studied in [8].
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If r = 2, then f is a Laurent polynomial and the monodromies of complex Laurent
polynomials have been counted by Arnold in [4].
By the Riemann Hurwitz formula, if we set m = number of generic critical values,
we have −2 = −2d +m + d − r , so m = d + r − 2. We choose the geometric base for
pi1(C− {w1, . . . ,wm},0) as before.
If τ1, . . . , τm are the transpositions corresponding to the edges of G, then the monodromy
at ∞ is given by τ1 · · · τm = βm1 · · ·βmr , where βmj is a cycle of length mj , ∀j (in the
generic case mj = 1, ∀j so τ1 · · · τm = id).
Remark 4.2. The conditions Lemmas 1.7, 1.8 still hold, since they are independent on the
monodromy at∞.
Now let us consider the condition given by Lemma 1.9 which says that the number of
edges connecting any two vertices of G is 6 2.
It is easy to verify that with the choice of the geometric basis that we made, the fact that
f−1(R) in a neighborhood of a critical point which is not a pole is made of curves that cut
orthogonally the real axis allows us to conclude, with a proof which is analogous to the
proof of Lemma 1.9, that the number of edges connecting any two vertices of G is 6 2. In
fact now the curves through the critical points which are not poles may intersect, but the
points of intersection, being critical, must be poles and the lifting of the loops of the basis
do not pass through the poles of f .
Finally observe that the proof that the necessary conditions are also sufficient still works
exactly as before.
So we have proved the following
Theorem 4.3. Let d, r be two natural numbers s.t. d > 2, 16 r 6 d . Let G be a connected
graph with d vertices and m = d − 2 + r labeled edges. With the notation we used in
Proposition 1.22 the necessary and sufficient conditions that G must satisfy in order to be
the monodromy graph of a real rational function of degree d , with m generic real critical
values, w1, . . . ,wm, and such that
f−1(∞)=m1P1 + · · · +mrPr,
where Pi 6= Pj , for i 6= j , mi > 1 ∀i are the following:
• σmσm−1 · · ·σlσ1 · · ·σl−1 = βm1 · · ·βmr , where βmj is a cycle of length mj ∀j .
• G does not contain either a non-degenerate or an order degenerate saturated triod.
• Any saturated 3-path is snake and any saturated triangle is degenerate.
• For any two vertices {a, b} of G the number of edges connecting {a, b} is 6 2.
Now we consider the case of real algebraic functions f :C→ P1 which have m generic
real critical values different from∞ and such that∞ is a non generic critical value.
Assume as above that f−1(∞) = m1P1 + · · · + mrPr , then by Riemann Hurwitz’s
formula, if m is the number of generic critical values, 2g − 2 = −2d + m + d − r , so
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m = 2g − 2 + d + r . Suppose that {w1, . . . ,wm} are the real generic critical values, we
choose the geometric basis of pi1(C− {w1, . . . ,wm}) as above.
Remark 4.4. The conditions of Lemmas 1.13, 1.14 still hold.
The conditions of Lemma 1.9 still hold since we have already observed that everything
works in genus g = 0, then we repeat the induction step as in the proof of Lemma 1.9.
We have therefore proven the following
Theorem 4.5. Let d , r , g be natural numbers s.t. d > 2, 1 6 r 6 d , g > 1. Let G be a
connected graph with d vertices and m= d − 2+ r + 2g labeled edges. With the notation
we used in Proposition 1.22 the necessary and sufficient conditions that G must satisfy
in order to be the monodromy graph of a real algebraic function f :C→ P1 of degree d ,
where C is a compact, connected Riemann surface of genus g, f hasm generic real critical
values,w1, . . . ,wm, and f−1(∞)=m1P1+· · ·+mrPr , where Pi 6= Pj , for i 6= j ,mi > 1
∀i are the following:
• σmσm−1 · · ·σlσ1 · · ·σl−1 = βm1 · · ·βmr , where βmj is a cycle of length mj ∀j .
• G does not contain any odd multiple triod.
• G does not contain any odd multiple path.
• If T is a saturated subgraph of G made of two vertices and s edges connecting the
two vertices, then s 6 2+ 2g.
Now we assume that the generic critical values of f can possibly be not all real, i.e.,
there can be pairs of complex conjugated critical values.
In the proof of Theorem 3.3 it is defined an algorithm to determine an involution α∗ on
the subgraph G∗ of G whose edges have labels νj ’s and ν¯h’s, that agrees with the involution
α that we have defined in Theorem 1.16. It is also clear that the way in which such an
involution is defined is independent on the monodromy at ∞, so in conclusion we have
proven the following
Theorem 4.6. Let d , r , g be natural numbers s.t. d > 2, 1 6 r 6 d , g > 1. Let G be a
connected graph with d vertices and m = d − 2+ r + 2g labeled edges with labels that
correspond to the transpositions τi ’s, νj ’s and ν¯h’s. The necessary and sufficient conditions
that G must satisfy in order to be the monodromy graph of a real algebraic function
f :C→ P1 of degree d , where C is a compact, connected Riemann surface of genus g,
f has m generic critical values, w1, . . . ,wm, and f−1(∞)=m1P1 + · · · +mrPr , where
Pi 6= Pj , for i 6= j , mi > 1 ∀i are the following:
• ν¯1 · · · ν¯sνs · · ·ν1τ1 · · · τk = βm1 · · ·βmr , where βmj is a cycle of length mj ∀j and
2s + k =m.
• G does not contain any odd multiple triod.
• G does not contain any odd multiple path.
• G satisfies the conditions of Remark 3.1.
• G satisfies the conditions of Remark 3.2.
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Remark 4.7. To obtain the general case where the real critical values can also be negative
it suffices to perform a base point change as above.
5. Some computations
With computer calculations we are able to calculate some of the numbers of multiple
















Proposition 5.1. For d = 3, g > 0, the number of multiple-bond-snake-pairs is 3g+1 − 1.
Proof. We show that if we set n(g)= #{isomorphism classes of graphs that are associated
to multiple-bond-snake-pairs with d = 3, g}, then there is the following recursive relation:
n(g)= 3n(g− 1)+ 2, n(0)= 2.
We have computed n(1)= 8, n(2)= 26, n(3)= 80, n(4)= 242, n(5)= 728, n(6)= 2186.
Now assume that we know n(g − 1), we want to compute n(g).
First of all we have the following two graphs: the first one is
τ1 = τ2 = · · · = τ2g+2 = (a, b),
τ2g+3 = τ2g+4 = (b, c).
The second one is
τ1 = τ2 = · · · = τ2g+1 = τ2g+4 = (a, b),
τ2g+3 = τ2g+2 = (b, c).
Then assume that G is a graph of type g − 1, the edges of G may correspond either to the
transposition (a, b), or (b, c), or (a, c).
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We partition the set of edges of G into groups of edges that connect the same pair of
vertices and which form saturated subgraphs.
If all these subgraphs have an even number of edges, then we obtain three graphs
of type g by adding to G either τ2g+3 = τ2g+4 = (a, b), or τ2g+3 = τ2g+4 = (b, c), or
τ2g+3 = τ2g+4 = (a, c).
If there is at least a subgraph of the type described above which has an odd number
of edges, then we obtain three graphs of type g as follows: in the set of the subgraphs
described above with an odd number of edges we choose the one with the smallest labels,
assume that they correspond to the transposition τ = (a, b), we call this subgraphH.
Then the first graph of type g that we get is obtained from G by adding two edges that
both correspond to τ = (a, b), with labels 2g + 3, 2g+ 4.
The second one is obtained from G in the following way: suppose that rk is the smallest
label of an edge corresponding to (a, b) but which does not belong toH and such that rk is
greater than all the labels of the edges ofH. We remove from G the edge with label rk and
we give the label rk to a new edge corresponding to (b, c). We add an edge corresponding
to τ2g+3 = (b, c) and an edge corresponding to τ2g+4 = (a, b).
Finally we obtain the third graph in a similar way: we remove from G the edge with
label rk and we give the label rk to a new edge corresponding to (a, c). We add an edge
corresponding to τ2g+3 = (a, c) and an edge corresponding to τ2g+4 = (a, b).
It is then easy to check that in this way we obtain all the graphs of type g.
So we have proved that n(g)= 3n(g− 1)+ 2, which implies the thesis. 2
6. Lemniscate generic algebraic functions
The main result achieved in [6] is a combinatorial description of the connected
components of the space HL0,d of lemniscate generic rational functions.
This had already been done in the case of polynomial maps in [9] and the idea, which
can be employed also in higher genus is the following: to an algebraic function f :C→ P1
we associate the weak Morse function |f | and the lemniscate configuration of f , i.e., the
datum of C, the union of the singular level sets of |f | and the two subsets of C, f−1(0),
f−1(∞).
In [6] they show that the lemniscate configuration can be described by a graph which
belongs to the class of graphs that they call “admissible”.
Definition 6.1. An algebraic function f :C→ P1 of degree d is called lemniscate generic
if and only if the following conditions hold:
(1) f−1(0) and f−1(∞) consist exactly of d points,
(2) f has n distinct generic branch points w1, . . . ,wn on C and |wi | = |wj | implies
i = j .
(3) We set HLg,d to be the Hurwitz space of lemniscate generic algebraic functions
f :C → P1 of degree d , where C has genus g, that is the quotient of the set of
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such functions by the equivalence relation f ∼ g if and only if there exists an
isomorphism φ :C→C such that g = f ◦ φ.
In [9] it is proven that the set of connected components of the space of lemniscate generic
polynomials is in bijection with the set of “admissible” graphs.
In the case of algebraic functions the lemniscate configuration, and so the “admissible”
graph associated to it is no longer sufficient to determine the connected component of
the space HLg,d of lemniscate generic algebraic functions; we need to associate to the
“admissible” graph certain weights of the edges. We thus obtain an “admissible weighted”
graph.
The Main Theorem of [6] shows that the connected components of the space HL0,d
of lemniscate generic rational functions are completely described by the “admissible
weighted” graphs.
This is not true if g > 1, in this case they show that there is a surjection of the set of
connected components of HLg,d to the set of “admissible weighted” graphs.
The Main Theorem of [8] gives a geometric proof of the equality of the number of
connected components of the space of lemniscate generic polynomials of degree n+ 1, Ln
and the number of connected components of the set of monic generically maximally real
polynomials of degree n+ 1, i.e., with n real and distinct critical values.
To prove this theorem we have given a description of the monodromy graphs of the
generic real polynomial maps. In particular we have proven that in the case in which the
polynomials are generically maximally real, the monodromy graphs are precisely snake
linear trees, that is trees made of n consecutive edges with labels such that if i is the label
of an edge and j , k are the labels of the two adjacent edges, then either j and k are both
greater than i or they are both smaller than i .
Finally in [1] and in [9] it is given a generating function for the number of such graphs.
Now we would like to apply a similar reasoning to count the connected components of
the set of lemniscate generic algebraic functions, since in the first two sections we have




(P1)n −1)/Sn = {(x1, . . . , xn) ∈ (P1)n|xi 6= xj for i 6= j}/Sn.
We consider now the branch point map (Lyashko–Looijenga mapping)
pi :HLg,d→ Fn(P1)
which assigns to each function f the set of its critical values, n = 2g + 2d − 2. Let
Yn ⊂ Fn(C) be the subset{{w1, . . . ,wn}| 0< |w1|< |w2|< · · ·< |wn|<∞}.
Remark 6.2. If we write wi = |wi |wi/|wi |, r1 = |w1|, r2 = |w2|/|w1|, . . . , rn = |wn|/
|wn−1|, we see that Yn is homeomorphic to (S1)n × (R+)n.
We set Yn,R = {{w1, . . . ,wn} ∈ Rn | 0 < |w1| < |w2| < · · · < |wn| <∞}. pi−1(Yn) =
HLg,d .
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Let HLg,d,R be the Hurwitz space of real lemniscate generic algebraic functions of
degree d from a Riemann surface of genus g.
Now we state and prove a lemma that is proven in [8].
Lemma 6.3 (See [8]). Each connected component A of HLg,d contains exactly 2n
components of HLg,d,R.
Proof. Each connected component A of HLg,d is homeomorphic to (S1)n × (R+)n
(n= 2g + 2d − 2), and for each point r = (r1, . . . , rn) ∈ (R+)n, the set Ar = (S1)n × {r},
which is invariant by conjugation, contains only a finite number of self conjugate points.
We apply now the Lefschetz’s fixed point formula to f = complex conjugation on Ar .
Since Ar is a covering of (S1)n, and f induces, via the covering projection, the standard
conjugation on (S1)n, we see that f acts as −1 on H1(Ar ,Z).
Thus the number of fixed points of f on Ar is exactly 2n.
Now the real part of A is a closed submanifold of A, so it is a union of components
of A ∩ pi−1(Yn,R), which is a trivial covering of Yn,R. Our assertion follows then
immediately. 2
We set n(g, d) to be the number of isomorphism classes of graphs that are associated to
multiple-bond-snake-pairs of type g,d , we obtain the following
Proposition 6.4. The number βg,d of connected components of HLg,d equals n(g, d).
Proof. From Lemma 6.3 it follows that the number of connected components of HLg,d,R
equals 2nβg,d , while it equals n(g, d) times the number of components of Yn,R, which is
2n, n= 2g + 2d − 2. 2
Therefore the proposition together with Lemma 5.1 imply that the number of compo-
nents of HLg,3 is 3g+1 − 1 and in the table of the preceding section one can find the
numbers of the connected components of HLg,d for some values of g and d . In particular,
for g = 0 we have:
Corollary 6.5. The number β0,d of connected components of HL0,d , which is equal to the
number of admissible weighted graphs of [6], equals n(0, d).
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