Abstract-A novel transceiver design for ultrawideband (UWB) communication systems using the channel phase precoding (CPP) technique is proposed in this work. With the CPP-UWB transceiver, we encode data symbols using the reversed order of the channel phase. A simple phase estimation algorithm is presented for the CPP-UWB implementation. Owing to its ability to coherently combine the channel magnitude of every multipath, the CPP-UWB transceiver can achieve a higher data rate by shortening its symbol duration with a tolerable interference. The performance of the CPP-UWB can be further improved using an optimal code length and/or the MMSE receiver to suppress intersymbol interference.
I. INTRODUCTION
O NE distinctive feature of an ultrawideband (UWB) communication system is its remarkable temporal channel resolution. On one hand, the multipath diversity can be potentially exploited by the UWB receiver to combat channel fading. That is, since every path suffers from independent fading, it is less likely that all paths suffer from deep fading simultaneously. On the other hand, the phenomenon that the signal energy is distributed among coefficients of the full channel impulse response (CIR) of long length poses a great challenge for the receiver to collect sufficient signal power for symbol decoding. It was demonstrated in [1] that the receiver demands a large number of correlation operators to achieve this multipath diversity. A receiver of high complexity is, however, not preferred in the UWB system.
The time-reversal prefiltering (TRP) technique, which originates from under water acoustic signal processing, was adopted to reduce the UWB receiver complexity by Strohmer et al. [2] . When the complete channel information is known at the transmitter, TRP convolves the transmit signal with the time-reversed order of the CIR so that the received signal power can be more concentrated at the receiver. Then, a simple receiver structure with fewer correlation operations can be used. Based on a similar idea, a pre-RAKE scheme was first applied to the CDMA system [3] and later to the UWB channel [4] , [5] . Since the TRP transmitter requires the complete channel information, a feedback channel is utilized to send the estimated channel information back to the transmitter. Due to a large number of channel taps is usually encountered, the required bandwidth for the feedback channel is large. Even though TRP can achieve the full multipath diversity, it is somehow difficult to implement in real world UWB systems. To overcome the shortcomings of TRP-based UWB (TRP-UWB) systems, we propose a new UWB transceiver architecture using the channel phase precoding (CPP) technique. The CPP-UWB transmitter utilizes the reversed order of the channel phase as the unique codeword to encode every antipodal data symbol. Note that the phase of each tap of a carrierless UWB channel is either or , i.e., the sign of the corresponding path gain. 1 If the feedback phase information is accurate, the receiver will get a strong peak signal, which corresponds to a coherent combination of all channel magnitudes. For those off-peak received signals, their amplitudes are much weaker due to incoherent combining. To detect the transmit symbol, the CPP-UWB receiver can apply a decision threshold to the peak received signal. Since the CPP scheme utilizes the phase information only, the receiver can perform phase estimation using a low resolution analog-to-digital converter (ADC), e.g., the 1-bit ADC. As compared with the conventional TRP receiver where a high resolution ADC is demanded to resolve each channel gain, the proposed CPP-UWB receiver can be implemented at a lower cost. Furthermore, each tap's phase can be represented by a single bit so that the transmission of the phase information reduces the feedback channel bandwidth.
A similar idea called "delay tuning" was proposed in [6] to concentrate the received signal power by adjusting the delay and phase of the time-hopped signal properly. However, the delay tuning method and our proposed CPP technique have two major differences. First, the channel model used in [6] assumes that the multipath arrival is random. This assumption complicates algorithms of channel estimation and received signal power focusing. Since the equal-distance, tap-delay UWB channel model as formulated in [7] was verified by channel measurement results, an efficient channelized codeword is adopted in our work using the tap-delay channel model. Second, by taking advantage of the received power focusing, our system achieves a higher data rate with little intersymbol interference (ISI) penalty at the output of the receiver. In contrast, the delay tuning system adopts a fixed length time-hopping code, which does not leverage the signal power focusing for high data rate communication.
The accuracy of estimated phase information plays an important role in determining the performance of the proposed CPP-UWB system. In this work, we use training symbols for channel phase estimation. Given a fixed number of training symbols, we derive a lower bound on the output signal-to-noise power ratio (SNR) to evaluate the training performance when the data symbol is encoded by the estimated channel phase. The bound becomes tighter as the number of training symbols becomes larger. The use of training symbols degrades the actual data rate for the CPP-UWB system. However, it was also used by TRP to obtain an accurate channel estimation result. With the derived lower bound, a system designer can determine the number of training symbols needed for a given output SNR level. Hence, an excess amount of training can be avoided.
Since CPP-UWB can alleviate the ISI effect by combining channel magnitude gains coherently, it allows the symbol interval to be less than the channel duration to achieve a high data rate while keeping the residual ISI at the peak received signal at a tolerable level. However, as the data rate goes up, the residual ISI becomes more severe and it degrades system performance more than background noise. In this work, we propose two residual ISI mitigation schemes to further improve the system performance of CPP-UWB, namely, the codeword length optimization (CLO) and the MMSE receiver.
The CLO scheme in a CPP-UWB system is motivated by the following observation. Even though a longer codeword (i.e., using more feedback phase information) may result in a higher peak power, the off-peak signal power is also increased, which deteriorates the output signal to interference power ratio (SIR). Consequently, a longer codeword may not necessarily lead to better performance than a shorter one. The main objective of CLO is to adjust the codeword length so that the output SIR is maximized. Furthermore, the use of the optimal code length helps reduce the feedback overhead since the optimal codeword length is usually less or equal to the channel length. Since the CLO problem is highly nonlinear, its closed-form solution is difficult to find. Even though an exhaustive search can be applied for its solution, it is computationally intensive due to the large number of taps of the UWB channel. Here, we propose a fast algorithm to solve the CLO problem to reduce the computational complexity. Even though this fast algorithm does not maximize the output signal to interference plus noise power ratio (SINR), the resulting output SINR only degrades slightly from the optimal one for low input SNR values and converges to the maximum SINR as input SNR increases. When we further decrease the symbol interval to increase the data rate, the CLO scheme alone may not be effective enough in suppressing the residual ISI. Under this case, we can resort to a more sophisticated receiver, e.g., the MMSE receiver, to suppress the interference. This MMSE receiver provides better performance at the cost of additional training symbols to track the MMSE coefficients and higher decoding complexity as compared to the original CPP-UWB receiver.
The rest of the paper is organized as follows. The CPP-UWB system model and its main features are introduced in Section II. The performance of the CPP-UWB system is studied and compared with the existing TRP-UWB scheme [e.g., partial pre-RAKE (PPR) [4] ] in Section III. Then, a simple channel phase estimation scheme is provided and a derived lower bound is used to evaluate the system performance in Section IV. The CLO problem is formulated and a fast search scheme is proposed in Section V. To further suppress the residual interference in higher data rate applications, the use of the MMSE receiver is discussed in Section VI. The issue to maintain the power spectral mask demanded by the U.S. Federal Communications Commission (FCC) [8] is discussed in Section VII, where the output power spectral density (PSD) of the transmitted signal in the CPP-UWB system is derived. Computer simulations are conducted to collaborate the CPP-UWB system in Section VIII. Finally, some concluding remarks are given in Section IX.
II. SYSTEM MODEL AND FEATURES

A. System Model
We consider a baseband UWB system that can occupy a wide frequency band, for example, from near DC to several GHz, by employing a proper waveform. The block diagram of the proposed system is given in Fig. 1 , where the carrierless, tap-delayed line channel model from Chao and Scholtz [9] is adopted. Thus, the CIR can be written as (1) where is the Dirac delta function, is the total number of paths, is the multipath resolution that is assumed to be the same as the time domain pulse width, with an equal probability is the phase of the th path, and is the corresponding magnitude which is modeled as an independent Rayleigh random variable with probability density function (PDF)
. The average power of , which is equal to , decays exponentially with index , i.e., , where is the average power of and , and where is the decay time constant. The time constants of four different UWB channel models [i.e., channel model 1 to 4 (CM 1-4) in [10] ] can be found in [9] . Furthermore, we choose to be an integer, where parameter controls the effective length of the channel. In other words, we ignore those taps whose power ratio with respect to the first tap is less or equal to . It is worthwhile to point out that the equal distance, TDL channel model adopted here is suitable for the dense multipath environment, such as an indoor channel. Since the time delay between different paths could be very small, it is straightforward to treat all propagation paths within one regular time grid as one effective channel tap [7] , [11] .
As shown in Fig. 1 , the receiver first estimates the carrierless channel phase information, which is either or . Then, the estimated channel phase information is sent back to the transmitter as a channelized codeword , which is time-reversed, unit-power version of . Specifically, is given by , where is the th component of the -chip long codeword and superscript represents the transpose.
Afterward, the transmitter encodes each data symbol, , by the channelized codeword , and then modulates the UWB pulse waveform onto each chip. Consequently, the transmit signal can be expressed as (2) where is the th bipolar data signal, is the transmit pulse waveform, and is the symbol interval which is assumed to be an integer multiple of the pulse width. Although a more complicated signaling scheme can be applied to , e.g., -level pulse amplitude modulation (PAM) for , an additional effort for the amplitude estimation is required. It is not considered in this work.
After the matching and sampling of the received pulse waveform, which is passed through the channel model in (1), the discrete received signal for the th data symbol can be written as (3) where is a Toeplitz matrix whose first column contains from the first to the th elements and zeros elsewhere, is the interference vector that contains ISI, and is the zero mean, additive white Gaussian noise (AWGN) vector with covariance matrix equal to , and where is the identity matrix.
Let [see (4) , shown at the bottom of the page]. When the phase estimation is correct, i.e., , the peak value of is given by at since all channel taps are coherently combined. This is referred to as "signal concentration" in the sequel. To detect transmit symbol , we simply apply the decision threshold to element in (3), i.e., . Note that when symbol interval is greater or equal to the channel response length , the peak signal used for decoding contains no ISI so that the receiver output is ISI-free. However, owing to the signal concentration effect at the receiver, we can increase the data rate by shortening the symbol interval such that by allowing a small ISI penalty at the receiver.
Two ISI mitigation schemes will be presented in Sections V and VI to improve the system performance for the high data rate case. Furthermore, the output SNR can be enhanced by applying the maximum ratio combining (MRC) to both peak and off-peak received signals corresponding to the same transmit symbol. Since MRC demands the amplitude information for the components to be combined, additional training symbols are required for the magnitude estimation and the decoding complexity will increase accordingly. The MRC scheme will not be discussed in this work due to space limitation.
B. Features of CPP-UWB System
Several interesting features of the proposed CPP-UWB transceiver are described below.
Low Hardware Complexity and Feedback Bandwidth: To provide the channel information to the TRP transmitter, the TRP receiver first identifies the channel response with a high resolution ADC that represents each channel tap with multiple bits (e.g., a 10-bit ADC is utilized in [12] ) and then passes those estimated taps back to the transmitter. Since a large number of channel taps are usually observed in the UWB system, the required bandwidth for the feedback channel is large. In contrast, the transmitter of the proposed CPP-UWB system requires the channel phase information only. A low-cost 1-bit ADC can be deployed at the receiver to determine the phase of each tap, and the feedback overhead of the complete phase (4) information is significantly lower than that of TRP since each phase component can be described by only one bit.
High Data Transmission Rate: If the returned phase information is correct, there will be a strong peak signal at the receiver because of coherent combination of all multipath magnitudes. For a fixed symbol interval, power concentration in the received signal makes possible ISI from neighboring symbols less harmful. For a given noise level at the receiver, we may shorten the symbol interval to achieve a higher data rate due to lower ISI at the corresponding peak received signal. This can be expressed mathematically below. When we encode symbol with for transmission, the received signal of will spread among received samples. Since symbol interval is now less than preceding and succeeding peak signals are interfered by off-peak signals of symbol , where is the floor function of . To state this alternatively, preceding and succeeding data symbols of will contribute their off-peak signals to the peak received signal of . Given a maximal noise level , the fastest data rate, i.e., the shortest allowable symbol interval , can be determined by where and are the interference terms contributed by preceding and succeeding symbols of current symbol , respectively. Secure Data Transmission: According to the experimental result in [13] , the spatial correlation between two UWB channels is less than 0.1 if two receivers are separated by more than 10 in. Thus, the channel of each transceiver pair can be viewed as being independent. The channelized codeword that is random in nature can be used to encode every transmit symbol, which makes eavesdropping more difficult. Even though the third party may acquire the codeword information during the feedback stage of the phase information, the attacker has to overcome a serious ISI effect in order to decode the received data correctly in other locations. Hence, the CPP-UWB system can achieve higher security in transmission by the nature of its design. We should point out that TRP can achieve high-rate and secure data transmission as well. Since more channel information is utilized at the TRP transmitter, its performance is better than CPP-UWB in secure and high-rate data transmission yet at the expense of higher feedback overhead and a more expensive ADC at the TRP receiver.
III. OUTPUT SNR AND SINR ANALYSIS
In this section, we will analyze the performance of the CPP-UWB system in terms of output SNR and SINR for different temporal resolutions, with and , respectively. The returned phase information is assumed to be perfect, i.e., , in our following analysis.
A. Output SNR Analysis for Low Data Rate Case
When the data rate is low, symbol intervals are longer, i.e., . In this case, the received peak signal is free from ISI. Then, the output SNR using -chip long codeword can be calculated as (5) where is defined as (6) is the average peak power. Since and are independent, and the first and the second moments of the Rayleigh random variable equal and , respectively, we can further simplify (6) as (7) Let be the ratio between the second and the first terms at the right-hand side of (7), which can be bounded from below by (8) It will be shown in Example 1 of Section VIII that, for a typical value of (say, ), we have Since and is dominated by the second term at the right-hand side of (7), we can get the following approximation: (9) Please note that the value of is set as (10) so that the overall power spread in the UWB channel is unity. By substituting (10) into (9) , is approximated by (11) where is replaced by to get the last equation. Furthermore, since , we have (12) by ignoring higher order terms in the Taylor series expansion of . Then, with (5), (11), (12), and some manipulations, we have (13) As shown in (13), the output SNR depends only on variable that controls the effective length of the UWB channel in our model.
Since the CPP transmitter uses only the channel phase information to encode its transmit symbol, the CPP receiver acquires less signal power as compared to the ideal TRP method. Let be the output SNR at the peak received signal of the TRP system. It can be calculated by (14) This result is not surprising since TRP achieves full multipath diversity at the receiver end and the channel power has been normalized to one. Let be the SNR degradation factor defined by (15) Based on (13)- (15), we can show that (16) Both the output SNR in (13) and the degradation factor given above depend on variable , which is fixed in our channel model. For a large value of , the peak power of CPP-UWB may decrease to result in the reduction of and . This can be explained by the fact that, when there are more trivial taps in the channel, combining all channel magnitudes may fail to improve the peak signal power since each emitted pulse is normalized by . Several approximations, such as (9) and (12), are used to get a clean result of (16) . We will show the validity of these approximations in Section VIII.
B. Output SINR Analysis for High Data Rate Case
When the data rate is high, symbol intervals are shorter. In particular, if , the received signal contains not only the desired signal contributed by (i.e., ) but also the interference contributed by its neighboring symbols. The corresponding SINR can be written as the equation shown at the bottom of the page, where was defined in Section II. We first consider the postcursor ISI, i.e.,
. Let be a real number. The interference power from in can be calculated as (17)
Since
, are independent zero-mean random variables, we know that the expected value of the cross term in (17) (20) where is independent of . Thus, the decrease of boosts the power ratio between and , which is the interference power provided by . It is easy to generalize the above result to the precursor ISI analysis, which is contributed by . We conclude that the improvement of temporal resolution provides a higher output SINR when the input SNR is fixed. Please note that the feedback overhead is also increased due to more multipath components are resolved.
C. Comparison Between TRP and CPP Schemes
Due to the very large tap number in the UWB channel, the feedback of complete channel information as demanded by an ideal TRP scheme is actually not practical. Two channel-tap selection schemes; namely, selective pre-RAKE (SPR) and partial pre-RAKE (PPR) [4] , [14] , were proposed to reduce the feedback overhead. It was demonstrated in [14] that the PPR system that delivers the first several channel taps to the transmitter can achieve the maximum average peak power if a fixed number of consecutive taps are available from the feedback channel. Both CPP-UWB and PPR-UWB provide incomplete channel information to the transmitter; namely, the channel phase in CPP and the first several channel taps in PPR. It is interesting to know the number of channel taps required for the PPR transmitter to achieve the same peak received power when a -chip (with ) long codeword is used in the CPP transmitter. With the channel model in Section II, the power concentration by the PPR scheme using the first taps was derived in [14] as (21) When an -chip long codeword in the CPP scheme achieves the same power concentration at the peak of PPR using the first taps, we can set , and get , where . Since is a positive number, we may select (22) where is the ceiling function of . We will verify the result derived above by computer simulation in Section VIII. We compare the required feedback overhead of PPR and CPP to achieve roughly the same output signal power. Thus, given a fixed amount of feedback information, their bit-error-rate (BER) performance should be close to each other when the peak received signal is ISI-free.
It is worthwhile to mention that (22) may not guarantee the same output SINR for both systems when the symbol interval is less than the channel response length. However, since the output SINR is a highly nonlinear function of the codeword length, a closed-form solution to the feedback overhead is difficult to obtain. In fact, as suggested by simulation results in Section VIII, the BER gap between these two systems is small when (22) is applied. Thus, our analysis is still valid even when ISI occurs.
IV. PHASE ESTIMATION AND PERFORMANCE ANALYSIS WITH ESTIMATED PHASE INFORMATION
Accurate phase estimation is critical to the performance of the CPP-based transceiver. In this section, we first present a simple yet practical phase estimation algorithm based on training symbols. Then, based on the estimated phase with training symbols, a lower bound on the output SNR using the -chip long codeword will be derived to evaluate the system performance, where the output SNR can be expressed as
The performance lower bound is provided for the ISI-free data transmission. However, a similar idea can be easily used to derive the lower bound on the output SINR when .
A. Channel Phase Estimation Algorithm
The following channel phase estimation algorithm is adopted in the proposed CPP system. 1) In the initialization stage, the transmitter emits channel sounding pulses, , of a low duty cycle so that the received signals of different transmit symbols do not overlap with each other. 2) After the received signal is synchronized, the receiver matches the received pulse waveform and takes sample at every time instance to digitalize received data. 3) All discrete received signals are demodulated and then averaged to reduce the noise perturbation before the phase estimation task. 4) The estimated channel phase is given by (24) where is the th received signal vector, is the th AWGN noise vector with zero-mean and covariance matrix , and
which is a zero-mean Gaussian random vector whose elements are independent, identically distributed (i.i.d.) Gaussian random variables with variance equal to .
B. Performance Analysis With Estimated Phase
In the following proposition, we give a performance bound on the CPP system using the estimated channel phase information to encode its data symbols.
Proposition 1: Consider a CPP system that uses training symbols for channel phase estimation. Then, the output SNR as given in (23) satisfies (26) Proof: Let be the product of the th phase component and its estimate , i.e.,
. has two possible values, i.e., 1 or , which reveals whether the th estimate is correct. The average desired signal power concentrated at the peak is given by (27) When the phase is estimated by (24), the conditional error probability on the th phase is (28) (29) where is the th element of and . Therefore, using the result in (29), we can simplify as
Thus, by taking the expectation operator with respect to variable at both sides of the above equation, we get
where the upper bound on given in [15] , i.e., , is applied to get the inequality in (31). After some manipulations, (31) becomes (32) By substituting (32) into (27) and dividing (27) by the noise power , Proposition 1 is proved. The above lower bound gives users an idea about the system performance when training symbols are used. Thus, users can adjust the number of training symbols to meet a specific performance requirement while minimizing the training overhead. It is straightforward to show that the mean-square-error (MSE) of the proposed phase estimation scheme is (33) By the similar method used to develop the lower bound on , we can have the upper bound for as
Also, we can show that the conditional mean of is equal to
which is asymptotically unbiased as approaches infinity. The unconditional zero mean of suggests that the proposed simple phase estimation method is unbiased. The above sample average scheme can be used to identify the current channel response for TRP, as well.
V. CODEWORD LENGTH OPTIMIZATION (CLO)
A. Problem Statement By exploiting the power concentration property of received signals, we can shorten the symbol interval to achieve a higher data rate without inducing much ISI at the peak value. On the other hand, when the data rate is sufficiently high, the system performance degrades greatly due to strong ISI at the receiver output, which dominates the performance more than background noise. Although we may increase the peak signal power by combining more channel taps with a longer codeword, this long codeword may amplify the off-peak received signals to cause interference to peak signals of neighboring symbols. Hence, for a fixed symbol interval, there exists an optimal codeword length that maximizes the output signal to interference ratio (SIR) at the peak received signal. The knowledge of the optimal codeword length helps reduce the feedback overhead since it is less or equal to the CIR length.
Example 1: Output SNR (or SINR) Versus Codeword Length:
We demonstrate the output SIR as a function of the codeword length in this example. The system parameters are ns and ns (CM3). Here, we consider two different codeword lengths: and . They correspond to the full length and the partial length cases, respectively. The received signal power with respect to one channel realization is plotted in Fig. 2. In Fig. 2 , the star denotes the position of the peak signal of a target symbol while circles denote positions of the peak signal of its neighboring symbols. Furthermore, we also list the values of the peak signal power and its SIR for reference. As shown in this example, although a longer codeword may provide a higher peak power, the output SIR is actually smaller.
In this section, we consider the codeword length optimization (CLO) problem to improve the performance of the CPP scheme with a fixed data rate. For simplicity, the feedback phase information is assumed to be perfect and the channel length is an integer multiple of the symbol interval, i.e., , where is an positive integer and . The latter requirement may not be as restrictive as it appears, since we can either zero-pad or truncate the channel length to satisfy this assumption when the amplitude of the channel tap becomes very small. We will show that the system performance of this altered channel is almost indistinguishable from that of the original channel in Section VIII. Since the first channel taps are coherently summed, it is clear that the maximum signal power occurs at and the average output SIR at is equal to (37), shown at the bottom of the page. The optimal codeword length can be found as
where a closed-form solution to is difficult to get due to the nonlinear nature of the problem. An exhaustive search algorithm that tests all possible values of is computationally intensive. We will present a fast search algorithm to find the optimal codeword length instead in Section V-B.
Please note that we focus on the CLO problem primarily for the high data rate scenario, i.e.,
. It is worthwhile to point out that there still exists an optimal code length so that the output SNR is maximized even when the received signal to be decoded is ISI-free. This is due to the fact that the average power of the channel tap decays exponentially with respect to its index and we normalize the output power by dividing codeword by so that a longer codeword may or may not increase the peak received power. The CLO problem for the low data rate case is, however, not as interesting as that for the high data rate case.
B. Fast Search Algorithm for Optimal Code Length
By substituting (36) into (37), and after some manipulations, we can express the output SIR at the peak received signal as where is the normalized interference power generated by adding the th channel tap at the peak and and are the postcursor and precursor ISI with respect to the current transmit symbol , respectively. We use variable to measure the ratio between the average power of the th path and , which is defined as
We get from (39) that (40) which suggests a way to divide all path components into disjoint groups so that elements with the same value of belong to the same group. For example, group 1 has the 0th to the th elements, group 2 has the th to the th elements, and so on.
The following lemma will be needed in deriving the fast search algorithm.
Lemma 1: If , and are all positive numbers, then
It is straightforward to verify this lemma. The following proposition determines the optimal codeword length when the codeword length does not excess . As compared with the exhaustive search algorithm in (38), the fast algorithm reduces the search number by a factor of . Another possible criterion for CLO is to consider both AWGN and ISI jointly. That is, we can maximize the output SINR, i.e.,
The fast search algorithm in Proposition 4 may not give the maximum output SINR, especially in the low SNR environment. We will show in Section VIII that the performance gap between the two criteria as specified in (45) and (47) is small, even in the presence of high noise power. In addition, the difference approaches zero asymptotically as SNR increases.
VI. DESIGN OF MMSE RECEIVER
As the data rate increases, the performance degrades since the peak received signal of a target symbol suffers more ISI from its preceding and succeeding symbols. Although CLO can mitigate ISI by adjusting the code length, it may not suppress ISI sufficiently in a high data rate case. In this section, we examine the use of an MMSE receiver to suppress ISI furthermore.
When we encode symbol with an -chip codeword , the signal of will spread over received chips. Then, the MMSE receiver for data symbol can be written as where is the autocorrelation matrix of and is the cross correlation between and . Please note that we treat , as fixed variables by assuming that channel coherent time is long enough so that the channel is invariant for a block of data symbols. Thus, can be estimated as . As compared with the CPP receiver without MMSE, which is a single tap filter, the MMSE receiver is a finite impulse response (FIR) filter of length . Thus, it has higher decoding complexity. Furthermore, the MMSE receiver demands training symbols to estimate at the cost of a decreased data rate.
VII. CONSIDERATION OF FCC POWER SPECTRAL MASK
The U.S. FCC allows UWB signals to occupy a huge range of frequency spectrum that overlaps with those used in existing narrow band radio services today [8] . To coexist with other radio signals with little interference, a power spectrum mask is enforced to regulate the output power spectral density (PSD) of the UWB transmitter [8] . Since the proposed precoding scheme alters the output signal shape, the PSD at the transmit antenna may exceed the FCC mask. This concern is addressed in this section. In the following, we derive the output PSD of the CPP-UWB system and then explain how to maintain the FCC regulation on the output PSD when the transmit symbol is encoded by the channel phase.
We consider the case where the symbol interval is shorter than the channel response and the channel length is an integer multiple of the symbol interval, i.e., with being a positive integer. When the energy per pulse is equal to , a general transmitted signal can be written as (50) where " " is the convolution operator and (51) Since is an infinite random sequence, we truncate it by elsewhere
where and the value of is selected to be an integer multiple of the symbol interval, i.e.,
, where is a positive number. Then, can be explicitly expressed as
The time-averaged autocorrelation function of can be found as (54) where . Consequently, the PSD of , is equal to (55) where is the Fourier transform operator. Note that the PSD of is computed as (56) where is the Fourier transform of . We see from (56) that the output PSD is proportional to . In addition, it can be easily shown that the output PSD for the CPP-UWB system with the optimized codeword length introduced in Section V is the same as (56).
Given a fixed data rate, the admissible energy per pulse is limited by enforcing the FCC power mask. To pump as much power as possible to improve the system performance while maintaining the FCC constraint on the output PSD, it is important to design a proper pulse waveform. The pulse waveform design problem for the CPP-UWB system is an interesting problem for future extension. We refer interested readers to [16] and references therein for detailed discussion on the UWB pulse waveform design. It is worthwhile to point out that, to maintain the power spectrum mask, the transmit power should be reduced for a fixed pulse waveform while the symbol interval is shortened. As a result, the received signal power decreases as well. If we want to maintain the same SNR level as that of the low data rate system, the noise figure at the high data rate receiver should be further reduced, i.e., more attention is needed for its hardware implementation.
VIII. SIMULATION RESULTS
Simulations are conducted in this section to test the performance of the proposed CPP scheme in an UWB system. We demonstrate the phase estimation scheme and the corresponding lower bound on SNR as provided in Section IV in the first example. Then, we compare the bit error rate (BER) performance for the CPP-UWB system at different temporal resolutions, i.e., using UWB pulses with different pulse width in the second example. The BER performance can be further improved by applying CLO and/or the MMSE receiver, which is shown in the third example. Next, we verify the argument in Section V that the channel length is an integer multiple of the symbol interval. Finally, we compare the feedback overhead and the BER performance between CPP and TRP, and show that the SINR degradation due to the fast search algorithm diminishes monotonically as the input SNR increases in the last example. In order to stay within the FCC power spectrum mask, the transmit power of the CPP-UWB system is adjusted according to different data rates. It is assumed that the noise figure reduction at the receiver utilized for the high data rate reception is possible so that we can compare the system performance for different data rates at the same SNR level.
Example 1: Effect of Proposed Phase Estimation Algorithm:
We study the impact of training overhead on the performance of the phase estimation algorithm proposed in Section IV. The system parameters are ns, ns (CM3), , and three input SNR values (10, 15 , and 20 dB) are considered. Thus, the value of is computed as (57) The results are obtained by averaging over 1000 channel realizations. Fig. 3 shows the output SNR at the peak received signal and its corresponding lower bound as a function of the number of training symbols. The ideal output SNR without any phase mismatch is also shown as a performance benchmark. We see from Fig. 3 that, for a given input SNR, the phase estimation can be improved using more training symbols. However, a larger number of training symbols leads to higher overhead and, thus, degrades the data rate. For a fixed number of training symbols, better system performance is expected when the noise power is smaller. The lower bound predicts the worst system performance for a given number of training symbols. We may adjust the number of training symbols to meet some performance requirement while keeping the data rate as high as possible. It is observed that the gap between the true output SNR and the corresponding lower bound decreases as or the input SNR increases. This is because the upper bound for gets tight as increases. In addition, there is a 3.1 dB gap between the input SNR (or the ideal output SNR of TRP) and the ideal output SNR of CPP-UWB in Fig. 3 since not all the channel information is utilized at the CPP transmitter. This degradation can be verified by computing the degradation factor defined in (16) 
which corroborates the approximations given in (9) and (12).
Example 2: BER Performance at Different Multipath Resolutions:
The BER performance of the CPP-UWB system with different multipath resolutions due to different pulse rates is studied in this example. The UWB pulse width is selected to be 1 and 0.5 ns, and the effective numbers of channel taps are assumed to be 120 and 240, accordingly, for CM3. Two data rates are considered: 50 and 25 Mbps. The corresponding BER curves at different SNR values shown in Fig. 4 are averaged over 1000 channel realizations. We see that a higher data rate can be achieved by shortening the symbol interval. However, more serious ISI occurs and the system performance degrades in this case. Although better performance can be achieved using a narrower pulse (i.e., higher multipath resolution), this also increases the feedback overhead and the hardware implementation cost. Thus, it is important to choose a suitable pulse rate that can achieve the desired system performance while keeping reasonable feedback overhead.
Example 3: Residual ISI Suppression: We show that the system performance can be further improved using the CLO technique and the MMSE receiver as discussed in Sections V and VI, respectively, in this example. The system parameters are the same as those in Example 2 except that the UWB pulse width is set to 0.5 ns only. To simplify the discussion, estimates for in the MMSE receiver are assumed to be perfect and the code length for CPP-UWB with the MMSE receiver is . We plot the BER curve as a function of SNR for the CPP-UWB system with CLO or the MMSE receiver at two data rates (i.e., 50 and 25 Mbps) in Fig. 5 . In addition, the corresponding BER curves for TRP and the conventional CPP without CLO are plotted for the purpose of benchmarking. The MMSE receiver gives similar performance at these two different data rates. However, when the codeword length is fixed, the increased data rate will have more overlapped received signals so that the complexity of the MMSE receiver increases as well. On the other hand, the CLO technique enhances the performance and maintains a simple receiver structure. The performance of the CLO method using the proposed fast search algorithm is worse than the MMSE receiver at the rate of 50 Mbps, but better than the MMSE receiver at the rate of 25 Mbps due to less overlapped symbols by adjusting the codeword length. When the noise power is stronger than ISI (e.g., the case with input SNR less than 5 dB), the performance gap between CPP-UWB and TRP is about 3 dB, which can be inferred from (58). When ISI grows (say, due to the increase of the data rate or the signal power), the gap becomes larger since TRP suppresses ISI more efficiently than CPP. Although TRP minimizes the symbol detection error probability for a given SNR level at the cost of higher feedback overhead and a higher resolution ADC, the performance gap between CPP-UWB/CLO and TRP at the data rate of 25 Mbps decreases asymptotically as the noise power decreases since CLO reduces the ISI at the receiver output. 
Example 4: Effect of Channel Length Approximation and Comparison of Fast and Exhaustive Search for CLO:
The length of channel is assumed to be 240 chips long in Example 3, where taps whose power ratio to the first tap greater or equal to are included. However, the real channel length may be longer or shorter than 240. It was claimed that we can pad zeros or truncate the channel tail to satisfy the channel length requirement in Section V. We would like to verify this claim here. Suppose that the true channel length can be modeled as a random integer uniformly distributed between 205 and 287. These numbers correspond to the power ratio of the last tap and the first tap equal to and , respectively. As suggested in Section V, the channel can be truncated or zero-padded so that the modified channel length is equal to 240 chips. The optimal codeword length that maximizes the output SIR can be found by exhaustive search algorithm. The other system parameters are kept the same as those in the Example 3. Fig. 6 shows BER curves for the CPP-UWB system with a fixed channel length and a variable channel length under various data rates. As shown in the figure, the truncation or zero-padding of the original channel does not change the performance of the system much. Besides, the use of the exhaustive search algorithm and the fast search algorithm for CLO does not make any visible difference. Consequently, we can adjust the length of the UWB channel when the power of taps at the channel tail is small enough. Furthermore, the computational power for the optimal code length can be saved by applying the fast search algorithm.
Example 5: Performance Comparison Between CPP and PPR: In this example, we compare the feedback overhead of CPP-UWB with CLO and conventional PPR with a single-finger RAKE receiver. In order to perform fair comparison between these two different systems, we focus on the case where the two systems have about the same peak power. Once the optimal code length for CPP-UWB is determined using the fast algorithm, we can use (22) to compute the number of channel taps required by the PPR transmitter to generate roughly the same peak power. The system parameters are the same as those in Example 4. Table I shows the numbers of the fed back phases and taps required for CPP and PPR, respectively. If an 10-bit analog-to-digital converter (ADC) is used to digitize each tap, the receiver of PPR will send a total number of and bits back to the transmitter for data rates of 50 and 25 Mbps, respectively. It is clear that PPR requires more feedback overhead than CPP.
Next, we test the BER performance of these two systems with the feedback overhead specified in Table I . To demonstrate the SINR degradation using the proposed fast algorithm, we draw the performance curves for the CPP-UWB system whose codeword length gives the maximum output SINR. The results are shown in Fig. 7 . Even though the output SINR of these two systems may not be the same with the amount of feedback given in (22), the discrepency is small. Thus, the feedback overhead comparison in Section III still holds. It is also observed in Fig. 7 that the performance gap between systems using different code length optimization criteria is small, and it decreases as SNR increases.
This can be intuitively explained as follows. When the system suffers from strong noise power, the performance is less sensitive to the interference power due to different code lengths. In addition, the code length obtained by fast search yields the maximum output SINR asymptotically as input SNR increases, which corroborates our derivation and argument as in Section V. To illustrate this point better, we plot the output SINR as a function of the code length and the input SNR for a fixed data rate at 50 Mbps and using the same parameters as previous examples in Fig. 8 . The triangular and circle marks denote the output SINR for different code length selection schemes. The lower six curves represent cases that input SNR is equal to 0 to 25 dB with a step size of 5 dB. The top curve is the case where the noise power is zero, i.e., the output SIR. We see that the SINR gap between these two code length selection schemes is small even in the low SNR region. However, the computational complexity of finding the optimal code length by the full search algorithm is reduced by a factor of 40 times when the fast search algorithm is used instead.
IX. CONCLUSION
A new UWB transceiver that encodes each transmit data symbol with the channel phase information, called the CPP-UWB system, was proposed in this work. It was shown that CPP-UWB is computationally more efficient than the conventional TRP-based system. It demands lower hardware complexity which is critical in the UWB system design. The channel phase can be estimated using training symbols, and the performance of the estimated phase can be evaluated using the derived lower bound on the output SNR. By exploiting the power concentration of the received signal, we can shorten the symbol interval for high data rate transmission with little performance degradation. The performance can be further improved for the high rate communication by optimizing the codeword length to maximize the output SIR. Even though a closed form solution may not be obtainable due to the nonlinear nature of the optimization problem, we develop a fast search scheme to reduce the computational load of the exhaustive search algorithm. The proposed algorithm degrades a little from the maximum output SINR in the low SNR case, and it converges to the true maximum output SINR as the noise power decreases. As compared to the PPR system, the CPP-UWB system demands less feedback overhead and achieves better performance when the two systems have about the same peak power level.
APPENDIX
A. Proof of the Monotonic Increasing Property of
In this section, we show that is a monotonic increasing function for . By using and the following inequality (see Section X-B for proof)
can be upper bounded by
Next, consider another lower bound for the following term:
Thus, by applying Lemma 1 to (60) and (61), we conclude that (62) which suggests that is a monotonic increasing function of when .
B. Proof of (59)
Consider the following equation:
When is an even number, which can be represented as where is a positive integer, (63) can be simplified as since . In addition, by a method similar to the above, we can prove that the inequality still holds even for an odd number of . Since both and are positive and , we conclude that (59) is true.
C. Proof of Lemma 2
Here, we decompose into two parts as
where and .
Thus, we have (65)
Following the method used to prove Proposition 2, we can show that the first term in the above equation is a monotonic increasing function with respect to when . Now, we want to prove that the second term in (65) is also a monotonic increasing function. First, we can simplify it as (66) where and . Since is independent of , we turn to demonstrate that is a monotonic increasing function of . Note that which indicates that is a monotonic increasing function and so are and .
D. Proof of Proposition 3
We first rewrite the codeword length as using (42 The first statement is approved based on (67) and (68). The second statement can be proved similarly. Thus, it is omitted here.
