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ABSTRACT 
Efficiency in job shop scheduling plays an important role when a large number of jobs and 
machines are considered. The job shop scheduling problems are one of the NP hard problems. 
Many heuristic methods give solutions with near optimal results. This work deals with the job 
shop scheduling using Artificial Immune System. Operation based representation is used to 
decode the schedule in the algorithm. The mutations used in the algorithm are inverse mutation 
and pair wise exchange mutation and a receptor editing process is also used. A C++ code was 
generated to use the algorithm for finding the optimal solution. The input parameters are 
operation time and operation sequence for each job in the machines provided. This work used the 
makespan values of the schedules to compare the results. 
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INTRODUCTION 
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Job shop scheduling is the sequencing of the different operations of a set of jobs in the 
different time intervals of a set of machines. These types of problems are found in flexible 
manufacturing systems, production planning, computer design, logistics etc. Scheduling can be 
categorized into three types:1. Open shop scheduling, 2.Job shop scheduling, 3. Flow shop 
scheduling. 
1. Open shop scheduling: In this type of scheduling problems there are a set of m jobs and n 
machines as in other types but in this case there is no constraint in the order of the operation of 
each job. This can be solved in polynomial time for 2 machines but for more than 2 machines 
this problem is NP hard. 
2. Flow shop scheduling. In flow shop scheduling problems there is also a set of m number of 
jobs and n number of machines but here the schedule has to follow a particular sequence of 
operations for each job. A minimum idle time and a minimum of waiting time are the constraints 
in the continuous flow of processes.Flow shop scheduling problems are generally found in 
production facilities.  The flow shop scheduling problem is ageneralized version of the job shop 
scheduling problem for flexible manufacturing systems. Here each machine has the ability to 
perform more than one operation for a particular job. In classical JSP each operation is processed 
on a predefined machine but each operation in the FJSP can be processed any of the available 
machines. Thus the scheduling or routing of jobs and operations in flowshop scheduling 
problems is a very difficult task. Moreover, it is a NP hard problem whose solution can’t be 
found in polynomial time and is a more general form of job shop scheduling problem. 
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3. JOB SHOP SCHEDULING: 
In a job shop scheduling problem it consists of a set of jobs (let’s say m numbers) and set of 
machines (let’s say n numbers). Each job has a number of operations and particular sequence of 
machines which it has to follow. Here each operation can only be done in one machine i.e. each 
machine can perform a single operation at a time. 
For these types of problems no efficient solution algorithm is found yet but some of the 
algorithms developed give the best results so far in most problems. These types of problems are 
one of the well known hardest combinatorial optimization problems. In the past three decades 
many researchers have worked hard on these types of problems and a lot of solutions are derived. 
Some of these types of methods are: dispatching rules, tabu search, simulated annealing and 
genetic algorithm etc. As the computing technology has advanced a lot, so it is important in these 
days to optimize the schedules in a better way with some extra computation. The artificial 
immune system algorithm approach is one such kind of attempt.  The objective is to obtain better 
schedules using artificial immune system than traditional heuristics methods. 
The use of artificial immune system in a job shop scheduling problem is very difficult. The most 
difficult part is to encode the solution into an antibody and to represent it in a form which can be 
easily operated for further operations. It can’t be simply represented in a binary form, which may 
lead to infeasible solutions. 
 
Our objective is to generate such type of a schedule in job shop scheduling process which will 
minimize the time in which all the operations of every job will be completed i.e. the length of the 
schedule.  
The Scheduling of the job shop provides a set of resources to tasks over time. In the past years 
vast amount of research have been done on operational research. This mainly focuses on finding 
ways of giving jobs to machines such that it meets certain criteria and an objective function is 
optimized. Till now a 100 percent perfect method has not been found to get the optimal solution 
in all types of job shop scheduling. 
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The constraints for a job shop scheduling problems are: 
 A job must not visit the same machine more than once. 
 There are no precedence constraints on operations of different jobs. 
 Operations can’t be interrupted. 
 Each machine can process only one job at a time. 
 Release time and due dates are not specified. 
 Each job should go through a particular sequence of operations as predefined. 
Objective function: 
Each optimization problem must have an objective function which has to be either minimized or 
maximized in order to get a solution. In this case the objective function is the make span value or 
the length of the schedule. The make span value can be defined as follows:                                                              
Here each job has a no operations and each operation has a particular make time. When these 
make times are arranged in the sequence of the schedule then each machine gets one particular 
make time. Out of all the machines the machines which have the maximum make time that is the 
make span value. 
The Job shop scheduling problem formulation with makespan as the objective is as follows: 
Min 𝐦𝐚𝐱𝟏≤𝒌≤𝒎 {𝐦𝐚𝐱𝟏≤𝒌≤𝒏{𝐂𝐢𝐤}} 
s.t.Cik - tik + Z(1-aihk) >= Cik, i=1.2….,n and h,k=1,2,…,m 
Cjk - Cik + Z (1-xijk) >= tjk, i,j =1.2….,n and k=1,2,…,m 
Cik>=0,i=1,2,…,n and k=1,2,….,m 
Xijk=0 or 1, I,j=1,2,…,n and k=1,2,…,m 
Cjk= Completion time of job j on machine k 
T jk= the processing time of job j on machine k 
Z is a very large positive number. 
aihk= 
𝟏, 𝒊𝒇 𝒐𝒑𝒆𝒓𝒂𝒕𝒊𝒐𝒏 𝒐𝒇 𝒋𝒐𝒃 𝒊 𝒐𝒏 𝒎𝒂𝒄𝒉𝒊𝒏𝒆 𝒉 𝒑𝒓𝒆𝒄𝒆𝒆𝒅𝒔 𝒕𝒉𝒂𝒕 𝒐𝒏 𝒎𝒂𝒄𝒉𝒊𝒏𝒆 𝒌
𝟎,𝒐𝒕𝒉𝒆𝒓𝒔
  
xijk= 
𝟏, 𝒊𝒇  𝒋𝒐𝒃 𝒊 𝒑𝒓𝒆𝒄𝒆𝒆𝒅𝒔 𝒋𝒐𝒃 𝒋 𝒐𝒏 𝒎𝒂𝒄𝒉𝒊𝒏𝒆 𝒌
𝟎,𝒐𝒕𝒉𝒆𝒓𝒔
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Many heuristic approaches are developed in the past decades by researchers for solving job shop 
scheduling problems. Some of these methods are dispatch rules, Tabu search (TS), simulated 
annealing, particle swarm optimization, genetic algorithm and artificial immune system.  
Job shop scheduling problems are NP hard. Bruker [1] and Garey [2] stated this and thus getting 
solution of these types of problems are very difficult.Brandimarte (1993) was the first to apply 
this heuristic method to solve job shop scheduling problems[3]. Carlier and Pison [4] and Bruker 
[5] found the solution of small size problems using branch and bound methods. For solving large 
sized problems Blazewicz[6] developed the method of efficient local search. The results (i.e. the 
minimum makespan) in his method were found at least for one of the preferred schedules and 
thus reducing the search efforts. 
Erscher et al. a branch and bound method with three parts. Step 1 is to calculate the lower bound, 
step 2 is branching and step 3 is node elimination[7]. Hurik, Jarisch and Thole (1999) and 
Dazere-Peres used the different tabu search methods for job shop scheduling problems.[8] 
Mastrolilli and Gambardella (2000) worked on the neighborhood functions for Flexible job shop 
scheduling which can be used in Meta heuristic optimization techniques. This method got better 
results than any other methods in computational results and solution quality.[9] 
Tavakkoli-Moghaddam et al. presented a hybrid method for stochastic job shop scheduling 
minimizing the difference between the delivery and the completion times of jobs as well as 
related operational or idle cost of machines. Simulated annealing method was used in their work. 
Initial feasible solutions were generated by neural network and the performance quality of the 
initial solution was enhanced using simulated annealing method. [10] 
 
 
 
 
 
 
13 
Daeyoungchung,et al. stated a heuristic algorithm that addresses the problem by solving series of 
subproblems to optimality. Two steps were used in their algorithm and those are step 1: for 
improving the sequence of operations and step 2 for picking out the operations to be sub 
contracted on bottleneck machines.[11] 
D l Santos et al. presented global lower bounds for FSMP makespan problems which may be 
used to assess the quality of heuristic solutions when the optimal solution is known.[12] 
JinweiGu, et al. proposed a novel parallel quantum genetic algorithm for stochastic job shop 
scheduling. Their objective was to minimize the expected value of makespan where the 
processing times are subjected to be independent normal distribution[13]. QuinNiu, Bin Jiao, 
Xingsheng Guused the particle sworm optimization combine with genetic operators to solve the 
Job shop scheduling problems with fuzzy processing time .explain fuzzy processing time.[14] 
J timmis et al. worked on the details of the three types of AIS algorithms i.e. the clonal selection, 
immune network and negative selection algorithms[15]. JieGao, Linang Sun, Mitsuo Gen woked 
on a new hybrid genetic and variable neighborhood search algorithm. To strengthen the search 
ability the individuals of GA are first improved by a variable neighbourhood descent.[16] 
Q Zhang, et al. worked on a genetic algorithm with tabu search procedure for job shop 
scheduling problems with transportation constraints and bounded processing times. The FJSSP 
with transportation constraints involved by critical handling resources and the processing 
duration of jobs are limited by lower and upperbounds.[17]. EbruDemirkol, Sanjay Mehta and 
RehaOzsoy stated randomly generated test problem set for minimization of makespan (Cmax) 
problems in flow shop and job shop.[18] 
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METHODOLOGY ADOPTED: 
  
The methodology to be used to solve this problem is the artificial Immune system. This system 
uses a set of Libraries i.e. a set of possible schedules to create an antibody a possible complete 
schedule. An antigen is a randomly generated complete schedule which will be used further to 
compare with the antibodies. If the antibody gives better solution, then the antigen should be 
updated with the antibody. Then for a particular no of iterations as defined by the user decode the 
antibody and local search to improve it. Then generate N clones of the antibody. Mutate among 
the antibodies created randomly to get better segments of the schedule. Update the library with 
better segments. Continue this operation till all the iterations are done. 
The final antigen obtained is our optimal solution. 
 
The types of representation which are used to encode the schedule are: 
 Operation based representation 
 Job based representation 
 Preference list based representation 
 Job pair relation based representation 
 Priority rule based representation 
 Disjunctive graph based representation 
 Completion time based representation 
 Machine based representation 
 Random keys representation 
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Let us take a simple 3 job 3 machine problem to describe the all above representations: We have 
3 jobs whose operation sequence and operation times are as given below: 
JOBS OPERATIONS 
1 2 3 
1 2  3 2 
2 1 4 2 
3 2 3 1 
JOBS MACHINE SEQUENCE 
1 1 2 3 
2 3 2 1 
3 2 3 1 
Table 1: A sample job shop problem 
Operation based representation: 
 As the name suggest this representation uses a string of numbers or integers to represent the 
sequence of operations of each job. Because of the existence of precedence constraints all the 
possible permutations doesn’t represent a feasible schedule. The number of integers in the 
antibody of an m job and n machine job shop problem is m*n.  
To decode the schedule from the generated antibody we have to follow the steps below: 
1. The integers in the antibody represent the job numbers. 
2. After the job sequences are generated the operation sequence is decoded from the 
operation sequence list. The first operation in the list is scheduled first, then the second 
and so on. 
3. Each operation is allocated to the best available processing time for the corresponding 
machine which the operation is allocated. 
The schedule generated by the above process guarantees an active schedule. In the example 
we have considered a random antibody generated in this type of representation will be as 
[111233232]. Here each number is decoded as Ojim where j represents the job number, i gives 
the operation number and m the machine. So here the first 1 is the 1 st operation of job 1 in 
machine 1, the second 1 represents the 2
nd
 operation of job 1 in machine 2 and so on. Each 
number represents a unique operation. 
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Job based representation: 
In this type of representation the antibody i.e. the schedule is generated in terms of the jobs. Here 
any combination of the jobs gives a schedule. The schedule is decoded in the following way. The 
first gene in the antibody gives the job which is to be processed first. Then all the operations of 
this job are allocated to the best available time of the machines according to the operation 
sequence as specified in the problem. Similarly all the jobs are processed according to their 
preference. So any permutation of the jobs gives a feasible schedule. 
In the problem given in table 1 the antibody generated by this type of representation will be 
[321]. So first we have to complete all the operations of job 3 then of job 2 and after that job 1. 
And their operation sequence are [231] for job 3 [321] for job 2 and [123] for job 1. 
 In a m job n machine problem the length of the antibody in this type of representation will be m. 
The antibody will be [m1,m2,….,mm]. [19] 
Preference list based representation: 
This representation was proposed by Davis for a kind of scheduling problem[12]. In a m job n 
machine problem the antibody consists of n sub antibodies of length m for each machine. The 
operations are processed in the relevant machines. The sub antibodies do not give the operation 
sequence they are the preference list. The schedule is generated through simulation from the 
preference list and the operation sequence list. 
Suppose a generated antibody is [(123) (123) (231)]. The genes are the preference list for the 
machines 1, 2 and 3 respectively. The first preference are for the jobs 1 on machine 1, job 1 on 
machine 2 and job 2 on machine 3. So first job 1 on machine 1 is schedule and there after job 1 
on machine 2 and job 2 on machine 3. Now again the preference list is generated. Now the 
preference are job 2 on machine 1,job 2 on machine 2 and job 3 on machine 3. So now job 2 is 
scheduled on machine 2 and job 2 on machine 1.now again according to preference list job 3 is 
processed on machine 2, 3 and 1 respectively from the preference list. At last job 1 is processed 
on machine 3. The Gantt chart for each step is shown in the figure. 
The advantage of this type of representation is that it always gives a non delay schedule but a 
major disadvantage is that non delay schedules are always not optimal. 
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Machine 1 J1    J3    J2 
Machine 2 J3 J1 J2  
Machine 3 J2  J3 J1    
                       0            1           2          3           4           5           6          7          8           9         10 
Figure 1.Gantt chart for the antibody 
 Makespan=10 
Job pair relation based representation: 
Operation precedence: 
JOBS          MACHINE SEQUENCE 
J1 M1 M2 M3 
J2 M3 M2 M1 
J3 M2 M3 M1 
Machine  JOB SEQUENCE 
M1 J2 J3 J1 
M2 J3 J2 J1 
M3 J1 J3 J2 
Table 2: A feasible schedule using Job pair based representation. 
 
 
In problem of a 3 job 3 machine the operation precedence constraints and a feasible solution is 
given in the table. 
Xijm is a binary variable which is used to decide the job precedence relation in a machine m. 
Xijm= 
1, if job i is processed before job j on machine m
0, 𝑖𝑛 𝑜𝑡ℎ𝑒𝑟 𝑐𝑎𝑠𝑒𝑠
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Now we take each job pair and find the Xijm values. Thus we can generate the schedule. Let for 
the job pair (j1,j2) the value of (X121,x122,x123) are (001) and for job pair (j2,j3) the value of 
(X231,x232,x233) = (100) and for job pair (j1,j3) the value of (X131,x132,x133)=(001). Now the 
schedule generated is show in the table 2. 
The binary matrix representation is given as 
(𝑗1, 𝑗2)
(𝑗2 𝑗3)
(𝑗1 𝑗3)
 
m1 m2 m3
m1 m2 m3
m1 m2 m3
 : 
𝑥121 𝑥122 𝑥123
𝑥231 𝑥232 𝑥233
𝑥131 𝑥132 𝑥133
 =  
0 0 1
1 0 0
0 0 1
  
This is the most complex type of representation among the various types of representations in job 
shop scheduling. 
Disjunctive Graph based representation: 
A disjunctive graph is the graphical representation of a minimization problem in job shop 
scheduling. There are m*n+2 nodes in each graph where m is the number of jobs and n is the 
number of machines. Each node represents a unique operation. The first node represents the 
source and the last node is the sink. When the nodes are connected by solid arcs it is the 
conjunctive arcs and when these are connected by dotted lines these are called disjunctive arcs. 
The graph connected with the solid lines gives the sequence in which the schedule will work. All 
the operations which are to be done in the same machine are connected by disjunctive arcs. The 
length of the arcs gives the operation time of each node. The arcs emanating from the source are 
all conjunctive and all have length as zero.  
A feasible solution is represented by the selection of disjunctive arc from each pair such that the 
graph is acyclic. This type of selection determines the sequence of operations to be performed on 
that machine.  
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Let’s take an example of an infeasible solution. Let (h, p) and (i, p) denote two consecutive 
operations that belong to job p and let (i, q) and (h, q) denote two consecutive operations that 
belong to job q. If under a given schedule operation (i, p) precedes operation (i, q) on machine i 
and operation (h, q) precedes operation (h, p) on machine h, then the graph contains a cycle with 
four arcs, two conjunctive arcs and two disjunctive arcs from different cliques. Such a schedule 
is physically impossible. 
 
    1  2           3 
 
   0   4  5  6      10 
 
           7   8          9 
Figure 2. DISJUNCTIVE GRAPH 
 
This type of representation uses a string of binary numbers to decode the schedule. 
eij= 
1, 𝑠𝑒𝑡𝑡𝑙𝑒 𝑡ℎ𝑒 𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑑𝑖𝑠𝑗𝑢𝑛𝑐𝑡𝑖𝑣𝑒 𝑎𝑟𝑐 𝑓𝑟𝑜𝑚 𝑛𝑜𝑑𝑒 𝑗 𝑡𝑜 𝑖
0, 𝑠𝑒𝑡𝑡𝑙𝑒 𝑡ℎ𝑒 𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑑𝑖𝑠𝑗𝑢𝑛𝑐𝑡𝑖𝑣𝑒 𝑎𝑟𝑐 𝑓𝑟𝑜𝑚 𝑛𝑜𝑑𝑒 𝑖 𝑡𝑜 𝑗
  
An example of the antibody is 
 e15 e19 e59 e24 e28 e48 e36 e37 e67 
The generated antibody is [001100011] 
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Priority rule based representation: It is one of the frequently used method for job shop 
representation in various heuristics. For an m*n problem a string of n*m is generated and each 
entry represents one rule of set of pre specified priority dispatching rules. 
  
Completion time based representation: In this type of representation the chromosome is ordered 
as a list of completion times of operations. This type is not used in many cases because it may 
result an illegal solution. 
 
Machine based representation: In machine based representation the antibody is encoded as a 
sequence of machines and the sequence is generated with a shifting bottleneck heuristic based on 
the sequence. 
 
Random key representation: It uses a random number technique in which each gene has an 
integer part and a fraction part. The integer part gives the machine assignment for the job and the 
fraction parts represent the sequence of jobs in the machine. 
 
Gantt chart: 
Gant chart is the type of representation in bar chart used to show a feasible schedule in job shop 
scheduling problems. This was developed by Henry Gantt. This also gives the details about the 
precedence of the operations and also the sequence of operations of either jobs or machines.  
Gantt chart is suitable for displaying the resulting schedule in a small problem but in a problem 
with large number of activities it is very difficult to represent the schedule. Gantt chart does not 
represent the relative size of the work elements or the total size of the project. So it becomes very 
difficult in some cases to compare between two projects with same number of completion time.  
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In a job shop scheduling problem the Gantt chart uses a bar chart to decode the schedule. Either 
of the job or the machines are represented in the y axis and in x axis we select the constraint 
which we used to represent our solution i.e. the makespan value or the completion time. Each 
activity here represents the operation in the particular machine as the row. The machine with 
highest makespan value gives the makespan of the whole schedule. If an antibody is given as 
[111233232] for the problem stated in table 1 then its Gantt chart will be as drawn below. It’s a 3 
job 3 machine problem. 
 
 
  
 
  
0                     2   4  6           8         10        
12 
 
Makespan value=12 
Figure 3. GANTT CHART 
From the Gantt chart drawn for the antibody the makespan value can be calculated by finding the 
maximum makespan among all the machines. Here M1 has a makespan value of 12, M2 and M3 
each have a makespan value of 9. So the resulting makespan value of the makespan for the 
schedule is given as 12. 
 
 
 
 
          1 
          1          2 
   1 
         3 
    2  3 
         2     3 
M2 
M3 
M1 
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     Generate a set of X antibodies 
  
     Calculate affinity function 
 
     Clone the set of sequence 
 
     Inverse mutation process 
 
replace antibody by clone yes makespan(new sequence)     
      <makespan(clone)? 
 no 
               Pair wise interchange mutation 
         
Replace antibody by clone yes       makespan(new sequence)     
                    <makespan(clone)? 
 No 
     Do not replace the antibody by clone 
 
                New sequence after mutation 
  
     Receptor editing process 
 
     New sequence for next iteration 
Figure 4 . Flow Chart 
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Artificial immune system: 
Artificial immune system is the computational form derived from the biological immune system. 
In the biological immune system the foreign pathogens are blocked in the human body by the 
antibodies present in the body. The adaptive immune system helps to shield the body by 
recognizing the specific foreign cells protected before and letting the particular response to those 
foreign cells stay in the body for a little longer. Many researchers are working on the algorithm 
used for artificial immune system. So it’s still an evolving field. 
Artificial immune system for job shop scheduling: 
 In artificial immune system the antigen represents the best solution. First we generate a 
set of random antibodies. In our problem the antibodies represent a schedule of the job shop 
scheduling problem. After generating the initial population of antibodies we find the makespan 
of each of the antibodies and thus the affinity values. We find the affinity index value of the 
population which is used to calculate the number of clones to be generated. Then we create a 
clone population in which the antibody with best affinity index value is cloned to maximum 
numbers and the antibody with lesser value of affinity index is cloned to minimum numbers. 
Then the population is sorted according to the best makespan values. After generating the cloned 
population inverse mutation and pair wise exchange mutation are done. If the make span value 
after mutation is better than that is updated in the population. After the completion of mutation 
receptor editing process takes place. The receptor editing probability is initially given by the 
user. Then again taking the best values from the population the process continues. After several 
iteration the best antibody is generated, which is our final solution. 
Initial population: 
The initial population is defined as a set of randomly generated antibodies. These all antibodies 
should represent a feasible schedule. Using these antibodies we create the clone population by 
cloning each of the antibodies in the initial population to some proportion. Again this population 
is sorted according to their makespan values with the minimum in the first. 
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Receptor editing: 
 The editing in the antibodies of the cloned population after the mutation process is known as 
receptor editing. In this process we eliminate a number of worst affinity value antibodies from 
the population and add randomly generated antibodies in those places. The receptor editing 
probability multiplied by the clone population gives the number of worst valued antibodies 
which are to be replaced.  
Mutation:For permutation representation of the antibodies several mutation operators are 
derived in the past decade. The different types of mutations are  
 Inversion mutation 
 Insertion mutation 
 Displacement mutation 
 Pair wise  exchange mutation 
 Shift mutation 
1. Inverse mutation: 
In this type of mutation process the antibody is inverted in between two positions. The two posit-
ions are randomly generated. If the upper bound random number becomes equal to the lower 
bound random number then we generate another random number till upper bound is higher than 
the lower bound. The maximum value of the upper bound in a m job n machine problem is (m*n) 
and minimum value of the upper bound will be 2 when lower bound is 1. Similarly the maximum 
value of the lower bound is (m*n-1) when upper bound is m*n and minimum value is 1. 
Let’s take an example of an antibody as [121322313] in a 3job 3 machine problem as given in 
the table 1. And suppose the randomly generated upper and lower bounds are 7 and 3. So now 
the string between the 3
rd
 position and 7
th
 position are to be inverted. So the antibody generated 
after the inverse mutation process is [123223113]. 
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2. Pair wise exchange mutation: 
In this type of mutation we randomly select two positions a and b between 1 and m*n in a m job 
n machine problem. Now the operations in positions a and b are interchanged. The new antibody 
string generated after mutation process is also a feasible solution. 
In the antibody is [121322313] and the values of a and b are taken as 3 and 5 then the mutated 
antibody will be [123322113]. 
Insertion mutation:  
Insertion mutation selects a gene at a random position in the antibody and then inserts it into 
another randomly generated position in the antibody. 
If our antibody is [121322313] and the gene selected is 3
rd
 position i.e. 1 then insert it into 5
th
 
position then new mutated antibody will be [123212313]. 
Displacement mutation: 
In displacement mutation process it selects a substring between two random positions. Then it 
inserts the substring at a random position in the rest of the antibody. 
In the antibody [121322313] if the substring is generated as [322] between 4
th
 and 6
th
 position 
and the insertion position is generated as 2 then our new string will be [132221313]. Insertion 
mutation can be considered as a special case of displacement mutation where the length of the 
substring is taken as 1. 
Shift mutation: 
Shift mutation process involves the shifting the gene of a particular position to a random position 
of right or left from the gene’s position. 
If the antibody is [121322313] and the selected gene is 5
th
 position i.e. 2 and we shift it to 2 
positions in left then the new generated antibody will be [122132313]. 
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Affinity function: The affinity an antibody or schedule is derived from the value of the 
makespan.  The affinity of each antibody is given by: 
𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦 =
1
𝑚𝑎𝑘𝑒𝑠𝑝𝑎𝑛
 
The antibody with a higher makespan value has less affinity and the antibody with lower 
makespan value has greater affinity. The antibodies with greater affinity value will have more 
number of clones than the antibodies with lower affinity value as the number of clones is directly 
proportional to the affinity value. 
 
Affinity index: The affinity index is used to calculate the exact number clone that has to be 
generated of an antibody. The number of clones is given by the affinity index multiplied by the 
clone population size. For calculating the affinity index values use the following method: 
1. Calculate the makespan value thus the affinity value of each antibody in the initial 
population. 
2. Calculate the summation of all the affinity values. 
3. The affinity index is given by the ration of the individual makespan to the summation of 
the affinity values of the population. 
 
The type of representation used in the generated C program is operation based representation. A 
code was generated in dev C++ to use the algorithm for solving job shop scheduling problems. 
The initial population size taken is 20. 
Clone population size is 100. 
Receptor editing probability = 20% 
Iterations are continued till the optimal solution is found. 
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ALGORITHM FOR AIS: 
1. Create a population of  Z antibodies (Z is the parameter for antibody population size) 
2. For each iteration use the following steps 
3. Calculate the makespan of the antibodies in the population 
4. Calculate the affinity value and thus the affinity index of each antibodies. 
5. Clone each antibody in proportion of their affinity index value. 
6. In the clone population apply inverse mutation to all the clones. 
7. Calculate the makespan of the inverse mutated clone. 
8. If the makespan of the inverse mutated clone is less than the original clone then replace 
the clone with the mutated clone, otherwise the clone remains the same. 
9. Now apply pair wise exchange mutation to the clones. 
10. Calculate the makespan values of the pair wise exchange mutated antibodies and of the 
original clone. 
11. If the makespan value of the pair wise exchange mutated antibody is less than the 
makespan value of the clone then update the clone with the mutated antibody otherwise 
the clone remains the same. 
12. Eliminate the worst antibodies as per the receptor editing probability value. 
13. Create new random antibodies at the same number in place of the removed antibodies. 
14. Now sort the clone population according to their affinity index values with the lowest 
makespan value first. 
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RESULTS AND DISCUSSIONS 
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A  C++ code was generated in Dev C++ using the artificial immune system algorithm. The 
program was tested for 26 benchmark problems of various sizes as discussed below.The 
benchmark problems Ft06 and 10, LA01-15 due to Lawrence [19]and ORB01-10 due to 
Applegate and cook [20] weresolved and compared with the best known lower bound values for 
scheduling problems.The lower bound can be calculated by      
 LB=max𝑖  𝑃(𝑖, 𝑗)
𝑚
𝑗=1   where P (i, j) be the processing time of job i (1 <i< n) at stage j,
 The % Relative error is calculated in each of the problem if values are obtained above the 
lowerbound values. The error is given by RE%=100*(Makespan-LB)/LB, where LB is the best 
known lower bound. [21]In table 3 M gives the number of jobs and N gives the number of 
machines. LB stands for the lower bound values obtained for the benchmark problems.  
 RESULTS: WITH ANTIBODY POPULATION 30 AND CLONE POPULATION 100 
PROBLEM M N LB Makespan(AIS) %RE 
Ft06 6 6 55 55 0 
Ft10 10 10 930 930 0 
La01 10 5 666 666 0 
La02 10 5 655 655 0 
La03 10 5 597 597 0 
La04 10 5 590 590 0 
La05 10 5 593 593 0 
La06 15 5 926 926 0 
La08 15 5 863 863 0 
La09 15 5 951 959 0.84 
La10 15 5 958 958 0 
La11 20 5 1222 1222 0 
La12 20 5 1039 1039 0 
La13 20 5 1150 1150 0 
La14 20 5 1292 1292 0 
La15 20 5 1207 1213 0.49 
ORB01 10 10 1059 1071 1.13 
ORB02 10 10 888 894 0.67 
ORB03 10 10 1005 1005 0 
ORB04 10 10 1005 1005 0 
ORB05 10 10 887 887 0 
ORB06 10 10 1010 1028 1.78 
ORB07 10 10 397 397 0 
ORB08 10 10 899 899 0 
ORB09 10 10 934 934 0 
ORB10 10 10 944 944 0 
TABLE 3: RESULTS OBTAINED BY AIS PROCEDURE. 
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The makespan values obtained are also compared with the make span values obtained by PSO 
[25]procedure and it shows that in many cases a better result is obtained in AIS procedure. 
The makespan values were also compared with the number of iterations. The convergence of 
makespan with the number of iterations was also plotted in a graph 
 
Figure 5:COMPARISON OF RESULTS OBATINED IN AIS VS TSSB 
 
 
   Figure 6: Comparison of Results obtained in AIS with TSSB 
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Figure 7:GRAPH OF MAKESPAN VS THE NO OF ITERATIONS FOR THE PROBLEM LA12 
 
Figure 8: Graph of makepsanvs number of iterations for the problem Ft06. 
The graph shows that after a certain number of iterations the makespan values converge rapidly. 
After a number of iterations when the makespan value doesn’t change anymore the optimal 
solution is obtained. 
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CONCLUSION 
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The present work is focused on Scheduling of jobs in Job shop using artificial 
immune system. Job shop scheduling using AIS aims at minimizing the makespan 
time. The algorithm uses simple inverse and pair wise exchange mutation and a 
receptor editing process. The algorithm has been encoded in devC++. The 
algorithm proved to be efficient in many of the benchmark problems. The 
schedules obtained have makepsan value near to optimal. 
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