Abstract-Operators that preserve minimum phase signals, or delayed minimum phase signals, have been shown to be important in practical signal processing contexts, and specifically in geophysical imaging, where one seeks to identify such operators using test signals. Which sets of test signals suffice to recover an unknown operator of the given type? In the present paper we answer this question by relating it to the identification of weighted composition operators acting on analytic functions on the disk. We provide an explicit parameterization of all minimal sets of test functions that identify weighted composition operators on the disk, and then apply the parameterization to construct realistic test signals for use in the geophysical context.
The present article is concerned with the class W of weighted composition operators, consisting of all operators of the form M ψ C ϕ . The problem of interest is to characterize the smallest possible sets of test functions in A that will identify an arbitrary operator A ∈ W. More precisely, a set X ⊂ A separates points in a given family of operators W ⊂ W if the mapping A → A| X is injective on W . Equivalently, X separates points in W if for every A 1 = A 2 in W , there exists a point f ∈ X such that A 1 f = A 2 f .
Main Problem: Give a systematic representation of the set of all smallest possible sets X ⊂ A that separate points in W.
The following signal processing considerations comprise the motivation behind the main problem. A function f ∈ L 2 (R + ) is defined to be minimum phase if its Fourier-Laplace transform, which belongs to the Hardy space H 2 C+ , is outer (see §I-B, below). Minimum phase functions are important in a range of applications, and in particular, in geophysical imaging. This is partly because the (generally unknown) operator that models the transmission of an acoustic signal through a section of layered earth is thought to map minimum phase signals to delayed minimum phase signals [12] . Geophysical imaging entails determining this unknown operator using test signals. The series of papers [8] , [6] , [7] has led to a precise characterization of the linear operators on L 2 (R + ) that preserve delayed minimum phase signals, thereby narrowing down the class of unknown operators that one seeks to identify. It is shown in [7] that an operator preserves delayed minimum phase only if it is conjugate via the FourierLaplace transform to a weighted composition operator on the right half plane C + .
One may pass between the Hardy spaces on the half plane and the disk by way of the outer preserving isometry
(1) (See [9] and [7] .) Let F denote the Fourier-Laplace transform F :
C+ , where
which is also an isometry. An operator A on L 2 (R + ) 
A. Overview of the paper
The theoretical importance of weighted composition operators in the context of complex functional analysis, including their emergence in some recent results, is briefly surveyed below, in §I-B.
The solution to the main problem is worked out in §II and §III. The first step, carried out in §II, is to find a tractable characterization of pairs of functions that separate points in W. Such a characterization is given in Theorem 1.
The second step is to give an explicit parameterization-in other words, a constructive representation with no redundancy-for the family of pairs that satisfy the characterization. This second step is carried out §III, culminating in Theorem 2, which is the paper's main result.
In §IV the main result is applied to the context of operators on L 2 (R + ), producing an explicit example of smooth, compactly supported test signals that may be used to identify an arbitrary delayed minimum phase preserving operator. The paper concludes with a brief discussion in §V.
B. Background on weighted composition operators
The books by Shapiro [11] and Cowan and MacCluer [1] present an overview of weighted composition operators' connections to classical function theory and operator theory; Chapter 5 of Martínez-Avendaño and Rosenthal's book [10] gives a more recent survey of composition operators in the context of H 2 D . Hoffman's classic [9] serves as a useful reference for the theory of Hardy spaces, and in particular for the various characterization of outer functions. For reference, a function f ∈ H 1 D is outer if it is not identically zero and
Equivalently, f is outer if f /||f || 1 is an extreme point of the closed unit ball in H 1 D . A fundamental role of weighted composition operators was discovered in 1964 by Forelli [5] , who proved that for all p = 2 in the range 1 ≤ p < ∞, every isometry of H p D into itself is a weighted composition operator. The result does not hold for p = 2, since in this case the Hilbert space structure gives rise to many additional isometries. Forelli's paper builds on earlier work of De Leeuw, Rudin and Wermer [3] ; they showed that isometries of H 1 D onto itself are weighted composition operators. Their proof exploits the fact (see [2] ) that extreme points of the unit ball of H 1 D are precisely the outer functions of norm 1, and so any surjective isometry must permute the outer functions.
A related result that applies to all H p D spaces was established in [6] . The idea is to abandon isometries and simply consider outer functions. It follows immediately from [6, Theorem 2] that any linear operator on H p D that maps the class of outer functions into itself is necessarily a weighted composition operator. (Actually much more is true; any operator that maps polynomials having no zeros in D to functions that are zero free in a neighbourhood of a point is a weighted composition operator. See [6] for details.)
II. CHARACTERIZATION OF SEPARATING SPACES
The present section addresses the main problem formulated in the introduction. The following simple observation streamlines the analysis considerably.
Proposition 1: A set X separates points in a family W if and only if the vector space span X separates points in W . Proof. Given A 1 , A 2 ∈ W , the statement A 1 f = A 2 f holds for all f ∈ X if and only if it holds for all f ∈ span X. Therefore X fails to separate points in a set W if and only if span X fails to do so.
In what follows, it will be convenient to take advantage of Proposition 1 and to pass freely between sets and their spans when analyzing the separation of points in a family of operators. Smallest possible separating sets are bases of minimum dimensional separating spaces. Since all bases of a given space V are in this sense equivalent, the more natural object to consider is V itself, and not its bases. Thus the main problem is more naturally stated as follows.
Main Problem (reformulated): Give a systematic representation of the set of all minimum dimensional subspaces V ⊂ A that separate points in W. Given a constant function ϕ(z) = z 0 (z ∈ D), where z 0 ∈ D, the composition operator C ϕ will be denoted C z0 . This corresponds to evaluation at a point, since C z0 f = f (z 0 ), but where the value f (z 0 ) ∈ A has to be formally interpreted as a constant function and not a number. (It will be clear from context whether an object is a number or a constant function.) Let E denote the subset of W consisting of all operators of the form αC z0 where α ∈ C and z 0 ∈ D.
Proposition 3: If a pair {f, g} ⊂ A separates points in E, then f and g have no common zero, and the meromorphic function f /g : D → C∪{∞} is injective. Proof. Write V = span{f, g}, and let z 0 ∈ D. If f (z 0 ) = g(z 0 ) = 0, then C z0 | V = 0| V , but C z0 = 0, so V doesn't separate points in E. Thus if V separates points in E, then f and g have no common zero.
Next suppose f and g have no common zero and consider µ = f /g. Suppose that µ(z 0 ) = µ(z 1 ) for distinct
so V fails to separate points in E. Thus if V separates points, µ is injective. Note that by symmetry the conclusion of Proposition 3 implies that both f /g and g/f are injective.
Theorem 1: If f, g ∈ A have no common zero and the meromorphic function f /g : D → C ∪ {∞} is injective, then {f, g} separates points in W.
Proof. As before, write V = span{f, g} and µ = f /g. Suppose first that A = M ψ C ϕ ∈ W is arbitrary. Then for all z ∈ D such that ψ(z) = 0, at least one of
is different from zero, since f and g have no common zero. So if A = 0, then A| V = 0, showing that V distinguishes any non-zero operator in W from the zero operator.
Next let A 1 = M ψ1 C ϕ1 and A 2 = M ψ2 C ϕ2 be nonzero elements of W, and suppose that A 1 | V = A 2 | V . Since A 1 and A 2 are non-zero, the same is true of ψ 1 and ψ 2 , so that the set Z of points z ∈ D at which
Since µ is injective it follows that ϕ 1 = ϕ 2 . Since f and g have no common zeros, one of f (ϕ 1 (z)) or g(ϕ 1 (z))
is non-zero, for every z ∈ D \ Z. Thus at least one of
is non-zero on an uncountable set; suppose for definiteness that f • ϕ 1 has this property. Then, given that ϕ 1 = ϕ 2 ,
for uncountably many z ∈ D. It follows by analyticity that ψ 1 = ψ 2 and hence that A 1 = A 2 , proving that V separates points in W.
In conjunction with Proposition 3, Theorem 1 immediately yields the following corollary. Corollary 4: A pair {f, g} ⊂ A separates points in W if and only if it separates points in E.
III. PARAMETERIZATION OF SEPARATING SPACES
Given a zero-free function g ∈ A and a schlicht function σ (defined below-see [4] ), the pair {gσ, g} satisfies the hypothesis of Theorem 1, and therefore the vector space V = span{gσ, g} separates points in W. Moreover, it is minimum-dimensional. The next theorem asserts that every two-dimensional space V separating points in W arises this way. To represent them in a systematic way, a bijective parameterization of the family of all minimum dimension (i.e. twodimensional) separating spaces will be constructed. This requires some setup, as follows.
Let G 2 denote the family of all two-dimensional subspaces of A, and let V 2 ⊂ G 2 denote the subfamily consisting of spaces V that separate points in W. Let A * ⊂ A denote the multiplicative group consisting of all f ∈ A such that: (i) 0 ∈ f (D); and (ii) f (0) = 1. Let S ⊂ A denote the classical family of schlicht functions, that is, the family of all injective analytic mappings σ : D → C with the normalization σ(0) = 0 and σ (0) = 1. We reduce S be a certain equivalence relation, as follows. Define σ, τ ∈ S to be equivalent, writing σ ∼ τ , if they are related by an automorphism of the Riemann sphere. To be explicit, σ ∼ τ if there exists a point ξ ∈ C ∪ {∞} such that
Note that since τ ∈ S, it is required that ξ ∈ σ(D); on the other hand, ξ = ∞ is permitted, whence σ ∼ σ.
(The relation ∼ is easily seen to be transitive and hence an equivalence relation; furthermore, equivalence classes are closed.) Let S denote a section of the quotient structure S/ ∼ (which inherits compactness from S), meaning that S ⊂ S contains precisely one representative of each ∼ equivalence class in S.
Theorem 2: The mapping Φ : A * × S → G 2 defined by the formula
Proof. If (g, σ) ∈ A * × S, then the pair {gσ, g} satisfies the hypothesis of Theorem 1 with f = gσ, and so V = span{gσ, g} ∈ V 2 . Thus
Next write V 1 = Φ(g 1 , σ 1 ) and V 2 = Φ(g 2 , σ 2 ), and suppose that V 1 = V 2 . Observe that, by the normalizations that define A * and S, each of V 1 and V 2 contains a unique element, g 1 σ 1 and g 2 σ 2 respectively, which takes the value 0 at 0 and has derivative 1 at 0. Therefore
Since g 1 ∈ V 2 , and g 1 (0) = 1, it follows that g 1 has the form
and hence g 2 = g 1 (1 − ασ 1 ). It follows in turn from (3) that
By definition of S, this forces σ 2 = σ 1 , which in turn by (3) forces g 1 = g 2 , proving that Φ is injective. It remains only to show that every point of V 2 belongs to the range of Φ. Let V = span{f, g} ∈ V 2 be an arbitrary twodimensional space that separates points in W. By Proposition 3, f and g have no common zero, and the meromorphic functions f /g and g/f are injective. One of f (0) and g(0) is different from zero; suppose for definiteness that g(0) = 0, and set µ = f /g. Let
Such an α is guaranteed to exist, since the disk is not conformally equivalent to the Riemann sphere, or the Riemann sphere with a point deleted. Set
where λ ∈ C is chosen so that σ (0) = 1. Then σ ∈ S, and the function G = (f −αg)/(f (0)−αg(0)) belongs to A * . Furthermore, span{Gσ, G} = span{f, g}.
Finally, let τ ∈ S be equivalent to σ, with
Then, setting h = (1 − 1 ξ σ)G, it follows that (h, τ ) ∈ A * × S, and span{hτ, h} = span{Gσ, G} = span{f, g} = V, proving that V is in the range of Φ.
Note that the group A * consists of all functions of the form f (z) = e zg(z) , where g ∈ A is arbitrary. Thus is it easy to produce such functions.
IV. AN APPLICATION TO SIGNAL PROCESSING
We turn now to the signal processing perspective outlined in §I, which was the original impetus for the main problem. Do there exist compactly supported test functions in L 2 (R + ) that can be used to identify an unknown minimum phase preserving operator on Hence to construct a pair {f, g} of compactly supported test functions that determines A :
it suffices that their image {ΦFf, ΦFg} defined by (1) and (2) be generated according to Theorem 2. Consider first the compactly supported function
which has Fourier-Laplace transform 
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The function Fg is zero-free on C + , and it follows that
D is zero-free on D. Thus by Theorem 2, the H 2 D pair {ρσ, ρ} separates points in W for any schlicht function σ. The simplest choice is to take the identity σ(z) = z, then define
and check that f has compact support. Note that Φ is self-inverse, up to a constant:
The inverse Fourier-Laplace transform of (1−z)/(1+z) is the tempered distribution
Therefore,
Thus the pair of test functions {f, g} defined by (5) and (4) serves to identify minimum phase preserving operators on L 2 (R + ), proving that it is possible for such functions to have compact support. (The pair g, ν is rather exotic in that its convolution has the same support as one of the factors; this is the reason for choosing g as a product of an exponential and a function that integrates to zero over the support.) Of course one may replace {f, g} by any pair having the same span. For instance, setting h(t) = χ [0,2π] (t)e −t (1 − cos t), one sees that span{h, h } = span{f, g}, so the compactly supported pair {h, h } also serves to identify minimum phase preserving operators. See Fig. 1 .
V. CONCLUSIONS
We have used the explicit characterization of all minimum-dimensional separating spaces for W given in Theorem 2 to construct compactly supported test functions that determine operators on L 2 (R + ) relevant to geophysical imaging. This comprises an essential step in the imaging process. Once a given operator is Fig. 1 . Smooth, compactly supported test signals that determine an arbitrary delayed minimum phase preserving operator on L 2 (R + ): the function h(t) = χ [0,2π] (t)e −t (1 − cos t) (solid black) and its derivative h (t) = χ [0,2π] (t)e −t (cos t + sin t − 1) (dashed gray).
determined, however, one still has to relate the given operator to physical parameters, an inverse problem beyond the scope of the present article. The techniques illustrated in §IV may also be used to assess whether given test functions (such as used in past seismic experiments, for example) suffice to determine an unknown operator on L 2 (R + ). In cases where the answer is affirmative the underlying operator may then be extracted from existing data, obviating the need for new acquisition.
