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Gas hydrates are ice-like, solid clathrates that trap natural gas molecules
inside a lattice of water molecules. They are common constituents of con-
tinental margins, which has led to extensive studies exploring their resource
potential, role in the climate cycle, associated slope stability and geohazard
potential. A region of gas hydrate deposits occurs in the Pegasus Basin, which
lies at the southwest of the East Coast Basin, east of New Zealand. Lying
within the transition from oceanic subduction beneath a continental plate to
a strike-slip system between two continental blocks, deformation within the
basin forms migration pathways that allow focused fluid flow. This can lead to
high-concentration deposits within the high-permeability sands and fractured
mudstones of this region.
This project aims to develop a method to forward model gas hydrate related
features observed in seismic data using synthetic seismograms produced from
viscoelastic finite-difference models. The models are constructed in a man-
ner that is stratigraphically consistent with two seismic lines, PEG09-25 and
HKS02-01, which image a gas hydrate feature referred to as the “hydrate
finger”.
The viscoelastic finite-difference modelling scheme presented in this thesis was
found to successfully produce synthetic seismograms that resemble the real
seismic data. A range of geological properties and acquisition parameters
were tested in order to assess parameterisations with respect to how well they
match the gas hydrate features imaged in real data. A model containing high-
concentration gas hydrate and free gas was constructed to best match the
“hydrate finger” feature.
Further developments to the viscoelastic code and the chosen model parame-
terisations are required to enable this scheme to be used with other techniques
such as high-density velocity analysis and inversion. Using forward modelling
techniques like those presented here in conjunction with analyses (like inver-
sion or velocity analysis) that constrain physical properties could be useful for
validating previous works and for producing quantitative assessments of gas
hydrates. Using viscoelastic models in conjunction with seismic and well data
allows a more comprehensive and better constrained assessment of gas hydrate
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Gas hydrates are common constituents of continental margins, sequestering a significant
proportion of the world’s carbon. Current research is focused on quantification, dis-
tribution and system dynamics to enable an improved understanding of their resource
potential, role in the carbon cycle, associated slope stability and geohazard considera-
tions. The Hikurangi margin contains producible gas hydrates thought to be stored in
sandy reservoir rocks and fractured mudstones (Fraser et al., 2016). Subduction related
deformation along the Hikurangi margin allows conduits to form in the sedimentary ac-
cretionary wedge, enabling essential fluid flow pathways to penetrate the gas hydrate
stability zone (GHSZ).
During a 2009 and 2010 seismic survey undertaken on behalf the New Zealand Ministry
of Economic Development to stimulate petroleum exploration, 2766 km of 2D seismic
reflection data was collected in the southern Hikurangi region during the PEG09 survey.
This thesis is focused around a section of the northernmost line from this survey, PEG09-
25, which crosses the Uruti Ridge and its associated basin. During June 2015, the HSK02
survey was undertaken, which focused on three gas hydrate related features identified
in PEG09. Line HKS02-01 coincides with a portion of the PEG09-25 line at a point of
interest, referred to throughout this thesis as the “hydrate finger”.
This study aims to develop a method to forward model gas hydrate related features
using synthetic seismograms produced from viscoelastic finite-difference models. The
models are built using a stratigraphic model derived from the real seismic data. This
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system of model building has never been tested in a shallow gas hydrate reservoir before
now. The final viscoelastic models will include features of a typical gas hydrate system.
In this thesis, the creation of synthetic seismograms using the geological and acqui-
sition parameters derived from a conventional petroleum dataset (PEG09) and a high-
resolution shallow penetration dataset (HKS02) are used to answer the following questions:
• How does changing the geological parameters (thickness, gas hydrate and free gas
deposits) and acquisition parameters (PEG09 versus HKS02) to test end-member
gas hydrate systems change the appearance of the synthetic seismograms in com-
parison to the real data?
• Is there a combination of geological and acquisition parameters that best matches
the real data?
• Has the modelling scheme produced a comprehensive method for testing shallow gas
hydrate features using viscoelastic finite-difference models?
• Is there potential for further development of the viscoelastic modelling scheme to
quantitatively assess gas hydrate deposits?
1.2 Justification of research
Gas hydrates have widely known implications regarding resource potential, climate change
impacts, slope stability and their role as a geohazard. These implications stimulate re-
search in this field, with resource potential as the main driver. For this reason, gas
hydrates have recently become of global significance for their potential as a fuel, notably
in regions containing substantial concentrated offshore deposits. Countries such as Japan,
China and India have undertaken comprehensive research to utilise this potentially valu-
able resource (Collett et al., 2009, 2015; Lu et al., 2017; Oyama and Masutani, 2017;
Riedel et al., 2010; Wu et al., 2005), whilst better understanding their other impacts.
Although New Zealand’s gas hydrate deposits as of yet play no economic role, our con-
tribution to this research has been substantial (Bai et al., 2015; Crutchley et al., 2007,
2010, 2011, 2016, 2018; Fraser et al., 2016; Kroeger et al., 2015; Navalpakam et al., 2012;
Pecher et al., 2004; Wang et al., 2017).
Preceding research has mainly focused on understanding gas hydrate system dynam-
ics. A new challenge faces existing and future research, which is comprehending the
2
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concentrations and distributions of previously recognised deposits. On the Hikurangi
margin, although the localities of gas hydrate accumulations and their formation mech-
anisms have been thoroughly studied using a variety of tools (Bai et al., 2015; Barnes
et al., 2010; Crutchley et al., 2015, 2011, 2016, 2018; Fraser et al., 2016; Koch et al.,
2016; Krabbenhoeft et al., 2013; Kroeger et al., 2015; Navalpakam et al., 2012; Pecher
et al., 2004, 2010; Wang et al., 2017), a lack of precision arises in terms of quantification
of these prospective deposits. Assessments of global volumes of methane trapped as gas
hydrate have varied over three orders of magnitude (Klauda and Sandler, 2005; Milkov,
2004; Soloviev, 2002), leading to a lack of accuracy when assessments are undertaken.
The viscoelastic finite-difference code used in this thesis was developed by Robertsson
et al. (1994) and modified by Levander, Henstock and Gorman, allowing the creation of
synthetic seismograms derived from geologic features identified in seismic lines PEG09-25
and HKS02-01. These seismograms will be analysed to ultimately assess gas hydrate and
free gas configurations observed in the real data. Within this thesis, a comprehensive
evaluation of the viscoelastic finite-difference modelling method used will be completed.
This will help determine whether this modelling method produces accurate synthetic
data that couples the real data. Following method assessment, further developments are
assessed to discuss whether this viscoelastic modelling scheme is worth using to justify
previous work. If successful this type of viscoelastic finite-difference modelling may prove
to be a valuable new tool for evaluating gas hydrate accumulations.
1.3 Principles of seismology used in this thesis
Understanding the principles of seismology is vital when developing viscoelastic models,
where the synthetic nature of the models aims to closely match the properties of real
earth media. The following paragraphs aim to explain basic principles that govern seismic
reflection surveying and their relevance to the modelling scheme presented here.
1.3.1 Theory of elasticity
Elasticity is a rock property which describes the ability of a material to return to its
original state after deformation. Seismic wave behaviour relies on a material’s elasticity.
Hooke’s Law states that up to a certain value of stress in a medium, known as the yield
stress, strain is directly proportional to the applied stress (Keary et al., 2002). This is
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not strictly true as Hooke’s Law does not consider elastic energy lost due to absorption
of energy. Stress is the external force applied to a material, whereas strain is the amount
of deformation caused by the applied stress. The elastic moduli: bulk modulus (κ) and
shear modulus (µ) of a material can be used to specify the relationship between stress and
strain (Equation 1.1; Equation 1.2; Fig. 1.1). The bulk modulus describes a materials
incompressibility and the shear modulus describes its rigidity (Parasnis, 1997). Elastic











Figure 1.1: Schematic representations of the elastic moduli A shear modulus (µ) and B bulk
modulus (κ) (Everett, 2013).
In a seismic reflection survey, body waves are the principal acoustic waves recorded,
where they have an amplitude and a wavelength or period (Fig. 1.2). Compressional
(P) waves cause particle motion in a material in the same direction as wave propagation
(Equation 1.3). Shear (S) waves cause particle movement in a medium transversely to
the direction of wave propagation (Equation 1.4; Fig. 1.3).
















Where ρ is the density of the medium. P-waves have a higher velocity than S-waves
and are known as primary waves, arriving at a location ahead of S-waves.
Figure 1.2: A Sine wave with respect to distance. B Sine wave with respect to time.
1.3.2 Wavefronts
A seismic wave propagates from a source point at a velocity determined by the interde-
pendent physical properties of the rock it is travelling through, such as lithology, density,
porosity, temperature, anisotropy and grain-size (Altindag, 2012). If the properties are
homogeneous throughout a rock unit, the seismic wave will travel at a constant velocity
in all directions away from the source point (Keary et al., 2002).
Wavefronts are surfaces in which wave motion has the same phase at all points. Huy-
gen’s principle describes wavefronts as a secondary source which emit waves travelling
radially outward from that source point (Fig. 1.4; Parasnis,1997) In seismology, wave
propagation is often described in terms of rays rather than wavefronts. Energy at an
interface cannot be created or destroyed. However, it can be partitioned by reflection
or refraction of a ray. Rays travelling from a source can be reflected or refracted at an
interface between two contrasting rock types (Fig. 1.5). Contrasting rock types exhibit




Figure 1.3: Particle motions associated with the propagation of seismic body waves: compres-
sional (P) and shear (S) waves (Everett, 2013).
Figure 1.4: Huygens Principle. Energy is created at a source point (red dot) and travels outwards
in all directions (Parasnis, 1997).
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Z = ρV (1.5)
The amount of energy reflected at a boundary is known as the reflection coefficient,
which is proportional to changes in seismic impedance. Snell’s Law describes the rela-
tionship between these reflected and refracted P- and S-waves as they interact with an







Where θ1 and θ2 are the angles of incidence for medium 1 and 2. V1 and V2 are the
velocities of medium 1 and 2.
Figure 1.5: P-wave reflection and refraction at an interface, including P to S conversion of
reflected and refracted rays as governed by Snell’s Law. VP is the P-wave velocity, VS is the
S-wave velocity and ρ is the density. θP and θS are the angles of incidence for the P and S wave




Elastic energy is lost as it propagates through the subsurface due to geometrical spreading,
refraction or reflection at an interface and absorption of energy. Energy travelling outward
from a source point is distributed evenly over a spherical front as the radius of the sphere
increases, causing wave amplitude to decrease at inverse proportions to the square of the
distance travelled. Due to this, elastic energy is spread over larger areas with increased
distance travelled. Particle refraction accounts for energy lost during interaction of a
seismic wave with an interface. More energy is reflected when a greater contrast in rock
properties is exhibited, creating higher amplitude reflections in seismic sections (Keary
et al., 2002). The subsurface is imperfectly elastic in its response to the propagation of
seismic waves. Consequently, elastic energy is gradually dissipated in the subsurface over
time, eventually leading to the total loss of the seismic wave.
1.3.4 Convolution
Convolution is a mathematical process that to combines two signals to produce a third,
modified signal. A seismic trace is the product of a source wavelet convolved with the
Earth’s geologic response (Fig. 1.6, Equation 1.7). Contrasts in impedance are trans-
formed into the time domain to produce a reflectivity series. Noise is unwanted data
added to a convolved seismic trace caused by ambient noise and can later be removed
during processing by the deconvolution of a seismic trace.
seismic trace = source ∗ earth response + noise (1.7)
A seismic signal can be depicted as a sinusoidal wave oscillation, or displacement of a
point around a circle. To describe this, only three fundamental attributes are required:
frequency, amplitude and phase. Frequency is the speed the point rotates around the
circle; amplitude is the maximum extent of an oscillator and phase is where the waveform
starts, expressed as an angle (Pain, 2005). A seismic reflection signal needs to be finite
to allow horizons below the surface to be localised in time. To achieve this, a wavelet
is composed of a range of frequencies. Wavelet bandwidth is used to describe a limited
range of frequencies contained within a seismic reflection wavelet. For example, a Ricker
wavelet resembles the shape of an explosive sound pulse travelling through the earth and
is a simple model wavelet with a symmetric shape built from the second derivative of
a Gaussian function (Fig. 1.7; Wang, 2015). The Ricker wavelet is used as the input
wavelet for the viscoelastic finite-difference code described in Chapter 4 of this thesis.
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Figure 1.6: The convolutional model of the reflection seismic trace. The seismic trace shown is
the convolved output of a reflectivity function with an input pulse, and the relationship of the
reflectivity function to the physical properties of the geological layers (Keary et al., 2002).




1.3.5 Seismic reflection survey
In a marine seismic reflection survey, a source emits an acoustic signal, which is reflected
from subsurface interfaces enabling travel times to be determined (Fig. 1.8). The most
common marine source is an air-gun, which discharges highly compressed air into the
water column. When seismic waves arrive near towards the sea-surface, pressure changes
are recorded by receivers attached to a streamer towed behind a boat. Hydrophones are
receivers used in marine surveys, where pressure changes cause mechanical stress, that
is then converted to a recorded voltage. An integrated navigation system is essential in
calculating the position of the vessel relative to the streamer, gun array and any other
equipment used during a survey. This allows the correct positioning of recorded reflections
in a seismic section, temporally and spatially.
Figure 1.8: Schematic diagram of a seismic reflection survey. Solid lines show ray paths to
the first reflector (the seafloor), dashed lines show ray paths to the second reflector. VP is the





Gas hydrates are a solid, ice-like form of water bonded with natural gases, commonly
referred to as a clathrate solid. They are naturally occurring compounds consisting of
an open lattice of crystalline water molecules enclosing various sized gas molecules. The
gas and water molecules are not chemically bonded, but retained inside the structure by
the energy of the hydrogen bonds (Sloan, 2003). Clathrate hydrates have several crystal
structures, with only three occurring in nature. Structure I, II and H have all been found
to form clathrate hydrates, with Structure I being the most common in settings where
methane is the principal gas (Fig. 1.9; Buffet, 2000). Structure II and H can occur where
the gas present consists of larger molecules (e.g., formed under pressure in natural gas
pipelines). Methane is the primary gas found in naturally occurring hydrate structures,
although other gases may be present in minor quantities, including CO2, H2S and heavier
hydrocarbons (Kvenvolden, 2000). The term gas hydrate will be used throughout this
thesis and is assumed to refer mostly to methane hydrate.





Gas hydrates are distributed ubiquitously around the globe in regions of permafrost and
are major sedimentary constituents of continental margins (Fig. 1.10). Gas hydrates
comprise a dynamic system, acting as a metastable mineral where their formation is
highly dependent on three factors: stability conditions, gas charge (source and migration
of methane through sediment) and the presence of an appropriate host sedimentary unit
(Collett et al., 2015).
Figure 1.10: Locations of recovered and inferred methane hydrate in oceanic sediment continen-
tal margins and permafrost regions (Collett et al., 2015).
Stability conditions are highly dependent on temperature, pressure and pore water
salinity of the host sedimentary unit (Sloan, 1998). Moderate pressure and low tempera-
ture conditions are required to form gas hydrates (termed the GHSZ) where temperatures
and pressures are above those of the phase boundary (Fig. 1.11). On continental mar-
gins, water depths generally need to be at least 250 m below sea level, conditional on
bottom water temperatures, for correct formation conditions (MacDonald, 1990; Ruppel
and Kessler, 2017). An adequate supply of fluid and gas into the host sedimentary layers
through stratigraphic and structural conduits is pivotal for gas hydrate formation (Fig.
1.12). Fluids are common in sedimentary basins, particularly on active margins where
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compaction of sediment in accretionary structures generates excess fluids and dewatering
from subduction is extensive (Linke et al., 1994; Zhao et al., 2004).
Figure 1.11: Phase diagram for gas hydrate formation within sediments in oceanic environments
(Sloan et al., 2010).
Methane can form by two main pathways in sediments below the seafloor. The first
is development of microbial methane, which forms from the decomposition of organic
components and bacterial reductions of carbon dioxide in shallow sediments (Kroeger
et al., 2015). The second pathway, the formation of thermogenic methane, occurs through
thermo-catalytic alteration processes in deep sediments (Hui et al., 2016; Maslin et al.,
2010). This gas can migrate to shallower depths through deep-seated faults.
Occurrence of high-concentration accumulations are controlled by the presence of
coarse-grained sedimentary rock and fracture networks (Zou, 2017). Sandy reservoirs
13
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have high permeability, enabling migration of gas-charged fluid through a unit. High-
concentration gas hydrate and free gas deposits within sandy host rocks have been ob-
served in numerous locations including on the United States Atlantic margin, Gulf of
Mexico, Nankai Trough and Hikurangi margin (Baba and Yamada, 2004; Boswell et al.,
2012; Crutchley et al., 2016; Dai et al., 2008; Kroeger et al., 2015; Milkov and Sassen,
2002; Oyama and Masutani, 2017; Tsuji et al., 2004).
Figure 1.12: Schematic diagram of gas hydrate distribution on a continental margin. Red arrows
indicate movement of gas charged fluid through structural and sedimentary conduits (Boswell
et al., 2014)
1.4.3 Gas hydrate detection
Observation of gas hydrates within sedimentary layers has become increasingly refined
with the advancement of marine seismic reflection methods. Marine seismic imaging is a
powerful tool allowing accurate depictions of features below the seafloor. This technology
is critical in identifying seismic anomalies which indicate potential high-concentration
gas hydrate deposits. Gas hydrates within pore space are known to alter the physical
properties of the sediment (Waite et al., 2009). This allows the upper and lower horizons
of a sedimentary layer to contrast in seismic impedance with adjacent layers, creating a
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signal seen in seismic data. The principal indicator for gas hydrate deposits is a bottom-
simulating reflection (BSR), a reverse-polarity, often laterally discontinuous reflection,
denoting a significant compressional P-wave impedance contrast. A BSR is generally
observed at the interface between overlying gas hydrate and underlying free gas. BSRs are
not a reflection of a stratigraphic interface, but rather a phase boundary between materials
of contrasting impedance. BSR strength is determined by the percentage of gas hydrates
or free gas filling pore space, the porosity of the background lithology and the bandwidth
of the seismic wave produced by an acoustic source and recorded in the seismic data.
Formation mechanisms that cause observable BSRs are complicated. However, BSRs can
yield important information regarding the base of gas hydrate stability (BGHS) and signify
distributions of gas hydrates (Crutchley et al., 2015). The presence of a BSR does not
necessarily constitute high-concentration deposits, nevertheless, it is a potential indicator.
A range of seismic attributes is used to successfully identify gas hydrate deposits.
Seismic attributes that support the presence of gas hydrate deposits include amplitude
enhancement, amplitude suppression (seismic blanking) and higher interval velocities than
background velocities (Crutchley et al., 2016). The presence of free gas underlying a gas
hydrate system can bolster identification of potential gas hydrate deposits, discerned by
amplitude enhancement or suppression (Fig. 1.13). Supplementary features observed
in seismic and hydro-acoustic data include seafloor slumping or pockmarks and seafloor
mounds seen in bathymetric data, indicating gas escape.
In sedimentary successions devoid of gas hydrate infilling pore space, aside from litholo-
gies, velocities are principally determined by porosity variances of adjacent rocks. Higher
porosity layers ordinarily have lower P-wave velocities and lower porosities result in higher
P-wave velocities. Gas hydrate formation within these varying porosity rocks creates
greater homogeneity in velocities of adjacent layers and therefore impedance. Higher
porosity layers increase in velocity more than low porosity layers when gas hydrates accu-
mulate, changing impedance contrasts. Figure 1.14 displays examples of the relationships
between free gas and gas hydrate seismic response as a function of their saturations. Seis-
mic blanking is often associated with lower-concentration gas hydrate or free gas deposits
(Dai et al., 2008; Yoo et al., 2013; Zhang et al., 2015). High-amplitude reflections can
indicate either high-concentration gas hydrate or free gas deposits. Gas hydrate deposits
are commonly identified when these enhanced reflections coincide with anomalously high
P-wave velocities. This has been recognised globally at the Blake Ridge, eastern United
States; Pearl River Mouth Basin, South China Sea; and Nankai Trough, Japan (Baba
and Yamada, 2004; Hornbach et al., 2003; Zhang et al., 2015). Similarly, free gas accumu-
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lations below the GHSZ can be identified when high-amplitude reflections coincide with
anomalously low P-wave velocities, occasionally associated with seafloor methane escape
features such as pockmarks and mounds (Ashi et al., 2002; Crutchley et al., 2010; Yoo
et al., 2013).
Figure 1.13: Examples of amplitude enhancement and suppression within seismic data. A En-
hanced reflections cut by a deep-rooted fluid escape chimney on the Norwegian margin (Mienert
et al., 2010). B Multichannel seismic line on Opouawe Bank, Hikurangi margin, New Zealand,
displaying bright gas hydrate and free gas reflections and C gas chimney feature cutting through
the bright reflections (Krabbenhoeft et al., 2013).
Gas chimneys can be related to gas hydrates as they allow migration of fluids vertically.
Observed as vertical to sub-vertical regions of anomalous reflections in seismic data, they
have longer vertical dimensions than horizontal (Fraser et al., 2016; Yoo et al., 2013).
They can be characterised by enhanced or suppressed reflectivity and disrupted reflections
(Fraser et al., 2016; Sun et al., 2012). Fluid overpressure within sediments, particularly
fine-grained sediment, triggers an interconnected fracture network to form. This network
forms a conduit in which gas-charged fluids can migrate vertically into the GHSZ (Sun
et al., 2012). Gas chimneys initially caused by this upward migration of gas can later
alter into gas hydrate (Fraser et al., 2016).
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Figure 1.14: Schematic diagram of seismic amplitude response to free gas and gas hydrate-
bearing sands as a function of free gas and gas hydrate saturation. Diagnostic ranges are shown
in red and seismic blanking range shown in green (Boswell et al., 2016)
1.4.4 Big picture
Global interest in gas hydrates has led to extensive studies exploring their resource poten-
tial, role in the climate cycle, associated slope stability and geohazard considerations (Fig.
1.15). The potential for gas hydrates to become a shallow, unconventional energy resource
acts as the primary driver to the accelerating global research and development of the min-
eral. Gas hydrates were initially thought to exist mostly in low-permeability, fine-grained
sediments in low concentrations or as mounds in association with methane seep sites at the
seafloor. As gas hydrate research developed, efforts moved from identifying gas hydrate
deposits to identifying viable resource targets which consist of high-concentration gas hy-
drate (Boswell and Collett, 2006). Consequent research in the Nankai Trough, Japan, lead
to the discovery of high-concentration gas hydrate deposits in high-permeability, sandy
reservoirs (Tsuji et al., 2004).
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Figure 1.15: Schematic diagram of gas hydrate research drivers: influence on climate and its
role in the carbon cycle, influence on slope stability and how it cements and strengthens the
shallow subsurface, drilling hazard and potential as an unconventional energy resource.
These deposits are thought to have the greatest future commercial potential as this
discovery allows existing conventional extraction technologies to be used, which is re-
stricted with fine-grained reservoirs. Estimates of global methane concentrations trapped
as gas hydrates are poorly constrained and vary over magnitudes, from 1.8 × 1014 m3
to 1.2 × 1017 m3 (Klauda and Sandler, 2005; Milkov, 2004; Soloviev, 2002), often cited
as 2 × 1016 m3 (Kvenvolden, 2000). There has been a pattern of an overall decrease
in the volumes estimated over time. These larger estimated values fail to account for
technically and economically recoverable volumes which are significantly lower, with tech-
nically recoverable resources estimated at 3 × 1014 m3 (Fig. 1.16; Boswell et al., 2011).
This assessment is highly dependent on the technologies available to extract gas hydrates.
Physical barriers such as the deep ocean environments leave gas hydrate deposits to be
untouched. Currently, no technology exists to economically extract gas hydrates stored as
pore-fill in muds. To enable accurate quantification of global gas hydrates, the extent of
sandy reservoirs needs to be thoroughly understood. As an energy resource, gas hydrates
have had a lack of economic incentive due to availability of other conventional resources
(Kvenvolden, 2000). Nonetheless, the growing need for alternate energy pathways has
given impetus to many countries such as Japan, China and India, South Korea and the
United States to invest in the production and development of gas hydrates (Collett et al.,
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2009). Besides unresolved issues with economic recovery techniques, gas hydrates have an
extensive geographical distribution, are thought to be present in large quantities relative
to current conventional sources and are a comparatively carbon dioxide efficient energy
resource. Gas hydrates have the capacity to be a desirable future unconventional energy
resource.
Figure 1.16: The gas hydrate resource pyramid. Resources most readily recoverable are at the
top of the pyramid, moving to the least recoverable deposits at the bottom (Boswell, 2009).
Methane has a variety of sources and sinks globally, including gas hydrate, the stabil-
ity of which relies on external conditions. As metastable minerals, gas hydrates are easily
influenced by changing environmental conditions, which can lead to dissociation. Changes
in pressure-temperature conditions of the overlying water column in the marine environ-
ment are caused by sea level and bottom water temperature variations, effects which
can be derived from climate change. Release of methane from gas hydrate dissociation
caused by a shift outside of pressure-temperature conditions has the potential to radically
influence the Earth’s atmosphere due to its storage in large quantities. Methane is a
greenhouse gas that can have a strong influence on the radiative properties of the atmo-
sphere, contributing as a potential threat to climate change. Gas hydrate dissociation can
contribute to a positive feedback system in which it behaves as both a contributor to and
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a result of changes in temperature (Ruppel and Kessler, 2017). MacDonald (1990) dis-
cussed future positive feedback systems that could occur from a rapid, substantial release
of methane from dissociated hydrate. Analogous events in the geologic past have occurred
as mass releases of methane, such as a positive carbon-isotope excursion event during the
Jurassic (Hesselbo et al., 2000) and the Paleo-Eocene Thermal Maximum (Dickens et al.,
1997). For conditions to affect climate, large volumes of methane must reach the atmo-
sphere over a short period of time. Currently, the polar shelves are the most vulnerable
to these changes (Kvenvolden, 1988). The “clathrate gun hypothesis” has been suggested
by Kennett et al. (2003) where methane release occurred following the warming of inter-
mediate water during the late Quaternary, supported by evidence of carbon isotopes from
foraminifera of two California margin marine-sediment core records. This coincides with
maximum sediment slumping along many continental margins. Although this remains
highly speculative, other lines of evidence have been established. Maslin et al. (2004)
show that marine sediment failures between 15,000 to 13,000 and 11,000 to 8,000 years
ago correlate with rising sea level and peaks in the methane record.
However, the relationship between methane hydrates and the carbon cycle is poorly
understood. Potential climate change effects from gas hydrate dissociation may be mit-
igated by overlying sediment and water column interactions, preventing it reaching the
atmosphere. These interactions include: the rate of hydrate dissociation, gas migration
and trapping in sediment, gas venting, gas dissolution and methane oxidation to carbon
dioxide within the ocean (Kvenvolden, 2000). Ruppel and Kessler (2017) discuss a vari-
ety of models that suggest that seafloor release of hydrate-derived gas would mostly be
dissolved in the ocean before being able to reach the sea surface and atmosphere. Gas
hydrate reservoirs are frequently viewed as static systems, unchanging over periods of
climate stability or settings such as deep oceans. However, these systems are dynamic
and are constantly subjected to dissociation induced from ephemeral effects such as sedi-
mentation, minor perturbations in pressure and lagging past temperature effects at depth
(Ruppel and Kessler, 2017).
Submarine landslides and debris flows are vital in shaping the morphology of a conti-
nental margin, but pose problems such as tsunamis and damage to seabed infrastructure
(Horozal et al., 2017). Large releases of methane from marine gas hydrate dissociation
causing pore overpressure has been hypothesised as a major mechanism for slope failure
on continental margins (Maslin et al., 2004; Sultan et al., 2004). Gas hydrate dissociation
is caused by changes in pressure or temperature induced from sea-level changes, tectonic
plate movement, earthquake events, changes in thermohaline circulation, rapid sedimen-
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tation and friction heat from nearby subduction (Horozal et al., 2017). In the geologic
record, there has been a strong correlation between methane perturbations and marine
sediment slumping at the seafloor, particularly along the Hikurangi margin (Crutchley
et al., 2010; Mountjoy et al., 2014; Pecher et al., 2005). Gas hydrates act a cement en-
closed in a sedimentary pore space, compacting and stabilising the seafloor. As pressure
decreases and temperature increases, gas hydrates expand within the pore space. From
1 m3 of gas hydrate, expansion to standard pressure and temperature forms 164 m3 of
methane (Kvenvolden et al., 1993). This results in pore-fluid overpressure, reducing shear
strength of the sediments and ultimately causing slope failure (Sultan et al., 2004). Al-
though it is difficult to determine the underlying role gas hydrates have on slope stability,
Paull et al. (1996) linked slope failures to glacial maximum sea level low-stands, where gas
hydrates dissociated under reduced pressures. López et al. (2010) linked the distribution
of slope failures with the spatial distribution of gas hydrates on the Cascadia margin.
These failures occurred between a strong hydrate-cemented layer overlying the BSR and
underlying weak sediments containing free gas, where a detachment surface is created.
Strong earthquake activity from subduction in the area acted as the actual trigger for the
slides. Similarly, slope failure causing the Storegga Slide on the mid-Norwegian margin
has been linked to pore overpressure caused by dissociating gas hydrates (Micallef et al.,
2009; Sultan et al., 2004).
Drilling risks arising from the presence of gas hydrate are a further driver for gas
hydrate research. Gas hydrates have been known to cause overpressure within drilling
equipment, causing blowouts and severely reducing safety of drilling operations. Identi-
fying and mitigating these risks is important for future exploration.
1.4.5 Past global and New Zealand studies
Numerous advancements in seismic acquisition and processing have occurred during as-
sessments of the formation, distribution and hazards associated with gas hydrates. The
current standard for evaluating gas hydrates is 2D and 3D seismic data alongside well data,
which aims to provide lithologic ties and physical property estimates. New Zealand studies
have focused on features identifying gas hydrates within seismic data. These include: BSR
mapping and distribution, seismic chimneys, seismic blanking and high-amplitude reflec-
tors (Crutchley et al., 2010, 2011, 2016; Fraser et al., 2016; Henrys et al., 2009), alongside
extracting velocity information from the data (Crutchley et al., 2015, 2016; Fraser et al.,
2016). Global studies have also focused on similar gas hydrate features in both active
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and passive margins which often exhibit different migration pathways (e.g., Ashi et al.,
2002; Baba et al., 2004; Dai et al., 2008; Lee et al., 2005; Lu et al., 2017; Ryu et al.,
2009; Sun et al., 2012). New Zealand possesses two gas hydrate provinces. These are the
aforementioned Hikurangi margin and the Fiordland-Puysegur margin. Although known
to contain gas hydrates, the Puysegur Margin has had much less gas hydrate research and
is often overlooked when discussing New Zealand gas hydrate regions (Crutchley et al.,
2010; Fohrmann et al., 2009). This emanates from the remoteness of the margin from
major populations in the country and the significantly smaller estimated size.
Alongside gas hydrate indicators, research has been focused on migration pathways of
gas-charged fluids. Common migration pathways include faulting, dipping strata and high
permeability gas chimneys (Baba and Yamada, 2004; Barnes et al., 2010; Crutchley et al.,
2011; Koch et al., 2016; Krabbenhoeft et al., 2013; Hui et al., 2016; Sun et al., 2012).
Highly concentrated accumulations of gas hydrates predominantly occur within sand-
dominated stratigraphic layers. Highly fractured fine-grained mudstones have the ability
to store large volumes of methane as gas hydrates, but have a low technical recoverability
and therefore have a much lower resource potential (Boswell and Collett, 2011). In New
Zealand the primary gas hydrate province is the Hikurangi margin. Sun et al. (2012)
observe chimney structures in the northern South China Sea that exhibit fractured fine-
grained sediment that extends into the GHSZ where gas hydrates have formed. In terms
of resource potential, research needs to focus on the concentration of gas hydrate deposits
and in particular, the quantification of specific reservoirs.
1.5 Thesis outline
In this thesis, synthetic seismograms are produced using forward modelling of stratigraphic
models derived from real seismic lines, PEG09-25 and HKS02-01, to emulate gas hydrate
related features seen on the Uruti Basin and Ridge. These synthetic seismograms are used
to evaluate the success of the viscoelastic finite-difference scheme. In Chapter 2, the study
area is discussed in detail in terms of its geologic framework and existing research on gas
hydrates on the southern Hikurangi margin. In Chapter 3, the seismic data from PEG09-
25 and HKS02-01 are outlined to enable the creation of the stratigraphic model. Building
on this, in Chapter 4, the viscoelastic code is used to create synthetic seismograms for
models with varying geologic and acquisition parameters and compared with the real
seismic data. Snapshots are created using this code in Chapter 5, used to visualise the
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viscoelastic parameters and energy propagation within the models. In Chapter 6, the aims
of this thesis and future developments are dicussed. In particular, high-density velocity







The southern Hikurangi margin contains a major component of the East Coast Basin,
known as the Pegasus Basin. The East Coast Basin has undergone significant faulting
during the development of the Neogene forearc that lies both onshore and offshore along
the east coast of the North Island. The Pegasus Basin is a significant depocentre, a region
of maximum sedimentation. This active margin lies between the deformed northeast-
trending East Coast Basin and east-west orientated Chatham Rise (Uruski, 2010). The
Pegasus Basin is roughly defined by the Chatham Rise to the south, the east coast of the
North and South Island, and an arbitrary cut off point of 1000 m sediment thickness to
the northeast (Fig. 2.1).
The southern Hikurangi margin lies above the Hikurangi Plateau, a region of thickened
oceanic crust widely accepted to be a fragment of a large igneous province (LIP), which
entered the region approximately 105 Ma (Fig. 2.2). The LIP obstructed Gondwanan
subduction and activated the collision with the Mesozoic accretionary wedge, instigating
modern subduction (Uruski, 2010). Modern subduction is thought to have begun 20-25
Ma, forming a deformed accretionary wedge 150 km in width (Barnes et al., 2010). At
this interface, the Pacific Plate, on which the Hikurangi Plateau is sitting, is subducting
obliquely beneath the Australian Plate at 40-45 mm/yr. This continues south, past the
southern Hikurangi margin until the normal component of convergence becomes exceed-
ingly oblique, representing a transition to a strike-slip system (Kroeger et al., 2015). This
project encompasses the Uruti Basin and Ridge within the Pegasus Basin, constituting
one of a large number of northeast striking thrust ridges created during subduction.
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Figure 2.1: A Overview of Pacific-Australia plate boundary in the New Zealand region, with
the Pacific Plate (PAC) to the east and Australian Plate (AUS) to the west of the subduction
interface. B Major features of the Hikurangi margin are shown including locations of the East
Coast Basin (dotted line, east extent delineated by the subduction interface), Pegasus Basin
(dashed line), Chatham Rise, Hikurangi Channel (thin black line), Uruti Ridge, Rock Garden,
Opouawe Bank, Titihaoa-1 well, main subduction interface (thick black line), plate convergence
rates, PEG09-25 (blue) and HKS02-01 (red) seismic lines (Barnes et al., 2010).
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Figure 2.2: Reconstructions of the New Zealand region from the early Cretaceous to the early
Neogene. Simplified paleo-positions of the East Coast Basin, Pegasus Basin (pink) and adjacent
basins are shown. The grey dashed polygon represents the approximate position of the Hikurangi




The Titihaoa-1 well was drilled in 1994 to a total depth of 2,727 m by an Amoco-led
consortium covering approximately 30 km2 and is one of many fault-bound, hanging-
wall, anticlinal structures found in the East Coast Basin (NZPAM, 2015). The reservoir
succession drilled consisted of Middle Miocene, thin-bedded turbidite sands with porosi-
ties of up to 20% (Uruski, 2010). The lack of well data in the Pegasus Basin requires
lithological identification to rely on the correlation between basin-scale stratigraphy, on-
shore outcrops, sediment source and seismic velocity data. Nearby wellsite information
(i.e. Titihaoa-1) can also used but lateral variations in stratigraphy limit its use. Bland
et al. (2015) described four tectonostratigraphic units constituting the southern Hikurangi
margin (Fig. 2.3). Unit 1 consists of a Jurassic to Cretaceous greywacke basement of the
Torlesse Terrane overlying the Hikurangi Plateau. These rocks originated from the Gond-
wanan continental margin and were deposited as turbidites (Barnes et al., 2010; Kroeger
et al., 2015). Onshore outcrops of Unit 1 are the Coverham Group of Marlborough and
the Springhill Formation in the Wairarapa, which are typically mass flow conglomerates
to sandstones and mudstones to siltstones (Collier, 2015). Unit 2 is Late-Early Cretaceous
Hikurangi Plateau basement, partially underlying Unit 1. Unit 2 comprises a partially
subducted remnant of a LIP. Unit 3 comprises Late-Early Cretaceous and Paleogene ma-
rine basin floor sediments. This succession is relatively thin compared to other units due
to low sedimentation, pelagic deposition and clastic sediment starvation (Collier, 2015).
Unit 4 comprises Miocene to Recent sediments deposited during a tectonically quiescent
period, adjacent to the active continental margin. The Early-Late Miocene sediments
consist of carbonate rich marls and mudstones transitioning to siliciclastic and turbidite
facies, consistent with the onshore facies of the Whakataki Formation (Bland et al., 2015;
Collier, 2015).
Sediments of interest to this thesis are Pliocene to Recent in age found in the upper
section of Unit 4. They consist predominantly of clastic infill and overbank mudstones
from turbidity currents operating in the Hikurangi Channel, approximately 2000 m thick.
They are highly deformed to the west of the subduction interface (Bland et al., 2015).
The Pegasus Basin is the primary region for sedimentation on the Hikurangi margin due
to its proximity to the Hikurangi Channel (Fraser et al., 2016). The Hikurangi Channel
is a 2000 km long, deep sea channel located in the Hikurangi Trough. Large quantities
of coarse, clastic sediments are transported through this channel sourced from uplifting


















































































































































































































































































































architecture has been operating for 2 Ma (Kroeger et al., 2015). Sediment supply increased
dramatically from the late Miocene caused by a shift in Euler pole rotation, caused by
a higher rate of convergence and subsequent uplift and erosion at the boundary of the
Pacific and Australian plates (Lewis, 1994).
2.3 Hikurangi gas hydrates
2.3.1 Reservoir
The gas hydrate stability zone (GHSZ) in the Hikurangi margin covers a region of approx-
imately 50,000 km2 (Henrys et al., 2009). Gas hydrates can form in sediments as solid
masses, as pore-filling within fine or coarse-grained sediments or as grain-displacing pore
material (Boswell et al., 2012). Each hydrate formation style has a range of concentrations
with pore-filling of coarse-grained sediment being the highest with 50-90% depending on
specific lithology of the unit (Boswell et al., 2012). High-permeability sands are consid-
ered the dominant reservoir type for economically viable gas hydrates allowing fluids to
migrate into the GHSZ. Crutchley et al. (2016) describe gas hydrate formation within
coarse-grained lithologies of the Hikurangi Channel. High-permeability clastic sediments
seen in the Hikurangi Channel allow percolation of gas upwards into the GHSZ, where
gas hydrate formation occurs. In contrast, fine-grained reservoirs with low permeability,
sometimes exhibiting secondary permeability due to fracturing, are commonly observed
along the Hikurangi margin (Navalpakam et al., 2012). Fracturing increases the sec-
ondary permeability of the host rock. The host reservoir rocks within the Pegasus Basin
are fractured mudstones and localised channel sandstones (Fraser et al., 2016). These
fine-grained mudstones are not ideal reservoirs for extraction without future technological
developments.
2.3.2 Fluid flow pathways
The Hikurangi margin displays various stratigraphic and structural migration pathways
that are reliant on the surrounding tectonic environment. Features which promote fluid
flow through the GHSZ are often associated with high-concentration gas hydrate deposits
(Crutchley et al., 2011; Fraser et al., 2016). Kroeger et al. (2015) modelled gas hydrate
concentration to be 20-70% in specific areas of focused fluid flow on the southern Hikurangi
margin. On the northern Hikurangi margin, the Rock Garden locality contains seep sites
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caused by a range of migration pathway types. These include thrust faults, gas chimneys,
and dipping high-permeability strata (Crutchley et al., 2016).
There are a range of tectonic settings within the Pegasus Basin. Wang et al. (2017)
used 2D seismic reflection data to compare fluid flow mechanisms in extensional, un-
faulted and compressional settings on the Hikurangi margin (Fig. 2.4). The extensional
setting comprises anticlinal structures with fluids flowing along dipping strata then verti-
cally through normal faults and fractures caused by flexural extension. These faults cut
into the GHSZ and eventually trap gas within the axis of the anticline, converting to gas
hydrate. Opouawe Bank exhibits an anticlinal structure with similar migration pathways
(Koch et al., 2016). The unfaulted setting allows migration through steeply dipping,
high-permeability strata which crosscut the bottom-simulating reflection (BSR). Lastly,
the compressional setting establishes migration pathways along thrust faults created by
compressional deformation, then upward along steeply dipping strata. Compressional set-
tings are associated with large-scale and high-concentration gas hydrate accumulations
as they contain these fluid-focussing features. Crutchley et al. (2018) showed that con-
centrated gas hydrates preferentially formed in strata that dip at greater than 5◦ and
favoured landward-dipping strata due to the asymmetry of this system.
Gas chimneys which appear in seismic data as sub-vertical, acoustically transparent
zones in regions of intensely deformed sediments, and they are frequently observed in
regions with gas hydrates. (Fraser et al., 2016) describe a triangular acoustically trans-
parent region on the southern Hikurangi margin above the BSR with low central velocities
signifying free gas, and higher velocities flanking the gas regions, denoting gas hydrates.
The project area discussed in this thesis contains a sequence of steeply dipping strata
crosscutting a BSR, with gas chimneys observed vertically cutting these strata (Baker,
2016). The “hydrate finger” feature is seen to be contained in these steeply dipping layers,
and is the focal point of the modelling undertaken here.
2.3.3 Methane source
Microbial and thermogenic methane generation are both feasible methane sources for
gas hydrate formation. Microbial gas is associated with the generation of methane in
shallow systems, below but proximal to the BSR. Regions with a predominantly microbial
methane signature may still have a significant percentage sourced from deeper sediment
(Flemings et al., 2003; Henrys et al., 2009). Thermogenic gas can form high-concentration
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Figure 2.4: Schematic diagrams of gas hydrate formation (blue diamonds above BSR). A Con-
centrated gas hydrate formation where thrust faulting and steeply-dipping strata allow fluid mi-
gration into the GHSZ. B Concentrated gas hydrate formation in steeply-dipping strata above
a thick free gas zone. C Concentrated gas hydrate formation in the apex of an anticline migrat-
ing through dipping strata and upward across the BSR through conduits formed from flexural
extension (Wang et al., 2017).
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gas hydrate deposits in the presence of high fluid advection rates, fracturing, faulting and
buried channel sandstones, which allow focused fluid flow. On the Hikurangi margin,
thermogenic gas is generated close to the subduction interface, where migration then
occurs within the deep-seated frontal anticlines and buried Hikurangi Channel sandstones
(Fig. 2.5; Kroeger et al., 2015). The majority of research towards determining a methane
source for gas hydrates in the Hikurangi margin is focused on thermogenic gas, as longer
migration pathways result in more focused gas, allowing higher-concentration gas hydrates
to form (Kroeger et al., 2015). However, the majority of methane accumulations below
the GHSZ are formed in shallow sediments and may have a microbial origin, eliminating
long migration distances but accumulating over a wider region.
Figure 2.5: Schematic diagram showing gas hydrate features along the Hikurangi margin accre-
tionary wedge. Major features include fluid-expulsion features and variations in BSR strength
enhanced by upward migrating gas-charged fluid (Henrys et al., 2009).
2.3.4 Gas hydrate accumulations
Quantification of the volume of methane trapped within gas hydrates on the Hikurangi
margin poses a difficult challenge. Henrys et al. (2003) initially estimated gas volumes
along this margin by correlating strong BSRs with regions of high fluid flux to identify
high-concentration gas hydrate deposits. Estimates of gas volume at standard pressure
and temperature were calculated to be 3.75× 107 m3. Henrys et al. (2009) used reflection
coefficients, values which describe the amount of energy reflected at a boundary, to esti-
mate pore concentrations of sediments on the Hikurangi margin. Reflection coefficients
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were calculated to be −0.20 resulting from free gas concentrations in rock units resulting
from a gas saturation of at least 8 - 10% (Henrys et al., 2009). Approximately 4% of the
GHSZ has reflection coefficients higher than −0.20 along the Hikurangi Margin (Henrys
et al., 2009). Free gas underlying the GHSZ in vital to form gas hydrates. Fohrmann and
Pecher (2012) estimated the Hikurangi margin gas volume to be 4.8×109 m3. In compar-
ison, New Zealand’s largest natural gas and oil field, Maui, has a cumulative production
of approximately 9.91 × 1010 m3 (Archer et al., 2014).
HDVA can be a useful tool to aid interpretation of gas hydrate and free gas de-
posits in shallow marine sediments. Variations in gas hydrate systems occur laterally,
significantly affecting the velocities present. Gas hydrates, alongside free gas, can cause
velocity overprinting in sediments if present in high enough concentrations. Conventional
seismic velocity analysis cannot resolve velocities in order to understand concentration
and distribution of gas hydrates. Therefore, higher density analysis is needed to resolve
limited lateral velocity changes. Crutchley et al. (2015) performed semblance-based ve-
locity analysis to create a dense grid of stacking velocities. HDVA was performed on
line PEG09-09, southwest of PEG09-25, to determine a laterally varying high velocity
zone above the Hikurangi Channel, on either side of the channel where deformation was
occurring. Ponding of free gas was present, identified by considerable low-velocity zones
underlying the BSR. Nearby to this ponding, Crutchley et al. (2015) addressed the limi-
tations of ties between lithology and seismic anomalies, determining that coarse sediment
allowed relatively high-concentration gas hydrate to form, without underlying free gas.
Fraser et al. (2016) undertook a similar workflow to produce a HDVA for line PEG09-
25. There was a clear correlation between gas hydrate and free gas seismic features and
velocity anomalies where high velocities corresponded with gas hydrate accumulations.
2.3.5 International comparisons
New Zealand gas hydrate exploration relies heavily on advancements from other countries
in regards of production techniques. Japan’s MH21 Gas Hydrate Consortium is currently
the world leader in research and development, driven by the country’s need for alternative
energy resources. Exploratory test wells reveal the Nankai margin gas hydrate region
comprises alternating turbidite sand and mud layers sharing geological similarities to the
southern Hikurangi margin (Oyama and Masutani, 2017). In contrast, the Gulf of Mexico
is a passive margin dominated by the rapid upward movement of salt diapirs, which cause
faulting (Ruppel et al., 2005). The Gulf of Mexico is estimated to store approximately
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6.1 × 1014 m3 of gas (CAENZ, 2009). Drilling in the Gulf of Mexico into deeper oil and
gas reservoirs has revealed large gas hydrate deposits, despite the distortion of the base
of GHSZ and a lack of BSRs (CAENZ, 2009). India’s extensive drilling program has
revealed that fractured mudstones are the host rock for a large proportion of their gas
hydrate accumulations (Collett and Boswell, 2006). The southern Hikurangi margin is
interpreted to contain significant gas hydrates stored in fractured mudstone host rocks
(Fraser et al., 2016). New Zealand can greatly benefit from advancements made by world







Two multichannel seismic reflection datasets, PEG09 and HKS02, collected independently
of this project, will be presented in this chapter. Line PEG09-25 and HKS02-01 are co-
located on the southern Hikurangi margin. The two seismic lines image the “hydrate
finger” feature in the Uruti Basin (Fig. 3.1), at different frequencies. The PEG09 survey
collected a lower resolution data set as it was aiming for deeper petroleum targets than
the gas hydrate specific HKS02 survey. It is important to examine these two lines imaging
this, feature which is later evaluated in Chapter 4, in order to create accurate stratigraphic




The PEG09 survey was collected during the 19th November 2009 to the 31st March 2010
cruise comissioned by the New Zealand Ministry of Economic Development to stimulate
conventional hydrocarbon exploration interest in the offshore Pegasus Basin by collecting
and processing high quality data (Reflect Geophysical Pte Ltd., 2010). An area covering
approximately 35,000 km2 and comprising 2766 km of the 2D seismic reflection data was
collected aboard the MV Reflect Resolution. Full fold coverage of marine 2D seismic
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data was acquired over this area in water depths of 80 to 2900 m. The PEG09 data set
was collected using a conventional airgun array where seismic energy was generated by
rapid release of compressed air, collected at frequencies up to 50 Hz (Crutchley et al.,
2018). The dominant frequency was 30 Hz, which due to its long wavelength, causes
many of the finer details (i.e. with vertical length scales less than tens of metres) in the
data to be lost (Gorman et al., 2018). The loss of vertical details at scales less than tens
of metres becomes important when dealing with sedimentary bed thicknesses that are
less than resolving thickness (calculated in Chapter 4), where individual beds are unable
to be discerned within the seismic data. A summary of the PEG09 survey acquisition
parameters is presented in Table 3.1.
Figure 3.1: Overview map of Uruti Basin and Ridge. Seismic lines PEG09-25 (blue) and HKS02-
01 (red) are shown intersecting the ridge. Palliser-Kaiwhata fault and Opouawe-Uruti thrust
fault locations are shown by black lines, with sense of movement shown by arrows and black
triangles.
Processing
Seismic processing is essential to convert raw seismic data into an interpretable image by
minimising artefacts from equipment, procedure and noise incorporated during its collec-
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tion, also returning reflections to their correct time and space. There are several steps
which can be implemented to produce a coherent seismic image in a processing flow, which
vary depending on the data size, quality, quantity and survey target. Conventional seis-
mic data processing techniques were applied to the PEG09 data set. The PEG09 survey
design and processing was completed by Geotrace (a seismic processing company) where
processing augmented the examination of conventional hydrocarbons, the original target
of this survey. The data were reprocessed by Fraser (2017) to optimise imaging of shallow
subsurface gas hydrates where higher frequency data, which enhances the resolution, is
important. Reprocessing was completed using GLOBE Claritas, a seismic data processing
package developed by GNS Science, using the processing flow in Figure 3.2. Raw shots
were read and converted to standard SEG-Y format. Trace editing and a Butterworth
filter with pass bands of 10-75 Hz or 10-50 Hz (depending on streamer depth) were ap-
plied. Navigation data were merged with the seismic data. Common-depth point (CDP)
geometry was assigned to the line and a spherical divergence scalar function applied to
enhance the response of deeper horizons. Deconvolution of the wavelet was applied to
enhance signal resolution. Normal move-out (NMO) velocity analysis was completed and
used for pre-stack Kirchhoff time migration. NMO corrections were reversed to complete
which were subsequently smoothed with a horizontal filter. The CDPs were stacked and a
post-stack bandpass filter, gun and streamer static corrections were applied. Finally, the
data were rotated to a zero-phase wavelet shape. The structural and stratigraphic fea-
tures had an adequate signal-to-noise ratio and were unaffected by swell noise, so removal
from addition processing for these was unnecessary.
39
Chapter 3: Uruti Basin data
Figure 3.2: Processing flow employed by Fraser et al. (2016) for line PEG09-25.
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Parameter/Property PEG09 Type/Value HKS02 Type/Value
Source type Bolt APG8500 air gun array GI gun
Total volume of source 88.5 L (5400 in3) 3.4 L (210 in3)
Total pressure of source 13.8 MPa (2000 psi) 13.8 MPa (2000 psi)
Shot interval 37.5 m 25 m
Source depth 6 m 3.5 m
Number of streamers 1 1
Hydrophone array MSX solid digital streamer Geometrics GeoEel digital streamer
Array length 10000 m 600 m
Number of channels 800 48
Group spacing 12.5 m 12.5 m
Fold 133 12
Record length 12 s 8 s
Sampling rate 2 ms 1 ms
Recording format SEG-D 8058 Rev. 1 SEG-D 8058 Rev. 1
Projection UTM 60S NZTM2000
Table 3.1: Acquistion parameters for PEG09 and HKS02 surveys.
3.2.2 HKS02 survey
Acquisition
The HKS02 survey was collected during the STINGS Expedition in June 2015 aboard the
RV Roger Revelle. The survey collected high-resolution grids of seismic reflection data
over three gas hydrate anomalies associated with complex gas hydrate systems previously
identified in the PEG09 survey. A total of 90 km of seismic data were collected along the
Uruti Basin and Ridge system in a high-density grid. Although the two lines, PEG09-25
and HKS02-01 image the same subsurface feature and have been described as co-located,
their definite CDP locations vary slightly due to streamer positioning and environmental
factors during the two distinct surveys. The source array for the HKS02 survey consisted
of two generator-injector (GI) guns towed at a nominal depth of 3.5 m. Higher frequencies
(35-160 Hz) were produced than in the PEG09 survey, with a dominant frequency of 80 Hz
(Gorman et al., 2018). Higher frequencies and shorter sample lengths in HKS02 allowed
greater resolution of the shallow gas hydrate targets observed in the seismic data. A
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shorter, 600 m receiver array containing 48 channels was utilised, resulting in a lower fold
typical of data collected for shallow, non-conventional hydrocarbon targets. A summary
of the acquisition parameters is presented in Table 3.1.
Figure 3.3: Processing flow employed by Baker (2016) for line HKS02-01.
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Processing
Line HKS02-01 was processed by Baker (2016) also using GLOBE Claritas; a summary of
the processing flow is shown in Figure 3.3. Seismic data were merged with navigation files
and converted to a standard format used by GLOBE Claritas. Shot number trace headers
were renumbered to avoid overlap. Noisy traces were removed and two time shifts were
applied. These corrected for the delay between the start of recording and shot event, and
source-receiver depth. Geometry databases were created by extracting the shot locations
and added to the trace headers. CDPs were reordered from the shot domain and filtered
using a trapezoidal bandpass filter with corner frequencies of 12-35-160-210 Hz. Spherical
divergence was performed by applying a default recovery function. Velocity analysis
was performed using the Claritas Velocity Analysis (CVA) tool in GLOBE Claritas to
determine stacking velocities. The CVA tool allows the determination of NMO corrections
to remove source-receiver offset effects. A Pre-stack Kirchhoff Time Migration was applied
to the dataset and subsequently stacked by combining the CDP gathers. A phase shift of
the wavelet was applied to allow the seafloor reflection to be more distinct and a water
column mute was applied to ease interpretation.
3.2.3 Interpretation of PEG09-25 and HKS02-01
The subsurface features observed in lines PEG09-25 and HKS02-01 were initially inter-
preted using IHS Kingdom software by Baker (2016) (Fig. 3.4 and 3.5). These features
were mapped from these lines using seismic picking tools. Seismic features identified in-
clude deep-seated and shallow basin-related faults, bottom-simulating reflections (BSR),
gas chimneys, sedimentary bed layering, high-amplitude gas hydrate and free gas accu-
mulations.
Sedimentary strata
Sedimentary reflections in this basin mainly consist of dull, sub-chaotic reflections (1),
which comprise the Uruti Ridge and underlie the Uruti Basin, and high-amplitude re-
flections (2) caused by layers of contrasting impedance (Fig. 3.4, Baker, 2016). Bland
et al. (2015) identified the top of (1) to be of Pliocene-Pleistocene age, found to be a
horizon present along the entirety of line PEG09-25. The dull reflections underlying
the Pliocene-Pleistocene become sub-horizontal, high-amplitude reflections towards the
south-east of the Pegasus Basin, where compression from tectonic deformation is not oc-
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Figure 3.4: A Interpretation of a section of the PEG09-25 seismic section showing (1) underlying
sub-chaotic reflections, (2) high-amplitude reflections of alternating sand-mud layers in the Uruti
Basin. Black lines indicate faults identified by Bland et al. (2015) and Baker (2016). An anticline
is identified in the northwest of the basin. Shot spacing (horizontal axis) = 37.5 m. B Reflections
of interest. Black arrows indicating the high-amplitude “hydrate finger feature with underlying
high-amplitude free gas reflections. Blue dashed line denoting the base of gas hydrate stability.
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Figure 3.5: A Interpretation of the HKS02-01 seismic section showing locations of gas chimneys
only distinguishable in this dataset and an anticline in the northwest of the basin. CDP spacing
(horizontal axis) = 6.25 m. B Reflections of interest. Black arrows indicating the high-amplitude
hydrate finger feature with underlying high-amplitude free gas reflections. Blue dashed line
denoting the base of gas hydrate stability.
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curring. Sediments of interest within the Uruti Basin and Ridge system are linked to the
alternating shallow high-amplitude reflections as these intersect the gas hydrate stability
zone (GHSZ). Within the Uruti Basin, a fold structure comprising an anticline and a
syncline is observed. This fold structure is a smaller scale feature seen in the PEG09-25
line related to the tectonic deformation from subduction. Uruti Ridge itself is an anticline
and reflections from this structure have adjacent onlapping and offlapping reflections. On-
lapping reflections are formed from uplift of the anticline deepening the basin, which is
infilled with draping sediments. Subsequently, offlapping sediments are deposited on top
of this fold, creating continuous reflections (Baker, 2016).
Faulting
Faults were identified by mapping offset reflections. Line PEG09-25 was used to identify
large-scale faults that are thought to be partially responsible for the migration of thermo-
genic free gas into the GHSZ. Uruti Basin has three significant faults that cut through its
oldest sediments, underlying the Uruti Basin and Ridge. The first, the Opouawe-Uruti
Fault, a large thrust fault underlying mid-slope bathymetric banks. This fault extends
down to the basal decollement related to subduction along this margin (Barnes et al.,
1998, 2010; Bland et al., 2015). Similarly, the Pahaua Fault also originates at depth
from the basal decollement, underlying the Uruti Basin and Ridge, that cannot be seen
on the PEG09-25 or HKS02-01 seismic sections. The Palliser-Kaiwhata Fault is con-
tained within the Opouawe-Uruti Fault hanging wall, where it is dissected at depth. The
Palliser-Kaiwhata Fault is a steeply dipping, east-west striking, strike-slip fault which cuts
through the dull, sub-chaotic reflections beneath the Uruti Ridge. This fault is associated
with a small pull-apart basin in the centre of the ridge, where other extensional splay
faults are present near the seafloor (Barnes et al., 2010).
Gas chimneys
Two gas chimneys were identified within the Uruti Basin using the HKS02-01 seismic
image by Baker (2016). The first, a narrow zone of seismic pull-up and the second, a wide,
elongated zone of chaotic reflections. The first originates at a bright reflection below the
BSR and extends upwards to ∼0.05 s two-way-time (TWT). The second extends from
the Pliocene-Pleistocene horizon at ∼1.6 s TWT to a mound structure at the seafloor.
Normal and reversed polarity enhanced reflections are present on the flanks of the second
chimney, an indication of a possible gas hydrate deposit. The BSR is segmented below
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the second chimney, indicating upward migration of gas.
Bottom-simulating reflection
Baker (2016) observed that the BSR fluctuated in strength, continuity and depth across
the Uruti Basin and was absent in the centre of the basin. BSR strength is influenced by
contrasts across the hydrate-gas phase boundary, host lithologies and bandwidth of the
source used. Bright reflections observed above and below the BSR are identified as the
overlying gas hydrate and underlying free gas (Fraser et al., 2016). The high-amplitude
overlying reflections are the “hydrate finger” feature. This phase boundary observable in
line PEG09-25 signifies an impedance contrast between the gas hydrate and free gas. The
HKS02 survey resolution was high enough that a classic BSR was not observed; instead,
the polarity of individual reflectors was used to identify the transition between overlying
gas hydrate and underlying free gas (Gorman et al., 2018). It is also possible to have gas
hydrates present in an area where there is no observable BSR. In the Gulf of Mexico, BSRs
are often subtle, discontinuous or non-existent where gas hydrate samples have known to
have been recovered (Dai et al., 2008; Hardage and Roberts, 2006).
Basin lithologies
Direct lithologic information from the Pegasus Basin is sparse, corollary to the lack of
well data. Interpretations are forced to rely on basin scale stratigraphy. Lithologies in the
basin are therefore expected to contain turbidite deposits consisting of alternating sand
and mud beds determined from identification of high-amplitude reflections observed in
these seismic sections (Bland et al., 2015; Fraser et al., 2016). Dredge samples of indurated
mudstones from the hanging wall of the Opouawe-Uruti Fault were collected on the north-
western limb of the Uruti Ridge, giving insight into the modern turbidity system operating
within the basin (Barnes et al., 2010). Background lithologies of gas hydrate and free gas
host rock are important to consider when interpreting high-amplitude reflections above or
below the BSR. It is possible for impedance contrasts to develop between higher-velocity
overlying strata containing no gas hydrate or underlying gas. High-amplitude reflections
occurring from the “hydrate finger” feature and underlying this do not indicate that these
are caused explicitly from sedimentary layering, as the BSR dissects the dipping strata.
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Basin data frequency
The bandwidth differences between the PEG09 and HKS02 surveys change the appearance
of the sedimentary bed reflections, gas hydrate reflections, free gas reflections and BSR
in the seismic data. The higher the frequency, the shorter the wavelength. Nanda (2016)









is used to calculate wavelength, where λ is the wavelength (m), VP is the P-wave
velocity (m/s) and f is the frequency (Hz). The resolving limit can be used to
determine bed thicknesses in seismic data. The values calculated in Table 3.2 are
analogous to resolving thicknesses calculated by Gorman et al. (2018).
PEG09 HKS02
P-wave velocity, VP (m/s) 2000 2000
Frequency, f (Hz) 30 80
Wavelength, λ (m) 66.67 25
Resolving thickness, λ/4 (m) 16.67 6.25
Table 3.2: Resolving thicknesses calculated for the PEG09 and HKS02 surveys using parameters
P-wave velocity (VP), frequency (f) and wavelength (λ).
The HKS02 survey has a significantly higher resolution, where sedimentary beds down
to 6.25 m can be observed in the seismic image. However, impedance contrasts may be
different at the top and bottom of a bed, which reduces the accuracy of thin beds in seismic
data. When building a geological model based on real seismic data, bed thicknesses are
critical when determining model parameters such as the number of layers, bed continuity,
porosity and fluid saturation.
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3.3 Conclusion
The Uruti Basin and Ridge contain high-amplitude reflections above and below identi-
fied as overlying gas hydrate (“hydrate finger”) and underlying free gas deposits. These
deposits are likely contained within sandy sedimentary strata in between mud strata,
however, the lack of well data in this region causes these interpretations to be unreliable.
The lower frequency PEG09 and higher frequency HKS02 surveys have been discussed in
terms of their differing acquisition parameters and processing schemes. Resolving limits
are calculated for the PEG09 and HKS02 surveys, with the higher frequency data exhibit-
ing higher resolution. Thoroughly understanding the stratigraphy and structure of the
Uruti Basin and Ridge system from lines PEG09-25 and HKS02-01 is important in order
to build accurate viscoelastic models in Chapter 4.
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Numerical modelling, otherwise known as computer simulations, has become an important
tool in solving complex geological problems. For example, seismic reflection imaging of
geological features is often assessed using a numerical method to develop finite-difference,
forward models (Fig. 4.1). They use a discretised cell parameterisation to approximate
solutions to the partial differential equations that govern seismic propagation. A vis-
coelastic finite-difference modelling scheme is used in this thesis to describe the behaviour
of real earth media as synthetic energy simulates the propagation of seismic waves. Syn-
thetic seismograms produced using this method are used to help assess the geological
(lithological, stratigraphic and structural) properties of the “hydrate finger” feature at
the Uruti Ridge.
The viscoelastic model requires geologically reasonable input parameters such as rock
velocities, wave dispersion and wavelet frequency. Therefore, the initial stages laid out
in this chapter aim to correctly set up the viscoelastic model using the Two-Dimensional
Viscoelastic (version 2.2) (VE2D22) Finite-Difference Modelling Code (Robertsson, 1994;
modified by Levander, Henstock and Gorman). This ensures that accurate and realistic
synthetic seismograms are produced at the complexity level of the models, working within
the computational limits available.
Seismic lines PEG09-25 and HKS02-01 were discussed previously in Chapter 3, includ-
ing their subsurface features, basin lithology and bottom-simulating reflections (BSR).
These features are important to consider when creating stratigraphic models, on which
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viscoelastic models are built to allow the real and synthetic data to be compared.
Expanding from the questions laid out in Chapter 1, additional objectives for the
development and application of the viscoelastic code within the next few chapters of this
thesis (Chapter 4, 5 and 6) include:
• Develop a workflow for building 2D realistic geological models of gas hydrate systems
• Set up a methodology for synthetic data generation inputting the 2D geological
models and realistic survey geometry in the viscoelastic code
• Assess the strengths and weaknesses of this viscoelastic method on gas hydrate
systems by comparing synthetic and real data
• Test seismic frequencies on synthetic data resolution and compare these to the real
datasets
• Make recommendations for future research in this area
Figure 4.1: Schematic diagram showing an input discretised geological model and the resulting
forward modelled seismic response. This contrasts with the inverse method which uses an input
seismic response to produce a corresponding geological model.
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4.2 Two-dimensional Viscoelastic (version 2.2) Finite-
Difference Modelling Code
No real earth material is perfectly elastic. Instead, the earths’ behaviour can be described
as anelastic, where mechanical waves are dispersed and attenuated spatially and tempo-
rally (Robertsson et al., 1994). Viscoelasticity is the property of a material which exhibits
viscous and elastic properties during deformation.
The first stage in this modelling exercise was establishing a procedure to create input
viscoelastic models from simple stratigraphic models that could be used to produce syn-
thetic shot records. These were then processed and evaluated in a similar fashion to real
seismic data. The real data used in this thesis refers to the two marine reflection seismic
lines, PEG09-25 and HKS02-01, whereas the synthetic data refers to the synthetic seismic
images created from stratigraphic models resembling the real data.
4.2.1 Model descriptions
The stratigraphic models created have two primary layers, water and earth, separated by
a seafloor horizon. This horizon was picked from line PEG09-25 on IHS Kingdom. The
picked horizon was converted from two-way-time (TWT) in seconds to depth in metres
using 1500 m/s as a seismic velocity estimate of the water column. This converted horizon
was then smoothed in MATLAB to reduce the number of diffractions in the synthetic data,
created from the reflection of artificial energy from sharp edges on the seafloor resulting
from the discretisation of the model.
Model dimensions (x, z) were 26,000 m in length (x) and 4,000 m in depth (z).
Velocities of the two primary layers input into the model are independent of each other,
with the velocity of the overlying water layer increasing with depth from 1480 m/s to
1505 m/s. The velocity of the earth layer increases from 1600 m/s at the seafloor to
2800 m/s at the z extent of the model. These were chosen to closely represent genuine
velocities seen in the real data. Model grid size is 6.25 m by 6.25 m which translates
to a grid of 4160 by 640 cells. A 6.25 m grid size was chosen to match the common
mid-point (CMP) spacing from the real surveys. The models were made large enough
that energy reflecting off artificial boundaries (left, right and z extent of model) did not
cause unwanted artefacts within the reflections of interest: the sandy beds, gas hydrate
and free gas reflections. Absorbing boundaries were also added 1000 m extending from
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the artificial boundaries, including a 500 m taper.
Eight polygons were positioned in the stratigraphic model, representing dipping, sandy
sedimentary beds at approximate depths observed in the real data, numbered 1-8 (Fig.
4.2). These polygons represent the alternating sand-mud turbidite beds inferred to be
contained within the Uruti Basin (Bland et al., 2015). The gaps between each polygon
represent mud layers, where their velocities are equivalent to the background velocity.
These polygons were picked from horizons in TWT on IHS Kingdom, then converted
to depth in metres using a velocity of 2000 m/s to mimic the dips and depths of the
real sedimentary beds. Precise depth conversions were unnecessary when creating the
stratigraphic models as they were constructed at a much lower complexity than the real
data.
Tuning effects are assessed using these models by evaluating tuning thicknesses. Tun-
ing thickness is the thickness of a bed where two events become indistinguishable in time,
which becomes important when interpreting seismic data. Seismic waves undergo con-
structive or destructive effects from closely spaced events, or reflectors. Bed thicknesses
in various models differed from 10.25 m, 12.5 m and 25 m, to test tuning effects within
the synthetic data. Thicknesses discussed within this chapter are apparent thicknesses,
as the changing bed dips created a heterogenous thickness along the extent of the bed
polygons.
Ten viscoelastic finite-difference models have been created, two pairs of which test the
same geological parameters, differing in bed thicknesses (Models A1 versus A2 and G1
versus G2). Gas hydrate and free gas layers are defined as separate polygons to the sandy
layers. A ‘layer’ refers to a polygon that represents one of the materials: gas hydrate,
free gas, or sand. A ‘bed’ is made up of one or more of the polygons to create a single
continuous sedimentary structure to simulate real stratigraphy, with a range of pore filling
characteristics.
There has been no exact quantitative relationship made between high-concentration
gas hydrate concentrations and high seismic velocities. This is also the case for high free
gas saturations and low seismic velocities. Therefore, in this thesis, seismic velocity will be
used as a proxy for high or low gas hydrate concentrations and free gas saturations. The
highest seismic velocities (within the polygons representing sandy beds) represent high-
concentration gas hydrate layers. Relatively higher seismic velocities than background
and the sandy beds will represent low-concentration gas hydrates. The lowest seismic
velocities represent high-concentration free gas layers and relatively lower seismic veloci-
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Figure 4.2: Synthetic seismic sections produced from Model A1 using the VE2D22 code. A
GMT velocity model with 25 m thick sandy sedimentary beds labelled 1-8. B HFR synthetic
seismogram and C LFR synthetic seismogram. CDP spacing (horizontal axis) = 6.25 m.
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ties than background and sandy beds represent low-saturation free gas layers. Materials
incorporated into each of the models and their relative concentrations are found in Table
4.1. Sandy bed polygons differ from 8-12% above background velocity, increasing with
depth resulting in velocities of 1800-2300 m/s. High seismic velocity gas hydrate polygons
are defined as 50% above background velocity, with an average velocity of 2700 m/s. Low
seismic velocity gas hydrate polygons are defined as 15% above background velocity, with
an average velocity of 2070 m/s. Low seismic velocity free gas polygons differ by 14%
below background velocity with velocities of 1510-1550 m/s depending on depth. High
seismic velocity free gas polygons differ by 7% below background velocity, with velocities
of 1620-1680 m/s depending on depth.
Model Bed thickness (m) Gas hydrate Free gas
A1 25 None None
A2 10.25 None None
B 25 Low None
C 25 Low Low
D 25 High None
E 25 None High
F 25 Low High
G1 25 High Low
G2 12.5 High Low
H 25 High High
Table 4.1: Ten viscoelastic models and their geological characteristics.
4.2.2 Model acquisition
The following steps outline the procedure developed to create the viscoelastic, finite-
difference models from stratigraphic models (Fig. 4.3). The synthetic data are then
processed using a shot merging and windowing procedure followed by conventional seismic
reflection processing techniques, creating the final stacked synthetic seismic sections.
A basic, stratigraphically simple Ray Theoretical Travel-Time Inversion Routine (RAY-
INVR) formatted velocity model was built, depicting the stratigraphic model. RAYINVR
is a program that allows rays to be traced through two-dimensional media for forward
modelling and inversion of reflection travel times (Zelt and Smith, 1992). Points were
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Figure 4.3: Schematic flow of the setup and acquisition to create a RAYINVR, acoustic and
viscoelastic model to input into the VE2D22 code. The RAYINVR model defines the polygons
using (x, z1, z2) co-ordinates. Each cell in the acoustic model is defined by a P-wave velocity
(VP). A GMT velocity model is created from the acoustic model. In addition to VP cell in
the viscoelastic model is also defined by P-wave/S-wave ratio, density, P-wave attenuation and
S-wave attenuation.
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Figure 4.4: Schematic diagram of acquisition parameters for A the high-frequency run and B
the low-frequency run for each model. Black circles are shots with their corresponding shot
number in white. Thick black arrow shows the direction and length of the modelled streamer
once traces for each shot have been windowed.
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created with horizontal and vertical co-ordinates (x, z) that defined boundary surfaces
between different materials. The input file to create the RAYINVR model defined the size
of the model, grid size, and upper and lower P-wave velocities (VP) for each layer. Poly-
gons which replicate dipping sedimentary beds were defined using horizontal and vertical
co-ordinates (x, z1, z2) picked from line PEG09-25 on IHS Kingdom. A file was created
where velocity percentage variations from background were defined for each polygon, cor-
responding to the hypothetical contents and concentrations of the strata where seismic
velocity was used as a proxy for these values; whether it contained gas hydrate, free gas
or neither (sandy layer).
The RAYINVR output model was converted to an acoustic model by running a utility
program. The acoustic model consisted of a gridded file where VP was defined in each
cell. To view the acoustic model, a program is run which creates a three column (x, y, z)
file which can be read, gridded and contoured by the GMT graphing utility (Wessel and
Smith, 1998).
The acoustic model was converted to a viscoelastic model by running another utility
routine which used a piped input file to interpolate P-wave to S-wave velocity (VP/VS)
ratios, P-wave attenuation (QP), S-wave attenuation (QS) and density (ρ) for each cell in
the viscoelastic code.
The VE2D22 code was run twice for each viscoelastic model produced. Input files
containing acquisition parameters emulated the real surveys used to collect lines HKS02-
01 and PEG09-25, creating two individual synthetic seismograms for each model (A-H).
Figure 4.4 displays the input synthetic acquisition parameters diagrammatically. The runs
mirroring the HKS02 survey were higher frequency and will be referred to as the high-
frequency run (HFR). The runs mirroring the PEG09 survey were lower frequency and
will be referred to as the low-frequency run (LFR). An input file containing the geological
and acquisition parameters was created for each shot point along the models. Geometries
and acquisition parameters for both runs are shown in Table 4.2. Shot points were defined
by a constant source depth (differing between runs) and a decreasing (HFR) or increasing
(LFR) distance along the model. Recievers placed within the model boundaries were
defined by a constant streamer depth (also differing between runs) and a group spacing
of 12.5 m along the entirety of both model runs. The type of energy output in the
seismograms was defined as the vertical component. Recording the vertical component of
velocity simulates a geophone, whereas recording the pressure component would simulate
a hydrophone. For the purpose of this thesis, the vertical component of velocity was
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chosen as the quantity to output as it produced data with less numerical noise or artefacts
(N.B. code development in ongoing to improve this aspect of the modelling). Although
this synthetic survey aimed to replicate a marine seismic survey, recording the vertical
component of velocity output did not affect results as the VP/VS relationship is minimal,
defined within the RAYINVR input files.
The VE2D22 code was executed on a computer cluster to reduce run time. The cluster
consisted of twenty nodes, each containing four processors. Individual shot points and
their corresponding input files were submitted to individual processors where the VE2D22
code was executed.
SEG-Y files were created from the output of the VE2D22 code, using a routine which
demultiplexes the finite-difference output into processable data with the same format as
conventional seismic data.
4.2.3 Model processing
The fundamental goal when processing raw seismic data is to produce an interpretable
image that is comparable to the real subsurface geology. This is achieved through several
steps utilised systematically, contingent on the type of data and its end use. These steps
aim to remove noise, enhance desirable signals and move reflections to their appropriate
time and space. Correctly processed data, alongside aiding interpretations, permits the
analysis of seismic attributes contained within the data. For example, interval velocities
can be extracted from stacking velocities and provide another layer of interpretation, or
can further improve data quality when processing (Crutchley et al., 2015, 2016). Synthetic
seismic data require less wavelet processing than real seismic data, as it does not contain
representative ambient noise typically recorded during a real survey. However, noise can
be added to a synthetic signal to make it more realistic.
Seismic processing of the synthetic seismograms was performed with GLOBE Claritas.
The steps undertaken to produce seismic images from the synthetic data are laid out in
two main stages (Fig. 4.5). The first involved input and manipulation of the synthetic
data allowing it to resemble real data collected in the field. This includes a stage of
windowing shots to remove unwanted traces, thereby replicating channels used in a real
seismic survey. The second consisted of a conventional seismic processing flow similar to
the processing for the corresponding lines HKS02-01 and PEG09-25 (Baker, 2016; Fraser
et al., 2016).
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Parameter High-frequency run Low-frequency run
Central frequency of wavelet (Hz) 175 Hz 75 Hz
Width of absorbing boundary (m) 1000 1000
Width of taper (m) 500 500
P-wave dispersion (Qp) 2 2
P-wave dispersion (Qs) 2 2
Time step 5 × 10−4 s 5 × 10−3 s
Number of time steps 10000 5000
Time steps between snapshots Chapter 5 Chapter 5
Insertion of point source in one point One point One point
Type of wavelet Ricker wavelet Ricker wavelet
Quantity to output in seismogram Vertical component Vertical component
Time step between samples in seismogram (s) 0.001 0.001
How many horizontal line array (HLA) (s) 1 1
How many vertical line array (VLA) (s) 0 0
z co-ordinate of HLA (receiver depth) (m) 3.5 11
x1 co-ordinate of HLA (first group receiver) (m) 1000 1000
x2 co-ordinate of HLA (last group receiver) (m) 27000 27000
dx for HLA (group spacing) (m) 12.5 m 12.5 m
Amplitude of source 100 100
x centre (shot point co-ordinate from left) (m) 25331.2-1006.25 5135-25985
z centre of source (shot depth) (m) 6 6
Time shift of source (s) -0.25 -0.25
Table 4.2: Input parameters for the VE2D22 code corresponding where possible to the real
acquisition parameters from the HKS02 (for high-frequency run) and PEG09 surveys (for low-
frequency run).
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Figure 4.5: Synthetic seismic processing flow chart completed on GLOBE Claritas for all raw
synthetic seismic data. A Shot windowing procedure. B Conventional reflection seismic pro-
cessing.
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Data input and manipulation
These initial processing steps are unique to the viscoelastic model synthetic outputs. The
SEG-Y files output from the VE2D22 code were read into GLOBE Claritas. At each shot
location, traces were recorded at a spacing of 6.25 m across the entire model, producing
a SEG-Y file for each shot point (Fig. 4.6). The HFR synthetic surveys contained 973
shot points and the LFR surveys contained 556 shot points, differing because of their
shot spacings and the length of each runs’ receiver. SEG-Y files were merged and trace
headers added. Geometry was created for the synthetic data using extracted trace header
information. Geometry database information was then added back into the trace headers.
Figure 4.6: Raw shot records for A the high-frequency run at Shot 593 and B the low-frequency
run at Shot 311. Channel spacing (horizontal axis) = 12.5 m.
To format the input data so that they mirrored the real multichannel seismic sur-
veys, the synthetic traces were windowed with respect to the HKS02 and PEG09 survey
streamer lengths. Each shot was windowed by removing traces outside of 600 m behind
each shot point for HFR and 4000 m for the LFR. These values were based on the streamer
lengths and offsets used for the respective synthetic surveys. The LFR survey utilised a
63
Chapter 4: Viscoelastic Models
streamer of 8000 m length. However, for the purposes of these models, 4000 m was used
as simulating a longer streamer is unnecessary at the shallow depth of the target reflec-
tions. Channels were renumbered with respect to the windowed traces and new SEG-Y
files were created.
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Conventional processing
Sorting CDPs
Traces were sorted into common-depth point (CDP) gathers prior to velocity analysis
and stacking (N.B. the term CMP and CDP are often used interchangeably, CDP data
are used for the synthetic data in this thesis). A CDP gather is a collection of traces from
source-receiver combinations that share a depth point in the subsurface (Fig. 4.7). This
allows several reflections to be combined from specific subsurface locations, increasing the
signal-to-noise (S/N) ratio. The number of source-receiver pairs imaging a reflector at a
certain location is known as the fold, which is a measure of the redundancy of the data.
Figure 4.7: Schematic showing common mid-point and common depth-point gather geometry
and their seismic response from a flat (CMP) and dipping (CDP) reflector.
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Velocity analysis
Velocity analysis is a crucial part of seismic processing. Stacking, time migration and
depth migration all rely on an accurate velocity analysis to produce the best seismic image
feasible. Stacking velocities are generally calculated using CDP data either from NMO or
changes in arrival time from source-receiver offsets. Velocities in the viscoelastic models
were already known prior to processing. However, velocity analysis is still required to find
velocities that flatten the reflection hyperbola. Velocities in these data sets were picked
using the GLOBE Claritas Velocity Analysis (CVA) tool (Fig. 4.8). Common velocity
stacks were used to pick stacking velocities. If a velocity is too low, the reflection curves
upward and is overcorrected. If a velocity is too high, the reflection curves downwards
and is undercorrected.
Figure 4.8: Stacking velocity field created from Model D picked using the Claritas Velocity
Analysis tool on GLOBE Claritas used for stacking and migration during processing.
Automatic gain control
As energy propagates through the earth, a loss in amplitude of a signal occurs as a
consequence of energy spreading over a larger surface area; this is known as spherical
divergence. Gain recovery is applied to seismic data to enhance reflections further away
from the source and deeper in the subsurface. Amplitude loss can also be caused by other
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factors, which may or may not be processed for: inelastic attenuation, array response and
transmission of energy. In the seismic processing flow described here, these three factors
were extraneous and not corrected for.
A spherical divergence scalar function was used, built from a power of TWT, a power
of the velocity and the source-receiver offset. A NMO velocity file was applied containing
the velocity function. When the spherical divergence process was applied, it compensated
for the attenuation of seismic wave amplitude due to geometric spreading and energy
dissipation. Automatic gain control (AGC) was added with a window length of 1000 ms.
This process performs a vertical (i.e. time) balancing effect.
CDP stacking
Conventional stacking techniques were employed in this stage of processing. The
seismic traces from the CDP ensembles were summed together to create a singular trace
for each ensemble, with a maximum of 22 traces per ensemble, improving the S/N ratio.
Filtering
Filters are applied to the seismic section to remove unwanted frequencies in the data.
Bandpass filtering is commonly used to remove low and high frequencies. A zero-phase
filter with a quasi-trapezoidal amplitude spectrum was applied to each input trace where
it was transformed into the frequency domain. This bandpass filter had corner frequencies
10-20-150-210 Hz.
Trace scaling
Each stacked trace was scaled for horizontal (i.e. spatial) offset effects, rather than
vertical effects as performed previously. Scalars used to resolve for horizontal offset were
calculated using the absolute amplitude of the input samples.
Finite-difference time migration
Understanding the geometry of the subsurface geology is critical as reflectors are often
misplaced in time and space following stacking. When imaging dipping, curved or discon-
tinuous geologic boundaries, energy can be misplaced within a seismic section. Migration
techniques are applied pre- or post-stack to correctly position this seismic energy. This
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is executed by moving events from the offset locations they are recorded at to the offset
locations they truly occur in the subsurface.
Post-stack finite-difference migration was applied to the synthetic stacks. This is a
downward continuation migration method, which is the mathematical equivalent of step-
wise lowering of the receivers into the earth. In this case, lowering receivers downwards
into the model until they are coincident with a horizon of interest. As the wave field is
continued into the earth, diffractions caused from dipping beds and sharp angles collapse
as the apex of the reflection is approached. This effectively places reflections into their
correct time and space creating a seismic image based on the input model.
4.3 Results
All synthetic seismic sections created from the HFR and LFR acquisition parameters
reproduce equivalent features. These principal features include: a prominent seafloor
reflection and multiple low- to high-amplitude reflections, ranging in amplitude due to
the varying velocities of the gas hydrate, free gas and sandy layers. A seafloor multiple
is present in all synthetic seismograms, but avoids intersecting the reflections of interest,
so its removal is not needed.
The seafloor reflection can be seen to contain several steps, primarily where it dips
at higher angles due to the discretisation of the model into 6.25 m by 6.25 m squares.
Stepping is also evident in the majority of the synthetic seismograms in bed reflections,
caused by insufficient smoothing of these horizons. Stepping causes diffractions from
sharp corners to appear within the data. Diffractions only cause minor interferences in
most models and are unnecessary to smooth further.
4.3.1 Acquisition parameters
Acquisition parameters were tested by comparing the two runs, HFR and LFR, for each
model. Input parameters were chosen to best match the real seismic data acquisition
values in order to complete this comparison. Certain input values varied between runs,
which included: the central frequency of the wavelet, time step, time step between samples
in the seismogram and geometry of source-receiver arrays (Table 4.2).
The HFR’s central frequency was input into the VE2D22 code as 175 Hz. However,
the central frequency in the HFR seismic section is 30 Hz (Fig. 4.9A). The LFR’s central
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frequency was input into the VE2D22 code as 75 Hz. Consistent with the HFR, frequency
analysis shows the central frequency of the LFR seismic section is 20 Hz (Fig. 4.9B).
Although the central frequency of the seismic sections is significantly lower than the input
values, the frequency remains higher in all models in the HFR than the LFR seismograms.
Figure 4.9: Central frequency of the synthetic surveys shown by the red line for A the HFR (30
Hz) and B the LFR (20 Hz).
Seafloor reflection energy in the HFR was reverberated downwards, concealing the
shallower bed reflections. This is not typical of ambient noise recorded during a seismic
survey, but synthetic noise created due to limitations of the VE2D22 code. Higher fre-
quency data, alongside resolution increasing parameters such as smaller shot spacings,
caused stronger amplitude reflections for all beds in the HFR to be recorded, ubiquitous
across all models. The geometry of the two runs differs as seen in Figure 4.4 The effect
of different source-receiver geometries on the seismic data is not apparent. These small
variations (i.e. streamer depth of 11 m versus 3.5 m) did not have a major impact on the
appearance of the data. However, shot spacings along the two model runs varied greatly
(25 m versus 37.5 m) causing the number of shots occurring in each run to differ (973
versus 556). Consequently, the higher number of shot points accompanied by a shorter
shot distance created a denser shot grid, which allowed higher spatial resolution data
to be recorded for the HFR seismograms. Distinguishing the individual beds and their
materials was made considerably easier when evaluating the higher resolution data.
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4.3.2 Geological parameters
To compare the changing geological parameters in the models, a stepwise approach was
undertaken to create the final model best matching the real data. The models get in-
creasingly more complex starting with a model only containing sandy beds (Models A1
and A2) and ending with the most complex, containing both high seismic velocity gas
hydrates and low seismic velocity free gas layers (Model H).
Model B
This model contains a higher seismic velocity (than the sandy beds) gas hydrate layer and
no underlying free gas, with a 25 m bed thickness (Fig. 4.10). In both runs, the higher
seismic velocity gas hydrate layer is hardly distinguishable as its amplitude approximates
the surrounding sandy bed reflections.
In the HFR seismogram, the terminations of the gas hydrate bed are used to identify
this horizon. There are weak, discontinuous amplitude enhancements where it transitions
to the sandy layer reflections above and below this layer at CDP 6440 and 1910 ms and
CDP 6165 and 1740 ms. Amplitude along the entire gas hydrate reflection increases only
marginally compared to the rest of bed four. Although the gas hydrate reflection is weak,
a polarity reversal is observed at CDP 6460 and 1930-1970 ms. However, this appears in
the reverberation below the actual boundary between higher seismic velocity gas hydrate
and underlying sandy layer.
In the LFR seismogram, the gas hydrate bed is much harder to distinguish with the
amplitude only marginally higher than the rest of bed 4, but a lower amplitude than the
underlying beds five to eight. A polarity reversal is not observed in LFR between the
same layers as observed in the HFR data.
Model C
This model contains a higher seismic velocity gas hydrate layer and a lower seismic velocity
underlying free gas (both relative to the sandy beds), with a 25 m bed thickness (Fig.
4.11).
In the HFR seismogram, the higher seismic velocity gas hydrate bed is almost in-
distinguishable. However, discontinuous high-amplitude reflections coinciding with the
terminations of the gas hydrate layer allow its deepest end to be distinguished at CDP
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Figure 4.10: Model B. A GMT velocity model with higher seismic velocity (than the sandy
beds) gas hydrate and 25 m thick sandy sedimentary beds labelled 1-8. B High-frequency run
synthetic seismogram with inset displaying the polarity reversal of the attenuated gas hydrate
layer. C Low-frequency run synthetic seismogram with no polarity reversal between gas hydrate
and underlying sandy layer. CDP spacing (horizontal axis) = 6.25 m.
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Figure 4.11: Model C. A GMT velocity model with higher seismic velocity gas hydrate, lower
seismic velocity underlying free gas (both relative to the sandy beds) and 25 m thick sandy
sedimentary beds labelled 1-8. B High-frequency run synthetic seismogram C Low-frequency
run synthetic seismogram both showing no polarity reversal between the gas hydrate and free
gas layer. CDP spacing (horizontal axis) = 6.25 m.
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6460 and 1900-1930 ms. Other discontinuous high-amplitude reflections are observed at
the terminations of the free gas layers and sandy layers. Seismic blanking can be observed
between these discontinuous reflections defining individual free gas layers. A polarity re-
versal is not observed between the gas hydrate and free gas in bed 4. A reduction in
amplitude between the gas hydrate and free gas reflection in bed 4 is the only indicator
of this transition.
In the LFR seismogram, the higher seismic velocity gas hydrate layer can be seen as
only a weak amplitude enhancement, at a lower amplitude than beds underlying it similar
to Model B. The lower seismic velocity free gas layers can be observed by seismic blanking
along sections of the beds they are contained within. Discontinuous, weak amplitude
enhancements are observed at the transitions between free gas and sandy reflections,
slightly more prominent in the deeper beds but less outstanding than similar reflections
in HFR. No polarity reversal was observed in LFR.
Model D
This model contains a high seismic velocity gas hydrate layer and no underlying free gas,
with a 25 m bed thickness (Fig. 4.12). The gas hydrate bed can be seen in both runs’
seismic sections as a high-amplitude reflection between CDP 6160-6455 (HFR) or CDP
6756-7060 (LFR) and 1700-1980 ms. Beneath the high-amplitude reflection, there is a
slight seismic blanking of beds 5-8.
In the HFR seismogram, the gas hydrate reflection has a higher amplitude than in the
LFR. There is a polarity reversal observed between the deepest end of the gas hydrate
reflection and upper sandy reflection at CDP 6460 and 1895-1960 ms, contained within
bed 4. Energy is reverberated downwards on either termination of the gas hydrate re-
flection, moderately obstructing other reflections caused by other model features directly
beneath it. The terminations of this reflection sharply transition to a lower amplitude, in
comparison with LFR where the ends transition more gradually.
In the LFR seismogram, the terminations of the high-amplitude gas hydrate reflection
appear convoluted due to the stepping of the bed. Diffractions from the corner of the gas
hydrate polygon disrupt the terminations of the gas hydrate reflection and prevent the
observation of a possible change in polarity between the overlying gas hydrate reflection
and underlying sandy bed reflection.
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Figure 4.12: Model D. A GMT velocity model with high seismic velocity gas hydrate and 25
m thick sandy sedimentary beds labelled 1-8. B High-frequency run synthetic seismogram with
inset displaying a polarity reversal between the gas hydrate and sandy layer. C Low-frequency
run synthetic seismogram with inset displaying diffractions obscuring polarity reversal between
gas hydrate and underlying sandy layer. CDP spacing (horizontal axis) = 6.25 m.
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Model E
This model contains no gas hydrate, but low seismic velocity free gas layers with bed
thicknesses of 25 m (Fig. 4.13). In both runs, the free gas beds are observed as high-
amplitude reflections.
In the HFR seismogram, a polarity reversal at CDP 6460 and 1885-1980 ms between
a free gas layer and overlying sandy layer can be seen, appearing unrelated to stepping
throughout the synthetic seismogram. The other boundaries contrasting free gas and
sandy layers do not show any polarity reversals. Seismic blanking of beds surrounding
the free gas reflections occurs, also affecting the strength of the seafloor reflection directly
above.
In the LFR seismogram, the free gas reflections are observed at a lower amplitude
than seen in HFR. Diffractions in the synthetic data partially obscure a polarity reversal.
Seismic blanking of surrounding beds also occurs, much like HFR. The seafloor reflection
remains relatively continuous.
Model F
This model contains a higher seismic velocity (than the sandy beds) gas hydrate layer
and low seismic velocity underlying free gas, with a 25 m bed thickness (Fig. 4.14).
The HFR seismogram looks almost identical to Model Es HFR with a polarity reversal
at CDP 6460 and 1885-1980 ms, other boundaries contrasting free gas and sandy layers
not displaying any polarity reversals and seismic blanking of beds and seafloor above and
below the free gas reflections occurring. Contrasting with Model E, the higher seismic
velocity gas hydrate layer’s upper termination is observed as a discontinuous amplitude
enhancement.
The LFR seismogram contains lower-amplitude reflections that the HFR, where diffrac-
tions partially obscure a polarity reversal. Seismic blanking of surrounding beds occurs.
Like the HFR, the higher seismic velocity gas hydrate layer’s upper termination is ob-
served as a weak discontinuous amplitude enhancement.
Model G1
This model contains a high seismic velocity gas hydrate layer and lower seismic velocity
(than the sandy beds) underlying free gas, with a 25 m bed thickness (Fig. 4.15). The
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Figure 4.13: Model E. A GMT velocity model with low seismic velocity free gas and 25 m
thick sandy sedimentary beds labelled 1-8.B High-frequency run synthetic seismogram with
inset displaying polarity reversal between the sandy and free gas layer. C Low-frequency run
synthetic seismogram with inset displaying diffractions obscuring polarity reversal between sandy
and underlying free gas layer. CDP spacing (horizontal axis) = 6.25 m.
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Figure 4.14: Model F. A GMT velocity model with higher seismic velocity (than the sandy beds)
gas hydrate, low seismic velocity free gas and 25 m thick sandy sedimentary beds labelled 1-8. B
High-frequency run synthetic seismogram with inset displaying a polarity reversal between the
gas hydrate and free gas layer. C Low-frequency run synthetic seismogram with inset displaying
diffractions obscuring polarity reversal between gas hydrate and underlying free gas layer. CDP
spacing (horizontal axis) = 6.25 m. 77
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gas hydrate bed can be seen in both run seismic sections as a high-amplitude reflection in
the same CDP and time locations as Model D seismograms. Beneath the high-amplitude
reflection, there is a slight blanking of underlying beds 5-8, also concordant with Model
D.
In the HFR seismogram, the lower seismic velocity free gas layers underlying the gas
hydrate layer can be observed by seismic blanking in beds three to eight. Additionally, the
terminations of each free gas bed exhibit amplitude enhancements, allowing these beds to
be discernible. A polarity reversal is observed between the deepest termination of the gas
hydrate reflection and upper free gas at CDP 6460 and 1895-1960 ms, contained within
bed four.
The LFR seismogram’s gas hydrate reflection can be observed at a lower amplitude
than the HFR. Seismic blanking is observed from the lower seismic velocity free gas beds,
but is less prominent than HFR. Weak amplitude enhancements of the free gas layer
terminations in LFR, are seen less distinguishable than seen in HFR. A polarity reversal
is partially observed by diffractions.
Model H
This model contains a high seismic velocity gas hydrate layer, with low seismic velocity
underlying free gas (Fig. 4.16). In both runs, the gas hydrate and free gas layers can be
observed as high-amplitude reflections.
In the HFR seismogram, the reflection from the modelled gas hydrate is at an opposite
polarity to the free gas layers. A polarity reversal between the two materials is clearly
observed at CDP 6460 and 1885-1960 ms.
In the LFR seismogram, the high-amplitude reflections are observable at lower ampli-
tudes than for the same reflections seen in HFR. Above and below these reflections, the
sandy layer reflections are not prominent, as seismic energy is concentrated at the high-
amplitude gas hydrate and free gas reflections. A polarity reversal is present between the
lower termination of the gas hydrate and upper termination of the free gas layers, at CDP
6755 and 1900-1960 ms, although it is distorted by diffracted energy.
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Figure 4.15: Model G1. A GMT velocity model with high seismic velocity gas hydrate, lower
seismic velocity (than the sandy beds) free gas and 25 m thick sandy sedimentary beds labelled
1-8. B High-frequency run synthetic seismogram with inset displaying polarity reversal between
the gas hydrate and free gas layer. C Low-frequency run synthetic seismogram with inset
displaying diffractions obscuring polarity reversal between gas hydrate and underlying free gas
layer. CDP spacing (horizontal axis) = 6.25 m.79
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Figure 4.16: Model H. A GMT velocity model with high seismic velocity gas hydrate, low
seismic velocity free gas and 25 m thick sandy sedimentary beds labelled 1-8. B High-frequency
run synthetic seismogram with inset displaying polarity reversal between the gas hydrate and
free gas layer. C Low-frequency run synthetic seismogram with inset displaying diffractions
obscuring polarity reversal between gas hydrate and underlying free gas layer. CDP spacing
(horizontal axis) = 6.25 m. 80
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4.3.3 Tuning thickness
Tuning effects are examined by using specific models containing the same geological pa-
rameters, except differing in bed thicknesses. To compare thickness, Model A1 was com-
pared with Model A2 and Model G1 with Model G2. Bed thicknesses are defined in Table
4.1. Frequency characteristics are considered by evaluating the two model runs, HFR
and LFR, where HFR is a higher resolution due to an larger number of shots and higher
central frequency wavelet.
Frequency
Overall, the higher frequency data clearly show the beds to have higher amplitudes with
individualised reflections compared with the lower frequency data (Fig. 4.17). In addition
to higher resolution, the HFR data have a more undulating signal. In the LFR synthetic
seismograms, destructive tuning effects are observed where reflection strength is lower
between bed horizons.
Tuning thicknesses were calculated in Chapter 3 using the frequencies from the real
seismic data collection. Central frequencies input into the viscoelastic models were higher
than the real data to compensate for a reduction in the central frequency of the output
data. However, these values remained commensurate in relation to each other. Input
central frequencies and their resolving thicknesses were calculated in Table 4.3.
Velocity (m/s) Frequency (Hz) Resolving thickness (m) Average (m)
HFR 1650 — 2000 175 1.18 — 1.43 1.31
LFR 1650 — 2000 75 2.75 — 3.33 3.04
Table 4.3: Synthetic survey tuning thickness calculation parameters from input values calculat-
ing resolving thickness using λ/8.
Velocities of 1650 m/s and 2000 m/s was used to represent the background velocity of
the shallowest and deepest beds in the model, respectively. These velocity estimates were
used to calculate the minimum and maximum resolving thicknesses. Synthetic modelling
is assumed to have a resolving limit of λ/8 where λ is calculated using Equation 3.2
(Widess, 1973).
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Figure 4.17: Tuning effects observed from differences in frequency and bed thickness. A Model
A1 GMT velocity model. B High-frequency run synthetic seismogram of Model A1. C Low-
frequency run synthetic seismogram of Model A1. D Model A2 GMT velocity model. E High-
frequency run synthetic seismogram of Model A2. F Low-frequency run synthetic seismogram
of Model A2.
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The central frequencies output in both runs were significantly lower than the selected
input parameters, with HFR output at 30 Hz and LFR output as 20 Hz. This severely
impacts tuning thicknesses calculated from the synthetic data compared with previously
calculated resolving thicknesses of input velocities (Table 4.3 versus Table 4.4).
Velocity (m/s) Frequency (Hz) Resolving thickness (m) Average (m)
HFR 1650 — 2000 30 6.86 — 8.33 7.6
LFR 1650 — 2000 20 10.31 — 12.5 11.41
Table 4.4: Synthetic survey tuning thickness calculation parameters from output values calcu-
lating resolving thickness using λ/8.
Thickness
Only HFR synthetic seismograms will be discussed in terms of bed thickness variations
and their tuning effects due to the higher resolution data creating more distinguishable
bed reflections than the LFR (Fig. 4.18).
Figure 4.18: Tuning effects observed from differences in bed thickness. A Model G1 GMT
velocity model. B Model G1 high-frequency run synthetic seismogram. C Model G2 GMT
velocity model. D Model G2 high-frequency run synthetic seismogram.
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Models A1 and A2 contain simple geological stratigraphy, with eight continuous sandy
beds. Model A1 contains beds with a thickness of 25 m and Model A2 contains beds with
a thickness of 10.25 m. Model A1 contains high-amplitude reflections from its sandy beds
(Fig. 4.17B). Some reflections are higher in amplitude where sandy beds have shorter
separation distances. Constructive tuning effects can clearly be seen on left extent of
lower beds between beds 5 to 8. In Model A2, each individual bed can be distinguished
as high-amplitude reflections as bed thickness is higher than the resolving thickness and
gaps between the beds (i.e. mud layers) are larger than the maximum tuning thickness
of 8.33 m (Fig. 4.17E). Reflections are higher in amplitude than for Model A1 due to less
destructive tuning effects between the beds taking place. Model A2 also exhibits wavelet
overlapping caused by the ends of beds 5 and 6; however, this is less overlap than observed
in Model A1.
Models G1 and G2 exhibit similar results. However these models contain a more
complicated geologic scenario than Models A1 and A2. Models G1 and G2 both contain a
high-amplitude reflection corresponding to a high seismic velocity gas hydrate layer. These
models also contain seismic blanking caused by lower seismic velocity free gas layers (Fig.
4.18). In Models G1, bed thickness is 12.5 m allowing beds to be more distinguishable
than the 25 m thick beds in Models G2 caused by larger gaps between sedimentary beds.
When comparing the two models with thin bed thicknesses, Models A2 and G2, both
look similar in terms of amplitudes and bed reflections. Although Model G2 is closer to
the maximum resolving thickness of 8.33 m, there does not appear to be a significant
difference between the two models’ bed reflections.
4.3.4 Real versus synthetic data
The HKS02 and PEG09 seismic surveys both image a more complex geology than the
synthetic models. Model H, comprising high seismic velocity gas hydrate and low seismic
velocity free gas, best matches the “hydrate finger” and underlying free gas features seen
in lines HKS02-01 and PEG09-25 (Fig. 4.19). Wavelet shape in the synthetic data is
smoother due to the simplicity of the input acquisition parameters and simplified geology
compared with the real subsurface response and recorded ambient noise. However, the
synthetic data contains sharper transitions between materials, a less consistent BSR and
synthetic noise. The sample rate was input lower in the synthetic surveys (HFR — 0.5
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Figure 4.19: Real seismic sections versus their synthetic seismograms with black arrows indicat-
ing high seismic velocity gas hydrate enhancements from the real and synthetic data. Dashed
blue line indicates BSR in lines HKS02-01 and PEG09-25. A HKS02-01 versus Model 23 high-
frequency run seismic sections. B PEG09-25 versus Model 23 low-frequency run seismic sections.
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ms and LFR — 1 ms) than the real surveys (HKS02 — 1 ms and PEG09 — 2 ms) due to
the computational limitations of the code. However, these values remain commensurate
between the synthetic surveys.
Both PEG09-25 and HKS02-01 seismic lines and their corresponding synthetic seis-
mograms display high-amplitude reflections from the gas hydrate and free gas features.
The gas hydrate and free gas reflections are at reversed polarities to one another in both
the real and synthetic data, with a distinguishable polarity reversal between the overlying
gas hydrate and underlying free gas observed.
The multiple free gas reflections seen in the HKS02-01 and PEG09-25 seismic lines all
differ in amplitude, contrasting with the synthetic line. The free gas layers in the model
were created at similar velocities to one another, producing consistent reflection strengths
in the seismogram. However, discrepancies in amplitude strength can be seen in the
free gas reflections underlying other high-amplitude reflections in the synthetic data. The
effect on reflection strength seen here is caused by the limitations of the model rather than
the input geologic parameters (i.e. velocities). Synthetic beds truncate sharply compared
with lines HKS02-01 and PEG09-25.
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The thickness of accumulations observed in seismic images can be estimated quantitatively
using seismic amplitude information and by assuming a tuning relationship (Williams and
Chadwick, 2012). Quantitative analysis often requires additional data such as well logs in
order to extract accurate information from seismic data. Widess (1973) described a thin-
bed wedge model where an increasing bed thickness was compared to its seismic response
(Fig. 4.20). Impedance contrasts above and below the wedge-bed remain equal (often
with a reversed polarity), which rarely occurs in a real geological scenario. In synthetic
forward modelling, this relationship is assumed when a bed has a thickness equal to a
quarter of the wavelength (λ/4) or greater, the top and bottom reflections of a bed are
clearly resolvable. Response of beds thinner than λ/4 are not as distinct, as wavelet
tuning effects occur limiting the vertical resolution to this value. The thin-bed wedge
model is important for data collected in the field; however, synthetic resolving thicknesses
can be calculated using λ/8 as previously mentioned.
Using viscoelastic finite-difference models with predetermined thicknesses allows tun-
ing effects to be evaluated, which can be applied to interpret bed thickness in real data.
By using these models, it is understood that grid size may influence the interpretation
of a multiple gas hydrate bed versus a singular bed scenario. The grid size (6.25 m by
6.25 m) is close to the minimum tuning thicknesses of beds in the synthetic data. The
higher resolution synthetic dataset allows individuals beds to be more distinguished due
to its thinner tuning thickness. This causes less destructive tuning to occur between beds,
as events are recorded separately, displaying a seismic image more in agreement with the
real data.
Frequency content
The dominant frequencies in the synthetic HFR and LFR output are lower frequency than
those specified in the input parameters. Although the dominant frequencies from each
run remain relative to one another, the input versus output frequency values are dispro-
portionate. The dominant frequency of a synthetic seismogram is often overestimated
as the maximum frequency of the input Ricker wavelet exceeds peak frequency (Wang,
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2014). Despite a lower dominant frequency, both runs produce interpretable seismic sec-
tions whose reflections exemplify each models’ geological scenarios. The higher frequency
run allows a higher resolution image of the models, enabling a better interpretation of the
reflections created. Models that exhibited a change in polarity were predominantly HFR
runs, as the LFRs were unable to record finer changes. However, LFR runs of Models
D, E and F display polarity reversals which are partially distorted due to diffractions.
Only models containing adjacent materials with a contrast of velocity of 420 m/s and
higher had a detectable polarity reversal. These only exist where there is an overlying
high seismic velocity gas hydrate layer, contrasted against either lower seismic velocity
free gas layer, low seismic velocity free gas or sandy beds, or when a low seismic velocity
free gas layer is contrasted against a sandy layer. Model C, exhibiting relatively higher
seismic velocity (than the sandy beds) gas hydrates against lower seismic velocity free
gas, does not contain an observable polarity reversal even though a velocity contrast of
only slightly lower (396 m/s) than 420 m/s occurs between the two materials.
Figure 4.20: The Widess thin-bed wedge model where a bed with thickness greater than quarter
of the wavelength (λ/4) are clearly resolvable. A Wedge model with impedance contrast (red)
B Seismic response (Widess, 1973).
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4.4.2 Limitations of the VE2D22 code and model parameterisa-
tion
Although successful, many features in the synthetic seismic sections do not appear in the
real seismic data. These features include: sharp truncations of amplitude in materials
of contrasting velocity, discontinuous boundary enhancements, model stepping and sub-
sequent diffractions appearing in the synthetic seismograms (Fig. 4.21). When building
a viscoelastic model from a stratigraphic model, the VE2D22 code determines viscoelas-
tic attributes (attenuation, density, P- and S-wave velocities) for each cell by using the
surrounding cells attributes (Robertsson et al., 1994). Discontinuous boundary enhance-
ments observed in Models B, C, F and G1 are caused by the terminations of the gas hy-
drate and free gas layers to be marginally higher in velocity than the middle of the same
layer. Therefore, these discontinuous enhancements cannot be avoided in this modelling
scheme. Adjustments to the model parameterisation could be made to further improve
the modelling systems success, such as gradational velocities within polygons. Gas hy-
drate formation in dipping strata is known to have a higher concentration contiguous to
the boundary of the gas hydrate stability zone (GHSZ), decreasing in concentration as
distance from this boundary increases (Fraser et al., 2016). Gradational velocities within
polygons in a model are predicted to prevent sharp transitions of amplitude between dif-
ferent materials. These improvements to the VE2D22 parameterisation would enable the
generation of a more realistic geological scenario, without overcomplicating the model.
Seismic blanking is observed beneath the high-amplitude gas hydrate reflection, caused
by the distribution of energy rather than a reduction in seismic velocity as typically seen
in real data. This seismic feature is controlled by the VE2D22 code limitations rather
than changes in geologic parameters.
To achieve a close match of synthetic and real data, choosing an appropriate wavelet
is important. There was a discrepancy between the use of the Ricker wavelet in the
synthetic data and the actual wavelet form in the real seismic data. However, due to
the complexities of determining the exact waveform at depth in the real seismic data, the
Ricker wavelet is appropriately used in this thesis (Nanda, 2016). Velocities input into the
model are estimated velocities using previous work such as Crutchley et al. (2015, 2016);
Fraser et al. (2016); Fraser (2017). However, lack of well data in the Pegasus Basin greatly
affects the knowledge of the laterally varying velocity field and therefore, the velocity field
input into the synthetic models (Nanda, 2016).
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Figure 4.21: Examples of improvements that can be made to the VE2D22 code. A Sharp
termination seen from the gas hydrate reflection in the Model G1 high-frequency run (HFR)
and corresponding gas hydrate reflection in line HKS02-01. B Synthetic seafloor reflection seen
in the high-frequency run with reverberation of signal and the real seafloor in line HKS02-01.
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4.4.3 Big picture
Viscoelastic finite-difference models were used in this thesis to evaluate the geological and
acquisition parameters of the PEG09 and HKS02 surveys imaging the “hydrate finger”
feature. This new gas hydrate modelling scheme has the potential to be used on other
gas hydrate system features associated with high-concentration deposits and commonly
identified in seismic images. Visual comparison of the synthetic seismic sections gener-
ated from the set of disparate models presented here against real seismic sections can be a
valuable tool in determining relative concentration estimates and validating previous in-
terpretations. It also provides support of lithologic interpretations present in the Pegasus
Basin based on synthetic model velocities, since no well data are available in this basin.
Well data would aid lithologic and structural assessments in the Pegasus Basin. Crutchley
et al. (2016) sampled modern seafloor sediments of the Hikurangi Channel in the Pegasus
Basin, southwest of lines HKS02-01 and PEG09-25. Coarse-grained lithologies thought
to be the predominant gas hydrate reservoir rock in this region, were found using direct
sampling and interpolated backscatter. These modern sediments correlate with subsurface
regions of anomalously high velocities, where similar processes controlling sedimentation
have occurred. These sediments are not necessarily analogous to deposits on the Uruti
Ridge and Basin system as depositional systems may have varied over time. This channel
operates as a major sediment source to the highly deformed accretionary prism of the
Pegasus Basin encompassed in this thesis.
The VE2D22 code was successful in producing synthetic seismograms that resembled
real geology. Models that incorporated high seismic velocity gas hydrate or low seismic
velocity free gas produced synthetic seismograms with high-amplitude reflections. Con-
currently, Lower seismic velocity (than the sandy beds) free gas layers within the models
produced seismic blanking. The models containing higher seismic velocity (than the sandy
beds) gas hydrates at velocities of 2070 m/s failed to show seismic blanking, which typi-
cally occurs from low-concentration gas hydrates in real seismic data. Therefore, Model B
was run with varying gas hydrate velocities, corresponding to a range of changing seismic
velocities as a proxy to concentration. Model B2, B3 and B4 were run to compare veloc-
ity variations (1890 m/s, 2070 m/s , 2250 m/s, respectively) of the synthetic gas hydrate
layers (Fig. 4.22). Models with gas hydrate velocities of 2070-2700 m/s showed amplitude
enhancement, although some were weak. In contrast, Model B4, with a gas hydrate veloc-
ity of 1890 m/s, displayed seismic blanking correlated with the higher seismic velocity of
gas hydrate contained within the synthetic data. Crutchley et al. (2015) describe a region
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Figure 4.22: Gas hydrate seismic velocity variations determined by viscoelastic properties and
its effect on seismic response in the synthetic seismograms. Black arrows showing location of
gas hydrate layer in each model. A Model B2 high-frequency run synthetic seismogram with an
average gas hydrate velocity of 1890 m/s. B Model B3 high-frequency run synthetic seismogram
with an average gas hydrate velocity of 2070 m/s. C Model B4 high-frequency run synthetic
seismogram with an average gas hydrate velocity of 2250 m/s.
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on the east Uruti Ridge thought to contain gas hydrate-filled sediment with velocities
of up to 320 m/s higher than the surrounding strata, determined to have gas hydrates
concentrations of 17-27%. In the highest seismic velocity gas hydrate synthetic models
(Model E1 and F), gas hydrate velocity is over 1000 m/s higher than background velocity.
Boswell et al. (2016) describe the seismic response of gas hydrates at different concen-
trations, where moderate to high concentrations of gas hydrate cause a strong response
allowing their seismic response to be a predictable and diagnostic tool for concentration
evaluations. This contrasts with free gas, where its amplitude is insensitive to changes
in concentrations as only small volumes of gas are needed to produce a high-amplitude
response. Synthetic free gas seismic response varies in amplitude over smaller velocity
variations than the gas hydrate response. In a real seismic survey, lithology plays an
important role in determining seismic response. The local lithology is a principal param-
eter in determining a response when there are no to low concentrations of gas hydrate.
Synthetic gas hydrate seismic response matches the relationship shown in Figure 1.14, as
increases in seismic velocity cause gradual amplitude increases. Seismic blanking occurs
at slightly lower seismic velocities (than the sandy beds) at 1620-1680 m/s. Low seis-
mic velocity free gas was 1510-1550 m/s producing high-amplitude reflections seen in the
synthetic seismograms.
The VE2D22 procedure has been successful in producing seismograms exhibiting seis-
mic features consistent with previous interpretations made on the “hydrate finger” fea-
ture. High-concentration gas hydrates and free gas imaged in the synthetic seismograms
match responses seen in HKS02-01 and PEG09-25. This enables the use of this vis-
coelastic finite-difference modelling code on other simple geologic gas hydrate features
imaged on the Hikurangi margin or global gas hydrate provinces, predominantly where
high-concentration gas hydrate and free gas are predicted to occur. Fraser et al. (2016)
identified a triangular gas chimney in line PEG09-02 and Crutchley et al. (2015) identified
other dipping strata containing gas hydrate in PEG09-23, southwest of lines HKS02-01
and PEG09-25. Baba and Yamada (2004) have identified different BSR types caused by
varying geologic settings along the Nankai margin, Japan. These include settings named
ridge, buried anticline, basin margin and accretionary prism type which can all potentially
be modelled using the VE2D22 scheme at varying degrees of complexity.
The seismic response of sandy beds contrasted against background velocities within the
models resemble the response from real sand-mud beds recognised in the Pegasus Basin,
allowing an exploration of the relationship between these layers. This supports other
works which interpreted the Pegasus Basin to consists of these alternating beds where
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sandy host units are the principal gas hydrate reservoir (Crutchley et al., 2016; Fohrmann
and Pecher, 2012; Fraser et al., 2016). Fractured mudstones also store large volumes of gas
hydrate, but in terms of recoverable high-concentration gas hydrates, sandy sedimentary
beds are vital. However, the real geology is exceedingly more complicated than the models
display. Much geologic information is missing due to the lack of wells. Structural features
(e.g., faults) were not built into the model as this would add an unnecessary layer of
complexity.
The seismic response from the “hydrate finger” feature in HKS02-01 and PEG09-25
suggests that it is a high-concentration gas hydrate accumulation (Fraser et al., 2016).
However, this interpretation fails to discern its specific stratigraphic architecture. With
the current understanding, this feature could be caused by multiple, thin sandy beds or
a singular, thick sandy bed. Due to geometric limitations of the models, it is difficult to
test whether this is a multiple or single bed response. The seismic signal observed from
the singular, gas hydrate layers in Models E and H matches real gas hydrate reflections as
a single, thick bed. Conversely, the Titihaoa-1 well recorded thin-bedded turbidite sands
in an area adjacent, but not within, the Pegasus Basin (Uruski, 2010). From this, it is
difficult to discern whether thin or thick beds are the reservoir for gas hydrate accumulaton
in the “hydrate finger” feature. The stratigraphic architecture of this feature (as well as
other high-concentration deposits) would be important to know in order to quantitatively
assess for its resource potential.
In the real seismic images, PEG09-25 and HKS02-01, the “hydrate finger” feature can
be seen with high-amplitude reflections underlying it, interpreted to be free gas deposits
(Baker, 2016; Fraser, 2017). The free gas deposits have a wider spatial distribution than
the gas hydrate feature, approximately 3 km horizontally. All sandy layers, except the
“hydrate finger”, containing free gas in the real seismic images do not appear to contain
overlying gas hydrate, as there is no seismic enhancement or suppression commonly linked
with high or low concentrations. Explanations supporting gas hydrate being only present
in a single layer include: insufficient time has passed to enable transformation from free
gas to gas hydrate with the GHSZ; the “hydrate finger” sedimentary layer being the most
permeable and porous allowing more gas hydrate to form; or lower concentration under-
lying free gas deposits forming gas hydrate at lower concentrations, preventing a seismic
response. The free gas reflection directly beneath the gas hydrate feature, interpreted to
contain high-concentration gas hydrate, displays the strongest amplitude response out of
all free gas deposits. Therefore, the gas hydrate feature is likely to be caused by a higher
concentration of free gas underlying it compared with the surrounded layers. Lower free
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gas concentrations often have a similar seismic response to those with higher concentra-
tions. This supports the interpretation that there is a high-concentration free gas deposit
with overlying high-concentration gas hydrate, with other lower-concentration free gas de-
posits in surrounding beds. This interpretation also supports a singular, thick sandy bed
to contain the gas hydrate within the “hydrate finger” feature. Quantitative values for
gas hydrate concentrations are unable to be calculated using these synthetic seismograms
and corresponding models as accurate concentration estimates rely on adequate porosity
estimates from well data. In situ measurements of porosity have been made nearby. How-
ever, due to the lateral variability of this deformation front, measurements would be need
to be taken directly from the “hydrate finger” feature.
4.5 Conclusion
The synthetic seismograms created using the viscoelastic finite-difference scheme were
successful in emulating the gas hydrate and free gas features seen in lines HKS02-01
and PEG09-25, with differences arising from limits within the VE2D22 code and the
choice of model parameters. The model containing high seismic velocity gas hydrate and
free gas best matches the real data, supporting previous interpretations of the “hydrate
finger” feature. Quantitative values of gas hydrate and free gas volumes are unable to be
calculated using this scheme. However, the VE2D22 code has the potential to be used to
model other gas hydrate features seen locally or globally to validate known deposits.
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Seismic energy in a marine seismic survey travels through the water column and subsur-
face, where it reflects from boundaries and is recorded. Raw shot records can be viewed
where seismic waves (i.e. P-, S- and direct waves) are recorded in time. This allows visual-
isation of these subsurface features in respect to time. However, these static images, later
processed into a seismic section, fail to show the dynamic propagation of seismic waves.
Synthetic energy created from a source point travels through the viscoelastic models as
each shot is executed on a processor and recorded. The viscoelastic properties of each
model have been created through the scheme developed in Chapter 4, where energy be-
haves in a similar manner to seismic energy in a real marine, multichannel seismic survey.
In this chapter, snapshots of energy propagating through the models at various times
after the initial energy release at time zero are created using the VE2D22 code.
Producing snapshots of the viscoelastic models allows the visualisation of two-dimensional
wave propagation, reflection and attenuation within the models, improving understanding
of how reflections in the processed and migrated synthetic seismic sections were created.
The snapshots can be used to evaluate the success of the VE2D22 parameters in terms
of the absorbing boundaries added to the sides of the models and physical properties
of the water (fluid) and earth (solid) layers. Similar snapshots have been produced by




Snapshots are created during the execution of the VE2D22 code during the production
of an individual shot record, determined by the value of time steps between snapshots in
the viscoelastic input parameters (Table 4.2). The value of time steps between snapshots
in the input file needs to be a lower multiple of the number of time steps. In this case,
the LFR number of time steps was 5000, so 100 was input as the number of time steps
between snapshots to create 50 snapshots over the total run time of 4800 ms.
A utility program was run to convert the output compressed file library formatted




Sequential time snapshots of P-wave propagation through the LFR of Model 23 is dis-
played in Figure 5.1. In this figure, the energy source point is 12597.5 m across the model
and at a depth of 6 m. Energy does not reach across the entire (26 km) model during the
total run time. Due to the extent of the model, reflections of interest (the gas hydrate, free
gas and sandy layers) are not greatly influenced by reflections from the artificial bound-
aries of the model. Beds 1-3 can be clearly seen in Figure 5.2 and incremental reflections
of the shallowly dipping free gas layers seen at 1440 ms (Fig. 5.2A). Attenuation due to
spherical divergence of seismic amplitude is observed over time, in particular of the initial
P-wave, most obvious in Figure 5.1 and 5.3 from 1920 ms to 4800 ms. In Figure 5.4, the
energy source point is 16160 m across the model and at a depth of 6 m. This snapshot
displays energy in a more chaotic nature than in Figure 5.2 due to reflections from all
eight beds, including the high seismic velocity gas hydrate and low seismic velocity free
gas layers. The upper boundary of the model acts as a physical boundary much like
the sea-surface in a real marine survey, reflecting upgoing waves downwards. However,
this modelled boundary is more reflective than the real sea-surface, creating a relatively
stronger multiple that typically seen in real seismic data.
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Figure 5.1: Sequential snapshots of P-wave energy propagating through Model 23 LFR from a




Figure 5.2: Snapshots of P-wave energy propagating through Model 23 at times 1440 ms and
1920 ms from a source point 12597.5 m across the model with significant reflections labelled.
Orange — P-wave through solid, pink — P-wave through fluid, dark blue — seafloor reflection,





In the VE2D22 input parameters, boundary conditions have been assigned. These in-
clude a 1000 m absorbing boundary on the left, right and z extent of the models with a
500 m taper (Fig.4.4). This attempts to emulate real earth conditions where there are
no artificial boundaries at these locations, ensuring there is minimal unwanted reflected
energy recorded. In Figure 5.3, the energy source point is 5135 m across the model and
at a depth of 6 m. In this same figure at 3840 ms, only weak amplitude reflections can be
observed from the left and bottom extent of the model, showing the artificial boundaries
are attenuating reflections in an appropriate manner.
5.3.3 S-wave propagation
S-wave conversion from P-waves and their subsequent propagation can be observed in
Figure 5.5. S-waves are generated where P-waves intersect obliquely with boundaries in
the model (e.g., at the modelled seafloor). This gives the impression than the S-waves
are following this boundary. Their amplitude is weaker than the P-waves as a result of
conversion and partitioning of energy. S-waves are only found to travel through solid
layers (i.e. earth layer) controlled by the viscoelastic input parameters that define the
water layer as close to a liquid as possible (Vp/Vs ratio = 0).
5.4 Discussion
One advantage of using a finite-difference scheme to create synthetic seismograms is the
ability to visualise wave propagation through time. This visualisation can be done in
the form of time lapse movies (Appendix A) or as snap shot images taken at various
times during the model run. These snapshots display valuable information regarding both
important and undesirable reflections seen in the synthetic seismograms, pinpointing their
origins and allowing a better understanding and visualisation of how the code functions.
The viscoelastic properties of the models emulating real earth media allow the syn-
thetic data to match the seismic response of a real marine seismic survey more appropriate
than a model with entirely elastic properties. The amplitude of P-waves is significantly
reduced when propagating through the viscoelastic media due to its dispersive and atten-
uative properties. These reflections are weaker than a typical elastic model (Robertsson
et al., 1994); however, they produce a better match to the real seismic response.
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Figure 5.3: Sequential snapshots of P-wave energy propagating through Model 23 LFR from a




Figure 5.4: Snapshot of P-wave energy propagating through Model 23 at time 1920 ms from a
source point 16160 m across the model, displaying the nature of reflections caused by the gas
hydrate, free gas and sandy layers.
The purpose of using these snapshots is to visualise the propagation of synthetic energy
based on the input parameters used to produce a model with viscoelastic properties that
best match real earth media. The absorbing boundaries efficiently absorb the incoming
energy, with only weak reflections observed that are not identifiable in the final pro-
cessed and migrated stacks. Robertsson et al. (1994) observed no reflections from model
boundaries using a similar viscoelastic code, probably because of their choice of input
parameters and the simplicity of their models relative to the ones presented in Chapter 4.
These snapshots allow a dynamic view of the interaction of synthetic energy with various
modelled materials and input parameters to create models with physical properties best
matching real earth physical properties.
These snapshots enable visualisation of the synthetic seismic energy as it propagates
through the models. The viscoelastic nature of the models can be seen in terms of atten-
uation of energy over time. This visualisation tool can be used to validate the parameters
input into the code and check that they are functioning correctly.
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Figure 5.5: Sequential snapshots of S-wave energy propagating through Model 23 LFR from a





6.1 Geologic and acquisition parameters
One of the aims of creating viscoelastic models in this thesis was to evaluate how changing
the geological and acquisition parameters for the various models changed the appearance
of the resulting synthetic data. The main geological parameters that were investigated in-
cluded the concentration of gas hydrate and free gas in the models (where varying seismic
velocities were used to represent this) and bed thicknesses. The first model created con-
tained only dipping sedimentary strata simulating the sand-mud turbidite beds contained
within the Uruti Basin. The models were made increasingly more complex by adding
varying amounts of gas hydrate and free gas. The final model was the most complex,
containing dipping sedimentary strata, high seismic velocity gas hydrate and low seis-
mic velocity free gas which resulted in a polarity reversal mimicking a bottom-simulating
reflection (BSR). Thin and thick beds were created to compare their seismic response.
The thin beds displayed the strongest seismic response due less destructive tuning effects.
However, it is difficult to determine the stratigraphic architecture present in PEG09-25
and HKS02-01 without any direct measurements or a more in-depth wavelet assessment.
Acquisition parameters were evaluated by comparing the high-frequency synthetic seismic
sections with the low-frequency synthetic seismic sections. The higher frequency data dis-
played the strongest seismic response due to its shorter wavelength being able to resolve
beds better.
The most complex model, containing high seismic velocity gas hydrate and free gas
deposits best matches the real seismic features observed in PEG09-25 and HKS02-01, sup-
porting past work that proposed the “hydrate finger” feature contains high-concentration
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deposits (Baker, 2016; Fraser et al., 2016). However, well data are required in order to ac-
curately evaluate the lithology and porosity of the Uruti Basin and Ridge sand to improve
the accuracy of these viscoelastic models. Understanding the porosity and thicknesses of
sandy gas hydrate reservoirs is vital when making quantitative assessments.
6.2 Viscoelastic modelling scheme
The viscoelastic finite-difference modelling scheme has proved to be a comprehensive
testing method, producing synthetic seismograms that resemble the real seismic data on
which these models have been built. Building the initial models (which are then converted
to viscoelastic models) is a relatively simple process. In this thesis, horizons were picked in
time, converted to depth using appropriate velocities and then parameterised as polygons
to represent sedimentary strata. Other geological and gas hydrate features observed in
seismic data have the potential to be simulated within viscoelastic models in a similar way
(i.e. anticlines, faults). Despite these successes, improvements can be suggested for the
VE2D22 code and the parameterisation used, which are beyond the scope of this thesis.
Artefacts are common in the synthetic data such as reverberations of the seismic wavelet
seen in the high-frequency data. Diffractions caused by sharp steps on sloping surfaces are
also prolific throughout the seismic data, with some obscuring possible polarity reversals
in the lower frequency data. Producing synthetic seismic sections from large viscoelastic
models requires substantial computational power. In order to test a large variety of
models, long run times and significant computational power are required. However, if
this scheme is being used to validate a single feature in a real seismic section, then this
method can be valuable. In order to use these models for comparisons with real data,
they need to be built relatively simply. This enables the synthetic earth response to
simulate a real earth response without becoming overcomplicated. Small alterations to
the parameterisation of the models can be made, such as gradational gas hydrate and free
gas velocities within the polygons. Lastly, the energy output in the seismograms should be
set using the pressure component to simulate hydrophones deployed in a marine seismic
survey; however, the vertical component was used instead in the models presented in
Chapter 4 as it produced data with fewer artefacts. Adjustments to the code need to
be made in order to effectively use the pressure component which would then allow the
synthetic seismic data to more closely reproduce the outputs of a marine seismic survey.
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6.3 Further developments
The success of the modelling scheme presented in Chapter 4 suggests that there is great
potential for further investigations of physical properties associated with hydrate accumu-
lations in sediments. For example, seismic inversion (converting an interface property into
a rock property) and high-density velocity analysis (HDVA) are techniques that can be
used to better understand variability in a geologic scenario. These techniques are typically
completed on real seismic data. Having both real and synthetic seismic data available
allows for comparisons of the practicality of these quantitative analysis techniques.
Velocity analysis plays a crucial role in seismic processing. In its simplest form, it
determines stacking velocities that are used for normal move-out (NMO) corrections,
which flatten reflection hyperbola prior to stacking. As the distance between the source
and receiver increases, so does the time it takes for a signal to be recorded, forming a
hyperbola when the reflection is recorded across a number of common mid-point (CMP)
gathers. An accurate velocity model is required not just for NMO corrections, but for
increasing the signal-to-noise ratio during stacking, travel-time to depth conversions and
geometric conversions (Uieda, 2017). This critical step determines the best velocities to
flatten hyperbolae, aligning reflections in the trace and returning the most accurate result
when stacking is applied. Typically, velocity analysis is performed at sparse intervals
compared to CMP spacings, often the spacing between (or density of picks) is increased
around points of interest (Crutchley et al., 2016). However, this can be a labour-intensive,
time-consuming process limited by the speed of the picker (usually a human analyst, but
sometimes a computational routine) and computational power available.
6.3.1 Velocity analysis
By using HDVA, a detailed velocity field can be achieved as seismic velocity analysis is
completed over a dense grid. It is performed using an automatic picking routine to recover
stacking velocities from data at intervals comparable to the CMP spacing of a survey.
This process produces a much higher resolution velocity field compared to conventional
velocity analysis techniques. High-resolution velocity models are not necessary for the of
basic seismic processes (NMO corrections, stacking, migration), but can be vital when
extracting information concerning the physical properties of marine sediments such as
lithology and pore fill (Crutchley et al., 2016). HDVA is a particularly useful tool when
seismic data contains significant lateral variations (Fraser et al., 2016). Gas hydrate
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systems are a particular seismic target where a dense velocity models allow delineation
of high and low velocity zones corresponding to gas hydrate and free gas seismic features
(Crutchley et al., 2015, 2016; Fraser et al., 2016). Correlating these velocity variations
with features such as acoustic enhancement or suppression, faulting and dipping strata
allows a more comprehensive evaluation of gas hydrate concentration and migration to be
made.
Physical properties (e.g., those derived from interval velocities) are extracted through
HDVA. For example, gas hydrates volumes at localised high-concentration deposits have
been successfully calculated with varying degrees of certainty. Therefore, performing
HDVA on synthetic data based on a known model of high seismic velocity gas hydrate
and low seismic velocity free gas provides a layer of constraint on interpretations of real
data and may even enable validations of previously calculated gas hydrate saturations.
Testing the HDVA procedure on a simplified geologic model allows an evaluation to be
made of the reproducibility of velocity fields extracted from the real data.
6.3.2 High-density velocity analysis
A high-density velocity field was created for Model 23’s low-frequency run (LFR) to test
whether this technique is worth pursuing in conjunction with the viscoelastic seismic
outputs. A workflow was created to test resolution limits of HDVA on synthetic data
created using the VE2D22 procedure. HDVA is performed on synthetic migrated gathers
defined by these predetermined earth models to evaluate how well semblance analysis can
reproduce velocity contrasts known from the velocity analysis of the real “hydrate finger”
feature, observed in both PEG09-25 and HKS02-01, over vertical and horizontal scales.
HDVA was performed on migrated gathers using the auto-semblance velocity picking
function of GLOBE Claritas. Semblance spectra were calculated from these conditioned
migrated gathers where the auto picker determines the maximum semblance function.
The auto picker completed this for every sample from time zero to the end of the trace.
Many velocity picks will contain noise from spurious picks and a real underlying interval
velocity fabric that represents the geology (Crutchley et al., 2016). Stacking velocities were
converted to interval velocities using the Dix equation (Dix, 1955). This stage included
the removal of erroneous picks outside of 1480-5000 m/s prior to the conversion.
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Discussion
HDVA of Model 23’s LFR is displayed over the synthetic seismic section (Fig. 6.1).
The reflections of interest seen between CDPs 6500-7500 and 1400-2000 ms do not have
any significant lateral or vertical variations in velocity, only a slight increase in velocities
mainly coinciding with the modelled free gas. Higher velocities can be seen predominantly
below 2500 ms across the seismic section.
Figure 6.1: High-density velocity field displayed over Model 23’s low-frequency run.
From the results of HDVA performed on synthetic data created from the VE2D22
code, it is clear that the velocity field does not match the original velocity model (Fig.
6.2) or the resolution of similar velocity analysis performed by Crutchley et al. (2015,
2016); Fraser et al. (2016); Fraser (2017). There are a variety of explanations for why
this technique did not work on the synthetic seismic data produced in this thesis. For
instance, wavelengths of the seismic signal may be too large to pick up the bed variations
for the gas hydrate and free gas layers. Since these thin beds have not had their lateral
and vertical velocity variations discerned, it is unlikely that the HDVA technique will work
on this, or similar gas hydrate features modelled in the future. The frequency content of
the synthetic data may also lead to inaccurate velocity analysis.
HDVA has proven to be a successful technique used on real seismic data (Crutchley
et al., 2015, 2016; Fraser et al., 2016; Fraser, 2017), but unfortunately has failed to produce
the correct standard of horizontal and vertical resolution to discern velocity variances in
the modelled gas hydrate system when performed on synthetic data. Only one gas hydrate
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Figure 6.2: GMT velocity model for Model 23.
system observed from real seismic data has been tested in this thesis. HDVA may work
better on other modelled gas hydrate systems or models with different parameterisations.
Further development of HDVA could improve the accuracy of the velocity field produced
for synthetic data, but is beyond the scope of this thesis.
6.4 Thesis summary
The development of techniques used to accurately test the concentration and distribution
of economically viable gas hydrates resource deposits is an ongoing research topic. The
viscoelastic finite-difference modelling scheme presented in this thesis provides a valuable
tool for examining shallow gas hydrate deposits. A successful workflow for building 2D
geological models for gas hydrate systems based on the real stratigraphy interpreted on
lines PEG09-25 and HKS02-01 allowed synthetic seismograms to be produced using the
VE2D22 code, with varying geological and acquisition parameters. This method provides
a successful scheme that produces synthetic data that resemble seismic sections acquired
from real geology. The synthetic geological model that best matches the real data is
shown in the model with high seismic velocities for the gas hydrate deposit and low seismic
velocities for the free gas deposits, supporting the interpretation that the “hydrate finger”
has the potential to be a high concentration gas hydrate deposit.
Further developments of the VE2D22 code, HDVA and inversion techniques could
enable this scheme to be very useful for validating previous works and for producing
quantitative assessments of gas hydrates on this Hikurangi margin and globally. Studies
completed on other gas hydrate systems observed in seismic data could benefit from pro-
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ducing synthetic data from the same VE2D22 code. Well data acquired directly from the
“hydrate finger” feature (or similar features) would be very useful for assigning accurate
geological parameters (e.g., velocities) extracted from porosity and lithology measure-
ments. Using models like these produced in this thesis in conjunction with seismic data
and well data allows a comprehensive and accurate assessment of gas hydrate systems
to be made, and may help to reduce the risk associated with future extraction of this
unconventional resource.
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Appendix A
Time-lapse movie of snapshots
Time-lapse movie of snapshots can be found at:
www.danniellefougere.wixsite.com/digitalappendix
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