In standard linear quadratic (LQ) control, the first step in investigating infinite-horizon optimal control is to derive the stabilization condition with the optimal LQ controller. This paper focuses on the stabilization of an Itô stochastic system with indefinite control and state weighting matrices in the cost functional. A generalized algebraic Riccati equation (GARE) is obtained via the convergence of the generalized differential Riccati equation (GDRE) in the finite-horizon case. More importantly, the necessary and sufficient stabilization conditions for indefinite stochastic control are obtained.
Introduction
The linear quadratic (LQ) control pioneered by Kalman [Kalman, 1960] is a classical yet important problem in both theory and engineering applications. In 1968, Wonham [Wonham, 1968] investigated stochastic LQ problems, and this topic has since been studied by many researchers [Zhang et al., 2017] , [Davis, 1977] . Most results were obtained under the common assumption that the state weighting matrices are non-negative definite and the control weighting matrices are positive definite. However, in [Chen et al., 1998 ], this common assumption was changed, i.e., stochastic LQ problems with well-posed indefinite control weighting matrices were considered. This phenomenon is known as an indefinite stochastic problem, and it has a deeply uncertain nature; for a more detailed discussion and many examples, see [Chen et al., 1998 ]. As they have a wide range of applications, from portfolio selection to pollution control, an increasing number of researchers have studied indefinite stochastic problems. For example, [Rami, 2001] relaxed the positive definiteness constraint in [Chen et al., 1998 ] and solved the indefinite LQ problem by introducing a generalized differential Riccati equation (GDRE) . Under the assumption that the system is stabilizable, [Wu et al., 2002] showed that the solvability of indefinite stochastic LQ problems in the infinite horizon is equivalent to the existence of a static stabilizing solution to the generalized algebraic Riccati equation (GARE) . With regard to discrete cases, [Ferrante et al., 2015] derived an equivalent condition for the discrete-time indefinite optimal control problem in finite horizon. The LQ problem for discrete timeinvariant systems with arbitrary terminal weight was explored in [Bilardi et al., 2007] . [Ni et al., 2017] discussed an indefinite stochastic LQ problem with state transmission delay and multiplicative noise. Moreover, because indefinite stochastic LQ problems can be understood as the dual versions of robust filtering problems, some indefinite LQ results have been applied to filtering problems [Zorzi, 2017a] , [Zorzi, 2017b] . The aforementioned papers mainly studied the LQ optimal control problem, whereas relatively few studies have concentrated on the stabilization problem for an indefinite stochastic problem. Nevertheless, the optimal control problem in the infinite horizon case is a worthy topic of research when the system is stabilizable. For instance, [Zhang et al., 2018] and [Qi et al., 2017] investigated stabilization control for linear discrete-and continuous-time mean-field systems, respectively; in [Rami et al., 2000] , [Wu et al., 2002] and [Li et al., 2003] , the basic assumption that the system is mean-square stabilizable was imposed throughout. As stated in [Rami, 2001] , indefinite stabilization in the infinite-horizon case is a crucial issue. In this paper, the indefinite stabilization problem for an Itô stochastic system is investigated. The main contributions of this paper are as follows. First, we consider the convergence of the GDRE involving a matrix pseudo-inverse and two additional equality/inequality constraints, which is a weaker requirement than in previous work [ Rami et al., 2001] . In fact, it is natural to relax the matrix invertibility constraint, because one cannot generally know in advance whether a singularity will occur. Second, in [ Rami et al., 2001] , the asymptotic behavior of the GDRE was only investigated under a strict positive-definite constraint, and the corresponding stabilization results for the system were not given. In contrast, this paper discusses mean-square stabilization for the Itô stochastic system. The key technique is to decompose the solution of the GARE into a positive semi-definite matrix that satisfies the singular algebraic Riccati equation (SARE) and a constant matrix that is an element of the set satisfying certain linear matrix inequality (LMI) conditions. In view of the equivalence between the GARE and the SARE, the stabilization of the general indefinite case can be reduced to that of the definite case, where the stabilization is studied using a Lyapunov functional defined with the optimal cost functional subject to the SARE. The remainder of this paper is organized as follows. Some useful preliminary results are given in Section 2. In Section 3, we discuss the convergence of the GDRE and the mean-square stabilization problem. A twodimensional numerical example is presented in Section 4, and a summary is provided in Section 5.
Preliminaries
Let R n be the family of n-dimensional vectors; M ′ is the transpose of M and M † is the Moore-Penrose pseudoinverse of M ; M > 0(≥ 0) denotes a symmetric matrix that is strictly positive-definite (positive semi-definite); Ker(M ) is the kernel of a matrix M . (Ω, F , P, F t |t ≥ 0) is a complete stochastic basis such that F 0 contains all P -null elements of F , and the filtration is generated by the standard Brownian motion {w(t)} t≥0 .
We consider the following linear Itô stochastic system:
where x(t) ∈ R n is the state; u(·), the admissible control, is any element in U ad ≡ L 2 F (0, T ; R m ); and w(t) is the one-dimensional standard Brownian motion. x 0 ∈ R n is the initial value, and A, B, C, D are constant matrices with compatible dimensions. The associated quadratic cost functional with an infinite horizon is
where Q, R are symmetric matrices with compatible dimensions. Problem 1 Find the optimal control u(t) = Kx(t) with constant matrix gain K that stabilizes (1) while minimizing (2).
To solve Problem 1, we define the finite-horizon control as follows: Consider system (1) with the following cost functional in the finite horizon:
where Q, R, P (T ) are symmetric matrices with compatible dimensions.
The following result shows the necessary and sufficient condition for the optimal control problem in the finite horizon. Lemma 1 [Rami, 2001] The following conditions are equivalent.
(1) There exists an optimal control u(t) ∈ U ad that minimizes (3) subject to (1); (2) The following GDRE admits a solution for t ∈ [0, T ]:
with terminal values P (T ). In this case, the optimal controller is u(t) = K(t)x(t), where
Based on the above result in the finite time horizon, we will show the main results in the next section.
Main results
In this section, we discuss the convergence of the GDRE (4) and the mean-square stabilization problem of system (1). Define the GARE as follows:
Remark 1 Note that the defined Riccati equation (5) is different from that in [ Rami et al., 2001] , where R + D ′ P D must be positive definite. Consider the following set P, which involves the LMI
Definition 1 A solution to the GARE (5) is called a maximal solution, denoted by P max , if
For convenience, we denote P (t) as P (t, T ) with the terminal time T in the GDRE (4) and the terminal value P (T, T ) =P withP ∈ P. Theorem 1 Assume P = ∅. If system (1) is meansquare stabilizable, then P (t, T ) is convergent as t → −∞ and the limit of P (t, T ) denoted byP is the maximal solution to the GARE (5). Proof : LetP ∈ P and define
Thus, from QP LP L ′P RP ≥ 0 and Schur's Lemma, we have
On this basis, i.e., QP LP L ′P RP ≥ 0 and RP ≥ 0, we consider the following singular differential Riccati equation (SDRE) with terminal values ZP (T, T ) = 0:
with the following regular condition
Using the classical ordinary differential equation theory, it is easy to see that there exists a positive semi-definite solution to (7). Denote by ZP (·, T ) the solution of (7) with ZP (T, T ) = 0. Next, we mainly investigate whther ZP (·, T ) also satisfies (8). From the singular value decomposition of RP + D ′ ZP D (see Theorem 2.6.3 in [Horn et al., 1990] ), there exists an orthogonal matrix U satisfying
where Λ is an invertible matrix that has the same dimensions as the rank of
The orthogonality of U implies that the columns of the matrix U 2 form a basis of Ker(RP + D ′ ZP D). The positive semi-definite nature of matrices RP , ZP implies that
Therefore, ZP (·, T ) is a solution of the SDRE (7)- (8).
Considering the following cost functional corresponding to system (1):
from P = ∅, we know thatJ T (u(·)) ≥ 0. Applying Lemma 1, we find that
Note the time-invariance of (7) with respect to T , with terminal time T and terminal value ZP (T, T ) = 0. Thus, for any t 1 < t 2 ≤ T and for all x 0 = 0, we havẽ
Because x 0 is arbitrary, we have that ZP (t 1 , T ) ≥ ZP (t 2 , T ). Similarly, when t ≤ T 1 < T 2 ,
That is, ZP (t, T 1 ) ≤ ZP (t, T 2 ). Therefore, ZP (t, T ) is monotonically increasing with respect to T and is monotonically decreasing with respect to t. Next, we show that ZP (t, T ) is bounded. The meansquare stabilizability of system (1) with the controller u(t) = Kx(t) yields
where λ max denotes the maximum eigenvalue of a ma-
With an arbitrary x 0 , we find that ZP (t, T ) is bounded. Hence, we have that
whereZP is a positive semi-definite constant matrix that is independent of t. Let t → −∞ in the SDRE (7)- (8). We have thatZP is a solution of the following SARE:
Define P (t, T ) = ZP (t, T ) +P . It is easy to verify that P (t, T ) is a solution of the GDRE (4), is monotonically decreasing with respect to t, and is bounded. Therefore, there exists a constant matrixP satisfyinḡ
Clearly,P is a solution of the GARE (5). Moreover, for arbitraryP andZP ≥ 0, it is easy to verify thatP ≥P , i.e.,P is the maximal solution to the GARE (5). This completes the proof. Remark 2 The above proof implies that the solvability of the GARE (5) is equivalent to the solvability of the SARE (13).
To facilitate the proof of the subsequent result, we need the following remark. Remark 3 If the SARE (13) has a solutionZP , then
where
In view of the following formula: (14) can be further rewritten as follows:
Using Extended Schur's Lemma in [Albert, 1969] , we havē
Definition 2 Consider the following stochastic system:
(A, C, Q 1 2 ) is said to be exact detectable if, for any T ≥ 0,
Assumption 1 (A, C, Q ) is exact detectable, wherē A,C,QP are defined in (16). Proof : The proof is similar to that of Proposition 1 in [Zhang et al., 2004] , so we omit it here. Theorem 2 If P = ∅ and Assumption 1 is satisfied, then the closed-loop system (1) is mean-square stabilizable if and only if the GARE (5) has a solutionP that is also the maximal solution to (5). In this case, the optimal stabilizing controller is given by
and the optimal cost functional is J * = E(x ′ 0P x 0 ). Proof : "Sufficiency": We will show that, under the conditions that P = ∅ and Assumption 1 holds, when the GARE (5) has a solutionP , the closed-loop system (1) is mean-square stabilizable. LetP ∈ P. From Remark 2, when the GARE (5) has a solutionP , the SARE (13) has a positive semidefinite solutionZP , i.e.,ZP ≥ 0. Moreover,P =ZP +P . Next we will show that system (1) with u(t) = Kx(t) where K is defined by (20), i.e.,
is mean square stabilizable. In view of the relationship K = KP which is defined in Remark 3, we can see that the stabilization for the system (1) with u(t) = Kx(t) is equivalent to the stabilization for the system (1) with u(t) = KP x(t). We define the Lyapunov function candidate as
In view ofZP ≥ 0, the limits of V (t, x(t)) exists which can be similarly obtained from the proof of Theorem 4 in [Zhang et al., 2017] . And there exists an orthogonal matrix UP such that
From (15), we have
Now we assume
and by a simple calculation we can obtain
From Remark 3, we haveQP ≥ 0, withZP 2 > 0, it is easy to obtainQP 11 = 0,C 21 = 0. Next we will illustratē
, where x 2 has the same dimension withQP
12
, it has
IfQP 12 = 0, we can always find x 1 , x 2 , such that x ′QP x < 0 which is contrary withQP ≥ 0. Therefore, QP 
Denote
, and the dimension ofx (2) (t) coincides with the rank ofZP 2 . Thus, (21) can be rewritten as (29) i.e.,
Firstly, we show the stability of (Ā 22 ,C 22 ).
Applying Itô's formula to E[x ′ (t)ZP x(t)] and taking integral from 0 to T , it holds that
Thus, it holds that
Following from Lemma 3 in [Qi et al., 2017] , we know that system (Ā 22 ,C 22 ,Q 1 2
P22
) is exact observable with (34) whereFP (t, T ) satisfies the following differential equation:
with final conditionFP (T, T ) = 0. FromQP
22
≥ 0, we knowFP (t, T ) ≥ 0 for t ∈ [0, T ]. Now we will showFP (0, T ) > 0. If not, there exists a nonzero y such that E[y ′FP (0, T )y] = 0. Then we choose the initial state be y, (34) can be reduced to
which implies thatQ 1 2
P22x
(2) (t) = 0, for any t ∈ [0, T ].
With the exact observability of system (Ā 22 ,C 22 ,Q 1 2
P22
), we can obtain that y = 0, which is contrary with y = 0. Therefore, we haveFP (0, T ) > 0. Via a time shift of t, combining (34), we have
x(t)] and similar to the proof of the convergence of V (t, x(t)), we know lim t→+∞ V 2 (t, x(t)) exists. Taking limitation on both sides of (37), we have that
,i.e., system (Ā 22 ,C 22 ,Q 1 2
) is mean square stabilizable.
Next we will illustrate the stability of (Ā 11 ,C 11 ). Let x (2) (0) = 0, from (31) we knowx (2) (t) = 0, t ≥ 0. Now (30) can be rewritten as
Under the condition ofx (2) (t) = 0, it is easy to see that
Hence, from the exact detectability of (Ā,C,Q 1 2
P
) and
which means (Ā 11 ,C 11 ) is mean square stable. Secondly, we will show system (1) with controller u(t) = Kx(t) is stabilizable in the mean square sense. In fact, we denoteĀ = Ā 11 0 0Ā 22 ,C = C 11 0 0C 22 . Thus (30) and (31) can be rewritten as below
whereū(t) is the solution to equation (31) with initial conditionū(0) =x (2) (0). The stability of (Ā 11 ,C 11 ) and (Ā 22 ,C 22 ) as shown above indicates that (Ā,C) is stable in the mean square sense. From (38) it is easy to see that lim
Applying the corresponding results in [Hinrichsen et al., 1998 ], we have that there exists a constant c 0 satisfying 
In conclusion, system (1) can be stabilizable with controller u(t) = Kx(t) in the mean square sense. Finally, we will give the optimal controller and the associated cost functional. Applying Itô's formula to x ′ (t)P x(t) with the GARE (5), we have
With the mean square stabilizable of system (1), let T → +∞ in the above equation, the infinite cost functional can be reformulated as
Thus the optimal controller is u(t) = Kx(t) where K as (20). In addition, the optimal cost functional is J * = E(x ′ 0P x 0 ). "Necessity": On the other hand, we should illustrate that if P = ∅, when the closed-loop system (1) is mean square stabilizable, then the GARE (5) has a solutionP , which is also the maximal solution to the GARE (5). In fact, the existence of solutions to the GARE (5) have been obtained in Theorem 1. The proof is complete. Remark 4 The key technique of sufficient proof is that in terms of the equivalence between the GARE and the SARE, the stabilization of the general indefinite case is reduced to the definite one whose stabilization is studied by Lyapunov functional defined with the optimal cost functional.
An example
In this section, we give an example to illustrate the result obtained by Theorem 2. Consider two-dimensional system (1) and cost functional (1) with the above parameters is mean square stabilizable. The simulation result is shown in Fig. 1 . It can be seen that the state x(t) (Fig. 3 ) is stabilized with the optimal controller ( Fig. 2) , as expected. 
Conclusions
In this paper, we mainly discussed the stabilization problem for Itô stochastic system, whose control and state weighting matrices in the cost functional are indefinite. The convergence of the GDRE which involves a matric pseudo-inverse and two additional equality/inequality constraints was studied. And the infinite horizon optimal controller was obtained accordingly. Finally, in terms of the equivalence between the GARE and the SARE, the stabilization of the general indefinite case was reduced to the definite one whose stabilization is studied by Lyapunov functional defined with the optimal cost functional subject to the SARE. The contents in this paper are an extension and improvement of the previous works [ Rami et al., 2001] .
