1 Introduction
==============

Microfluidics miniaturizes macroscopic systems and enables parallel processing. Microfluidic systems integrates assay operations such as detection, sample treatment and preparation at the microscale. Moreover, they provide controlled and high-throughput environments for biological experimentation. Typically for the growth of one colony, a movie is recorded over the course of thirty to fifty hours. An initial visual inspection of the data would help in order to prepare for technical and biological replicates. When did the colony reach a certain biomass? How was the growth affected by the introduction of a certain stress in the medium (e.g. antibiotic)? The outcome of this visual inspection may help in improving experimental protocols and the quality of the result data.

After each experiment, this visual investigation occurs at a frame-by-frame basis or by employing the general computational paradigm of microfluidics data analysis (i.e. segmentation, tracking and lineage construction). While the former representation of the data highlights temporal evolution without necessarily displaying spatial changes, the latter fails at the segmentation step in cases of low temporal resolution, low object-to-background contrast, irregular cell shapes and/or high cell density. Most well-known tools deal with relatively scattered cells and an acceptable Signal-to-Noise Ratio in sample images ([@bty889-B1]; [@bty889-B5]; [@bty889-B6]). However, only a handful of tools successfully handled movies where cells are amassed in a single field of view ([@bty889-B12]). Since a visualization is of great value for visual search and comparison of datasets, we propose to bypass the segmentation problem by using 'virtual' particles as previously demonstrated ([@bty889-B4]). As found in this previous work, the particle approach faithfully represents the reported bacterial exponential growth and is on par with previous manual analyses.

SeeVis employs space-time cubes, which are one of the six classes of visualization methods for live cell imaging data ([@bty889-B9]). They can reveal temporal and spatial characteristics in colony development. However, to the best of our knowledge a practical application and discussion of this approach to microfluidics movies in particular has not yet been reported. SeeVis objective is to provide a qualitative visualization to perceive differences in two or more colonies.

2 Materials and methods
=======================

SeeVis----(S)egmentation-fr(ee) (Vis)ualization consists of three steps: (i) pre-processing steps to enhance the signal-to-noise and spatially aligning the images ([@bty889-B3]), (ii) localizing cell particles with feature detection ([@bty889-B2]) and (iii) visualizing the colony as a three-dimension space-time cube. The three color mapping methods are implemented to emphasize different features of colony growth. This refers to perceiving the extent of a colony in space and/or time, according to different data attributes (e.g. temporal trajectory, descent, etc.). The three visualization encodings map each particle trajectory *J~k~* to a triplet: spot size, spot color and spot index or (*s*, *c*, *f*), respectively. Provided *J~k~*, the mapping function: $\gamma(J_{k}) = (s,c,f)$. With spot size *s* = 3, the spot color *c* in the RGBA color model and spot index *f.* The size *s* was chosen by trial in the local coordinate system or scene coordinates. The alpha channel *a* of the RGBA spot color varies in \[0, 1\]. By default, spots scale with the view and are opaque *a* = 1.

**Nominal mapping (NM)** highlights each trajectory to support pairwise differentiation and contrast of neighboring trajectories over space and time. It could help users identify relationships between cell pedigrees. To this end, the particle index *p* of a particle coordinate ${(x,y)}_{t,p}$ is treated as a nominal variable. Since the human perceptual system dictates a strong limit on the amount of categorical colors that can be distinguished ([@bty889-B8]), we employ a set of unique colors ϒ = 10. The integer indices $\lbrack 0,1,\ldots,\text{ε} - 1\rbrack$ are mapped to the `Tableau10` color palette ([@bty889-B11]). Each color *c* is chosen randomly for each particle index *p.*

**Time mapping (TM)** visually promotes the extent of the population growth over time. To map each particle at a time point *t* to one spot color *c*, we use the `viridis` color palette ([@bty889-B13]). It is perceptually uniform and with monotonically increasing luminance in multiple hues. TM adapts to the time span of each dataset by setting its lightest color to the $t_{\text{max}}$ data value, so the perceived brightness encodes the time on a trajectory.

**Progeny mapping (PM)** supports the process of tracing back single trajectories to their parents. $\left\{ J_{k} \right\}$ be the set of all trajectories, sub-divided into $J = J_{\text{max}} \cup J\prime$ with $J_{\text{max}}$ trajectories observed in the last frame and $J\prime$ the remaining trajectories. The subset $J_{\text{max}}$ is defined as $J_{\text{max}} = \left\{ p \middle| \exists{(x\prime,y\prime)}_{t\prime,p\prime}~\text{with}~p\prime = p~\text{and}~t = t_{\text{max}} \right\}$. That is to denote all 'visible' trajectories in the last frame of the image data. $J_{\text{max}}$ is displayed using NM. The of $J\prime$ is reduced by setting the values of $s_{J\prime} = 1$ and $c_{J\prime} = (255\, 255\, 255\, a = 0.1)$.

3 Results
=========

We reference two sets of image data ([@bty889-B7]; [@bty889-B10]) and five simulated movies ([@bty889-B15]). We compared the computation time of all datasets for both pre-processing and particle steps based on 100 runs; see [Supplementary Figures S12](#sup1){ref-type="supplementary-material"} and [S13](#sup1){ref-type="supplementary-material"} in ([@bty889-B4]). SeeVis ran on four datasets averaging a speed of 1.15 s/frame. Once the pre-processing and tracking has been done, a CSV output file was created. In this scenario, the average speed increased to 45 ms/frame displaying the visualization of a 44 frames movie in 2 s (see [Supplementary Material](#sup1){ref-type="supplementary-material"} for further details). SeeVis worked successfully for heterogeneous colonies in dynamic and low fluorescence image content. A cell region is detected as a particle before the cell expands, until it expands and long after the cell has separated into two bacteria. Computationally, results were robust and reproducible ([@bty889-B4]). An annotated and worked example is provided in the [Supplementary Material](#sup1){ref-type="supplementary-material"}. In [Figure 1](#bty889-F1){ref-type="fig"}a, we observed that another colony invaded the initial field of view. The color mappings are showcased in [Figure 1](#bty889-F1){ref-type="fig"}b. TM laid clear emphasis on growth by weighing the factor of time. PM colored trajectories that trace back particles present in the last frame of the image data. It provided temporal emphasis and proved to reduce any possible clutter by decreasing the number of displayed trajectories.

![Color mappings demonstrated for dataset D1 ([@bty889-B10]). (**a**) RGB image (exposure: +60%). (**b**, **c**) The space-time cube is displayed with azimuth = 0^∘^ and elevation = 90° for two different color mappings and a 30% greyscale background: (**b**) TM, (**c**) PM, respectively. (**d**) PM shown onto a grid](bty889f1){#bty889-F1}
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