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Suggested Interactivity: Seeking Perceived Affordances for
Information Visualization
Jeremy Boy, Louis Eveillard, Françoise Detienne, and Jean-Daniel Fekete
Abstract—In this article, we investigate methods for suggesting the interactivity of online visualizations embedded with text. We
first assess the need for such methods by conducting three initial experiments on Amazon’s Mechanical Turk. We then present a
design space for Suggested Interactivity (i. e., visual cues used as perceived affordances—SI), based on a survey of 382 HTML5 and
visualization websites. Finally, we assess the effectiveness of three SI cues we designed for suggesting the interactivity of bar charts
embedded with text. Our results show that only one cue (SI3) was successful in inciting participants to interact with the visualizations,
and we hypothesize this is because this particular cue provided feedforward.
Index Terms—Suggested interactivity, perceived affordances, information visualization for the people, online visualization.
1 INTRODUCTION
Information visualization (infovis) designers often tend to consider vi-
sualizations as individual artifacts that users willingly come to view
and interact with. However, many visualizations end up embedded
in webpages with other media like text, and it is unclear whether
web users actually have a natural propensity to interact with these.
While the importance of interaction is well recognized within the in-
fovis community [16, 31], and is often emphasized in the design of
successful visualizations (e. g., [54]), until recently most mainstream
data graphics have been static (e.g, infographics in news papers)—and
many still are, even on the web. Thus, in a context like that of a data-
journalism article, where text and visualization can co-exist, it seems
optimistic to assume that people will know they can or should interact
with a visualization to find information.
Most interactive features on the web use standard widgets (essen-
tially buttons), which usually rely on metaphors of physical objects
to suggest how they operate; they borrow affordances from their real
world counterparts. These are not ‘real’ affordances in a ‘Gibsonian’
sense [24, 42], since they do not support the physical actions of point-
ing, clicking, and (possibly) dragging with a mouse device; but they do
suggest that an interaction is possible. Buttons, for example, designed
with embossments and drop shadows (illustrating their mechanic ori-
gin) suggest that ‘pressing’ them is possible.
While effective, these analogies fall short when it comes to more
abstract or symbolic interactive features, which mainly depend on de-
sign conventions. Hyperlinks, for example, use by default a specific
visual variable, i. e., color hue, and an additional visual mark, i. e., an
underline, to suggest that they can be clicked. This is ‘heavy’ design,
as it requires two visual attributes to highlight a single difference with
other textual elements, i. e., interactivity; and the fact that a user knows
that such highlighted text can be clicked on is purely conventional.
Interactive visualizations however, have neither convention nor real
world counterparts that can help suggest their interactivity—a pie chart
does not afford eating! Thus, assuming that interacting with visualiza-
tions embedded with text is not obvious to everyday internet users, we
ask: “how can we attract these users’ attention to a visualization and
suggest its interactivity through design?”
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To address our assumption, we first conducted three experiments
on Amazon’s Mechanical Turk (AMT) that confirm that a majority of
people do not interact with visualizations embedded with text, even
if these are more efficient for preforming given tasks. To address our
main research question, we then surveyed 382 HTML5 and visual-
ization websites to see how interaction designers make use of differ-
ent visual cues to suggest the interactivity of abstract graphical ob-
jects and areas—where several interactive objects may be aggregated
into a whole (e. g., the bars in a bar chart). Based on this, we developed
a design space for Suggested Interactivity (SI). Finally, we conducted
a follow-up study to evaluate the effectiveness of three SI cues applied
to bar charts, which we believe are most representative of the diversity
of our design space. As such, our main contributions are as follows:
• an assessment of the need for SI in cases where visualizations
are embedded with text;
• a design space for SI;
• an evaluation of three different SI cues applied to bar charts,
which we created using specific design consideration derived
from our design space; which led us to
• initial recommendations for the design of SI cues for infovis.
This article is organized in the following way: it begins with a back-
ground section that introduces the idea of passive interaction with me-
dia and software; reviews the concepts of affordances; describes sev-
eral new graphic standards for interface design, and discusses how
these consider suggesting the interactivity of specific features; and
presents previous work on the use of motion and icons in interface
design to attract users’ attention and convey meaning. Section 3 veri-
fies our initial assumption. Section 4 describes our survey of existing
SI cues, and introduces our design space; it then provides a set of de-
sign considerations, which we use for creating three SI cues that we
apply to bar charts. Finally, Section 5 presents the design and evalua-
tion of these cues, and discusses the implications of our early results
for future designs.
2 RELATED WORK
Finding ways to suggest the interactivity of graphical objects is an
old issue for interface design. However, with the development of new
graphic standards, especially on the web where designers and artists
can easily create any new kind of interactive visuals, the concern is
becoming of importance once again. In addition, while Segel & Heer
have pointed out the use of “markers of interactivity” in certain nar-
rative visualizations [48], this issue has hardly been considered by the
infovis community, which seems unfortunate as visualizations are now
spreading out to new users who cannot all be formally trained.
2.1 Passive Interaction
As mentioned in the introduction, information visualizations on the
web often end up embedded with other media like text. Common ex-
amples of this can be found in data journalism articles like those of the
Guardian [28]. Most of the time, these other media are static and do
not suggest any interaction.
Passive interaction defines the changing or enhancement of a user’s
mental model while interacting with a system, without modifying the
system’s model [25, 49]. In simpler terms, passive interaction occurs
when reading a text, looking at an image or a visualization, or more
generally, when receiving, decoding, and interpreting a new piece of
information, without having to manipulate the medium—it requires
little or no input device manipulation.
Passive interaction is a main component of what Victor names in-
formation software [53]. According to his definition, such software
“serves the human urge to learn;” it initiates cognitive processes like
learning, comparing, and decision making. He opposes this to manip-
ulation software, which “serves the human urge to create;” it helps
a user construct and manipulate an external model: that of a system.
Most visualizations on the web are intended to show viewers some-
thing new: they serve the urge to learn. However, they are not neces-
sarily static, and users can manipulate them to display data in different
ways. Thus, while Victor speaks of software, we posit the same goes
for online media. People have certain expectations from media, and
if the main medium requires no interaction (e. g., text), it seems un-
likely that they will seek to determine whether other components of a
webpage are ‘manipulable.’
2.2 Affordances and Perceived Affordances
To suggest that an action is possible, interaction and interface design-
ers often call upon certain graphical attributes, which are generically
named perceived affordances.
The term affordance was coined by the perceptual psychologist J.J.
Gibson to define certain properties of the world that induce action in
an organism [24]. Norman introduced the term to the field of Design
to define the specific attributes of physical artifacts that help people
understand how they ought to be manipulated [43]. However, due to
inappropriate use of the term, he later distinguished real affordances,
i. e., the actual physical properties of an artifact that call for action;
from perceived affordances, i. e., the perception and/or understanding
a person has of the actions that can be performed with that artifact.
Hartson makes a further distinction between cognitive, physical,
sensory and functional affordances [30]. He emphasizes the impor-
tance of dealing with all four types, and suggests a list of questions
to consider when designing interactions. Based on this, Vermeulen
et al. have proposed the following complete definition for perceived
affordances: “Perceived affordances are cognitive affordances that
are understandable through well-defined sensory affordances (e.g. a
door’s handle) and reveal a physical affordance (an action possibil-
ity), which is coupled to a functional affordance (the action’s purpose).
Perceived affordances occur before the user’s action and invite them
to an appropriate action” [52]. Tang et al. [50] have also extended
Hartson’s model with perceived affective affordances and perceived
control affordances. The first describes attributes of the artifact than
can trigger or stimulate an emotional reaction in the user; and the lat-
ter reflects attributes of the artifact that give the user a certain level of
perceived control over the interaction.
In parallel, Vermeulen et al. have highlighted the importance of pro-
viding feedforward in interaction design [52]; it “tells users what the
result of their action will be.” However, while important, perceived af-
fordances and feedforward are not easily designed, especially as new
interface design standards lean towards more abstraction. This is typ-
ically the case for visualizations, as they are abstract representations
by nature. In addition, perceived affordances are generally linked to
distinct graphical objects that can be manipulated. Visualizations are
interactive ‘areas’ composed of multiple objects (visual marks, axes,
etc.), which may all be manipulable. As such, it seems more appropri-
ate to find ways to suggest the interactivity of the ‘visualization area’
than to design perceived affordances for each individual object.
2.3 New Interface Design Standards
Recent developments of ‘platform-centric’ user-interface guidelines
have approached the issue of perceived affordances in greater detail
than before. Historically, Apple was one of the first companies to
provide such guidelines—the Human Interface Guidelines (HIG)—in
order to help third parties create consistent experiences when develop-
ing for their platforms. These guidelines explained which perceived
affordances to use, and when to use them. For example, iOS 6’s HIG
emphasized the use of embossed, skeuomorphic cues to suggest that
buttons are actionable. However, iOS 7 and 8’s HIG propose a radical
reorientation: they suggest designers “embrace borderless buttons,”
and mention that the use of “context, color and a call-to-action title
[is enough] to indicate interactivity” [6].
Similarly, Microsoft’s Visual Studio 6.0’s instructions for “creating
a user interface” [40] mentioned that “a user interface also makes
use of affordances. For instance, the three-dimensional effects used on
command buttons make them look like they are meant to be pushed.
If you were to design a command button with a flat border, you would
lose this affordance and it wouldn’t be clear to the user that it is a com-
mand button.” However, ten years later Microsoft reverted its course
and presented the Metro Design standard which states that “while lack
of affordance and discoverability may sound discouraging, note that
drop-down menus and context menus—other mechanisms for initiat-
ing actions—suffer similar problems” [38].
More recently, Google published its own set of guidelines for Ma-
terial Design, which also describes a variety of ways to suggest in-
teraction [27]. Depending on the importance of the element and its
associated action, it can be made into a colored “floating action but-
ton,” a “raised button” or a “flat button”—the number of cues is pro-
portional to the importance of its function. A fundamental aspect of
Material Design is the use of motion to convey interactivity: “Perceiv-
ing an object’s tangible form helps us understand how to manipulate
it. Observing an object’s motion tells us whether it is light or heavy,
flexible or rigid, small or large. Motion in the world of material design
is not only beautiful, it builds meaning about the spatial relationships,
functionality, and intention of the system” [55]. Rather than copying
the textures and shadows of physical objects, applying realistic motion
to graphical objects helps with the perception of affordance.
2.4 Attracting Attention and Conveying Meaning
Motion is known to have major psychophysical benefits for captur-
ing attention. As humans, our visual system is extremely sensitive to
fragments of natural motion [41]; our peripheral vision is also highly
receptive to movement, and operates at a much lower resolution than
our fovea [29]. We are able to view and interpret several motions si-
multaneously [46], and we can perform complex grouping tasks of
moving elements. Research in vision science has shown that we per-
ceive causality and animacy in motion, primarily through perceptual,
and possibly through modular, processes [47]. This means we attribute
‘life,’ intentionality, and behavior to moving objects without impeding
higher-level cognitive processes or judgements. However, it is im-
portant to note that the graphical representation of motion (i. e., ani-
mation) is not always easy to perceive accurately or to conceptualize
when it conveys more abstract meaning [51].
Pictographic symbols are common in interface design for convey-
ing meaning, and more broadly in machine display design in gen-
eral [20, 35]. Such pictograms are commonly referred to as icons.
Although there was originally some debate about their effective-
ness [8, 26, 36], today icons are a major part of any interface, whatever
the system or device, and have undoubtably greatly contributed to the
success of personal computers. Huang et al. claim that “icons of-
fer the perception of affordance, which can facilitate human-machine
interaction in terms of ecological perception” [33].
Lodding [35] has proposed a taxonomy of icons for user interfaces,
which is composed of three dimensions: representational, abstract, and
arbitrary. Representational icons are “typical” images that serve as
examples for general classes of objects. Abstract icons represent con-
cepts, and use illustrations of real objects to refer to abstract ideas.
Fig. 1: Screen capture of an AMT experiment
Finally, arbitrary icons do not relate to any object in the world; they
are “invented” and assigned a conventional meaning.
The combination of motion (or animation) and icons can help
clarify meaning, explain the purpose of a given tool, demonstrate its
capabilities, and even convey its method of use [8, 10, 29]. There are
essentially two kinds of animated icons: icons that incorporate ani-
mated graphics and kineticons [29]. This distinction is based on the
fact that icons are generally composed of a bounding box which con-
tains a pictogram. If the pictogram is animated, then it is an icon that
incorporates animated graphics. If the bounding box is animated, then
it is a kineticon.
Baecker et al. propose some high-level considerations for the design
of the first kind of animated icons [8]; they identify ten basic ways in
which they can be useful, and illustrate these with relevant questions.
Harrison et al. describe “six popular sources” of inspiration for the
design of kineticons [29]. Five of these use references to real-world
motions: biological motion, gestures, organic motion, mechanical mo-
tion and physics and natural effects. These effectively use our ability
to perceive causality and animacy in the way things move. The sixth
is cartoon conventions, which are described as commonly accepted
caricatures or exaggerations of real-world motions.
All these general HCI design guidelines should certainly inspire the
design of perceived affordances for online visualizations. However,
general user interfaces are much more mature and familiar to the gen-
eral public than visualizations, so the history and evolution of their
perceived affordances should certainly be taken into account as well.
3 TESTING INTERACTION PROPENSITY
To verify whether online users are naturally inclined to interact with
visualizations embedded with text, and to assess the need for SI, we
conducted three initial experiments on AMT. For each, we used a
series of seven simulated Wikipedia articles we created, which in-
cluded both visualizations (bar charts) and text. We used data and text
from the OECD’s Better Life Index website [44], and grouped similar-
topic indicators into specific articles (as is done on the OECD’s web-
site); topics were Housing, Income, Education, Environment, Health,
Safety, and Work-Life balance. We reduced the original text for each
article to limit the amount of contextual information it provided, in
order to create a better information-balance between text and visual-
izations. We created specific sections in the articles for each indicator
(either two or three, depending on the topic), and we displayed the bar
charts next to the corresponding paragraphs; this design follows the
traditional Wikipedia layout, with text to the left, and images (in this
case charts) to the right (see Figure 1).
We chose to simulate Wikipedia articles for ecological validity,
since Wikipedia will undoubtedly soon provide tools for building in-
teractive visualizations—the markup already supports the creation of
static charts (e. g., [9]). While it is arguable that this choice may bias
users’ propensity to interact with visualizations (since there are few in
contemporary Wikipedia articles), it is a realistic setting. In the same
line, online news articles like those of the Guardian, which heavily rely
on traditional media like text, now integrate more and more interactive
graphics. Thus, we believe Wikipedia is a good and timely environ-
ment for testing people’s propensity to interact with visualizations.
To save screen-real-estate, we limited the default labeling of the
charts to OECD averages, and highlighted the corresponding bars. As
all bar charts in an article presented data about the same OECD coun-
tries, and as there were either two or three per article, we implemented
a simple brushing-linking technique to highlight identical countries in
the different charts simultaneously; this also displayed their labels and
precise values. Thus, interaction was necessary to extract specific val-
ues from the charts, and this hover interaction was what we expected
participants to discover. We assumed that if such a simple interaction
was difficult to discover, more complex ones would be even more so.
We created a simple fact-checking task for each article, as fact-
checking is a common activity on the web; this was also done to en-
courage people to go straight to the point, i. e., to find the specific
datapoint we asked them to target, without needing to seek for con-
textual information. Each article corresponded to a trial, resulting in
seven trials per participant, the order of which we simply randomized
to prevent carry-over effects.
Our first experiment was conducted to assess whether people are
inclined to interact with charts to carry out fact-checking tasks. Our
second experiment was conducted to make sure charts are more effi-
cient than text (as we expected) for performing the tasks we created,
and that if given the chance to discover their interactivity, participants
would be more inclined to use them. Finally, our third experiment was
conducted to make sure our choice of simulating Wikipedia articles
did not bias participants’ propensity to interact with charts.
3.1 Experiment 1
3.1.1 Design
Tasks We designed the fact-checking tasks specifically to make the
visualizations more efficient than the text for retrieving the necessary
information (provided that participants interacted with them). For each
article (or trial), we set a multiple-choice extraction task with 3 possi-
ble answers and an “I don’t know” option, which required participants
to consider all the indicators presented at once; a typical example for
an article that presents three indicators would be: “Which country has
the highest rate of X, the lowest rate of Y, and an average rate of Z.”
Each possible answer was hand-picked to complicate reliance on po-
tential background knowledge. For example, the possible answers for
the article on Income, where the task was to find the country in which
households have both the highest income and financial wealth, were
Luxembourg, Switzerland, and the United States (see Figure 1), i. e.,
three countries where one might expect that income is high, but does
not necessarily know in which it is the highest. To find the correct
answer, participants simply needed to brush over one of the visualiza-
tions until they found a country that met the first requirement, and then
check its performance across the other indicators. We also purpose-
fully chose combinations of min/max tasks to make the questions as
highly-congruent as possible [13]. However, to balance out the study
design, and to make it possible to perform the tasks using the text
alone, we added specific mentions of the possible answers in the para-
graphs corresponding to each indicator. This would require reading
through all paragraphs and memorizing how well each possible coun-
try performs across all indicators.
Procedure Upon accepting the Human Intelligence Task (HIT) on
AMT, participants were directed to an external page for the study. On
this page, they were first asked to complete a pre-study to make sure
that they had the necessary english skills to participate in our experi-
ment, and that they were willing to comply with instructions—the pre-
study was an intermediate English reading comprehension test taken
from [21]. Participants who failed the pre-study were not allowed to
continue. Those who succeeded were then asked to fill out a short,
anonymous demographic survey; were given a simulated task scenario
to consider in order to situate the fact checking activity; and were ad-
ministered the study. Before each trial, participants were instructed the
task and were invited to click on a “Display Wikipedia page” button to
display the article. This triggered a countdown, which we set to force
participants to be quick. Finally, upon completion, participants were
asked to fill out another short survey about the study.
Hypotheses We had two simple hypotheses for this experiment:
• H1.1: a majority of participants will not know that the charts are
interactive, and therefore they will not use them to complete the
trials; and
• H1.2: a majority of participants who ‘discover’ the interactivity
of the charts will use them throughout all subsequent trials, as
they are in principle more efficient.
Participants We recruited 70 participants on AMT who were re-
quired to have a 98% acceptance rate and a total of 1000 or more HITs
approved. We removed the work of 2 participants from the collected
data, as these had taken the HIT on a mobile device—such devices
do not support brush interactions, i. e., for hover interactions—but we
paid them nonetheless. This resulted in a subset of 68 participants, all
of which were native english speakers.
Coding We traced participants’ low-level activity on the external
page. First, we counted the number of brush (hover) interactions each
participant performed. However, since such indicators are often noisy,
we also counted what we refer to as decisive brushes, i. e., brush in-
teractions over bars related to the answers participants gave that lasted
more than 250 ms (so that participants had time to see their effect
on the display). For example, if a participant answered “the United
States” for the article on Income (mentioned above), we coded every
brush interaction that lasted longer than 250 ms over a bar encoding
US data as a decisive brush. Since we did not reset the display to
its original state after user interactions (with the OECD average high-
lighted and labeled), we also counted one decisive brush if the last bar
to be highlighted in a series of brush interactions that each lasted less
than 250 ms was related to the answer participants gave. Note that in
this article, when we claim participants ‘used’ the charts to find an-
swers, we mean they performed at least one decisive brush. Next, we
counted both the number of trials in which each participant performed
brush interactions and decisive brushes, and for each we coded 1 when
such interactions where performed in all subsequent trials to the one in
which the interactivity of the charts was discovered, and 0 otherwise.
Finally, we coded participants’ answers 1 when correct, 0 when the “I
don’t know” option was submitted, and −1 when incorrect.
3.1.2 Results
All the analyses and discussions in this article are based on estimation,
i. e., point estimates and effect sizes with confidence intervals (95%
CI), with respect to the concerns and recommendations in [5, 18, 19].
Point estimates and 95% CI are based on 10,000 percentile bootstrap
replicates of the statistic (in this case percentages in means) applied to
the data [15]. The proportion 95% CI are calculated using the nicely
documented VassarStats.net web-application.
We first inspected participants’ scores. As the questions and tasks
were overall quite simple, and as the default answer was “I don’t
know” (= 0), we removed all participants whose total score was be-
low or equal to 0 from further analysis, as we considered these to be
either random clickers, or people who only provided answers based on
a priori. This resulted in a subset of 59 participants.
42.4%, 95% CI [30.6%, 55%] of these participants performed at
least one brush interaction, and 28.8% [18.8%, 41.4%] performed at
least one decisive brush. Thus, 68% [48.4%, 84.3%] of participants
who performed a brush interaction also performed a decisive brush.
52% [33.5%, 69.9%] of participants who performed brush inter-
actions performed at least one in all seven trials, and 60% [40.7%,
76.6%] performed at least one brush in every subsequent trial to the
one in which they discovered the interactivity of the charts.
Finally, 58.8% [36%, 78.4%] of participants who performed de-
cisive brushes performed at least one in all seven trials, and 88.2%
[65.7%, 96.7%] performed at least one in every subsequent trial to the
one in which they first performed a decisive brush.
3.1.3 Discussion
Although admittedly we had expected that less participants would dis-
cover the interactivity of the charts, our results still confirm H1.1. We
suspect this higher number may be due to the layout of the Wikipedia
articles, as the charts were set to the right hand side of the page, next to
the scroll bar. Participants whose displays were too small to show the
whole webpage may have hovered over the charts while moving their
cursor to scroll. This is interesting though, as it could suggest that the
layout itself can be used to help people discover interactive content.
H1.2 is also confirmed, as a majority of participants who discovered
the interactivity of the charts continued to brush them throughout all
subsequent trials; and this is particularly true for participants who per-
formed decisive brushes. This seems to indicate that participants who
discovered the charts’ interactivity and understood how to use them
perceived the charts as more efficient than the text.
3.2 Experiment 2
3.2.1 Design
To extend our confirmation of H1.2, and to ensure that our task-design
did indeed make the visualizations more efficient for extracting the
necessary information, we conducted a second experiment on AMT.
The design of this experiment was identical to that of the previous,
with the exception that in trials 3, 4, and 5 (out of seven, and what-
ever the article) we removed all the textual information, and made the
visualizations much larger, laid them out on the left hand side of the
screen, and explicitly mentioned that they were interactive. This was
done to force participants to use the charts. Thus, this experiment con-
sisted of two initial trials ([1,2]) in which the charts were embedded
with text, followed by three trials ([3-5]) in which there was no text,
and completed with two final trials ([6,7]) in which the charts were
once again embedded with text. The scenario, tasks, and procedure
were kept the same as before.
Hypothesis We had four hypotheses for this experiment:
• H2.1: all participants will interact with the charts in trials [3-5];
• H2.2: a majority of participants will use the charts in trials [6,7];
• H2.3: there will be good evidence that more participants interact
with the charts in trials [6,7] than in [1,2]; and
• H2.4: as more participants should interact with the charts in tri-
als [6,7] than in [1,2], and as the charts are in principle more
efficient, there will be good evidence that participants complete
trials [6,7] faster than [1,2].
Participants We recruited 70 different participants on AMT, in order
to make sure they would not be biased by the first experiment. How-
ever, this time we only retained the work of 47 participants whose
total score was higher than 0; all were native english speakers. We
then coded the data in the same way as in Experiment 1.
3.2.2 Results
We first inspected the number of participants who interacted with the
charts in trials [1,2]. In trial 1, 12.7%, 95% CI [5.9%, 26.4%] per-
formed at least one brush interaction, and 6.4% [2.2%, 18.6%] per-
formed at least one decisive brush. In trial 2, 8.5% [3.4%, 21.3%]
performed at least one brush interaction, and 2.1% [0.4%, 12.7%] per-
formed at least one decisive brush.
We then inspected the number of participants who interacted with
the charts in trials [3-5], where no text was displayed. In trial 3,
80.5% [72.3%, 92.6%] (40/47) performed brush interactions, and
72.3% [58.2%, 83.1%] performed decisive brushes. In trial 4, 95.7%
[85.7%, 98.8%] performed brush interactions, and 78.7% [65.1%,
88%] performed decisive brushes. In trial 5, 95.7% [85.7%, 98.8%]
performed brush interactions, and 91.5% [80%, 96.6%] performed de-
cisive brushes. Out of the seven participants who did not interact with
the charts in trial 3, four discovered the interactivity in trial 4 and con-
tinued to interact with the charts in trial 5; one discovered the interac-
tivity in trial 5; one discovered the interactivity in trial 4, but oddly did
not continue to interact in trial 5; and one simply never interacted.
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Fig. 2: Participants’ progression between trials [3,5].
These last two cases made us wonder whether there may have been
a visualization literacy problem [13], since participants not only had to
interact with the charts to find the answers, but also had to know how
to search for them visually. To check for this, we inspected whether
participants showed signs of ‘progress’ through trials 3 to 5. To esti-
mate progress, we isolated participants who performed brush interac-
tions, and calculated the proportions of these who performed decisive
brushes in trials 3 and 5; we then calculated the difference between
proportions for both trials (Figure 2a). We also compared the mean
time participants spent in trials 3 and 5 (Figure 2b), as well as their
mean scores (Figure 2c).
After that, we inspected the number of participants who interacted
with the charts in trials [6,7]. In trial 6, 82.9% [69.9%, 91.1%] per-
formed brush interactions, and 70.2% [56%, 81.3%] performed de-
cisive brushes. In trial 7, 89.4% [77.4%, 95.4%] performed brush
interactions, and 72.3% [58.4%, 83.1%] performed decisive brushes.
Finally, we aggregated the results for trials [1,2] and for trials [6,7],
in order to compare what participants did before and after they were
‘forced’ to use the charts; we inspected the number of unique users
who interacted with the charts (Figure 3a), and the mean time they
spent completing the trials (Figure 3b).
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(a) Percentages of participants who hovered
at least once over one of the charts in trials
[1,2] and [6,7] with 95% CI.
Trials 1 and 2
Trials 6 and 7
15 4530 600seconds
(b) Mean time for trials [1,2] and [6,7].
Fig. 3: Comparisons of aggregated results for trials [1,2] and [6,7].
3.2.3 Discussion
Our results do not support H2.1. An important majority of partici-
pants did interact with the charts in trials 3, 4 and 5, but it seems they
needed to progressively get ‘used’ to them. Figure 2a shows some
evidence of an increase in decisive hovers between trials 3 and 5, as
the lower boundary of the 95% CI is only slightly below 0. This sug-
gests that participants needed the three trials to elaborate strategies for
finding the answers in the charts. Similarly, Figure 2b shows good
evidence of a reduction of time spent completing the trials, which sug-
gests that participants progressively became more efficient in finding
the answers in the charts. As fewer participants performed hover inter-
actions in trial 3, we hypothesize that they may have initially preferred
to avoid the charts, not necessarily because of lack of propensity to in-
teract, but because of lack of strategies for finding the answers in charts
i. e., because of low visualization literacy. If a person lacks visualiza-
tion literacy, the cost of interacting with a chart could be perceived as
greater than the benefit, since the benefit is unknown.
H2.2, H2.3, and H2.4 however, are all confirmed. This suggests
that the charts are indeed more efficient, and that given the chance
to discover their interactivity (and to elaborate effective search strate-
gies), most participants will keep using them instead of going back to
the text. Thus, we consider that participants’ lack of propensity to in-
teract with the charts is not due to an efficiency problem; and while
perceived efficiency may be an initial concern (due to low visualiza-
tion literacy), it is rapidly overcome.
3.3 Experiment 3
Finally, to ensure our results were not biased by the Wikipedia tem-
plate, we conducted a third experiment which replicated Experiment
1, but for which we removed all Wikipedia styling attributes from the
articles. This was done to check that our results were not confounded
by expectations participants may have had from Wikipedia articles.
We kept the same overall layout, scenario, tasks, and procedure.
Hypothesis We had one simple hypothesis for this study:
• H3: results will be consistent with Experiment 1, meaning that
the Wikipedia styling did not bias participants’ behavior.
Participants Once again, we recruited 70 different participants on
AMT, in order to be able to establish comparison with the results of
Experiment 1 in a between subjects design. We retained the work of
51 participants whose total score was higher than 0; all were native
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(f) Percentages of participants who pre-
formed decisive hovers in every subsequent
trial to the one in which they first performed
a decisive interaction in Experiments [1,3].
Fig. 4: Between subjects comparisons of results in Experiments [1,3].
Our analysis was exactly the same as for Experiment 1; all results
are shown in Figure 4, and are compared with those of Experiment 1
in a between subjects fashion.
3.3.2 Discussion
Although the 95% CI in Figure 4 are quite wide—which seems nor-
mal as the estimation is based on only one bit of information, i. e.,
percentages—results show no real evidence of a difference between
Experiments 1 and 3. On the contrary, they show a high similarity
(with a slight exception in Figure 4e). This confirms H3, and sug-
gests that the Wikipedia template did not bias participants’ propensity
to interact with the charts.
3.4 Initial Experiments’ Discussion
Overall, our results show that a majority of people lack initial propen-
sity to interact with charts when these are embedded with text, what-
ever the styling of the webpage. This may in part be due to visual-
ization literacy problems, but if people discover the interactivity, they
are likely to rapidly learn how to perform the necessary visual queries
for finding answers in charts. They will then continue to interact with
them, as the charts are indeed more efficient for fact-checking tasks
like the ones we created. This indicates that people can be motivated
to interact with visualizations if they are shown the possibility, and
highlights the need for suggested interactivity (at least when visual-
izations are embedded with text).
4 SUGGESTED INTERACTIVITY
In light of the work presented in Section 2, we propose the follow-
ing definition for Suggested Interactivity (SI): Suggested Interactivity
is a set of methods for indicating that a graphical area can be inter-
acted with by subtly directing a user’s attention so as not to impede too
heavily on this person’s focus or on the rest of the interface design. SI
cues are then specific graphical elements or attributes that are used for
suggesting interactivity.
While the concepts of perceived affordance and suggested interac-
tivity are similar, we make the distinction based on the fact that the
perception of affordance is generally related to design attributes of a
unique/distinct interactive graphical object (e. g., a widget), whereas SI
is related to visual cues that do not necessarily pertain to an individual
object: SI cues can be icons or text labels (i. e., external objects) placed
on top or next to an interactive area (e. g., a visualization), which can
be composed of several interactive graphical objects.
With these definitions in mind, we conducted a survey of a vari-
ety of highly interactive websites to identify how designers create and
make use of SI cues for abstract interactive features. We also sur-
veyed several standard widgets, since, as we have mentioned above,
new graphic standards tend to move away from the traditional em-
bossments and drop shadows design. From this survey, we extracted a
set of important dimensions for the design of SI cues, and constructed
the design space presented in Figure 5. Note that while we focus on SI
cues for visualizations here, this design space can be used to describe
and generate SI cues for any kind of ‘abstract’ user-interface.
4.1 Survey and Design Space
We surveyed 230 HTML5 websites listed in [7, 11, 32], 150 data-
journalism visualization websites listed in [37], and 2 of the Gapmin-
der visualizations available for download [23]. This resulted in a total
survey of 382 websites. We recorded all the different techniques used
to suggest the interactivity of the webpages, or of specific graphical
objects and areas within these (other than standard textual hyperlinks).
Some websites did not include any SI cues, and many included similar
ones. Overall, we identified 45 distinct cues, from which we extracted
the following five main dimensions:
Attractor: the object that attracts attention to the interactive area;
Animation: the state of the attractor over time—note that in some
cases the attractor is not animated;
Trigger: the event that initiates the animation;
Visual attributes: the specific visual variable(s) and/or mark(s) the
animation is applied to; and
Persistence: the ongoing display or not of the cue once the interaction
has been performed.
The attractor can either be the object of interest1, i. e., the interactive
graphical object or area itself, or an external object (e. g., an over-
laid icon or text label). Its animation, when it exists, can be staged,
i. e., a predefined on/off blink or interpolation—which is either unique
(one-shot) or looped; or dynamic, i. e., dependent on specific ‘page-
level’ user input (e. g., mousemove or mousewheel). The animation
can be triggered by a system-event (e. g., pageload), or by a user-
event (e. g., mousemove, mouseover, click, or mousewheel), and can
be applied to various visual attributes of the attractor, i. e., to visual
variables and/or to extra visual marks (similarly to hyperlinks, which
use both). The persistence of the cue then determines whether it re-
mains displayed after the intended interaction has been performed—in
some cases it is removed immediately afterwards, as it can be consid-
ered that the user has discovered the interaction and will remember it
1Note that if the attractor is the object of interest and that this object is a
unique graphical object, the Si cue can be considered a perceivable affordance.
throughout the rest of the session. Note however, that persistent SI
cues can also be temporarily hidden while the user is interacting with
the interactive graphical object or area, or while this object is in focus.
For example, the “play” button displayed on top of a video temporarily
disappears while the user is watching the content.
To illustrate these dimensions, consider a standard hyperlink (even
though we did not record these in our survey). The attractor is the
object of interest, i. e., the clickable text, to which no animation is
applied. A visual variable and an extra visual mark are used, i. e.,
color and underline. Finally, the cue is persistent, as it remains visible
after a user clicks on the link, and later comes back to the webpage.
In addition to these main dimensions, we also coded the intended
interaction, i. e., the interaction the user is invited to perform; as well
as the presence or not of feedforward, i. e., a hint to the outcome
of the interaction. Finally, although it is not directly accounted for
in our design space, we identified the distinction between icons that
incorporate animated graphics and kineticons described in Section 2.4.
In some cases, we even found combinations of both. Generally, an
attractor to which a staged or dynamic animation is applied on an extra
visual mark is an icon that incorporates animated graphics; and an
external object attractor to which a staged or dynamic animation is
applied on a visual variable is a kineticon.
Our final design space is presented in Figure 5. Due to space limita-
tions, we only reference one website per entry, but we provide a count
(in brackets) of the number of websites that use each SI cue. We only
include one row for the attractor dimension, as its levels are mutually
exclusive: black cells encode objects of interest, and white cells ex-
ternal objects. Similarly, the persistence and feedforward dimensions
are binary, so black cells indicate ‘true.’ We stress that the visual at-
tributes we coded are only the ones to which the animation is applied.
For example, an attractor may have a textual component, but if this
component is not directly subject to the animation, it is not accounted
for in our design space. Finally, we did not include mousemove in the
intended interaction dimension, as we did not find, and could not think
of any graphical object or area that simply relies on a mousemove to
be interacted with.
In the following subsection, we present several specific cases we
encountered in our survey, and discuss how these fit into our design
space (when applicable).
4.1.1 Discussion
A majority of the SI cues we found (27/45) are applied to the object
of interest; and in most cases (33/45), the type of animation is deter-
mined by what triggers it: staged animations are triggered by system-
events (26/38) and dynamic animations are triggered by user-events
(7/7). However, staged animations (12/38) can also be triggered by
user-events. This occurs when SI cues are subject to sequenced inter-
actions, i. e., predefined linear series of interactions the user is invited
to perform. Each interaction triggers the display of a new SI cue for the
subsequent interaction. We highlighted these cases using red and blue
cells. Sequences can focus on different interactive graphical objects or
areas (blue cells) or on a same graphical object (red cells).
Sequenced interactions with different graphical objects or areas
To illustrate this, suppose a user is required to click on a first graph-
ical object go1 before clicking on a second graphical object go2. On
page-load (a system-event trigger), a staged animation SI cue is ap-
plied to go1, but no cue is applied to go2. When the user identifies the
SI cue and clicks on go1 (i. e., a user-event trigger), then a new staged
animation SI cue is applied to go2. An example of this is SIcue9: the
user has to click on a ‘play’ button (go1) to reveal an SI cue applied
to a slider (go2). We found this case hard to code as a user-event trig-
gered SI cue, since the initial required interaction (performed on go1)
is unrelated to the second interactive graphical object (go2). Thus, for
simplicity we consider that any user-event that is not performed on the
‘whole page’ level (e. g., mousemove or moosewheel—yellow cells)
and that reveals an SI cue for an interactive graphical object (go2) other
than the one the user is already interacting with (go1) triggers a new
system-event (page update), which in turn triggers the animation of



















































































































































































































































































































]sequenced interaction with same feature
sequenced interaction with different feature
user event performed on the ‘whole-page’ level
Fig. 5: A design space of SI, based on our survey of 382 HTML5 and visualization websites. Due to space limitations, the table has been
transposed, so entries are columns and dimensions are rows. The count of occurrences of each SI cue is shown in brackets, and the cue names
refer to minified URLs (e. g., SIcue1 can be retried at http://tiny.cc/SIcue1). Note that several URLs direct to the same websites,
as these include multiple distinct SI cues. Finally, an interactive version of the design space with animated GIFs of each cue is available at [1].
by system-events, which is why we have projected those that do not
occur on pageload onto the system-event dimension in gray. As such,
only dynamic animations are truly triggered by a user-event (which
can occur anywhere on the page—yellow cells, with the exception of
SIcue45, which we discuss in the Mouse cursor cases below).
Missing step cases Sequenced interaction can also occur with a
same graphical object. With regard to Buxton’s three-state model of
graphical input [14], we had expected that the SI cues for such se-
quences would follow a specific order, i. e., hover first, then click, then
drag (e. g., SIcue18 then SIcue16). Standard hyperlinks do this, as they
have an initial appearance that suggests a first interaction is possible,
i. e., mouseover, and a second appearance when a user hovers them that
suggests another interaction is possible, i. e., click. However, in sev-
eral cases (e. g., SIcue4, SIcue6) the SI cues skip the initial steps, for
example inviting users directly to perform a drag interaction. While
in many cases these steps are implicit, we stress that for abstract inter-
active features, each step should be carefully considered, especially if
the SI cue is not very ‘expressive,’ i. e., if it does not explicitly indicate
what interaction is expected. For example, if a cue does not convey
the idea of dragging and is not sequenced when a user hovers or clicks
on the feature, s/he may not move on to the next step, and will not un-
derstand the purpose of the interactive graphical object. Similarly, in
some cases of sequenced interactions with different graphical objects,
we found no SI cue for the first object the user must interact with in
order to trigger the SI cue for the second object (e. g., SIcue8, SIcue9).
Mouse cursor cases In some cases, the mouse cursor itself is used
as an SI cue (e. g., SIcue45); the design of the cursor is modified to
indicate a specific interaction the user can or should perform (e. g.,
click-and-drag, with a hand icon and arrows indicating the direction in
which the content can be dragged). These cases were particularly hard
to code, as they can either be considered as inanimated (i. e., no ani-
mation) attractors, or dynamic animation attractors. Here, we decided
to code them as the latter, since obviously the mouse cursor is affected
by the user-event mousemove, but it shows an exception since the cue
is visible (or triggered) on pageload (a system-event). This kind of cue
is often used when a ‘whole page’ interaction is dependent on clicking
and dragging, like a swipe on a touch device.
Zoom widgets Another ambiguous case was found in interactive
maps with zoom-in-and-out widgets (e. g., SIcue43). These can either
be considered as standard widgets that can be directly manipulated (by
pressing on a + or − button, or by using a slider), in which case they
are not really SI cues; or as cues for suggesting a mousewheel interac-
tion, since zooming commonly relies on using the mousewheel. In our
design space, we consider these widgets as the latter, and have coded
them as external object attractors that invite users to scroll.
Combinations Sometimes, both an object of interest attractor and an
external object attractor are used simultaneously. The intended inter-
action is often a mouseover, which highlights a specific region of the
display and shows a tooltip (e. g., [17]). Such combinations are very
effective for providing feedforward. However, for the purpose of our
design space, we have separated out the individual SI cues used in
these combinations (e. g., SIcue19).
Misleading cases We encountered two cases in which SI cues were
misleading. The first was in an NY Times graphic (SIcue5) that
presents an interactive 3D map. The SI cue is a staged animation trig-
gered on pageload that scales the map (the object of interest) into view,
suggesting the possibility to zoom in and out. However, no mouse-
wheel interaction is implemented for this purpose; only a click-and-
drag is possible, but it only rotates the map in 3D space. The second
was in another NYTimes graphic (SIcue7) that presents what seems
to be a slider. The SI cue is a staged animation triggered on pageload
that moves the slider thumb to a specific location, suggesting the pos-
sibility to click-and-drag it. However, the interactive area is actually a
series of buttons which only allow for clicking; this SI cue provides a
false idea of a continuous scale.
Edge cases Finally, we encountered two edge cases, which required
careful consideration for integration in our design space. The first was
buttons, which like the zoom widgets discussed above, can either be
considered as standard widgets, or as external object attractors. We
consider that when the intended interaction can be performed in a re-
gion beneath or around a button (like in the case of a “play” button on
top of a video where a user can click anywhere on the video frame to
play the content), then the button is an external object attractor (e. g.,
SIcue42). However, if the button requires clicking on directly to trig-
ger something, then it is a widget, and we do not included it in our
design space. The second edge case was found in [39], and is diffi-
cult to classify as an SI cue, as it relates to the layout of the interac-
tive elements on the page. The interactive features on this webpage
are quite large and centered horizontally below the page-fold so that
users, while scrolling with the mousewheel, accidentally end up hov-
ering the features; this then triggers another SI cue inviting users to
click (SIcue11), creating a sequenced interaction with the same fea-
ture. Interestingly, this example can be related to the hypothesis we
formulated at the end of Experiment 1 (see Section 3.1.3), in which
we supposed that the layout of features could be used to help discover
interactions. However, we consider this layout dimension outside of
our present scope, as it only relates to very specific edge cases.
4.2 Design Considerations for Visualizations
From this design space, we derived several considerations to opera-
tionalize the creation of SI cues for visualizations. While such low-
level deconstructions are useful for describing existing designs, we
find they are often too complex when it comes to creating new ones.
As we are interested in suggesting the interactivity of charts embedded
with text, we propose it is possible to use either the visualization itself
as an attractor, i. e., the object of interest, or an overlaid icon, i. e., an
external object. In this subsection, we discuss our considerations, and
introduce several metaphors which we believe may assist designers.
4.2.1 Visualizations as attractors
Setting the visualization as the attractor limits the possible visual at-
tributes and animations that can be used. Indeed, visualizations al-
ready depend on visual marks and variables to encode data, so those
used for the SI cue should not overlap or interfere. In the case of an
inanimated visualization (i. e., an object of interest attractor with no
animation), simply playing with free visual attributes [34] should be
avoided, as this could be considered more a stylistic choice than an in-
vitation to interact. For example, using a red hue instead of a blue hue
for a bar chart is unlikely to be more effective for suggesting interac-
tivity. Thus, using the visualization as the attractor requires applying
a staged or a dynamic animation.
For staged animations, we propose the metaphor of organic motion,
which consists in small repetitive animations, simulating the motion
of organic processes to which we are “intimately familiar” [29]. Or-
ganic motions range from a heart beat to a timelapse of a blossoming
flower. For dynamic animations, we propose the metaphor of attrac-
tive motion, which can consist of orienting, squeezing, or stretching
a visualization, depending on how far the mouse cursor is from it. A
typical example is SIcue24. Attractive motions range from a cat’s head
following the trajectory of a moth, to the orientation of a sunflower ac-
cording to the sun, or of a metallic object attracted to a magnet. These
different motions can be applied to any visual attribute of the visu-
alization, and can be persistent or not—although we do recommend
stopping the animation when the user is interacting with the visualiza-
tion, as this can be distracting and annoying.
4.2.2 Icons as attractors
External object attractors are generally icons, which may or may not
be accompanied by text. These can be animated or not.
Inspired by Baecker et al.’s considerations [8], we identify three
kinds of icons: focal icons, identifier icons, and demonstrator icons.
The first two generally use no animation, while the third uses staged
animations. A focal icon is an icon displayed on top of a multimedia
artifact like a video. When the artifact is ‘out of focus,’ i.e., when the
user is not interacting with it, the icon is shown. When the artifact is
‘in focus,’ the icon is removed. A typical example is the “play” but-
ton displayed on top of a video (e. g., SIcue42). An identifier icon is
usually an icon displayed next to an interactive feature with a textual
label indicating what should be done (e. g., “navigate years” in [22]—
SIcue40). However, identifier icons can also be used to replace the
mouse cursor, in which case they are dynamically animated (as dis-
cussed in the Mouse cursor cases in Section 4.1.1). Finally, demon-
strator icons are generally icons that incorporate animated graphics or
kineticons (see Section 2.4); they show the user what to do in tutorial-
like fashion (e. g., SIcue31).
5 TESTING THREE SI CUES APPLIED TO BAR CHARTS
To make an initial assessment of the effectiveness of SI cues applied
to bar charts embedded with text, we generated a series of examples
(available at [12]) and we tested the three we believe to be most repre-
sentative of the diversity of our design space in a follow-up of Exper-
iment 1. The first cue (SI1) we tested uses the object of interest (i. e.,
the visualization) as the attractor; the second (SI2) uses an external ob-
ject attractor; and the third (SI3) uses a combination of both to provide
feedforward (as is done in [17]—see paragraph on Combinations). In
this section, we first describe the design of these cues and present their
evaluation. We then provide some initial recommendations for design.
Note that while it should prove interesting to test the full spectrum of
variations that can be generated from our design space to see which
are most effective, here we simply intend to assess whether SI cues
actually have an effect on users’ propensity to interact with charts.
5.1 Three SI Cue Designs
SI1 uses the visualization as the attractor and applies an organic motion
to it (see [2]). We simulated a heart beat that first slowly stretches
out, then bounces back into its original state. This staged animation
is looped, triggered on pageload, and applied to the width of the bar
chart. The cue is not persistent, i. e., it is removed as soon as the chart
is hovered over.
SI2 uses a focal icon as the attractor (see [3]). This respects the
considerations mentioned in Section 4.2.2, and shows an open hand to
suggest manipulation. The cue is persistent, as it is displayed again
when the visualization is ‘out of focus.’
Finally, SI3 uses both the visualization and a demonstrator icon as
attractors (see [4]). For the visualization, we sequentially highlighted
different bars using a looped blink animation. For the demonstrator
icon, we mimicked a black pointer cursor to which we applied a looped
staged animation to its horizontal position, simulating a brushing in-
teraction. We also added an extra textual mark, i. e., the label for the
highlighted bar, to provide feedforward. This way, users have a sense




To assess the effectiveness of these SI cues, we conducted a follow-up
study on AMT. We reproduced Experiment 1 three times, respectively
applying SI1, SI2, and SI3 to the bar charts. We then used the results
of Experiment 1 as a baseline for comparison.
Three groups were tested, each with one of the SI cues, in a between
subjects design. Group 1 (G1) was assigned SI1, Group 2 (G2) was
assigned SI2, and Group 3 (G3) was assigned SI3. The scenario, tasks,
and procedure were kept exactly the same as in Experiment 1.
Hypotheses We had the same simple hypothesis for each group:
• H4: participants perform more brush interactions and decisive
brushes when an SI cue is applied to the charts.
Participants For each group, we recruited 40 different participants,
making sure they had not participated in our initial studies. We re-
tained the work of 33 participants in G1 whose total score was higher
than 0; of 35 in G2; and of 40 in G3 (this was the only group in which
all scores were above 0). All participants were native english speakers.
We then coded the data in the same way as in our initial experiments.
5.2.2 Results
For each group, we calculated the difference between proportions of
participants who performed brush interactions in this experiment and
in Experiment 1; we did the same for decisive brushes. Results are
shown in Figures 6, 7, and 8 (for each group, respectively).
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(a) Difference between proportions of par-
ticipants who performed brush interactions
in Experiments 1 and 4 G1 with 95% CI.
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(b) Difference between proportions of par-
ticipants who performed decisive brushes in
Experiments 1 and 4 G1.
Fig. 6: Results for G1.
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(a) Difference between proportions of par-
ticipants who performed brush interactions
in Experiments 1 and 4 G2.
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(b) Difference between proportions of par-
ticipants who performed decisive brushes in
Experiments 1 and 4 G2.
Fig. 7: Results for G2.
20 40 8060 1000%
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(b) Difference between proportions of par-
ticipants who performed decisive brushes in
Experiments 1 and 4 G3.
Fig. 8: Results for G3.
5.2.3 Discussion
Our results do not support H4 for G1 and G2. The fact that the 95%
CI are well below 0 shows no evidence that adding SI1 and SI2 to the
charts enticed more users to interact, or for that matter to use the charts
for finding the answers (Figures 6 and 7). However, H4 is confirmed
for G3: SI3 successfully incited more participants to interact, and to
perform decisive brushes (Figure 8). We hypothesize that the success
of SI3 is due to the fact that it provided feedforward. As shown in
Experiment 2, people may need a short amount of time to learn how
to use the charts, and we believe the feedforward helped them identify
the benefit of interacting with the charts. However, it should be noted
that this was ‘heavy’ design, as it required a combination two SI cues:
one applied to the object of interest, and one applied to an external
object attractor.
5.3 Initial Recommendations for Design
Overall, it seems that providing SI is necessary, especially when vi-
sualizations are designed for online audiences who may not be ac-
customed to the interactivity or different interaction techniques infor-
mation visualizations may provide. While we have focused here on
visualizations embedded with text, we strongly believe the same ap-
plies to other ‘independent’ online visualization applications. More
people may expect these to be interactive, but there are no real con-
ventions that can help them identify what can be done, i. e., how to
interact with the display; and interactions with visualizations are gen-
erally more advanced than those required for other web-based media.
Note that in our experiments, participants were only expected to dis-
cover a hover interaction, which can be considered as the simplest kind
of interactions—as it can be performed ‘involuntarily’—and even this
was problematic.
Concerning design, while our results are only preliminary, we have
found that our more subtle cues (e. g., SI1 and SI2) were unhelpful,
so similarly to hyperlinks, we believe a somewhat ‘heavy’ approach
is necessary (e. g., SI3). External object attractor SI cues can be com-
bined with object of interest SI cues to provide feedforward, which
can show a user what s/he can or should do with a visualization. A
simple way of implementing such cues could be to create situated an-
imated GIFs on the webpage (as done in [45]). However, we stress
that this is not an immuable guideline: more work is needed on the
evaluation of SI cues applied to visualizations. This could reveal that
other/more subtle techniques and/or adjustments may be just as effec-
tive. For example, our initial experiments have led us to consider that
for simple hover interactions, the position of the visualization in the
webpage might have an effect. This should be properly tested.
Finally, it is still unclear how much interaction can or should be
suggested. As a broader guideline, we encourage designers to aim for
simple yet effective interaction techniques (e. g., to implement com-
plex infovis interaction techniques using only the array of standard
interactions people usually perform on the web), as the current levels
of interaction literacy and/or propensity seem generally low.
6 CONCLUSION & FUTURE WORK
In this article, we have shown that most people lack initial propensity
to interact with visualization when these are embedded with text. To
address this issue, we have introduced the concept of Suggested Inter-
activity, and have presented a survey of 382 HTML5 and visualization
websites, in which we identified 45 distinct cues used to suggest the in-
teractivity of abstract features. From this survey, we extracted a set of
important dimensions for the design of SI cues, and have constructed
a design space. We have then evaluated the benefit of using three rep-
resentative SI cues for visualizations embedded with text, and have
shown that an SI cue that provides feedforward can successfully entice
more users to interact with charts. Our results also suggest that while
certain people may lack initial visualization literacy, this problem can
be rapidly overcome when questions and charts are highly-congruent.
We see four main avenues for future work on SI. The first concerns
extending our evaluation of SI cues to establish whether other/more
subtle cues can be as effective as SI3. The second concerns testing the
cues we designed with different tasks. Those used in this article were
very specific and focused, i. e., fact-checking tasks. We intend to con-
tinue exploring the effectiveness of our SI cues for more open-ended
tasks. The third concerns using SI cues for more complex visualiza-
tions, which are not embedded in text. While most visualizations still
rely on widgets to perform dynamic queries, many now also propose
direct manipulation techniques which are applied to the visual rep-
resentation itself. These interactions need to be suggested to users,
and we believe SI can be an effective means for doing so. Finally,
the fourth concerns extending our design space by evaluating the ‘ex-
pressiveness’ of cues, i. e., how well they communicate the intended
interaction to a user. This will require a more qualitative approach.
Ultimately, we consider the need for SI may simply be a ‘transition’
phase: animated icons were necessary for a time in graphical user-
interfaces, but have now mostly disappeared as users have become
accustomed with such designs. Nevertheless, we believe it is important
to guide users through this transition phase to accelerate the adoption
of information visualization for the people.
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