This paper investigates the most accent-sensitive words for Malaysian English (MalE) speakers in multi-resolution 13 Mel-frequency cepstral coefficients. A text-independent accent system was implemented using different numbers of Mel-filters to determine the optimal settings for this database. Then, text-dependent accent systems were developed to rank the most accent-sensitive words for MalE speakers according to the classification rates. Prior work has also been conducted to test the significance of the wordlist for both gender and accent factors, and to investigate any interaction between these two factors. Experimental results show that male speakers have a higher intensity of accent effects compared with female speakers by 3.91% on text-independent and 3.47% on text-dependent tasks. Another finding has proven that by selecting appropriate words that carry severe accent markers could improve the task of speaker accent classification. An improvement of at most 8.45% and 8.91% was achieved on the male and female datasets, respectively, following vocabulary selection.
INTRODUCTION
Nowadays, speech mining has become an interesting subject in human-machine interaction and communication systems. It carries abundant information that can be used to analyze human characteristics, such as gender, age, emotion, health state, and so forth. Accent, without exception, is one of the important traits in human biometrics, which is termed as voiceprint in speaker recognition systems. Accent is defined as a systematic variation in pronunciation patterns due to the ethno-linguistic and cultural background of a speaker. Malaysian English (MalE) is colored by different pronunciations because it is influenced by various ethnic groups (Nair Venugopal, 2000) within the country, which complicates the structure in comparison with native English pronunciations such as British English.
Through our recording observations, some voiced sounds like /z/ sometimes was sounded unvoiced or was substituted with the voiced /ʤ/ by the Malaysian Chinese such as in the word zero spelt as /zɪə.rəʊ/ using the International Phonetic Alphabet symbols. In the word bottom spelt as /ˈbɒt. ə m/, the Malays tend to unaspirate the voiceless alveolar plosive /t/ and substitute it with the glotal stop /ʔ/, whereas the
METHODOLOGY

Speech Database
Several recording sessions were conducted to elicit speech from MalE speakers of three main ethnic group: Malays, Chinese, and Indians. The tasks consisted of three sections. Section A comprised 52 isolated words that were properly selected from currently popular accent databases, such as the CU-Accent Corpus (Arslan and Hansen, 1996; Hansen et. al., 2010) from the University of Texas in Dallas, the Speech Accent Archive (Weinberger, 2011) from George Mason University, and Speech Under Simulated and Actual Stress from Duke University. Section B comprised 17 sentences, formulated by our research group, which consisted of the aforementioned accent-sensitive wordlist in Section A. Finally, Section C utilized the Stella paragraph available at the Speech Accent Archive website. However, for the analysis purposes of this paper, only 18 isolated words selected perceptually from Section A were taken for this study. Table 1 presents the wordlist that was utilized. Table 2 describes the details of the portion of the MalE database (developed by Intelligent Signal Processing group at the University Malaysia Perlis) used in this work. Female  22  1980  Total  36  3420  Chinese  Male  19  1705  Female  15  1350  Total  34  3055  Indian  Male  13  1170  Female  12  1080  Total  25  2250  Total  Male  48  4315  Female  49  4410  Total  97  8725 Each word was repeated five times by each speaker to increase the number of samples per speaker, to increase precision, and to provide an estimate of the experimental error per word and per speaker. This collection of utterances amounted to 8725 speech samples recorded from 97 volunteers. The speakers originated from various regions of the country and as such, they were influenced by the regional accents. Subjects were postgraduate students of the Universiti Malaysia Perlis aged between 18 and 30 years old. The recording was carried out in a semi-anechoic acoustic chamber using a handheld condenser, supercardioid and unidirectional microphone using a laptop computer sound card and the MATLAB program. The recorded background noise level in the room was 22 dB. The sampling rate and bit resolution were set to 16 kHz and 16 bps for normal high quality, as used in automatic speech recognition applications.
Extraction of Mel-frequency Cepstral Coefficients
A block diagram showing the steps involved in extracting the MFCC is depicted in Figure 1 . The working principle of the MFCC processor is based on a set of filter banks constructed from several bandpass filters, in the form of triangular-shaped window functions (Davis and Mermelstein, 1980) . Filters are spaced uniformly on a perceptually motivated scale. The bandwidths are set so that 50% overlap with each other or a drop of half the power is laid on the middle point between the centers of adjacent filters. The center frequencies in Hz are mapped from the Mel scale; the known variation of the human ear's critical bandwidths with frequency. The mapping formulas are shown in Eq. (1) (Picone, 1993) .
where f mel and f are the Mel and linear frequencies, respectively. In this experiment, Mel-filters were designed based on the frequency range spanned by the filter banks, i.e., start and stop frequencies, FFT window length, the number of filters, N FB , and the lower, center and upper frequencies. The latter three parameters were determined from the chosen sampling frequency and the number of filters. The increment step in the Mel scale can be calculated using Eq. (2), as in Plannerer (2004) . mel(max) , and N FB are the Mel step size, maximum Mel-frequency, and the number of Mel-filters in the filter bank, respectively.
The linearly spaced Mel-frequencies are converted to linear frequencies using Eq. (1), such that both scales are related almost linearly below 1 kHz, otherwise related logarithmically above 1 kHz. Figure 2 illustrates this mapping function. Figure 3 shows the resulting triangular filter banks residing on the linear frequency scale using an N FB of 20. They are densely located for low frequencies, but sparsely located for higher frequencies. This infers that filtering using the Mel scale has emphasized the lower frequency components that are more important in speech analysis. The cepstral coefficients of the Mel-scale filter banks (Chew et al., 2011) can be computed, as by Eq. (3), by summing all the products of the fourier-transform-derived log-energy output of individual bandpass filters and discrete cosine transforms (DCT).
where variables C(.) and E(.) represent the m th cepstral coefficient (cepstrum) and the k th log-energy, respectively. N is the number of filters in the filter banks and the number of the cepstrum is taken in the following order: i.e., m=1, 2, 3, …, M. As the DCT performs the second frequency transform, the resulting new domain is a time-like domain called the frequency domain and the spectrum has become the cepstrum. The lower order cepstrum represents the slowly varying part of the spectrum, and spikes in the series correspond to the harmonic series of the vocal folds (Rosell, 2006) . Normally, a few lower order coefficients are taken to represent the vocal tract shape, leaving out the pitch property of the speech signal. 
Algorithm for MFCC Feature Extraction
Below is the formulated algorithm to explain the procedure of the MFCC extraction from the short-time windowed frames of the recorded acoustic signals.
Step 1: The sampled speech data are initially zero-adjusted to remove a DC bias during recording and to pre-emphasize using first-order FIR with a preemphasis parameter of 15/16 to compensate the attenuation in the spectral energy by approximately 6dB/octave.
Step 2: Frame-block the word samples into short time frames of 512 data points with 256 overlapping points and apply Hamming windows to the frames.
Step 3: Compute the spectrum from the pre-processed frames using FFT algorithm.
Step 4: In the frequency domain, sample each region of spectrum of interest by triangular-shaped windows, which are centered linearly in the Mel-scale, as in Eq. (1), using Mel-scale warped filters, as shown in Figure 3 .
Step 5: Calculate the log of the spectral energy from the outputs of the Mel-filter banks resulted from
Step 4.
Step 6: For each frame, compute the cepstral coefficients by applying DCT to all log-spectrum energies using Eq. (3). Take average values of the frames to form the feature vector.
Step 7: Repeat Steps 1 to 6 for the other samples in the data collection and form a matrix of feature vectors (database) and assign class attributes to each pattern.
Factorial Design for Accent-and Gender-sensitive Words
This design of experiment (DOE) includes the simultaneous effects of multiple independent variables (factors) on a single dependent variable (response). Through this DOE, not only can the main effect of a single factor be studied, but also their interaction, if any. If significant interaction effects exist, the main effects have little practical meaning and therefore, they cannot be dropped as influential factors regardless of their significance. It is required that at least each factor must have two levels and the treatments consist of the combinations of these levels. The number of runs required for each replicate is the product of the number of levels of all factors. In this paper, the effects of gender and accent on the extracted MFCC of acoustic signals (speech recordings) at different orders were investigated. The design of the study is specified in Table 3 . Figure 4 shows the arrangement of completely randomized design (CRD) for a 2-factor factorial design. Factor A (Gender) has a = 2 levels, factor B (Accent) has b = 3 levels, and n = 5 replicates. Each replication set contains all possible factor level combinations or treatments. The observations (values of the response variable) are defined as k ijm S where k is the MFCC-order of k = 1, 2, 3, …, 13. The standard order will be randomized using CRD before taking any reading of the response variable. Figure 5 shows the sequence of standard order in each cell combination associated with k ijm S , as in Figure 4 . 1, 7, 13, 19, 25 2, 8, 14, 20, 26 3, 9, 15, 21, 27 4, 10, 16, 22, 28 5, 11, 17, 23, 29 6, 12, 18, 24, 30 Factor B ( The hypotheses were made in testing the equality of means for different levels of factors on the MFCC scores using ANOVA, based on the following statistical (effects) model in Eq. (4). The hypotheses are given in Eq. (5).
where S(.) is the statistical model for each MFCC-order,  is an overall mean,  i is the effect of the i th level of the row factor A,  j is the effect of the j th column of column factor B, () ij is the interaction between  i and  j , a random error term is defined as  ijm , and the subscript m indicates the replication index. 0 τ one least at : v.s. 0 τ τ :
K-nearest Neighbors Algorithm
The K-nearest neighbors (KNN) prediction of an unknown pattern, i.e., query instance, is based on a very simple majority vote of the categories or classes of the nearest neighbors in the training space. The underlying principle is based on minimum distances from the unlabeled sample to the training samples to determine the nearest Kneighbors. Euclidean distance is one of the popular methods used. This distance calculation from one sample or pattern in the testing dataset, which contains the unknown patterns, to one of the samples in the training dataset with known class labels, is expressed in Eq. (6).
where x i (.) and x j (.) are exemplars of the training and the testing datasets in the m th feature dimension, i.e., m=1, 2, …, M. The next step is to locate the class number to the unlabeled pattern based on the majority vote (Tsang-Long et al., 2007) by simply summing up the class labels, assigned as c(x i )where x i is the class label of the selected NK(x j ). The cardinality of NK(x j ) is equal to K. Then, the subset of NN within the class set of l{1,2,…L} is expressed mathematically as in Eq. (7).
Thus, the classification result l  using majority vote is expressed mathematically as in Eq. (8).
The algorithm on how KNN works (Teknomo, 2011) is summarized as a flowchart in Figure 6 . Normally, the K-parameter is determined by regression analysis. In general, it is chosen not to be a multiple integer of the number of classes, L. 
RESULTS AND DISCUSSION
This section starts with the various designs of Mel-filter banks for the optimum setting of feature extraction. Next, prior works on establishing the appropriate wordlist selection for accent-sensitive words and investigations of the interaction between accent and gender factors, which are important for reducing the within group variability (inhomogeneous data), using factorial design and analysis of variance (ANOVA) to test the hypotheses are discussed. Rigorous analysis using several attempts of text-independent and text-dependent MFCC-based accent classifier using the KNN model are reported here.
Mel-filter Banks Design
In order to investigate the effect of Mel-frequency scale resolution, the number of filters was varied from 40 to 10, in steps of 5, in order to obtain an optimum setting for this task. Table 4 tabulates the specifications of varying the number of filters N FB in experimenting with different Mel resolutions. As there is little information below 150 Hz and above 6800 Hz for clean speech, for each design, some of the low-and highends of the filter banks were discarded in order to gain a twofold advantage, namely by getting rid of the 50-Hz hum from the AC power supply and by reducing the computational time. 
Analysis of Factorial Design on Accent-sensitive Words
The analysis was partitioned into 18 different types of words uttered by 5 speakers (replicates), in order to identify words that are sensitive to accent and gender, and to establish the existence of interaction between these two factors. This prior work would establish a method to select the appropriate wordlist for accent classification and act as a basis to partition or not the overall experiments into different genders. Appendix A (A1-A4) shows the results of the ANOVA based on the statistical effects model and hypotheses given in Eqs. (4) and (5) for MFCC order k = 1 to 13. This number of coefficients has been used commonly in the past literature. For the purpose of factorial design, the number of filters N FB was fixed at 30 as a control parameter. A summary of significant results of individual isolated words across each MFCC-order for accent factor is given in Table 5 . The results of the interaction effect between gender and accent, as can be seen from Appendix A (A1-A4) are discussed. Out of the 18 words, only Target did not show any significant interaction effect at p < 0.1 for all MFCC orders. The others showed significant interaction effect at p < 0.1, for instance: Destination, Girl, Pleasure, Time, and Zero at k = 1, respectively; Aluminum, Bottom, Boy, Brother, Communication, Stella, and Student at k = 4, respectively; and Better, Thirty, Would, Station, and Bringing at k = 2, 3, 6, 9, and 10. These results suggest that because the interaction effects for these wordlists were significant, the classification problem of accent should be partitioned into male and female. Table 5 tabulates all the significant results for the main effects of accent factor at p < 0.1. The word Better has the greatest number of MFCC orders, which were found significant at p < 0.1. The lowest gains were recorded for the words Brother and Destination. On the other hand, across the wordlist, the 12 th -order MFCC has shown the highest number of words that were significant, whereas the10 th -order MFCC showed the least significant result, and the 8 th -order MFCC has none that are significant across the wordlist. It was found that all words should be used in the next experiment, because the result has determined significance on the accent effect at the single order of MFCC. Table 5 . Summary of significant results of individual isolated words across MFCCorder for accent factor. Figure 7 shows the factorial plots of the main effects and interaction effects of the word Bottom on the 5 th -order MFCC and the word Aluminum on the 12 th -order MFCC. It can be seen that both normality plots of residuals were normal in Figure 7 (a) and (b); hence, the assumption of normality was not violated for ANOVA. For Bottom with the 5 th -order MFCC, the interaction effect of gender and accent was significant, shown by the non-parallel plots in Figure 7 (d) between the Chinese and Indian accents for different levels of gender. However, only the main effect of accent was significant as in Figure 7 (c). For Aluminum with the 12 th -order MFCC, the interaction effect between the factors was not significant, as is shown by Figure 7 (f), because the difference in the response between the levels of accent was the same at all levels of gender. Here also, the main effect of gender was insignificant at p < 0.1, unlike the main effect of accent.
Isolated Word (IW)
Significance of mean difference (p < 0.1) of the accent factor for each MFCC order Figure 7 . Normal plots of residual and factorial plots of main effects and interaction effects for the word Aluminum on 12 th -order MFCC and the word Bottom on 5 th -order MFCC.
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Malaysian English Accent Classification
The KNN, as explained in the Methodology section, was used to model this system using varying numbers of K-parameter from 1 to 10. An independent test sample technique was implemented to evaluate the performance of this accent system using the parameterized 13-MFCC input features. The total database was reshuffled, randomized and partitioned into 70% as the training dataset and the remaining 30% of unseen data as the test dataset, separately for male and female datasets, owing to the existence of significant interaction between gender and accent, as found in the previous sub-section.
The performance was measured using classification rates (CRs) of correctly classified samples. All results reported in this paper were iterated and averaged over 10 trials.
Performance of Text-independent with Different Mel-filter Banks
For selecting optimal filters, 13-MFCC were derived from different number of Melfilter banks, N FB as in Table 4 . The overall CRs resulting from using different N FB are tabulated in Table 6 . Only the results at K = 2 are recorded here. In general, both male and female datasets show an increase in CRs at higher numbers of N FB with the highest CRs of the male and female speakers with an N FB of 40 and 30 filters, respectively. It can be concluded that the choice of N FB influenced the system performance. Using a smaller number of filters, such as N FB < 20, would give too coarse resolution. For textindependent accent classification, the vocabulary set consisted of 18 words, as shown in Table 1 . Next, the performance for the entire tests for different values of K-parameter, which were run over 10 trials each, is plotted in Figure 8 (a) and (b) for the male and female speakers, respectively. Overall, the performance degraded at increasing K-value with K = 1 or 2 observed to be the best settings for this database. It seemed that much accent information has been lost when using the lower resolution of Mel-filter banks of N FB = 10 and 15. The performance of text-independent accent classification for the male speakers was better than that of the female speakers by 3.91% at the highest recorded CRs of both. 
Performance of Text-dependent with Fixed Mel-filter Banks
For testing the intensity of accent-sensitive words, N FB was fixed at 40 and 30 filters for the male and female datasets, respectively, as obtained from the previous experiments. For text-dependent accent classification, the vocabulary set consisted of single word, speaker independent, trained and tested separately using KNN by varying K = 1 to 10. The best results were taken for plotting, which occurred only at K = 1 or 2. Figure 9 (a) and (b) shows the bar chart rankings of the highest to lowest accent-sensitive words. It was found that different genders experienced different intensity of accent detection and different ranking of most accent-sensitive words. For example, the first five most accent-sensitive words for the male speakers were aluminum, bringing, better, zero, and bottom; whereas for the female speakers they were target, destination, would, bottom, and girl. Figure 9 (a) shows a larger difference in the CRs of 13.1% between the two extreme values, whereas Figure 9 (b) shows a smaller difference in the CRs of 8.5% between the two extreme values. Most of the words in the middle ranking shared similar results for the female dataset. However, the male dataset exhibited noticeable differences. On the highest word rate, the male speakers outperformed the female speakers by the CR of 3.47%. 
(b) Figure 9 . Vocabulary ranking in terms of accent accuracy rates for: (a) male speakers, and (b) female speakers using the KNN classifier and independent test samples with a partition of 70% training and 30% test.
CONCLUSION
This paper has presented a study of accent-sensitive words in the MFCC-based feature vector space and Mel-frequency resolution analysis using different numbers of filters. Prior work to establish the appropriate wordlist selection for accent-sensitive words and the investigation of the interaction between accent and gender factors was conducted using factorial design and ANOVA to test the hypotheses. Both text-independent and text-dependent accent classification were implemented using the KNN classification algorithm and the performances of the system were evaluated using the independent test samples technique. The best overall accuracy rates of 87.97% and 84.66% were obtained using 40 and 30 filters, respectively, for the male and female datasets for textindependent accent system, which included all the words that were determined significant to accent from the earlier ANOVA tests. Following this, text-dependent systems on individual isolated words were conducted to rank accent-sensitive words according to gender. It was found that the male speakers demonstrated higher intensity of accent effects compared with the female speakers, by 3.91% on text-independent tasks and by 3.47% on text-dependent tasks on the selected best results. From the experiments conducted, it was proven that selecting appropriate words that carry severe accent markers works satisfactorily in the task of speaker accent classification. The improvement was made by at most 8.45% and 8.91%, respectively for the male and female datasets, following vocabulary selection. 
