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By analyzing vortex lattices, re-entrant Cooper pairing and Fulde-Ferrell-Larkin-Ovchinnikov
(FFLO) states in a single theoretical framework we explore how vortices and spin textures join
to protect superconductivity against large magnetic fields. We use a rapidly rotating ultra-cold gas
of fermionic atoms near unitarity as a model system amenable to experimental exploration, and
discover a hierarchy of spin-polarized and FFLO phases in which a metal or a band-insulator of
unpaired particles coexists with a spatially modulated superfluid hosting a vortex lattice. Quantum
fluctuations can transform these phases into strongly correlated “vortex liquid” metals and insula-
tors respectively. We argue that vortex lattices significantly enhance the stability of FFLO states
and discuss prospects for observing these states in cold atom experiments.
I. INTRODUCTION
Theoretically anticipated mechanisms for the survival
of superconductivity in large magnetic fields include vor-
tex lattice formation [1], re-entrant superconductivity
(pairing of Landau-localized electrons well above Hc2)
[2–4], and FFLO states (partial yielding to Zeeman effect
involving spontaneous spatial modulations) [5, 6]. How-
ever, only the first mechanism has been unambiguously
observed in nature [7], and we are fortunate that a new
frontier has been opened in atomic physics to observe and
study these phenomena.
Remarkable tunability and qualitative similarities to
electronic systems make trapped ultra-cold alkali atoms
ideal for exploring a wide range of phenomena related
to superconductivity [8]. The orbital effect of magnetic
field on electrons can be simulated by rotating atomic
clouds, allowing Coriolis forces in the rotating frame to
produce quantized vortices or quantum Hall effect. Para-
magnetic or Zeeman effect can be simulated by trapping
unequal numbers of atoms in the two lowest-energy hy-
perfine states, which have the same dynamics as elec-
tron spin and will be referred to as “spin” in this paper.
The Zeeman and orbital effects can be independently con-
trolled in cold atoms. The strength of attractive interac-
tions between atoms, responsible for superfluidity, is also
easily tuned using Feshbach resonances.
The competition between superfluidity and Zeeman
effect is usually resolved by forming either an unpolar-
ized superfluid of Cooper pairs, or a spin-polarized nor-
mal state [9–12]. The elusive FFLO state is a com-
promise in which spatially alternating superfluidity and
spin-polarization coexist. FFLO states have been studied
both in high energy and condensed matter physics [13].
Three-dimensional [14–16] and two-dimensional [17–22]
FFLO states have been analyzed in superconductors,
heavy-fermion metals and cold atom gases. This work
is partially motivated by the search for FFLO states in
layered materials with tilted magnetic field.
In this paper we examine the relationship between
FFLO phenomena, re-entrant superfluidity, integer quan-
tum Hall states and strongly correlated insulators of gen-
eral interest in unconventional superconductivity, using
a previously unexplored rotating cold-atom perspective
(for a review of past research, mostly on rotating bosons
or three-dimensional fermionic systems, see Ref.[23] and
references therein). We determine superfluid order para-
meter by minimizing free energy of rotated fermions in
two dimensions near unitarity. This reveals the first or-
der transitions expected from Zeeman effect and provides
detailed insight into quasiparticle spectra. We present a
rich zero-temperature phase diagram of competing states
in the background of quantum Hall effect, which is be-
yond reach of earlier studies based on pairing instability.
We also discuss manifestations of this phase diagram in
hypothetical time-of-flight experiments, which take form
analogous to “quantum oscillations” in condensed matter
systems (periodicity of various quantities due to Landau
quantization of the quasiparticle density of states, such
as Shubnikov - de Hass effect).
The quantitative applicability of the following univer-
sal theory to ultra-cold fermionic atoms near the Fesh-
bach resonance stems from the unitarity limit [24]. The
scattering length of two-body interactions diverges at the
resonance, so that the microscopic details of interactions
become irrelevant and all properties of the many-body
system become functions of only dimensionless ratios of
externally controlled parameters. Such scaling laws are
protected inside all superfluid phases, but may break
down due to rotation in two dimensions when strongly
correlated “vortex liquid” states are formed [25].
Most results of this paper are derived from a
Bogoliubov-de Gennes (BdG) model which arises as a
saddle-point (or mean-field) approximation in the quan-
tum field theory of neutral fermionic particles near uni-
tarity (written in section IV and discussed in Ref.[25]).
This approximation becomes quantitatively accurate far
from the Feshbach resonance in the BCS (Bardeen,
Cooper, Schrieffer) limit, and more so at larger densi-
ties, but remains extremely useful even in the numerically
accessible regimes for elucidating various qualitative fea-
tures which may be observed in experiments. Rotation at
angular velocity ω is described by a static gauge fieldA in
2the rotating frame which satisfies∇×A = 2mωzˆ, where
m is atomic mass. We assume that centrifugal forces
are almost exactly cancelled by the potential which traps
atoms. This automatically puts us in the deep quan-
tum limit because the trapped gas expands to a state
with very low density. We will work in grand-canonical
ensemble and control particle densities by chemical po-
tential µ and Zeeman field h, which is the best choice
for predicting observable “quantum oscillations” despite
the direct experimental control of particle numbers. Af-
ter presenting the qualitative pairing phase diagram and
analyzing experimental prospects, we provide technical
details of calculations and discuss the effects of quantum
fluctuations.
II. PAIRING PHASE DIAGRAM:
SPIN-POLARIZED VORTEX LATTICES
In the absence of interactions all atoms would be local-
ized in their Landau orbitals created by Coriolis forces in
the rotating frame. Such localization facilitates Cooper
pairing and allows re-entrant superfluidity to occur even
in the deep quantum limit at arbitrarily high rotation
rates [2–4]. Saddle-point approximation regards the su-
perfluid as a macroscopic condensate of Cooper pairs into
a single state given by the order parameter function:
Φ(r) =
∑
n
nv−1∑
l=0
φn,l
∑
j
2
1
4ϕn
(
r
√
4mω
~
;
(l + nvj)δq√
4m~ω
)
(1)
The amplitudes φn,l describe the occupation of bosonic
Landau levels n ∈ {0, 1, 2 . . .} at wavevectors qx =
integer × δq in x-direction. The Landau level wavefunc-
tions of dimensionless coordinates ξ = (ξx, ξy) are:
ϕn(ξ; η) =
1√
2nn!
√
π
eiηξxe−
1
2
(ξy+η)
2
Hn(ξy + η) (2)
in Landau gauge, where Hn are Hermite polynomials.
This realizes a vortex lattice with periods ∆x = 2π~/δq
and ∆y = nvδq(4mω)
−1 containing nv vortices per unit-
cell. Hexagonal Abrikosov lattices have nv = 2, δq =
(4π
√
3m~ω)1/2, and φn,1 = (−1)niφn,0.
The BdG Hamiltonian acting on Nambu spinors
|ψ↑, ψ†↓〉:
H =
(
[−i~∇−A(r)]2
2m − µ− h Φ(r)
Φ∗(r) − [−i~∇+A(r)]22m + µ− h
)
determines the quantum-mechanical spectrum En(φn,l)
of fermionic quasiparticle excitations with quantum num-
bers n in the condensate. We exactly numerically diag-
onalize this Hamiltonian in the basis of Landau orbitals.
The energy spectrum En = −h± ǫn determines the free
FIG. 1: (color online) A typical spectrum of quasiparticle
excitations in the superfluid state, taken at unitarity, h = 0,
µ = 2.705 × 2~ω. Red dashed lines denote the pairing gap
scale defined by (4).
energy F(φn,l) in the saddle-point approximation [26]:
F(φn,l) = −
∑
n
[
kBT ln
(
1 + e−β(ǫn(φn,l)+h)
)
(3)
+ kBT ln
(
1 + e−β(ǫn(φn,l)−h)
)
+ ǫn(φn,l)− ǫn(0)
]
+
[
mν
4π
−Π0,0(0, 0)
∣∣∣
µ=h=T=0
]∫
dr|Φ(r)|2 .
Here, β = (kBT )
−1, kB is Boltzmann constant, and
ν = −az/a measures the strength of attractive interac-
tions between particles through the two-body scattering
length a and a confinement scale az in z-direction which
renders the system two-dimensional. Therefore, ν is pro-
portional to the detuning from the Feshbach resonance
in experiments. The ultra-violet behavior is regulated by
rotation, and the subtracted inverse pairing susceptibility
Πn1,n2(iω, px) assures that ν = 0 corresponds to unitar-
ity [25]. The global minimum of F(φn,l) determines φn,l
in the thermodynamic equilibrium.
The BdG spectrum En in the superfluid hosting a vor-
tex lattice at h = 0 has a particle-hole symmetric band-
structure reminiscent of broadened Landau levels at high
energies (see Fig.1). The lowest quasiparticle bands are
most affected by pairing and their local density of states
is generally maximized inside vortex cores due to gap-
ping in the surrounding bulk. Deep in the superfluid
phase the character of these bands is derived from bound
vortex core states [27, 28] by inter-core quantum tun-
neling. The Zeeman field h acts as a chemical potential
for the BdG quasiparticles which breaks the particle-hole
symmetry. At zero temperature all states with En < h
are occupied, and with En > h are empty. There is
a “metal-insulator” quantum phase transition each time
h crosses a band-edge [29]. The injected quasiparticles
at energies 0 < En < h carry spin polarization, spatially
modulated by the vortex lattice and maximized near vor-
tex cores (spatial spin distribution near a single vortex is
discussed in Ref.[30]). The “metal-insulator” transitions
and polarization profiles provide routes, respectively, to
3energy and position resolved spectroscopy of quasiparti-
cle states in vortex lattices.
The formation of Cooper pairs in an integer quan-
tum Hall insulator is rather similar to pairing instability
in band-insulators created by optical lattice potentials.
Chemical potential or detuning driven pairing transition
is second order [31–33], so the pairing gap can be much
smaller than the quasiparticle band-gap, in this case the
cyclotron gap 2~ω. Here we shall define a single energy
scale which represents the order parameter:
|ϕ| =
[∑
n
nv−1∑
l=0
|φn,l|2
] 1
2
=
[
nvδq
A
√
8m~ω
∫
d2r|Φ(r)|2
] 1
2
(4)
where A is the system area. This “pairing gap” is related
to spatially averaged superfluid density ρs ∝ |ϕ|2 through
an unknown microscopic cut-off scale.
We numerically minimized free energy (3) using a
fermionic basis of 72 quasi-periodic states in each of the
50 lowest Landau levels. The global minimum was cal-
culated among order parameters within the lowest five
bosonic Landau levels and nv = 2, δq = (4π
√
3m~ω)1/2,
allowing a variety of lattice structures besides the hexago-
nal. We use grand-canonical ensemble in order to obtain
both the simplest presentation of main physical points
and the simplest explanation of experimental signatures.
The main features of the T = 0 phase diagram are dis-
played in Fig.2, and additional plots at unitarity are
shown in Fig.3 and Fig.4 on the same data to better
convey a variety of features.
The superfluid is divided into a hierarchy of phases
with either gradually varying polarization (SF-M), or po-
larization saturated at an integer number of spins per vor-
tex (SF-I). The unpaired polarized atoms form a Fermi
surface in the former case, and a band-insulator in the
latter case. The superfluid order parameter changes
abruptly across some “metal-insulator” transitions, mak-
ing them first order, while in other cases the present nu-
merical calculation could not find such abrupt changes
(they might exist in a larger space of order parameters
than the one explored). This is best seen in Fig.3. First
order transitions are very important since their mani-
festations are the most visible sharp features in exper-
iments which can persist up to finite critical tempera-
tures. Note that without jumps in the order parameter
the T = 0 “metal-insulator” transitions would broaden
into crossovers at finite temperatures. Previous studies
did not put emphasis on these features because they did
not solve for the order parameter in the deep quantum
limit. The T = 0 phase diagram contains a sequence
of quantum tri-critical points where the transitions be-
tween atomic quantum Hall insulators meet the first and
second order superfluid-insulator transitions. The super-
fluid boundary also retains its pair-breaking first order
transitions below some finite temperatures.
Zeeman effect can produce superfluids condensed in
higher (n ≥ 1) bosonic Landau levels [22]. These are
FFLO states in the presence of a vortex lattice. Typi-
cally, one Landau level is much more populated than the
other ones, and the map of FFLO states is shown in Fig.5.
Higher Landau levels are favored at large h because they
introduce n additional vortex-antivortex pairs per vortex
and hence have larger regions of suppressed superfluidity
where local spin polarization can congregate. The pres-
ence of extra vortex-antivortex pairs spatially modifies
superfluid density and allows a simple visual determi-
nation of the dominant bosonic Landau level as demon-
strated in Fig.6.
Vortex lattice structural transitions within the same
Landau level are also found in the saddle point approx-
imation due to complicated inter-vortex forces mediated
by fermionic degrees of freedom [34]. We do not show
these structural transitions because quantum fluctua-
tions of the order parameter generate familiar logarithmic
“Coulomb” forces between vortices (known from Landau-
Ginzburg theory) which dominate at low densities and
act to stabilize the hexagonal Abrikosov lattice if it oc-
curs in the lowest Landau level.
Re-entrant superfluidity is reflected in the robust
paired states which occur whenever the chemical poten-
tials of the two atom species, µ±h, approach Landau lev-
els. This is best demonstrated in Figure 7 which shows
pairing free energy. As a result, a sequence of paired-
state islands extends to arbitrary large h and survives at
h = 0 regardless of how weak the attractive interactions
between atoms are. Fig.2 and Fig.5 reveal a fundamen-
tal relationship between n ≥ 1 Landau level FFLO states
and re-entrant pairing in the deep quantum limit.
Superfluid states polarized by Zeeman field, such as
FFLO states, are elusive and difficult to stabilize except
in the presence of a vortex lattice. Isolated vortices in
s-wave superfluids always have quasiparticle states local-
ized in the core [28], so that the core bands in a vortex
lattice, broadened by quantum tunneling between cores,
naturally lie below the energy associated with the pairing
gap scale (see Fig.8). The Zeeman field needed to inject
quasiparticles into these bands is lower than the pairing
gap and hence well below the Pauli-Clogston limit for
pair-breaking. Therefore, Zeeman field is initially unable
to destroy the superfluid despite injecting spin. The sta-
bility of polarized vortex lattices goes beyond this picture
and even Zeeman fields larger than the pairing gap are
often not enough to destroy the superfluid (for example,
there are second-order transitions between FFLO states
and integer quantum Hall insulators). This is not diffi-
cult to understand having in mind that the superfluid is
full of “holes” arranged in a lattice which can absorb in-
jected spin. The matter is completely trivialized in three
dimensions where vortex cores are always polarized by
any finite Zeeman field. In two-dimensions, however, it
takes a finite h and a “metal-insulator” transition, which
at least in some cases is first order, to polarize the cores.
The spin-polarized vortex lattices are not considered
special unless the vortex lattice structure and the num-
ber of singularities change due to spin injection. Vortex
lattice FFLO states contain additional vortex-antivortex
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FIG. 2: (color online) Quantum phase diagrams of fast-rotating fermionic atoms near unitarity, showing spatially averaged
density of Cooper pairs ρs and polarization p = n↑ − n↓: (a) ρs and (b) p at unitarity; (c) ρs and (d) p in the BCS limit
at ν = 0.15. The density plots of ρs are color-coded by the dominant Landau level (LL) n in the condensate, also indicated
with numbers: red n = 0, green n = 1. The contour plots of p emphasize superfluid-insulator transitions with bright full lines
(straight vertical segments are 2nd order, curved segments are 1st order), metal-insulator transitions within the superfluid phase
with bright dashed lines, and transitions between quantum Hall insulators (I) with thick-black lines. The superfluid phases (SF)
host an Abrikosov vortex lattice, and may contain a coexisting metal (SF-M) or band-insulator (SF-I) of polarized unpaired
fermions. The numbers in the phase labels indicate the highest populated quasiparticle band. Polarization is saturated at an
integer number of “spins” per flux quantum in all SF, SF-I and I phases, while it is not quantized in SF-M phases.
pairs in every unit-cell, which is favored at large h by the
virtue of providing more regions in space where superflu-
idity is suppressed and injected spin absorption is easier.
FFLO order parameters are condensates with dominant
amplitude in a bosonic Landau level n ≥ 1. This kind of
FFLO states is also relatively stable for the same reason
as the plain polarized vortex lattices in n = 0 conden-
sates, although undoubtedly more difficult to realize.
It should be pointed out that the distinction between
FFLO states and the plain spin-polarized vortex lattices
is somewhat artificial and aims to merely separate un-
usual from common phenomena. In terms of symmetries,
which are the main criteria for identifying phases in con-
densed matter physics, there is no distinction between
FFLO and plain polarized vortex lattices. Both kinds
have spontaneously broken translational and rotational
symmetries by the superfluid order parameter and spin
polarization. Also, both kinds come in two varieties, with
a Fermi sea or band-insulator of polarized quasiparticles.
The formal difference between the two kinds comes from
the dominant bosonic Landau level n in the condensate,
but this in its own right does not affect symmetry prop-
5(a) (b) (c)
FIG. 3: (color online) Three-dimensional plots of spatially averaged (a) pairing gap, (b) total particle density and (c) spin-
polarization at unitarity, T = 0. Density and polarization are expressed as a number of atoms or spins per flux quantum. This
is the same data as shown in Fig.2(a,b).
FIG. 4: Pairing gap |ϕ| from Eq.(4) at h = 0, T = 0 and
unitarity in the units of cyclotron gap 2~ω.
erties as demonstrated in the Fig.6. The condensate Lan-
dau level content defines the internal structure of a vortex
lattice unit-cell rather than its size or shape. This can be
appreciated even further by realizing that deep in the su-
perfluid state the condensate must acquire amplitudes at
multiple Landau levels, without changes of symmetries,
in order to accommodate the evolution of the vortex core
structure (for example, the growth of cores in the BCS
limit). Condensates in a single Landau level strictly exist
only at the second order superfluid-insulator transitions.
The limitations of saddle point approximation (SPA),
which was used to calculate the phase diagrams, are dis-
cussed in [25]. An indicator for the quantitative applica-
bility of SPA is nξ2 ≫ 1, where n is atom density and
ξ ∼ ~
√
2µ/m|ϕ|2 the BCS coherence length. ξ grows
rapidly with density or detuning as shown in Fig.9. The
stability of integer quantum Hall insulators against fluc-
tuations is guaranteed in the mean-field regimes when ξ
is large, while otherwise pronounced instabilities in the
particle-hole channel can occur (for example, as found in
Ref.[35, 36]).
The only qualitative shortcoming of SPA reflected in
the phase diagram are the missed “vortex liquid” phases
which can be viewed as strongly correlated insulators
of Cooper pairs with non-universal properties. Start-
FIG. 5: (color online) Low-resolution color-coded map of
FFLO states formed by condensation into higher bosonic Lan-
dau levels n. White lines are guides for the eye.
(a) (b) (c) (d) (e)
FIG. 6: Density plots of hexagonal vortex lattices for conden-
sates in (a) n = 0, (b) n = 1, (c) n = 2, (d) n = 3, and (e)
n = 4 Landau level. Brightness is normalized separately in
each plot.
ing in a superfluid state, quantum fluctuations can lead
to first order vortex lattice melting and result with a
number of different phases, including density waves and
fractional quantum Hall states of Cooper pairs (with
even-denominator filling factor). These phases inevitably
mask all second order superfluid-insulator transitions
6(a) (b)
FIG. 7: Density plot of the pairing free energy density F(φn,l)− F(0) at (a) unitarity and (b) ν = 0.15. Brightness indicates
the amount of pairing.
FIG. 8: Vortex core bands in relation to the superfluid gap
near a vortex. The quasiparticle spectrum reduces to nearly-
degenerate “Landau levels” at high energies, but resembles a
band-structure shaped by the vortex lattice periodic potential
at low energies, especially below the pairing scale |ϕ|.
shown in Fig.2 and grow at the expense of the vor-
tex lattice regions, especially at the shown low densities
when the number of atoms per vortex is of the order of
one. The SPA still qualitatively captures the boundary
between the paired correlated insulators and unpaired
atomic quantum Hall states, and indirectly predicts the
existence of metallic and insulating spin-polarized vor-
tex liquids formed in various bosonic Landau levels. The
T = 0 “metal-insulator” transitions at finite h are ex-
pected to survive within vortex liquid states as a rem-
nant of broadened Landau levels. We conclude with a
note that vortex liquids may be responsible for some
unconventional properties of high-temperature supercon-
ductors [37].
Temperatures needed to explore the vortex-FFLO
phase diagram in cold atom experiments should be below
T ∗ = k−1B ~ω, which is a few nK for typical ω ∼ 2π× 100
Hz and within reach by evaporative cooling. Critical tem-
peratures for superfluidity are generally larger, being of
the order of the T = 0 pairing gap shown in Fig.3(a) and
Fig.4. The main difficulty would be working with a low
enough density of trapped atoms, ideally not much larger
FIG. 9: (color online) Parameter nξ2 at h = 0. Saddle point
approximation is quantitatively justified if nξ2 ≫ 1.
than n0 = mω/(π~) ∼ 106 − 107 cm−2, the density for a
single populated Landau level [38, 39]. New experimen-
tal techniques may be able to overcome this difficulty in
the future [40, 41]. If the deep quantum limit becomes
achievable in fast-rotating cold atom gases, time-of-flight
images could reveal intricate ring-shaped density, polar-
ization and pairing profiles shown in Fig.10. In general,
alternating rings of different superfluid and insulating
states can be expected as the effective radius-dependent
chemical potential crosses a sequence of Landau levels,
a phenomenon known as “quantum oscillations” in con-
densed matter physics.
The spatial profiles in Fig.10 are determined by a naive
application of local density approximation (LDA). This
can be valid only in the parts of the trap where the spatial
variations of local system properties, such as the super-
fluid order parameter, are very gradual. For example,
a superfluid ring should contain a significant number of
vortices across its thickness in order to be resolved, so the
intricate features near the trap boundaries are especially
jeopardized. Unfortunately, the rotation rate required to
7(a)
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FIG. 10: Radial (r) profiles of total particle density n(r),
Cooper pair density ρs(r) and polarization p(r) as a function
of total trap polarization P = (N↑−N↓)/N . The total particle
number N = N↑+N↓ in the trap is N = 3.5 · 10
5 ; dimension-
less detuning is (a) ν = 0, (b) ν = 0.15. The total polarization
P is indicated on the top. These plots illustrate sharp den-
sity features at very low temperatures. Starting from P = 0
the initial trend is that the superfluid core shrinks as the
added “majority-spin” atoms are pushed to the trap bound-
ary. However, the ring structure quickly acquires complexity
from the Fig.2: moving from r = 0 toward the trap edge
follows a trajectory of reducing µ while keeping h constant
in Fig.2. Characteristic superfluid rings separated by normal
regions are a signature of re-entrant superfluidity, and polar-
ization can be finite in a superfluid ring (FFLO states, or SF-I
and SF-M in Fig.2). The distinction between SF-I and SF-M
phases can be made by whether p(r) is a quantized constant
or smoothly varying respectively. Superfluid regions replaced
by vortex liquids are expected to have strong pairing fluctu-
ations [42, 43]. A currently experimentally unreachable trap
harmonic frequency ω⊥ = (1 + 5 · 10
−5)ω was chosen to jus-
tify local density approximation, and the shown spatial region
is r < 500
√
~/(2mω). All other parameters are comparable
with already accomplished experimental setups [38, 39].
justify LDA in the deep quantum limit would need to be
extremely close to the trapping harmonic frequency and
currently is beyond experimental reach. However, the
main features of the phase diagram in Fig.2 are expected
to persist at much higher densities than shown, so that
achieving the deep quantum limit may not be necessary.
Spatial resolving of the characteristic alternating rings is
expected to be even harder if many fermionic Landau lev-
els are populated. Instead, quantum oscillations could be
sought in the oscillatory dependence of the central disk
radius (and nearby ring radii) on rotation rate, or the
harmonic trap frequency. Due to the parabolic trap po-
tential, spatial features near the trap center are stretched
with respect to those near the trap boundaries, and fine
oscillations might be observable.
III. DIAGONALIZATION OF THE
BOGOLIUBOV-DE GENNES HAMILTONIAN
A typical mean-field approximation applied to
fermionic systems starts from a linearized Bogoliubov-de
Gennes Hamiltonian in the light of the fact that fermions
with energies far removed from the Fermi level do not
contribute much to dynamics. Linearization greatly sim-
plifies solving gap equations, especially when the or-
der parameter has multiple components like in our case.
However, linearization is problematic in the present case
because the order parameter also describes singularities
associated with vortices. This issue was extensively dis-
cussed in Ref. [44] and handled by a sophisticated math-
ematical machinery of self-adjoint representations.
Here, we take a different approach, conceptually sim-
pler and straight-forward to implement numerically. In-
stead of linearizing the BdG Hamiltonian, we diagonal-
ize it exactly for any given order parameter, and then
substitute the obtained spectrum in the expression for
mean-field free energy density. Minimizing free energy
with respect to the order parameter is in the worst case
equivalent to solving gap equations, but generally better
because unstable and meta-stable solutions are automat-
ically discarded.
We avoid using real-space representation and instead
represent vortices and all particle states in the basis of
Landau levels, using Landau gauge A = −2mωyxˆ. The
Landau levels in the absence of interactions are εn =
2~ω
(
n+ 12
)−µ, and all fermion and boson wavefunctions
are expanded as:
ψα(r) =
∑
n
∫
dkx
2π
ϕn
(
r
√
2mω
~
;
kx√
2m~ω
)
ψα,n,kx
Φ(r) =
∑
n
∫
dqx
2π
2
1
4ϕn
(
r
√
4mω
~
;
qx√
4m~ω
)
φn,qx ,
with ϕn(ξ; η) given by (2). The quantum numbers in
the Landau gauge are momentum kx and Landau-level
index n.
The short-range pairing interaction between fermions
takes the following form:∫
d2r
[
Φ(r)ψ†↑(r)ψ
†
↓(r) + h.c.
]
= (5)
=
∑
n
∑
m1,m2
∫
kx
2π
qx
2π
[
Γnm1,m2
(
kx√
2m~ω
)
×
× φn,qxψ†↑,m1,kx+ qx2 ψ
†
↓,m2,−kx+
qx
2
+ h.c.
]
,
where Γ is the bare vertex function:
Γnm1,m2(η) =
2−(n+m1+m2)/2√
πn!m1!m2!
(
2
π
) 1
4
e−η
2 × (6)
×
∞∫
−∞
dξye
−2ξ2yHn(
√
2ξy)Hm1(ξy + η)Hm2(ξy − η) .
8Consequently, the BdG Hamiltonian looks highly non-
diagonal in Landau level representation for a generic or-
der parameter. The block which couples the Nambu
states 〈ψ†↑,m1,kx1 , ψ↓,m1,kx1 | and |ψ↑,m2,kx2 , ψ
†
↓,m2,kx2
〉 is:
HBdGm1,m2(kx1, kx2) = (7)(
εm1δm1,kx1;m2,kx2 ∆m1,m2(kx1, kx2)
∆m1,m2(kx1, kx2) −εm2δm1,kx1;m2,kx2
)
,
where δm1,kx1;m2,kx2 = δm1,m22πδ(kx1 − kx2) and
∆m1,m2(kx1, kx2) = ∆
∗
m2,m1(kx2, kx1) = (8)
=
∑
n
φn,kx1+kx2Γ
n
m1,m2
(
kx1 − kx2
2
√
2m~ω
)
.
However, the order parameter must have a certain de-
gree of periodicity in order to capture a vortex lattice. A
finite density of vortices cannot be described by a truly
periodic function due to the presence of circulating super-
currents. On the other hand, superfluid density must be
periodic. In order to satisfy this requirement and simul-
taneously obtain the phase of the order parameter which
properly winds by 2π around each vortex we construct a
superposition of Landau-level states with quasi-periodic
properties. The order parameter function (1) is periodic
in x-direction by the virtue of being a superposition of
plane-waves at discrete momenta qx = (l+nvj)δq. Since
every Landau level eigenfunction in Landau gauge is dis-
placed in y-direction by an amount proportional to qx,
we obtain “periodicity” in y-direction as well (nv allows
freedom to independently set periodicity in x and y di-
rections). However, Φ(r) is periodic in y-direction only
up to a phase shift, which is naturally inherited from
the Landau level wavefunctions and necessary to describe
vorticity.
The amplitudes φn,l in (1) for n ≥ 0, nv > l ≥ 0
are variable complex numbers which determine the struc-
ture of the vortex lattice in some complicated man-
ner. Since only a discrete set of momenta is popu-
lated by the order parameter, we can use Bloch’s the-
orem to simplify the BdG Hamiltonian. Below we re-
label the fermion momentum kx → kx + λδq, where
the new label kx ∈ (−δq/2, δq/2) is a conserved “crys-
tal momentum” and λ is an integer. The BdG Hamil-
tonian is diagonal in kx and the block which couples
the Nambu states 〈ψ†↑,m1,kx+λ1δq, ψ↓,m1,−kx+λ1δq| and
|ψ↑,m2,kx+λ2δq, ψ
†
↓,m2,−kx+λ2δq
〉 becomes:
HBdGm1,λ1;m2,λ2(kx) = (9)
=
(
εm1δm1,m2δλ1,λ2 ∆m1,λ1;m2,λ2(kx)
∆m1,λ1;m2,λ2(kx) −εm2δm1,m2δλ1,λ2
)
where
∆m1,λ1;m2,λ2(kx) = ∆
∗
m2,λ2;m1,λ1(kx) = (10)
=
∑
n,l
φn,lΓ
n
m1,m2
(
2kx + (λ1 − λ2)δq
2
√
2m~ω
)
.
Momentum conservation l − (λ1 + λ2) = 0(mod nv) is
implicitly assumed in the sum over l. This unusual con-
straint comes from the fact that two fermions carry mo-
menta kx+λ1δq and −kx+λ2δq, while a boson can carry
momentum (l+nvj)δq, and j is summed over all integers.
Due to this constraint, the gap functions ∆ and ∆ are not
simply functions of λ1−λ2. If we define λi = δλi+nvLi,
where Li is any integer, and nv > δλi ≥ 0, then the gap
amplitudes depend on δλ1, δλ2 and L1 − L2. Now we
can introduce a variable θ ∈ (−π, π) canonically conju-
gate to L and diagonalize the Hamiltonian up to a finite
non-diagonal representation:
HBdGm1,δλ1;m2,δλ2(kx, θ) = (11)(
εm1δm1,m2δδλ1,δλ2 ∆m1,δλ1;m2,δλ2(kx, θ)
∆m1,δλ1;m2,δλ2(kx, θ) −εm2δm1,m2δδλ1,δλ2
)
where
∆m1,δλ1;m2,δλ2(kx, θ) = ∆
∗
m2,δλ2;m1,δλ1(kx, θ) = (12)
=
∑
n,l
φn,lδ(δλ1+δλ2−l)(mod nv),0
×
∑
∆L
e−i∆LθΓnm1,m2
(
2kx + (nv∆L + δλ1 − δλ2)δq
2
√
2m~ω
)
The conserved quantum numbers kx and θ are physi-
cally similar to “crystal momenta” in x and y directions
shaped by the vortex lattice. Broadened Landau levels
are dispersive with respect to these quantum numbers, a
manifestation of degeneracy lifting by pairing.
The Hamiltonian (11) can be easily diagonalized nu-
merically because all continuous parameters are good
quantum numbers which live in a finite range, and all
remaining parameters are discrete. The numerical cal-
culation of (12) can be done very accurately since the
contributions of large ∆L are exponentially suppressed
by the vertex functions.
IV. QUANTUM FLUCTUATIONS
Here we describe a systematic perturbative framework
for calculating fluctuation corrections and then discuss
fluctuation effects at the qualitative level. Pursuing these
corrections numerically is beyond the scope of this paper,
as we aim to reveal only the fundamental features of the
phase diagram.
A complete quantum field theory which describes in-
teracting fermions in the unitarity regime is given by the
following imaginary-time action (in units ~ = 1):
S =
∫
dτddr
[
ψ†iα
(
∂
∂τ
− (−i∇−A)
2
2m
− µ
)
ψiα
+h
(
ψ†i↑ψi↑ − ψ†i↓ψi↓
)
+Φ†ψi↑ψi↓ +Φψ
†
i↓ψ
†
i↑
]
+ Sreg
The fermionic Grassmann fields ψiα carry spin α ∈ {↑, ↓}
and come in i = 1 . . .N flavors. This endows the model
9with SP(2N) symmetry; the physical case of interest is
N = 1. The part Sreg contains regularization and an
effective chemical potential for the Φ field (detuning from
the Feshbach resonance) [25].
The reason for generalizing the physical problem to
large N is only to provide a mathematical limit in which
the approximations become exact despite the large inter-
action coupling. Fermions can be integrated out exactly
to obtain an effective bosonic action which can be written
graphically using Feynman diagrams:
Seff = S
′
reg + (13)
+
1
2
+
1
3
+ · · · .
Double lines represent Φ and Φ†, depending on the di-
rection of arrow with respect to vertex, while the solid
lines are fermions. Now, the field Φ obtains dispersion in
the first bubble diagram and represents bosonic degrees
of freedom, Cooper pairs or molecules. The remaining
terms are vertices for interactions between bosons. Each
fermion loop carries a factor of N , so that in the large-N
limit bosonic fluctuations are suppressed. The effective
boson propagator is proportional to 1/N and perturba-
tion theory produces 1/N expansions for all thermody-
namic functions.
The conceptually simplest way to include quantum
fluctuations in the presence of a condensate is to take the
1/N expansion in the representation which diagonalizes
the BdG Hamiltonian. Then, the fermion lines represent
the BdG quasiparticle Green’s function
Gn(iω) =
1
−iω + En(Φ) (14)
where En(Φ) are BdG eigenvalues, and n are appropriate
quantum numbers. There is no use of “anomalous” prop-
agators in this approach, but the vertex function obtains
a more complicated form.
The 1/N expansion is semi-classical in character and
allows systematic calculation of fluctuation corrections
to any observable. This unique ability to maintain con-
trolled approximations in a strongly-interacting theory is
what motivates the use of an Sp(2N) theory. In the limit
of large N the mean-field phase diagram discussed in
the first section is guarantied to be qualitatively correct,
with two notable caveats which will be mentioned shortly.
However, certain effects in physical systems (N ∼ 1)
are difficult to capture through fluctuation corrections
in this theory. Most notably, they include instabilities in
particle-hole channel, the appearance of insulators with
density-wave order. While different types of mean-field
theory (Hartree-Fock for example) are better suited for
finding such ordered states, they do not allow a system-
atic treatment of fluctuations, making it conceptually dif-
ficult to explore the competition between different orders
and their stability against fluctuations.
There are a couple of known fluctuation effects which
do not follow in a straight-forward manner from 1/N
expansions, and qualitatively affect the phase diagram
regardless of how large N is. First, it has been ar-
gued that the two-dimensional superfluid hosting a vor-
tex lattice is not a condensate even at zero temperature
(no single-particle bosonic state is macroscopically pop-
ulated) [35, 45, 46]. Namely, quantum zero-point motion
of vortices, or would be Goldstone modes in a hypotheti-
cal condensate, restore U(1) symmetry down to algebraic
correlations. The correlation length remains formally in-
finite, but the only surviving long-range order is the bro-
ken translational symmetry by the vortex lattice. This
implies that the order-parameter (1) is ultimately not an
adequate characterization of the ground-state. However,
as discussed in Ref.[25], the mean-field theory based on a
condensate order parameter is useful at sufficiently short
length and time scales. Many experimental observables,
such as particle and spin density, the presence of vortices
and their lattice structure, are local properties and can
be qualitatively captured even by the mean-field theory,
especially since the trapped cold atoms have very slow
dynamics on the measurement scales.
Another important phenomenon, discussed in the sec-
tion II, is the existence of “vortex liquids”. These
strongly correlated insulators of Cooper pairs are entirely
missed by the saddle-point phase diagram in Fig. 2, but
the amount of space they take scales as 1/N in the large-
N limit. Since this limit suppresses quantum fluctuations
of bosonic degrees of freedom, it is natural to expect that
the effects of vortex fluctuations are also weak deep in the
BCS limit. Near unitarity and in the BEC limit the phys-
ical systems will be affected by vortex quantum motion.
V. CONCLUSIONS
In this paper we analyzed the phase diagram of spin-
polarized fermionic superfluids and quantum Hall insu-
lators in two-dimensions at T = 0, and discussed ob-
servable consequences at low temperatures in cold atom
experiments. We hope that the richness of the phase
diagram will stimulate further research, especially exper-
iments near unitarity which could provide valuable an-
swers to long standing questions about the stability of
superconducting phases in large magnetic fields and the
nature of strongly correlated normal states.
We emphasized that FFLO states in vortex lattices
are much more stable than their counterparts in static
uniform systems. This is a simple consequence of the
fact that vortex cores can absorb injected spin relatively
easily because of locally suppressed superfluidity. Even
though reaching deep quantum limit is a great experi-
mental challenge, the unusual physics of rotated imbal-
anced Fermi gases may be observed through “quantum
oscillation” measurements.
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