Recently K. 0. Friedrichs [3] has developed a theory of boundary value problems of the type where a denotes a nonvanishing real constant and T a certain m x mmatrix defined all over the boundary T and satisfying certain further conditions. Concurrently the author worked on the same type of boundary value problem from a different approach extending Friedrich's results to the case of nonlocal boundary conditions [1] . Study of these extensions showed that investigation of the following problem is of basic importance for the author's method:
The question is asked whether a given m-component vector function φ defined on the boundary Γ can be continued into the domain D to become a classical solution u of the equation where / is any arbitrary measurable function defined and squared integrable over D, which is not given in advance but may be defined after φ has been fixed.
Obviously this question is trivially answered "yes" if the boundary and the boundary function are sufficiently smooth. On the other hand if this is not the case, counter examples can be given. It is trivial to find counter examples for special nonelliptic systems but one also can find some for elliptic systems. For instance if the boundary functions u Q , v Q on the periphery of the unit circle x 2 + y 2 -1 are defined by almost everywhere on 0 < ϋ < 2π. Considering this problem more carefully it shows that the essential reason for this continuation to be impossible is the following:
The above problem can be connected with the differential operator Using this operator notation we can say that the equation (7) with φ, ψ being two component vector functions has no classical solution, defined in the unit disk and achieving the boundary values defined by
in the sense of the conditions (a), (b), and (c) mentioned above.
If we define
Hence A(#) is the coefficient of the derivative in the direction normal to the boundary.
We note that A(ϋ) is a non-singular (even orthogonal) matrix for every ΰ . It will follow from our development that this is the reason why a continuation of discontinuous boundary values becomes impossible. If for some more general operator L the matrix which corresponds to A(ΰ) is singular on a point or on a set of points then this set can be allowed to contain discontinuities of certain types. And conversely it will be our main result that if φ 0 is bounded measurable only at the boundary and if in addition Aφ 0 is Lipschitz continuous then a continuation in the above sense is possible. The main result is stated in Theorem 3.1. Essentially we will obtain the continuation by use of the elementary solution of the parabolic equation
We shall use this for a kind of mollifier. In § §1 and 2 we prove some auxiliary results most of which will be known. In order to keep the paper as self contained as possible most of the facts required have been proved explicitely.
1. Auxiliary results. In this section we will establish some known results which have to be used essentially in the following. Let + si (i.•1) and let the Proof. It is obvious that we can restrict ourself to the case s 0 = 0. Now, (1.9) being satisfied, let (1.11) and let
7(δ) is a strictly monotonically increasing function of δ, and 7(0) = 0. Hence the inverse function δ -S(j) exists in some right neighborhood of 7 = 0 and δ(0) = 0. Also 
We introduce the notation
and we observe that
Now if we substitute (1.36) and (1.40) into the integral (1.37) this integral equals
Here for the evaluation of (1.42) Lemma 1.1 has been applied. Now (1.41) is equal to the derivative in (1.37) as can be proved by differentiation. Therefore (1.37) is proved. For the second integral we get in a similar way the expression
Here we were using that
We observe that
and further that
Here we used that
Substituting (1.45) and (1.46) into (1.43) we get the expression
We substitute this into (1.38) and then use Lemma 1.2 to evaluate the integral, then this integral equals
On the other hand by calculating the derivative (1.38) we get the expression
If we substitute (1.50) into (1.49) and then compare the obtained expression with (1.51) we find that both are equal. Therefore formula (1.38) is proved.
2. Lemmata about special integral operators. The following lemma was used earlier by K. 0. Friedrichs [2] It can be considered to be a translation of a theorem about infinite matrices going back to I. Schur [6] . 
for every u(s) squared integrable over the whole s-space and having a compact carrier. Here the integral \ dt is taken over the interval 0 < t < 1, the integrals 1 ds and I ds' are considered to be taken over the whole s-space.
Proof. First of all by Lemma 1.3:
But as we saw in the proof of Lemma 1.4 (formula (1.51)) this integrand is equal to
and hence the right hand side equals to
Here we were using that the kernel exp(-\s' -s"| 2 /8) is positive definite as can be easily seen by Lemma 1.3. Since
Lemma 2.1 yields and hence by Green's formula
where we denote (2.14)
which prove the lemma. In the following c always denotes a constant not depending on u(s).
for any arbitrary u(s) with compact carrier and squared integrable over the s-space.
Hence the integral in (2.16) can be estimated by
Now this can be written in the form where B λ {ά) means a certain polynomial in a with constant coefficients and of degree two, the coefficients only depending on p. By a treatment similar to the last expression of Lemma 2.3 we get the final statement.
LEMMA 2.5.
<c(ε)[\u(s)\ 2 ds for any positive ε and for any arbitrary u(s) with compact carrier and squared integrable over the whole space, c(ε) being a constant independent of u(s).
Proof. Clearly it suffices to prove the corresponding inequality with Ω(s -s' t) replaced by Ω 3 (s -s'; t), j = 1, 2. In order to achieve these estimates we again use the notation (1.49) and estimate as follows:
(-|s'-s"| 2 /8ί)5 Proof. We decompose as follows: 
35) v(s) = A(s; O)u(s), u^s) = [dld Si (A(s; 0))]u(s

(s) = A(s;0)u(s) be Lipschitz continuous over the whole s-space. Let (2.39) u(s; t) =[φ(gs'; t)u(s')ds' .
Then (2.40) \im u(s; t) -u(s) almost everywhere and (2.41) v(s) t) = A(s; t)u(s; t)
is continuous all over in the domain D o defined in (2.30) and its boundary.
Proof. Let ε > 0 be given. 
φ(s -s'; t)u(s')ds' -u(s 0 )
;\μ 
Choosing first δ 0 sufficiently small the first term can be made arbitrarily small; then keeping δ 0 fixed by Lemma 1.2 and (2.42) the second term also can be made arbitraily small by choosing t small. Also the last term for fixed δ 0 becomes arbitrarily small if t tends to zero. Hence formula (2.40) is proved.
In order to prove the continuity of (2.41) 
; t)(A(s; t) -A(s'; 0))u(s')ds' < ct [φ(s -s'; t) ds r + c f [φ(s -s'; t) \ s -s'| ds'
Therefore the continuity is also proved for t = 0. This proves the lemma.
3 A continuation theorem. Let D be a bounded domain of the (x lf , $ w )-space with a twice continuously differentiable boundary Γ which consits of a finite number of simple nonintersecting hyper surfaces. More specifically we assume that the boundary Γ has second derivatives satisfying a uniform Hoelder condition. Let 
for complex valued m-component vector functions
where ® £l is the space of all u(x) satisfying the following conditions:
ID
We prove the following THEOREM 
Let u o (x) be an m-component vector function which is defined measurable and bounded on Γ and for which
is Lipschitz continuous on Γ.
Then there exists a function u(x) e ® Zi such that
Proof. We consider any arbitray point x 0 e Γ. There is a certain neighborhood (3.7)
U xo ={x3\x-x 0 \<ε} which can be mapped by a twice Hoelder continuously differentiable one to one mapping into a certain half neighborhood of (0, * ,0) satisfying y λ > 0. We also can assume that the Jacobian does not vanish.
The image y{D x ) of D XQ under this transformation contains a cube of the type
We denote the intersection of d XQ with the hyperplane y λ = 0 by q Xo and we set (3.13)
where x -x(y) denotes the inverse transformation of (3.8). There is a hypersphere (3.14) such that 
ΊU' Xΰ <z
and such that the same inclusion still holds for η'(x 0 ) being replaced by a somewhat larger number. This construction can be employed for every x 0 e Γ. Since Γ is a bounded closed set, the whole Γ can be covered by the interior points of a finite number of spheres (3.16) U^ v = l,...,tf.
There is a decomposition of the identity, i. e., a set of JV functions 
V-l
Now any vector function u Q (x) being given which satisfies the conditions of the Theorem 3.1, define
Clearly u VtQ (x) also satisfies the assumptions of Theorem 3.1, especially because
We will prove that every u Vt0 (x) can be continued to a function u^(x) e 2) Zl in the sense of the assertion. This obviously will prove Theorem 3. Clearly it is possible to continue the matrix A(y) to a matrix function being defined, bounded and continuously differentiable on the whole semispace Next assume φ = {φ lf φ 2 } to be some function satisfying the conditions (a), (b), (c), and (e), of Theorem 3.1 applied to the special operator L λ defined in (4.1) . Also assume that on the boundary Γ\ (4.14)
Let a(β) be real valued and piece wise continuous but not continuous. Then we will show that this leads to a contradiction. First of all the vector function φ can be assumed to be real valued in D + Γ because any complex valued such ψ being given, \β{φ + ψ) would satisfy the same conditions as φ and would be real valued. Now, if L_ in ® z _ denotes the restriction of the operator L λ in ® Zi to the space ® z _ of all functions twice continuously differentiable in D + Γ and satisfying the boundary conditions (4.10) then we obtain a dissipative operator in the sense of R. S. Phillips [4] , which is characterized by local boundary conditions. For the matrix Hence the derivatives dφ/dx lf dφ/dx 2 are squared integrable and the Dirichlet-integral of φ exists. But it is a well known fact that a function φ with the properties (a), (b), (c) which is piece wise continuous on the periphery of the unit circle and has a jump, cannot have the Dirichlet integral existing.
