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Abstract
We address the analysis of a nonlinear and degenerating PDE system, proposed by M. Frémond for mod-
elling phase transitions in viscoelastic materials subject to thermal effects. The system features an internal
energy balance equation, governing the evolution of the absolute temperature ϑ , an evolution equation for
the phase change parameter χ , and a stress–strain relation for the displacement variable u. The main novelty
of the model is that the equations for χ and u are coupled in such a way as to take into account the fact that
the properties of the viscous and of the elastic parts influence the phase transition phenomenon in different
ways. However, this brings about an elliptic degeneracy in the equation for u which needs to be carefully
handled.
In this paper, we first prove a local (in time) well-posedness result for (a suitable initial–boundary value
problem for) the above mentioned PDE system, in the (spatially) three-dimensional setting. Secondly, we
restrict to the one-dimensional case, in which, for the same initial–boundary value problem, we indeed
obtain a global well-posedness theorem.
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This paper is concerned with the analysis of the initial–boundary value problem for the fol-
lowing PDE system:
ϑt + χtϑ −ϑ = g in Ω × (0, T ), (1.1)
χ
t −χ +W ′(χ) = ϑ − ϑc + |ε(u)|
2
2
in Ω × (0, T ), (1.2)
ut t − div
(
(1 − χ)ε(u)+ χε(ut )
)= f in Ω × (0, T ), (1.3)
which describes a phase transition phenomenon for a two-phase viscoelastic system, occupying
a bounded domain Ω ⊆ RN , N = 1,2,3, during a time interval [0, T ]. The state variables are
the absolute temperature ϑ of the system (ϑc being the equilibrium temperature), and the or-
der parameter χ , standing for the local proportion of one of the two phases (for example, in a
melting–solidification process we shall have χ = 0 in the solid phase and χ = 1 in the liquid
phase). The symbol u denotes the vector of the small displacements.
We shall specify the boundary conditions with which system (1.1)–(1.3) is supplemented in
Section 2, where we detail the derivation of this PDE system following the approach proposed
by M. Frémond (cf. [14] and [15]) to the modelling of phase transitions. Here, we just point
out that (1.1) is the internal energy balance equation, where  is the Laplace operator (with re-
spect to the space variables), and g a known heat source. Eq. (1.3), ruling the evolution of the
displacement u, is the classical balance equation for macroscopic movements (also known as
stress–strain relation, see (2.3)–(2.5) later on), and accounts for accelerations as well. As usual,
ε(u) is the linearized symmetric strain tensor, which in the (spatially) three-dimensional case is
given by εij (u) := (ui,j + uj,i)/2, i, j = 1,2,3 (with the commas we denote space derivatives),
while the symbol div stands both for the scalar and for the vectorial divergence operator. Further,
the term f on the right-hand side may be interpreted as an exterior volume force applied to the
body. Following Frémond’s perspective, (1.1) and (1.3) are coupled with the equation of micro-
scopic movements for the phase variable χ (cf. [14, p. 5]), which, within this theory, is derived
from of a particular choice of the free-energy functional and of the pseudo-potential of dissipa-
tion (cf. the following formulas (2.1) and (2.2)). In (1.2), |ε(u)|2 is a short-hand for the colon
product ε(u): ε(u), while the potential W in (1.2) is given by the sum of a smooth nonconvex
function γˆ and of a convex function βˆ with bounded domain. In the sequel, we shall take the
domain of βˆ to be contained in [0,1]. Note that, in this way, the values outside [0,1] (which
indeed are not physically meaningful for the order parameter χ , denoting a phase proportion)
are excluded. However, in some situations our analysis could be extended to the case in which
the domain of βˆ is the whole half-line [0,+∞), see Remark 3.3 for further comments. Typical
examples of functionals which we can include in our analysis are the logarithmic potential
W(r) := r ln(r)+ (1 − r) ln(1 − r)− c1r2 − c2r − c3 ∀r ∈ (0,1), (1.4)
where c1 and c2 are positive constants, as well as the double obstacle potential, given by the sum
of the indicator function I[0,1] with a nonconvex γˆ .
The main mathematical difficulties encountered in the study of system (1.1)–(1.3) are related
to the degenerating character of Eq. (1.3) and to the nonlinear features of Eqs. (1.1)–(1.2). The
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contributions, respectively; in fact, such terms vanish as χ ↗ 1 and χ ↘ 0, making the related
elliptic operator degenerate. Moreover, the term W ′(χ) and the quadratic terms 1/2|ε(u)|2 and
χ
tϑ occurring in (1.1)–(1.2) give a strongly nonlinear character to the system, so that its analysis
turns out to be nontrivial.
In fact, in the case Ω ⊂R3 we shall only prove a local well-posedness result for system (1.1)–
(1.3), supplemented with suitable initial and boundary conditions (which shall be specified in
Section 2 later on). We shall also analyze (1.1)–(1.3) in the (spatially) one-dimensional case, i.e.
when Ω is a bounded interval of R. In such a framework, we shall obtain a global well-posedness
result for the same initial–boundary value problem.
Before entering into details, let us briefly review some related literature. First of all, we aim
at pointing out that most of the models for phase transition phenomena do not feature a balance
equation for macroscopic movements. In this regard, starting from the pioneering paper [9],
there is a comprehensive literature on the models of phase change with microscopic movements
proposed by Frémond (we refer to the PhD thesis [34] and the references therein). In particular,
the system coupling (1.1) with (1.2) is usually derived within Frémond’s approach by choosing
a free energy functional Ψ and a pseudo-potential of dissipation Φ different from our own. In
fact, the models arising from the “traditional” choices for Ψ and Φ do not take into account the
different properties of the viscous and elastic parts of the system (for example, a viscous liquid
portion coexisting with an elastic solid portion in the case of a solid–liquid system undergoing a
melting–solidification process). Therefore, there is no coupling between system (1.1)–(1.2) and
the equation for macroscopic movements, which is thus neglected. Nonetheless, in the case in
which u is fixed, (1.1)–(1.2) still needs to be carefully handled, mainly because of the term χtϑ in
(1.1). As a matter of fact, to our knowledge, no global-in-time well-posedness result has yet been
obtained for the initial–boundary value problem related to (1.1)–(1.2) in the three-dimensional
case. Instead, a global existence result has been proved for (a generalization of) (1.1)–(1.2) in the
one-dimensional case in [25,26].
On the contrary, in our modelling viewpoint the coexisting viscous and elastic properties of the
system are given a distinguished role, under the working assumption that they indeed influence
the phase transition process. This reflects in the analytical expression of the functionals Ψ and Φ
(see (2.1) and (2.2) later on), as a result of which the term 1/2|ε(u)|2 appears in the equation for
the phase parameter on the one hand. On the other hand, the χ -dependence in the stress–strain
relation leads to the aforementioned degeneracy of the elliptic operator therein. We believe that
the latter is the most peculiar feature of system (1.1)–(1.3) in comparison with other models (both
for phase transition and for damaging phenomena), which take into account visco-elastic effects.
There is by now a rich literature on this kind of models. Among others, we would like to
cite the papers [3–6,8,16,23]. The analysis of a thermoviscoelastic system not subject to a phase
transition has been tackled in [3,4], in which a linear viscoelastic equation for the displacement
u and an internal energy balance equation for ϑ are considered. The latter parabolic equation has
a quadratic contribution in ε(ut ) on the right-hand side. Due to the highly nonlinear character of
the system, only a local well-posedness result (proved in [3]) is available in the three-dimensional
case, while in [4] an asymptotic analysis is performed. However, in this framework no degeneracy
of the elliptic operator in the equation for u is allowed.
The papers [5,6,8,23] instead address models for damaging phenomena. In this case, the phase
variable χ is related to the local proportion of damaged material. Hence χ is forced to take val-
ues in [0,1], with the convention that χ = 0 when the body is completely damaged, and χ = 1
in the damage-free case. While [23] focuses on the quasistatic reversible evolution of damage
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forcing the microscopic velocity χt to take nonpositive values. Thus, the equation for the or-
der parameter (which is otherwise analogous to (1.2), with the quadratic term |ε(u)|2/2 on the
right-hand side) features an additional nonsmooth nonlinearity (namely, the subdifferential of
the indicator function of (−∞,0] acting on χt ), and has a doubly nonlinear character. On the
other hand, in [6,8] the equation for macroscopic movements displays a different degeneracy in
the elliptic operators. Indeed, their coefficients vanish only as χ ↘ 0, contrary to the twofold
degeneracy of Eq. (1.3). Within this framework, in [6,8] local well-posedness results are proved
for the resulting PDE system. Furthermore, damage in thermoviscoelastic systems is analyzed
in [5]. Therein, a strongly nonlinear equation for the absolute temperature ϑ is coupled with a
nondegenerate stress–strain relation for u and with a doubly nonlinear equation for χ . Again
because of its several nonlinearities, only a local existence and uniqueness theorem has been
obtained for this system.
Finally, we would like to mention the paper [16], concerned with the analysis of a PDE sys-
tem describing phase change models with the possibility of voids. For example, in solid–liquid
phase transitions voids can be bubbles in ice, which may have been forming during the water
freezing. In this case, if χ1 represents the local proportion of the liquid phase and χ2 the lo-
cal proportion of the solid phase, we do not have the relation χ1 + χ2 = 1 anymore, but only
χ1 + χ2 ∈ [0,1]. Hence, we cannot get rid of one of the two variables and we must deal with
a vectorial phase equation instead of (1.2). Such equation, the internal energy balance, and the
(nondegenerate) displacement equation have to be further coupled with a mass balance equation,
which can instead be neglected in case of phase transitions without voids.
Let us now briefly describe our own results. As already mentioned, in the three-dimensional
case we are going to obtain a local well-posedness result (Theorem 1), in a suitable functional
framework, for (the initial–boundary value problem related to) a generalization of system (1.1)–
(1.3) (see (3.18)–(3.20)). To this aim, we shall require the initial value χ0 of the phase parameter
to be separated from the potential barriers, namely
min
x∈Ω
χ0(x) > 0, (1.5)
max
x∈Ω
χ0(x) < 1. (1.6)
Note that a stronger form of (1.5) was also assumed in [6,8], in which the authors confined
their results to the case χ0 ≡ 1. In fact, arguing as in [6,8] we shall exploit (1.5)–(1.6) to ensure
that the solution component χ locally stays away from both the potential barriers, i.e. there
exists σ ∈ (0,1) such that
χ  σ > 0 in Ω × [0, T ], (1.7)
χ  1 − σ < 1 in Ω × [0, T ], (1.8)
for some T < T . Therefore, during that time interval neither the coefficient of ε(ut ) nor the
one of ε(u) degenerates, and system (1.1)–(1.3) is (locally) well-posed. However, since (1.7)
and (1.8) are only local in time, it is not possible to extend the local solution to a global one.
In this connection, we may observe that, in principle, one would expect that (1.7) is sufficient
to ensure the local well-posedness of (1.1)–(1.3). For, the sole (1.7) entails that the main part
of the elliptic operator in (1.3) does not degenerate. In this perspective, only condition (1.5)
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a purely technical role. Together with the assumption that the convex part βˆ of the potential
W be locally Lipschitz on (0,1) (which is true in the case of the logarithmic potential (1.4)
and for the indicator function), (1.8) is exploited to obtain enhanced regularity estimates on χ .
It turns out that we could dispense with (1.6) by slightly strengthening our assumptions on W
(cf. Remark 3.3).
In the one-dimensional case, instead, with the sole one-sided condition (1.5) we shall obtain
a global well-posedness theorem for (a generalization of) (1.1)–(1.3), see Theorem 2. Indeed, in
this simplified framework we shall deduce from (1.5) the separation inequality
χ  δ > 0 in Ω × [0, T ] (1.9)
(for some constant δ > 0), in a global form. This rules out the degeneracy of (1.3) globally in
time. The crucial (1.9) shall be proved by combining (1.5) with the requirement that
lim
x→0+
W ′(x) = −∞. (1.10)
In fact, in this framework we can allow for a more general βˆ , leading to the presence of a truly
multivalued nonlinearity in (1.2), and (1.10) can be accordingly formulated in this possibly mul-
tivalued case, see (3.35) later on. Relying on (1.5) and on (1.10), we shall prove (1.9) with a
maximum principle argument (cf. Lemma 5.6). We refer the reader to Section 5.1, where the
proof of Theorem 2 is outlined with some detail. There, we also illustrate the reason why the ar-
gument leading to global existence in one dimension does not carry over to the three-dimensional
case.
Let us point out that global separation inequalities of the same kind as (1.9) have been ob-
tained with a similar comparison technique in [27], in the framework of the analysis of the
viscous Cahn–Hilliard equation (see, e.g., [13,20,30]) with the logarithmic potential (1.4). We
may also recall [21], where a separation inequality for the order parameter in the Penrose–Fife
phase transition model (cf. [31]), is proved by means of a Moser iteration argument. However,
the implementation of these techniques could not be reproduced for the systems analyzed in
[6,8], essentially due to the doubly nonlinear character of the equation for the damage param-
eter χ (more precisely, due to the presence of a subdifferential operator acting on χt ). Finally,
we mention that such separation inequalities play a key role in the study of the convergence
to equilibrium, for large times, of some phase transition systems with singular potentials in the
papers [18,19], where Łojasiewicz–Simon techniques are used.
In this regard, in the future it would be interesting to study the long-time behavior of sys-
tem (1.1)–(1.3) in the one-dimensional case. To our knowledge, such a problem is indeed open,
both in the direction of determining global attractors for bundles of trajectories, and of charac-
terizing the ω-limit sets of single trajectories. Further, we think that it would be worthwhile to
address the local well-posedness of the full system for phase transitions with the possibility of
voids, like in [16].
Plan of the paper. In Section 2 we detail the derivation of (a generalization of) Eqs. (1.1)–
(1.3). In Section 3, we introduce our notation and the main results of this paper: the local well-
posedness in three dimensions for a suitable variational formulation of the initial–boundary value
problem related to system (1.1)–(1.3), whose proof is performed in Section 4, and the global
well-posedness in one dimension, proved in Section 5.
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This section is devoted to the introduction of the model: in particular, we shall review the
derivation developed in [15, Chapter 4] and show how system (1.1)–(1.3) follows from the gen-
eralized Principle of Virtual Power introduced by Frémond (cf. [14]).
Free energy and pseudo-potential of dissipation. The thermomechanical equilibrium of the
system is described by its free energy functional Ψ , which depends on the state variables, namely
the absolute temperature ϑ , the order parameter χ (i.e. the local proportion of the viscous phase),
its gradient ∇χ , and the linearized symmetric strain tensor ε(u). Then, we take the following
expression (cf. [14]) for the volumetric free energy Ψ :
Ψ
(
ϑ, ε(u),χ,∇χ)= cV ϑ(1 − logϑ)− λ
ϑc
(ϑ − ϑc)χ + (1 −
χ)ε(u)Reε(u)
2
+W(χ)+ ν
2
|∇χ |2, (2.1)
where (1 − χ) represents the local proportion of the nonviscous phase and Re is a symmetric
positive definite elasticity tensor. The constants cV ,ϑc, and ν > 0 are, respectively, the specific
heat, the equilibrium temperature, and the interfacial energy coefficient, while λ stands for the
latent heat of the system. Moreover, the term W(χ) + (ν/2)|∇χ |2 is a mixture or interaction
free-energy. Hereafter, for simplicity we shall set cV = ν = λ/ϑc = 1 and we shall incorpo-
rate the term ϑcχ in W(χ). Indeed, since in the following the potential W shall be given by
the sum of a convex (possibly nonsmooth) part and of a smooth (possibly nonconvex) function
(cf. formula (3.14)), we may suppose without loss of generality that ϑcχ contributes to the latter.
We include dissipation in the model by following Moreau’s approach (cf. [14] and references
therein) through a pseudo-potential of dissipation Φ depending on the dissipative variables ∇ϑ ,
χ
t , ε(ut ). In particular, we take
Φ
(∇ϑ,χt , ε(ut ))= 12 |χt |2 + χ2 ε(ut )Rvε(ut )+ |∇ϑ |22ϑ , (2.2)
where for the sake of simplicity all physical parameters have been set equal to 1 and Rv is a
symmetric and positive definite viscosity matrix.
Remark 2.1. Let us point out that the definition of Ψ and Φ yields that, e.g. in melting phe-
nomena, when the system is in the solid phase (i.e. χ = 0) viscous effects are not present in the
model, while when the system is in the liquid phase (i.e. χ = 1) we do not have elasticity ef-
fects. In the intermediate case, the model takes into account the influence of both effects, which
is the main novelty of this approach to phase transitions. Indeed, we could include more general
functions a(χ) and b(χ) in formulas (2.1) and (2.2), respectively, with a and b sufficiently reg-
ular functions such that a(χ) + b(χ) = 1 for all χ ∈ (0,1), a(χ) → 0 for χ ↗ 1, a(χ) → 1 for
χ ↘ 0, and, conversely, b(χ) → 1 for χ ↗ 1, b(χ) → 0 for χ ↘ 0. Nonetheless, for simplicity
we shall confine our analysis to the meaningful case in which a(χ) = 1 − χ and b(χ) = χ .
The equation for the macroscopic motions. The equation of macroscopic motion (1.3) is
provided by the principle of virtual power (cf. [14]) and can be written as
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where f stands for the exterior volume force and σ is the stress tensor. On account of (2.1), (2.2),
and of the well-known constitutive law
σ = σ nd + σ d = ∂Ψ
∂ε(u)
+ ∂Φ
∂ε(ut )
, (2.4)
the tensor σ can be written as
σ = (1 − χ)Reε(u)+ χRvε(ut ) in Ω × (0, T ). (2.5)
Then, the equilibrium equation (2.3) turns out to be exactly
ut t − div
(
(1 − χ)Reε(u)+ χRvε(ut )
)= f in Ω × (0, T ), (2.6)
which is in fact a generalization of (1.3). We shall supplement (2.6) with a nondisplacement
prescription on the boundary of Ω
u = 0 on ∂Ω × (0, T ), (2.7)
yielding a pure displacement boundary value problem for u, according to the terminology of [11].
However, our analysis carries over to other kinds of boundary conditions on u, like Neumann con-
ditions (pure traction problem) or mixed Dirichlet–Neumann conditions (displacement–traction
problem), see Remark 3.4.
The equation for the microscopic motions. The evolution of the phase variable χ is ruled
by an equation related to the microscopic motions which occur in the phase change. This equa-
tion as well is derived from a generalization of the principle of virtual power (cf. [14]). Let B
(a density of energy function) and H (an energy flux vector) represent the internal microscopic
forces responsible for the mechanically induced heat sources, and let us denote by Bd and Hd
their dissipative parts, and by Bnd and Hnd their nondissipative parts. Thus, using (2.1)–(2.2)
and deducing from (2.1) that the nondissipative part of the entropy flux Qnd is zero, the standard
constitutive relations yield
B = Bnd +Bd = ∂Ψ
∂χ
+ ∂Φ
∂χt
= −ϑ − ε(u)Reε(u)
2
+W ′(χ)+ χt , (2.8)
H = Hnd + Hd = Hnd = ∂Ψ
∂∇χ = ∇χ. (2.9)
Then, if the volume amount of mechanical energy provided to the domain by the external actions
(which do not involve macroscopic motions) is zero, the equation for the microscopic motions
can be written as
B − div H = 0 in Ω × (0, T ). (2.10)
With trivial computations, from (2.8)–(2.10) we derive
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t −χ +W ′(χ) = ϑ + ε(u)Reε(u)2 in Ω × (0, T ), (2.11)
generalizing (1.2). Moreover, if the surface amount of mechanical energy provided by the exter-
nal local surface actions (not involving macroscopic motions) is zero as well, then the natural
boundary condition for this equation of motion is
H · n = 0 on ∂Ω × (0, T ),
where n is the outward unit normal to ∂Ω . Thus, we obtain the homogeneous Neumann boundary
condition on χ
∂nχ = 0 on ∂Ω × (0, T ). (2.12)
The internal energy balance. Finally, the energy balance equation reads
et + div q = g + σ : ε(ut )+Bχt + H · ∇χt in Ω × (0, T ), (2.13)
where e, the (specific) internal energy, is linked to the free energy Ψ by the standard Helmholtz
relation
e = Ψ + ϑs, s = −∂Ψ
∂ϑ
, (2.14)
in which we have denoted by s the entropy of the system. On the right-hand side of (2.13) there
appears the heat source g and the mechanically induced heat sources, related to macroscopic and
microscopic stresses. The heat flux q is defined by the following constitutive relation:
q = −ϑ ∂Φ
∂∇ϑ = −∇ϑ. (2.15)
We couple (2.13) with a no-flux boundary condition on ∂Ω
q · n = 0 on ∂Ω × (0, T ). (2.16)
Using (2.14), the definition (2.1) of Ψ , and the constitutive laws (2.4), (2.8), (2.9), and (2.15),
we end up with the internal energy balance:
ϑt + χtϑ −ϑ = g + χε(ut )Rvε(ut )+ |χt |2 in Ω × (0, T ). (2.17)
Thermodynamical consistency. Let us now point out that our model complies with the Second
Principle of Thermodynamics: in fact, the following form of the Clausius–Duhem inequality
st + div
(
q
ϑ
)
− g
ϑ
 0 (2.18)
holds true. To check (2.18), it is sufficient to note that the internal energy balance (2.17) can be
expressed in terms of the entropy s in this way:
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(
st + div
(
q
ϑ
)
− g
ϑ
)
= σ d: ε(ut )+Bdχt − q
ϑ
· ∇ϑ, (2.19)
σ d being the dissipative part of the stress tensor σ . Note that the right-hand side of (2.19) turns
out to be nonnegative because (σ d,Bd,−q/ϑ) ∈ ∂Φ(ut , χ t ,∇ϑ), and Φ is convex in all of its
variables. Therefore, (2.18) ensues from the positivity of ϑ .
Now, using the small perturbation assumption (cf. [17]), we may suppose that the dissipative
heat sources in the energy balance are small with respect to the external heating g. Thus, we can
neglect the higher order dissipative terms on the right-hand side of (2.17). In this way, we derive
Eq. (1.1) for the absolute temperature ϑ . Moreover, the no-flux boundary condition (2.16) leads
to a homogeneous Neumann boundary condition on ϑ :
∂nϑ = 0 on ∂Ω × (0, T ). (2.20)
3. Main results
In the following, we shall provide a variational framework for studying system (1.1), (2.6),
(2.11), supplemented with the boundary conditions (2.7), (2.12), (2.20), and with the following
initial conditions
ϑ(0) = ϑ0 in Ω, (3.1)
χ(0) = χ0 in Ω, (3.2)
u(0) = u0, ut (0) = v0 in Ω, (3.3)
where ϑ0, χ0, u0, and v0 are suitable known initial data for the problem.
3.1. Notation
Throughout the paper, given a Banach space X, we shall denote by ‖ · ‖X its norm and by
C0w([0, T ];X) the space of weakly continuous functions with values in X; further, we shall use
the symbol X for the space X3 as well.
Hereafter, we shall suppose that Ω ⊂ RN , N = 1,2,3, is a bounded connected domain, with
Lipschitz continuous boundary ∂Ω . We shall denote by H 10 (Ω), H
2
0 (Ω), and H
2
N(Ω) the fol-
lowing spaces
H 10 (Ω) :=
{
v ∈ H 1(Ω): v = 0 on ∂Ω}, H 20 (Ω) := {v ∈ H 2(Ω): v = 0 on ∂Ω},
H 2N(Ω) :=
{
v ∈ H 2(Ω): ∂nv = 0 on ∂Ω
}
,
endowed with the norms of H 1(Ω) and H 2(Ω), respectively. Furthermore, we identify L2(Ω)
with its dual space L2(Ω)′, so that H 1(Ω) ↪→ L2(Ω) ↪→ H 1(Ω)′ with dense and continuous
embeddings. We shall use the symbols | · | and (·,·) for the norm and scalar product on L2(Ω),
while 〈·,·〉 shall stand both for the duality pairing between H 1(Ω)′ and H 1(Ω) and for the duality
between H−1(Ω) and H 1(Ω).0
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rial to be homogeneous and isotropic, so that the elasticity matrix Re in relation (2.1) may be
represented by
Reε(u) = λ tr
(
ε(u)
)
1 + 2με(u),
where λ,μ > 0 are the so-called Lamé constants and 1 is the identity matrix. In order to state
the variational formulation of the initial–boundary value problem for (1.1), (2.6), (2.11), we need
to introduce the bilinear forms related to the χ -dependent elliptic operators appearing in (2.6).
Hence, let η :Ω → [0,1] be a measurable function and let us consider the continuous bilinear
symmetric forms aη, bη :H 10 (Ω)×H 10 (Ω) →R defined by
aη(u,v) := λ
∫
Ω
η div(u)div(v)+ 2μ
3∑
i,j=1
∫
Ω
ηεij (u)εij (v) ∀u,v ∈ H 10 (Ω),
bη(u,v) :=
3∑
i,j=1
∫
Ω
ηbij εij (u)εij (v) ∀u,v ∈ H 10 (Ω), (3.4)
where (bij ) is the viscosity matrix Rv , cf. (2.2). Just for the sake of simplicity but without loss
of generality, we let bij = 1 for i, j = 1,2,3. On the other hand, as η(x) 1 for all x ∈ Ω , there
exists some positive constant Ka , only depending on λ and μ, such that∣∣aη(u,v)∣∣Ka‖u‖H 1(Ω)‖v‖H 1(Ω) ∀u,v ∈ H 10 (Ω). (3.5)
Furthermore, by Korn’s inequality (see e.g. [11, Theorem 6.3-3]), the forms aη(·,·) and bη(·,·)
are H 10 (Ω)-elliptic, i.e., there exist Ca,Cb > 0 such that for all u ∈ H 10 (Ω)
aη(u,u) inf
x∈Ω
(
η(x)
)
Ca‖u‖2H 1(Ω), (3.6)
bη(u,u) inf
x∈Ω
(
η(x)
)
Cb‖u‖2H 1(Ω). (3.7)
We shall also need the following elliptic regularity result (see e.g. [28, p. 260]): there exist con-
stants Cγ ,Cδ > 0 such that
Cγ ‖v‖H 2(Ω) 
∣∣div(ε(v))∣∣ Cδ‖v‖H 2(Ω) ∀v ∈ H 20 (Ω). (3.8)
We denote by H(η·) :H 10 (Ω) → H−1(Ω) and K(η·) :H 10 (Ω) → H−1(Ω) the operators as-
sociated with aη and bη, respectively, namely〈H(ηv),w〉= aη(v,w) and 〈K(ηv),w〉= bη(v,w) ∀v,w ∈ H 10 (Ω).
It can be checked via an approximation argument that the following regularity result holds:
if η ∈ H 2(Ω) and v ∈ H 2(Ω), then H(ηv),K(ηv) ∈ L2(Ω). (3.9)0
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with homogeneous Neumann boundary conditions, defined by
〈Au,v〉 := (∇u,∇v) ∀u,v ∈ H 1(Ω).
We denote by J the duality operator A + I :H 1(Ω) → H 1(Ω)′ (I being the identity operator);
in the sequel, we shall make use of the relations
〈Ju,u〉 = ‖u‖2
H 1(Ω) ∀u ∈ H 1(Ω),
〈
J−1v, v
〉= ‖v‖2
H 1(Ω)′ ∀v ∈ H 1(Ω)′. (3.10)
Finally, we recall here the celebrated Gagliardo–Nirenberg inequality (cf. [29, p. 125]) in a
simplified form: for all q, r ∈ [1,+∞], and for all v ∈ Lq(Ω) such that ∇v ∈ Lr(Ω), there holds
‖v‖Lp(Ω)  C‖v‖θW 1,r (Ω)‖v‖1−θLq(Ω), (3.11)
with
1
p
= θ
(
1
r
− 1
N
)
+ (1 − θ) 1
q
, 0 θ  1,
the positive constant C depending only on N,q, r, θ . We shall also make use of the continuous
Sobolev embeddings
if Ω ⊂R3, H 1(Ω) ⊂ Lp(Ω), H 2(Ω) ⊂ W 1,p(Ω) for 1 p  6, (3.12)
if Ω = (0, ) ⊂R, H 1(0, ) ⊂ L∞(0, ), H 2(0, ) ⊂ W 1,∞(0, ). (3.13)
3.2. Local existence and uniqueness results
In the sequel, we shall assume that the potential W in (1.2) is given by
W = βˆ + γˆ , (3.14)
where
γˆ ∈ C2([0,1]) and (3.15)
dom(βˆ) = [0,1], βˆ : dom(βˆ) →R is proper, l.s.c., convex, (3.16)
βˆ ∈ C1,1loc (0,1). (3.17)
We point out that the latter requirement means that for all 0 < ρ < 1, β is Lipschitz continuous
on the interval [ρ,1 − ρ].
Remark 3.1. For example, both the logarithmic function βˆ(r) = r ln(r) + (1 − r) ln(1 − r), for
r ∈ (0,1) (cf. (1.4)), and the indicator function βˆ = I[0,1] of the interval [0,1] fulfil (3.16)–(3.17),
the latter yielding that the maximal monotone operator ∂βˆ is single-valued and locally Lipschitz
continuous on (0,1). Now, the solution component χ we are going to find (see Theorem 1) shall
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shall treat both ∂βˆ and ∂W as functions β and W ′. We also set γ := γˆ ′, so that (3.14) yields
W ′ = β + γ.
We can now detail the initial–boundary value problem we are interested in.
Problem 1. Find functions ϑ,χ :Ω × [0, T ] → R and u :Ω × [0, T ] → R3 fulfilling the initial
conditions (3.1)–(3.3),
χ(x, t) ∈ dom(β) and ϑ(x, t) > 0 for a.e. (x, t) ∈ Ω × (0, T ),
and the equations
ϑt + χtϑ +Aϑ = g a.e. in Ω × (0, T ), (3.18)
χ
t +Aχ + β(χ)+ γ (χ) = ϑ + ε(u)Reε(u)2 a.e. in Ω × (0, T ), (3.19)
ut t + H
(
(1 − χ)u)+ K(χut ) = f a.e. in Ω × (0, T ). (3.20)
Our assumptions on the data are
g ∈ H 1(0, T ;L2(Ω)), g(x, t) 0 for a.e. (x, t) ∈ Ω × (0, T ), (3.21)
f ∈ L2(0, T ;L2(Ω)), (3.22)
ϑ0 ∈ H 2N(Ω) and min
x∈Ω
ϑ0(x) > 0, (3.23)
χ0 ∈ H 2N(Ω), (3.24)
u0 ∈ H 20 (Ω), v0 ∈ H 10 (Ω). (3.25)
Finally, we shall assume that the initial datum χ0 is “separated from the potential barriers”:
min
x∈Ω
χ0(x) > 0, (3.26a)
max
x∈Ω
χ0(x) < 1. (3.26b)
It follows from (3.16)–(3.17) and from (3.26a)–(3.26b) that
βˆ(χ0), β(χ0) ∈ L∞(Ω). (3.27)
Theorem 1. Assume (3.15)–(3.17) and (3.21)–(3.26b). Then, there exist T̂ ∈ (0, T ], a constant
ς > 0, and a unique triplet (ϑ,χ,u) with the regularity
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(3.28)
χ ∈ H 2(0, T̂ ;H 1(Ω)′)∩W 1,∞(0, T̂ ;L2(Ω))∩H 1(0, T̂ ;H 1(Ω))∩L∞(0, T̂ ;H 2N(Ω)),
(3.29)
u ∈ H 2(0, T̂ ;L2(Ω))∩W 1,∞(0, T̂ ;H 10 (Ω))∩H 1(0, T̂ ;H 20 (Ω)), (3.30)
solving Problem 1 on the interval (0, T̂ ), and fulfilling the inequalities
min
x∈Ω
ϑ(x, t) > 0 ∀t ∈ [0, T̂ ], (3.31)
0 < ς  χ(x, t) 1 − ς < 1 ∀(x, t) ∈ Ω × (0, T̂ ). (3.32)
Note that, by [1, Section 1.3] and [35, Lemma III.1.4], (3.28)–(3.30) yield the further regu-
larity ϑ,χ ∈ C1([0, T̂ ];L2(Ω))∩C0w([0, T̂ ];H 2N(Ω)) and u ∈ C1([0, T̂ ];H 10 (Ω)). Furthermore,
thanks to (3.9) and (3.29)–(3.30), one has that H((1−χ)u),K(χut ) ∈ L2(Ω), in agreement with
the requirement that (3.20) holds a.e. in Ω × (0, T̂ ).
Remark 3.2. In fact, it is also possible to prove (see Proposition 4.8) that the above local solution
triplet (ϑ,χ,u) depends continuously on the data g, f and on the initial data of the problem. We
shall discuss the dependence of the life-time T̂ on the initial datum χ0 in Remark 4.6 later on.
Remark 3.3. As we already mentioned in the Introduction, separation condition (3.26b) only
has a technical role. In fact, it is functional to proving that the component χ of the solution
is separated from both the potential barriers, and this is necessary in order to perform further
regularity estimates on Eqs. (3.18)–(3.19). The latter are needed to carry out the Schauder fixed
point procedure with which we shall prove Theorem 1.
Indeed, it would be possible to dispense with (3.26b) by strengthening (3.17), namely requir-
ing that
for all ρ > 0 β is a Lipschitz continuous function on [ρ,1]. (3.33)
Under the latter conditions, both the existence and the uniqueness statements of Theorem 1 can be
proved assuming the sole separation condition (3.26a) on the initial datum χ0: roughly speaking,
the idea is that (3.33) is tailored to the situation in which the component χ is only separated
from 0. Furthermore, in this framework it would not be necessary any longer to require βˆ to have
a bounded domain. We refer to Remarks 4.7 and 4.9 for further details.
Remark 3.4. The proof of our local well-posedness Theorem 1 could be carried out with suitable
modifications in the case of Neumann boundary conditions on u, as well. We would also be able
to handle the case of Neumann conditions on a portion Γ0 of ∂Ω and Dirichlet conditions on
Γ1 := ∂Ω \ Γ0 (|Γ0|, |Γ1| > 0), provided that the closures of the sets Γ0 and Γ1 do not intersect.
Indeed, without the latter geometric condition, the elliptic regularity results ensuring the (crucial)
H 20 (Ω)-regularity of u may fail to hold, see [11, Chapter VI, Section 6.3].
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Throughout this section, we take the domain Ω to be a bounded interval of R and, for sim-
plicity, we set
Ω = (0, ), for some  > 0. (3.34)
In this framework, the existence of a global solution to the initial–boundary value problem for
system (1.1), (2.6), (2.11) can be proved in the case in which β = ∂βˆ is a general multivalued
operator, whereas we obtain uniqueness only in the case in which β is single-valued. Indeed, the
basic assumptions on the potential W are (3.14)–(3.16), and the following “coercivity” condition
lim
x→0+
β0(x) = −∞, (3.35)
where for all r ∈ dom(β) β0(r) denotes the element of minimal norm in β(r). Note that (3.35)
(which corresponds to the strong coercivity condition of [18]), in fact rules out the case in which
βˆ is the indicator function of [0,1], but is fulfilled by the logarithmic potential (1.4). Further-
more, in this case we shall require the initial datum χ0 to fulfil only the one-sided separation
condition (3.26a).
We shall treat the displacement as a vectorial unknown in this one-dimensional setting as well.
Accordingly, we shall keep the notation H and K for the elliptic operators appearing in Eq. (2.6),
although their definition considerably simplifies (cf. (3.4)). Moreover, we shall continue to denote
the realization of the Laplace operator −∂2xx with homogeneous Neumann boundary conditions
by the symbol A.
For the sake of clarity, we now re-state the variational formulation of the initial–boundary
value problem for (1.1), (2.6), (2.11) in the case N = 1.
Problem 2. Find (ϑ,χ, ξ,u) with
ϑ ∈ W 1,∞(0, T ;L2(0, ))∩H 1(0, T ;H 1(0, ))∩L∞(0, T ;H 2N(0, )), (3.36)
χ ∈ W 1,∞(0, T ;L2(0, ))∩H 1(0, T ;H 1(0, ))∩L∞(0, T ;H 2N(0, )),
χ ∈ dom(β) a.e. in (0, )× (0, T ), (3.37)
ξ ∈ L∞(0, T ;L2(0, )), ξ ∈ β(χ) a.e. in (0, )× (0, T ), (3.38)
u ∈ H 2(0, T ;L2(0, ))∩W 1,∞(0, T ;H 10 (0, ))∩H 1(0, T ;H 20 (0, )), (3.39)
complying with initial conditions (3.1)–(3.3), Eqs. (3.18) and (3.20) a.e. in (0, ) × (0, T ), as
well as
χ
t +Aχ + ξ + γ (χ) = ϑ + ε(u)Reε(u)2 a.e. in (0, )× (0, T ), (3.40)
and such that
min
(x,t)∈[0,]×[0,T ]ϑ(x, t) > 0, min(x,t)∈[0,]×[0,T ]
χ(x, t) > 0. (3.41)
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tion condition (3.26a), (3.35), and that
βˆ(χ0) ∈ L1(0, ), (3.42a)
β0(χ0) ∈ L2(0, ). (3.42b)
Then, there exist δ > 0, depending on the potential W defined in (3.14) and on the initial da-
tum χ0, another constant θ∗ > 0, depending on the problem data, and a quadruple (ϑ,χ, ξ,u)
solving Problem 2, such that ϑ and χ fulfil
ϑ(x, t) θ∗ > 0 ∀(x, t) ∈ [0, ] × [0, T ], (3.43)
χ(x, t) δ > 0 ∀(x, t) ∈ [0, ] × [0, T ]. (3.44)
Suppose in addition that
β : dom(β) →R is a single-valued function complying with (3.33).
Then, the triple (ϑ,χ,u) is the unique solution to Problem 2, and χ has the further regularity
χ ∈ H 2(0, T ;H 1(0, )′). (3.45)
In fact, as in the case of system (3.18)–(3.20), under the additional assumption (3.33) the
solution triple (ϑ,χ,u) depends continuously on the initial data, on g, and on f, in the sense
specified by Proposition 4.8.
Throughout the following sections, we shall denote by the symbol C (whose meaning may
vary even within the same line) most of the positive constants occurring in the various estimates,
and we shall often neglect the constants related to Sobolev embeddings. On the other hand, we
shall use symbols like Mi, i , and Si , i = 0,1, . . . , for constants having a specific meaning.
4. Proof of Theorem 1
Strategy of the proof of Theorem 1. Following the approach of [8], we first of all tackle a
“regularized” version of system (3.18)–(3.20). Namely, using (3.26a)–(3.26b) we fix a constant
ς ∈ (0,1) such that ς  2
3
min
{
min
x∈Ω
χ0(x),1 − max
x∈Ω
χ0(x)
}
, (4.1)
and we introduce the truncation operator
Tς (r) := max{r, ς} ∀r ∈R. (4.2)
Hence, we consider the following PDE system⎧⎪⎪⎨⎪⎪⎩
ϑt + χtϑ +Aϑ = g a.e. in Ω × (0, T ),
χ
t +Aχ + β(χ)+ γ (χ) = ϑ + ε(u)Reε(u)2 a.e. in Ω × (0, T ),
u + H(T (1 − χ)u)+ K(T (χ)u )= f a.e. in Ω × (0, T ),
(4.3)
t t ς ς t
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ing out the degeneracy of the associated elliptic operator. We shall prove the existence of a
local-in-time solution to (4.3) (complying with the initial conditions (3.1)–(3.3) and enjoying the
regularity (3.28)–(3.30)), by a Schauder fixed point argument, which we briefly sketch.
For a fixed t ∈ (0, T ] (which shall be specified later on) and a fixed constant R > 0, let us
introduce the spaces
Ot :=
{
ϑ ∈ H 1(0, t;L2(Ω)): ‖ϑ‖H 1(0,t;L2(Ω)) R},
Ut :=
{
u ∈ H 1(0, t;W 1,40 (Ω)): ‖u‖H 1(0,t;W 1,40 (Ω)) R}. (4.4)
In the following, we shall construct an operator T , which maps OT̂ ×UT̂ into itself for a suitable
time 0 < T̂  T , in such a way that any fixed point of T yields a solution to the PDE system
(4.3), supplemented with (3.1)–(3.3). In Proposition 4.5 below, we shall prove that T is compact
and continuous w.r.t. the topology of H 1(0, T̂ ;L2(Ω)) × H 1(0, T̂ ;W 1,40 (Ω)). Hence, by the
Schauder theorem T admits (at least) a fixed point (ϑ,u) on OT̂ × UT̂ , whence the existence of
a solution (ϑ,χ,u) to the Cauchy problem for (4.3) on the interval [0, T̂ ].
In fact, in the proof of Proposition 4.5 we shall also show that the solution component χ
complies with the separation property (3.32). Hence, the triple (ϑ,χ,u) shall turn out to be a
local solution to (3.18)–(3.20) on [0, T̂ ]. In this way, we shall conclude the proof of the existence
statement of Theorem 1 (cf. the end of Section 4.2). Finally, our local uniqueness result is a
consequence of Proposition 4.8 later on.
4.1. Construction of the Schauder operator
First step. We consider the following initial–boundary value problem associated with
Eq. (3.19).
Problem 4.1. Given (ϑ,u) ∈ Ot ×Ut, find χ :Ω ×[0, t] →R fulfilling initial condition (3.2) and
the equation
χ
t +Aχ + β(χ)+ γ (χ) = ϑ + ε(u)Reε(u)2 a.e. in Ω × (0, t). (4.5)
Lemma 4.2. Assume (3.15)–(3.17), (3.24), (3.26a)–(3.26b). Then, there exists a constant M0 > 0,
depending on R and on the problem data, but independent of t ∈ (0, T ], such that for all (ϑ,u) ∈
Ot × Ut Problem 4.1 admits a unique solution χ ∈ W 1,∞(0, t;L2(Ω)) ∩ H 1(0, t;H 1(Ω)) ∩
L∞(0, t;H 2N(Ω)), with
‖χ‖W 1,∞(0,t;L2(Ω))∩H 1(0,t;H 1(Ω))∩L∞(0,t;H 2N (Ω)) M0. (4.6)
We now introduce the set
Xt :=
{
χ ∈ W 1,∞(0, t;L2(Ω))∩H 1(0, t;H 1(Ω))∩L∞(0, t;H 2N(Ω)):
‖χ‖ 1,∞ 2 1 1 ∞ 2 M0
}
. (4.7)W (0,t;L (Ω))∩H (0,t;H (Ω))∩L (0,t;HN(Ω))
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maps Ot × Ut into Xt for all t ∈ (0, T ].
Second step. We consider the following initial–boundary value problem associated with
Eqs. (3.18) and the truncated version of Eq. (3.20).
Problem 4.3. Given χ ∈ Xt, find ϑ :Ω × [0, t] → R and u :Ω × [0, t] → R3 fulfilling initial
conditions (3.1) and (3.3) and the equations
ϑt + χtϑ +Aϑ = g a.e. in Ω × (0, t), (4.8)
ut t + H
(
Tς(1 − χ)u
)+ K(Tς(χ)ut)= f a.e. in Ω × (0, t). (4.9)
We have the following result:
Lemma 4.4. Assume (3.21)–(3.23) and (3.25). Then, there exists a constant M1 > 0, only de-
pending on M0, on the constant ς defined in (4.1), and on the problem data, but independent
of t ∈ (0, T ], such that for all χ ∈ Xt there exists a unique solution (ϑ,u) to Problem 4.3 on
(0, t), u with the regularity (3.30) and
ϑ ∈ W 1,∞(0, t;L2(Ω))∩H 1(0, t;H 1(Ω))∩L∞(0, t;H 2N(Ω)), (4.10)
fulfilling {‖ϑ‖W 1,∞(0,t;L2(Ω))∩H 1(0,t;H 1(Ω))∩L∞(0,t;H 2N (Ω))
‖u‖H 2(0,t;L2(Ω))∩W 1,∞(0,t;H 10 (Ω))∩H 1(0,t;H 20 (Ω))
M1. (4.11)
Note that, thanks to (3.12), one has H 1(0, t;H 20 (Ω)) ⊂ H 1(0, t;W 1,40 (Ω)). Thus, we asso-
ciate with Problem 4.3 a solution operator
T2 : Xt → H 1
(
0, t;L2(Ω))×H 1(0, t;W 1,40 (Ω)),
so that the composition operator T := T2 ◦ T1 maps Ot × Ut into the above product space. The
proof of the following result is postponed to the next section, along with the proof of Lemmas 4.2
and 4.4.
Proposition 4.5. Assume (3.15)–(3.17) and (3.21)–(3.26b). Then, there exist 0 < T̂  T and two
positive constants M2 and M3, only depending on R, on ς , and on the problem data, such that:
1. For all (ϑ,u) ∈ OT̂ × UT̂ , setting χ := T1(ϑ,u), we have χ ∈ H 2(0, T̂ ;H 1(Ω)′) ∩
W 1,∞(0, T̂ ;L2(Ω))∩H 1(0, T̂ ;H 1(Ω))∩L∞(0, T̂ ;H 2N(Ω)), with
‖χ‖H 2(0,T̂ ;H 1(Ω)′)∩W 1,∞(0,T̂ ;L2(Ω))∩H 1(0,T̂ ;H 1(Ω))∩L∞(0,T̂ ;H 2N (Ω)) M2, (4.12)
and χ fulfils
0 < ς  χ(x, t) 1 − ς < 1 ∀(x, t) ∈ Ω × [0, T̂ ]. (4.13)
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‖ϑ‖H 2(0,T̂ ;H 1(Ω)′)∩W 1,∞(0,T̂ ;L2(Ω))∩H 1(0,T̂ ;H 1(Ω))∩L∞(0,T̂ ;H 2N (Ω)) M3, (4.14)
and estimate (4.11) holds for u. Further,
the operator T maps OT̂ × UT̂ into itself. (4.15)
3. T : OT̂ × UT̂ → OT̂ × UT̂ is compact and continuous with respect to the topology
of H 1(0, T̂ ;L2(Ω))×H 1(0, T̂ ;W 1,40 (Ω)).
4.2. Proofs
Throughout this section, the symbol i , i = 0,1, . . . ,12, shall denote some positive constants
depending on R, on the problem data, and possibly on the constant ς (see (4.1)) (in which case,
i explodes for ς ↓ 0).
Proof of Lemma 4.2. We notice that for every (ϑ,u) ∈ Ot × Ut the term on the right-hand side
of (4.5) (which shall be denoted as ω throughout this proof), fulfils
ω ∈ H 1(0, t;L2(Ω)). (4.16)
In particular, ω ∈ L2(0, t;L2(Ω)): therefore, thanks to [12, Lemma 3.3] (based on the theory of
maximal monotone operators in Hilbert and Banach spaces [2,10]), Problem 4.1 has a unique
solution
χ ∈ H 1(0, t;L2(Ω))∩ C0([0, t];H 1(Ω))∩L2(0, t;H 2N(Ω)). (4.17)
Further, in view of (3.15), (4.17) entails that
γ (χ) ∈ H 1(0, t;L2(Ω)). (4.18)
Since we have not been able to find any precise reference for the further regularity (3.37), we
now briefly sketch its proof. Indeed, we test (4.5) by (Aχ + β(χ))t and integrate in time (note
that at this stage such an estimate is only formal, but it can be made rigorous for example by
approximating β with its Yosida regularization). Thus, for t ∈ (0, t] we have
t∫
0
|∇χt |2 + 12
∣∣Aχ(t)+ β(χ(t))∣∣2 + t∫
0
∫
Ω
β ′(χ)|χt |2  ‖χ0‖2H 2(Ω) +
∣∣β(χ0)∣∣2 + I0, (4.19)
where, integrating by parts, we estimate
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∣∣∣∣∣
t∫
0
∫
Ω
(
ω − γ (χ))(Aχ + β(χ))
t
∣∣∣∣∣

t∫
0
∫
Ω
∣∣(ωt − γ ′(χ)χt)(Aχ + β(χ))∣∣+ ∫
Ω
∣∣(ω(t)− γ (χ(t)))(Aχ(t)+ β(χ(t)))∣∣
+
∫
Ω
∣∣(ω(0)− γ (χ0))(Aχ0 + β(χ0))∣∣
 1
4
(‖χ0‖2H 2(Ω) + ∣∣β(χ0)∣∣2 + ∣∣Aχ(t)+ β(χ(t))∣∣2)+ 2∥∥ω + γ (χ)∥∥2C0(0,t;L2(Ω))
+ 1
2
( t∫
0
∣∣Aχ + β(χ)∣∣2 + ∥∥ω + γ (χ)∥∥2
H 1(0,t;L2(Ω))
)
, (4.20)
the latter inequality following from (4.16) and (4.18). Collecting (4.19)–(4.20), recalling (3.27),
and applying the Gronwall Lemma (see, e.g., [10, Lemma A.4]), we easily deduce that there
exists a constant 0 > 0 such that
∥∥Aχ + β(χ)∥∥
L∞(0,t;L2(Ω)) + ‖χt‖L2(0,t;H 1(Ω))  0. (4.21)
Now, using the monotonicity of β we infer
∥∥Aχ + β(χ)∥∥2
L∞(0,t;L2(Ω))  ‖Aχ‖2L∞(0,t;L2(Ω)) +
∥∥β(χ)∥∥2
L∞(0,t;L2(Ω)), (4.22)
so that (4.21) and well-known elliptic regularity results yield an estimate for χ in the space
L∞(0, t;H 2N(Ω)). Moreover, from (4.19) we get a bound for ‖χt‖L2(0,t;H 1(Ω)). Finally, by a
comparison in (4.5) we estimate ‖χt‖L∞(0,t;L2(Ω)), and (4.6) ensues. 
Proof of Lemma 4.4. Since Eqs. (4.8) and (4.9) are not coupled, we shall tackle them separately.
Analysis of (4.9). The well-posedness on a generic interval (0, t) of the Cauchy problem
for (4.9) has already been proved in [8, Lemma 3.4], where, however, the authors considered
the case of a scalar displacement u for the sake of simplicity. Hence, we shall adapt some of
the computations of [8, Lemma 3.4] to the present vectorial case. As pointed out in [8], for any
χ ∈ Xt existence and uniqueness of a solution u to the Cauchy problem for (4.9), with the regular-
ity (3.30), follows from standard well-posedness results for parabolic equations. Indeed, the key
point is that, thanks to (3.6)–(3.7), all the operators H(Tς (1 −χ(t))·),K(Tς (χ(t))·) :H 10 (Ω) →
H−1(Ω) are elliptic, uniformly w.r.t. t ∈ [0, t]. Then, in order to prove (4.11), we first test (4.9)
by ut and integrate over the interval (0, t). Exploiting (3.5) and (3.7), and recalling (3.22), with
elementary computations we find
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2
∣∣ut (t)∣∣2 + ςCb t∫
0
‖ut‖2H 1(Ω) 
1
2
|v0|2 + ςCb4
t∫
0
‖ut‖2H 1(Ω)
+ K
2
a
ςCb
t∫
0
‖u‖2
H 1(Ω) +
1
2
‖f‖2
L2(0,T ;L2(Ω))
+ 1
2
‖ut‖2L2(0,T ;L2(Ω)). (4.23)
We note that
t∫
0
∥∥u(s)∥∥2
H 1(Ω) ds  2T
(
‖u0‖2H 1(Ω) +
t∫
0
( s∫
0
∥∥ut (r)∥∥2H 1(Ω) dr
)
ds
)
. (4.24)
Thus, applying the Gronwall Lemma we deduce that there exists 1 > 0 such that
‖ut‖L∞(0,t;L2(Ω))∩L2(0,t;H 10 (Ω))  1. (4.25)
Next, we multiply (4.9) by −div(ε(ut )) and integrate in time. Formal computations (which could
be made rigorous by suitably regularizing the test function) yield for all t ∈ (0, t)
−
t∫
0
∫
Ω
ut t · div
(
ε(ut )
)= 1
2
∣∣ε(ut (t))∣∣2 − 12 ∣∣ε(v0)∣∣2, (4.26)
−
t∫
0
∫
Ω
H(Tς(1 − χ)u) · div(ε(ut ))= I1 + I2, (4.27)
where ( stands for the vectorial Laplace operator, too)
|I1| =
∣∣∣∣∣λ
t∫
0
∫
Ω
Tς(1 − χ)(ut ) · ∇
(
div(u)
)+ 2μ t∫
0
∫
Ω
Tς(1 − χ)div
(
ε(ut )
) · div(ε(u))∣∣∣∣∣
 C
t∫
0
‖ut‖H 2(Ω)‖u‖H 2(Ω)  C
t∫
0
‖u‖2
H 2(Ω) +
ςC2γ
8
t∫
0
‖ut‖2H 2(Ω) (4.28)
thanks to (3.8), and
|I2| =
∣∣∣∣∣λ
t∫ ∫
div(u)∇(Tς(1 − χ)) ·(ut )+ 2μ t∫ ∫ div(ε(ut )) · ε(u)∇(Tς(1 − χ))
∣∣∣∣∣
0 Ω 0 Ω
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t∫
0
‖ut‖H 2(Ω)‖∇χ‖L3(Ω)
(∥∥div(u)∥∥
L6(Ω) +
∥∥ε(u)∥∥
L6(Ω)
)
 C
t∫
0
‖ut‖H 2(Ω)‖u‖H 2(Ω)‖χ‖H 2(Ω)  CM20
t∫
0
‖u‖2
H 2(Ω) +
ςC2γ
8
t∫
0
‖ut‖2H 2(Ω). (4.29)
The latter estimate as well follows from (3.8), from the fact that χ ∈ Xt, and from the continuous
embedding (3.12). Furthermore, we have
−
t∫
0
∫
Ω
K(Tς(χ)ut) · div(ε(ut ))= I3 + I4, (4.30)
where, again by (3.8),
I3 =
t∫
0
∫
Ω
Tς(χ)div
(
ε(ut )
) · div(ε(ut ))
 ς
t∫
0
∣∣div(ε(ut ))∣∣2  ςC2γ t∫
0
‖ut‖2H 2(Ω), (4.31)
|I4| =
∣∣∣∣∣
t∫
0
∫
Ω
div
(
ε(ut )
) · ε(ut )∇(Tς(χ))
∣∣∣∣∣

t∫
0
∫
Ω
∣∣div(ε(ut ))∣∣∣∣ε(ut )∣∣1/2∣∣ε(ut )∣∣1/2∣∣∇(Tς(χ))∣∣

ςC2γ
8
t∫
0
‖ut‖2H 2(Ω) +C
t∫
0
∥∥ε(ut )∥∥L6(Ω)∣∣ε(ut )∣∣‖∇χ‖2L6(Ω)

ςC2γ
4
t∫
0
‖ut‖2H 2(Ω) +CM40
t∫
0
∣∣ε(ut )∣∣2. (4.32)
Finally,
−
t∫
0
∫
Ω
f · div(ε(ut )) C‖f‖2L2(0,T ;L2(Ω)) + ςC2γ4
t∫
0
‖ut‖2H 2(Ω). (4.33)
We add (4.26)–(4.33), estimate the integral terms containing ‖u‖2
H 2(Ω)
in the same way as
in (4.24), and apply the Gronwall Lemma to conclude that
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for some positive constant 2. The remaining estimate for ut t in the space L2(0, t;L2(Ω)) easily
follows by comparison, and (4.11) ensues.
Analysis of (4.8). As for Eq. (4.8), using that χt ∈ L2(0, t;H 1(Ω)) one checks that the as-
sumptions of [1, Theorem 3.2] are satisfied, hence there exists a unique function
ϑ ∈ H 1(0, t;H 1(Ω)′)∩ C0([0, t];L2(Ω))∩L2(0, t;H 1(Ω)),
with ‖ϑ‖H 1(0,t;H 1(Ω)′)∩C0([0,t];L2(Ω))∩L2(0,t;H 1(Ω))  3 (4.35)
for some 3 > 0, fulfilling (a suitably weak formulation of) Eq. (4.8), supplemented with the
initial condition (3.1). The further regularity (4.10) of ϑ may be inferred by testing (4.8) by ϑt
and integrating in time (this formal estimate may be made rigorous on a suitable regularization
scheme). Hence, we easily deduce
t∫
0
|ϑt |2 + 12
∣∣∇ϑ(t)∣∣2  1
2
|∇ϑ0|2 +
t∫
0
|g|2 + 1
4
t∫
0
|ϑt |2 +
t∫
0
‖χt‖L6(Ω)‖ϑ‖L3(Ω)|ϑt |
 ‖ϑ0‖2H 1(Ω) + ‖g‖2L2(0,T ;L2(Ω))
+ 1
2
t∫
0
|ϑt |2 +
t∫
0
‖χt‖2L6(Ω)|∇ϑ |2 +
t∫
0
‖χt‖2L6(Ω)|ϑ |2,
where we have also used (3.12). Recalling (4.35) and applying the Gronwall Lemma, we obtain
that there exists 4 > 0 such that
‖ϑ‖H 1(0,t;L2(Ω))∩L∞(0,t;H 1(Ω))  4. (4.36)
Then, it is not difficult to see that χtϑ ∈ L2(0, t;L2(Ω)). By comparison, we deduce an estimate
for Aϑ in the same space, yielding by standard elliptic regularity results that
‖ϑ‖L2(0,t;H 2N (Ω))  5. (4.37)
We may now test (4.8) by Aϑt (again, the following computations may be made rigorous by a
regularization procedure) and integrate in time, thus obtaining
t∫
0
‖ϑt‖2H 1(Ω) +
1
2
∣∣Aϑ(t)∣∣2  1
2
‖ϑ0‖2H 2(Ω) +
t∫
0
|ϑt |2 + I5 + I6 + I7, (4.38)
where with an easy integration by parts we estimate
I5 =
∣∣∣∣∣
t∫
gAϑt
∣∣∣∣∣
∣∣∣∣∣
t∫
gtAϑ
∣∣∣∣∣+
∣∣∣∣ ∫ g(t)Aϑ(t)∣∣∣∣+ ∣∣∣∣ ∫ g(0)Aϑ(0)∣∣∣∣0 0 Ω Ω
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1
2
t∫
0
‖ϑ‖2
H 2(Ω) +
1
4
∣∣Aϑ(t)∣∣2 (4.39)
while, recalling the continuous embedding (3.12), we have
I6 =
∣∣∣∣∣
t∫
0
∫
Ω
∇ϑχt∇ϑt
∣∣∣∣∣
t∫
0
‖∇ϑ‖L6(Ω)‖χt‖L3(Ω)|∇ϑt |

t∫
0
‖χt‖2H 1(Ω)‖ϑ‖2H 2(Ω) +
1
4
t∫
0
‖ϑt‖2H 1(Ω) (4.40)
and, finally, again due to (3.12)
I7 =
∣∣∣∣∣
t∫
0
∫
Ω
ϑ∇χt∇ϑt
∣∣∣∣∣
t∫
0
‖ϑ‖L∞(Ω)|∇χt ||∇ϑt |

t∫
0
‖χt‖2H 1(Ω)‖ϑ‖2H 2(Ω) +
1
4
t∫
0
‖ϑt‖2H 1(Ω). (4.41)
Then, collecting (4.38)–(4.41), exploiting (3.21), the previous estimates (4.36)–(4.37), and
the fact that ‖χt‖L2(0,t;H 1(Ω))  M0, upon an application of the Gronwall Lemma we con-
clude an estimate for ϑ in H 1(0, t;H 1(Ω)) ∩ L∞(0, t;H 10 (Ω)), which in turn yields that
‖χtϑ‖L∞(0,t;L2(Ω))  C. Then, arguing by comparison in (4.8), we conclude that
‖ϑt‖L∞(0,t;L2(Ω))  C, whence the desired (4.11). 
Proof of Proposition 4.5.
Proof of Claim 1. As a first step, we show that there exists a time 0 < T  T for which (4.13)
holds by repeating the argument devised in the proof of [8, Theorem 2.2]. Namely, we note that
for all t ∈ (0, T ] and for all χ ∈ T1(Ot × Ut)∥∥χ(t)− χ0∥∥H 2(Ω) M0 + ‖χ0‖H 2(Ω) ∀t ∈ [0, t],∥∥χ(t)− χ0∥∥H 1(Ω)  t1/2‖∂tχ‖L2(0,T ;H 1(Ω)) M0t1/2 ∀t ∈ [0, t].
Combining this with the interpolation estimate ‖v‖L∞(Ω)  C‖v‖2/3H 2(Ω)‖v‖
1/3
H 1(Ω)
(see (3.11)),
we find ∥∥χ(t)− χ0∥∥L∞(Ω)  6(M0 + ‖χ0‖H 2(Ω))2/3M1/30 t1/6
for some suitable positive constant 6. Hence, there exists some 0 < T  T for which∥∥χ(t)− χ0∥∥ ∞  ς ∀t ∈ [0, T ], (4.42)L (Ω) 2
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and (4.13), we infer that there exists a positive constant 7 such that
∥∥β ′(χ)+ γ ′(χ)∥∥
L∞(Ω×(0,T ))  7. (4.43)
From now on, we perform some formal estimates, which again may be rigorously devised on a
suitable regularization scheme. Indeed, we differentiate (4.5), test it by J−1(χtt ), and integrate
in time. Elementary computations and (3.10) then yield
t∫
0
‖χtt‖2H 1(Ω)′  I8 + I9 + I10 + I11, (4.44)
where, in view of (4.6) and (4.43), we have
I8 =
∣∣∣∣∣
t∫
0
∫
Ω
∇χt∇J−1(χtt )
∣∣∣∣∣ ‖χt‖2L2(0,T ;H 1(Ω)) + 14‖χtt‖2L2(0,t;H 1(Ω)′)
M20 +
1
4
‖χtt‖2L2(0,t;H 1(Ω)′), (4.45)
I9 =
∣∣∣∣∣
t∫
0
∫
Ω
(
β ′(χ)+ γ ′(χ))χtJ−1(χtt )
∣∣∣∣∣

∥∥β ′(χ)+ γ ′(χ)∥∥
L∞(Ω×(0,t))
∥∥J−1(χtt )∥∥L2(0,t;L2(Ω))‖χt‖L2(0,t;L2(Ω))
 1
4
‖χtt‖2L2(0,t;H 1(Ω)′) + 27‖χt‖2L2(0,t;L2(Ω)), (4.46)
I10 =
∣∣∣∣∣
t∫
0
∫
Ω
ϑtJ
−1(χtt )
∣∣∣∣∣ 18‖χtt‖2L2(0,t;H 1(Ω)′) + 2R2, (4.47)
I11 =
∣∣∣∣∣
t∫
0
∫
Ω
ε(ut )Reε(u)J−1(χtt )
∣∣∣∣∣
 C
∥∥ε(u)∥∥
L∞(0,t;L4(Ω))
∥∥ε(ut )∥∥L2(0,t;L4(Ω))‖χtt‖L2(0,t;H 1(Ω)′)
 1
8
‖χtt‖2L2(0,t;H 1(Ω)′) +CR4. (4.48)
Collecting (4.44)–(4.48), we conclude that
‖χ‖H 2(0,T ;H 1(Ω)′)  8. (4.49)
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perform on Eq. (4.8) the same (formal) regularity estimates we have just developed on (4.5).
Namely, we differentiate (4.8), test it by J−1(ϑtt ), and integrate in time. Now, it can be readily
checked that∥∥∂t (ϑχt )∥∥H 1(Ω)′  ‖ϑtχt‖H 1(Ω)′ + ‖ϑχtt‖H 1(Ω)′
 C‖ϑt‖L3(Ω)|χt | +C‖χtt‖H 1(Ω)′
(‖ϑ‖L∞(Ω) + ‖∇ϑ‖L4(Ω)). (4.50)
Hence, from the previous estimates we deduce that ∂t (ϑχt ) ∈ L2(0, T ;H 1(Ω)′). Therefore,
arguing in the same way as throughout (4.44)–(4.48), exploiting (3.21) as well as estimates (4.11)
and (4.12), we easily get
‖ϑ‖H 2(0,T ;H 1(Ω)′)  9, (4.51)
thus concluding (4.14). Now, in order to prove (4.15), we notice that
‖ϑ‖H 1(0,t;L2(Ω))  t1/2‖ϑ‖W 1,∞(0,t;L2(Ω))  t1/2M3 ∀t ∈ [0, T ]. (4.52)
On the other hand, arguing as in [8], we exploit the Gagliardo–Nirenberg inequality (cf. (3.11))
to deduce from (4.11) that
‖ut‖L8/3(0,T ;W 1,40 (Ω))  11. (4.53)
Thus, by using Hölder inequality and again (4.11), we conclude that there exists some 12 > 0
such that
‖u‖
H 1(0,t;W 1,40 (Ω))  t
1/412 ∀t ∈ [0, T ]. (4.54)
Then, (4.52) and (4.54) entail that
∃0 < T̂  T s.t. ∥∥T (ϑ,u)∥∥
H 1(0,T̂ ;L2(Ω))×H 1(0,T̂ ;W 1,40 (Ω)) R ∀(ϑ,u) ∈ OT̂ × UT̂ .
(4.55)
Proof of Claim 3. It follows from estimates (4.11), (4.14), and from [33, Theorem 4, Corol-
lary 5] that T is a compact operator with respect to the topology of the space
H 1
(
0, T̂ ;L2(Ω))×H 1(0, T̂ ;W 1,40 (Ω)).
In order to show that T is continuous, we fix a sequence{
(ϑn,un)
}
strongly converging to (ϑ,u) in H 1
(
0, T̂ ;L2(Ω))×H 1(0, T̂ ;W 1,40 (Ω)), (4.56)
and we let χn := T1(ϑn,un) for all n ∈ N. Hence, we deduce from estimate (4.12) that the
sequence {χn} is bounded in H 2(0, T̂ ;H 1(Ω)′) ∩ W 1,∞(0, T̂ ;L2(Ω)) ∩ H 1(0, T̂ ;H 1(Ω)) ∩
L∞(0, T̂ ;H 2 (Ω)). Furthermore, by (4.13) we haveN
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which implies, thanks to (3.17), that the sequence {β(χn)} is bounded in L2(0, T̂ ;L2(Ω)). Again
using [33, Theorem 4, Corollary 5] and the Ascoli–Arzelà compactness theorem, we obtain that
there exist a subsequence, which we do not relabel, and a function χ such that the following
convergences hold as n ↑ ∞ for all 1 p < ∞ and for all ρ > 0
χ
n → χ in C1
(
0, T̂ ;H 1(Ω)′)∩ C0(0, T̂ ;H 2−ρ(Ω)),
χ
n → χ in W 1,p
(
0, T̂ ;L2(Ω))∩H 1(0, T̂ ;H 1−ρ(Ω))∩Lp(0, T̂ ;H 2N(Ω)),
χ
n ⇀
∗ χ in H 2
(
0, T̂ ;H 1(Ω)′)∩W 1,∞(0, T̂ ;L2(Ω))∩H 1(0, T̂ ;H 1(Ω))
∩L∞(0, T̂ ;H 2N(Ω)). (4.57)
Hence, χ fulfils the initial condition (3.2) and the separation property (3.32). Furthermore, by the
strong-weak closedness of the maximal monotone operator induced by β on L2(0, T̂ ;L2(Ω)),
we also conclude that, along the same subsequence,
β(χn)⇀ β(χ) in L2
(
0, T̂ ;L2(Ω)). (4.58)
Using (4.56)–(4.58), it is easy to pass to the limit in Eq. (4.5) and conclude that
χ = T1(ϑ,u).
Therefore, we infer that convergences (4.57) and (4.58) hold along the whole sequence {χn}.
We now consider the sequence (ϑn,un) := T2(χn) = T (ϑn,un). In view of estimates (4.11)
and (4.14), of [33, Theorem 4, Corollary 5], and of the Ascoli theorem, we deduce that there
exist suitable subsequences (which we do not relabel) of {ϑn} and {un} and two limit functions
ϑ and u such that for all 1 p < ∞ and for all ρ > 0
un → u in H 1
(
0, T̂ ;H 2−ρ(Ω))∩W 1,p(0, T̂ ;H 1(Ω))∩ C1(0, T̂ ;H 1−ρ(Ω)),
un ⇀
∗ u in H 2
(
0, T̂ ;L2(Ω))∩W 1,∞(0, T̂ ;H 1(Ω))∩H 1(0, T̂ ;H 20 (Ω)), (4.59)
while for {ϑn} and ϑ the same convergences as in (4.57) hold true. In particular, un → u in
H 1(0, T̂ ;W 1,40 (Ω)), whence
(ϑn,un) → (ϑ,u) in H 1
(
0, T̂ ;L2(Ω))×H 1(0, T̂ ;W 1,40 (Ω)). (4.60)
It follows from (4.59) that u complies with the initial condition (3.3). Combining (4.57) and
(4.59) and arguing in the same way as in the proof of [8, Theorem 3.5], we infer that the pair
(u, χ) satisfies Eq. (4.9) on Ω × (0, T̂ ). In the same way, convergences (4.57) for {χn} and {ϑn}
(yielding, in particular, that ϑn∂tχn → ϑ∂tχ in L2(0, T̂ ;L2(Ω))), enable to conclude that (ϑ,χ)
fulfils (4.8) on Ω × (0, T̂ ), and that ϑ complies with the initial condition (3.1). In the end, we
deduce that
(ϑ,u) = T2(χ) = T (ϑ,u),
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T is continuous. 
Remark 4.6. It follows from the calculations developed in the proofs of Lemmas 4.2, 4.4, and
Proposition 4.5 that the life-time T̂ specified by (4.55) tends to 0 when the separation inequal-
ity (4.1) degenerates (indeed, constants 1, 2, 7–9, and 12 explode as ς ↓ 0). On the other
hand, with a simple argument one verifies that for any Υ > 0 and for any H 2(Ω)-ball of “sepa-
rated” data
XΥ =
{
χ ∈ H 2(Ω): ‖χ‖H 2(Ω)  Υ, min
x∈Ω
χ(x) > 0, max
x∈Ω
χ(x) < 1
}
,
there exists a constant ςΥ ∈ (0,1) such that
ςΥ 
2
3
min
{
min
x∈Ω
χ(x),1 − max
x∈Ω
χ(x)
}
∀χ ∈ XΥ ,
i.e. (4.1) holds uniformly in XΥ . Now, letting the initial datum χ0 vary in the set XΥ , in view of
the above calculations one finds a lower bound for the life-time T̂ in terms of ςΥ .
Conclusion of the proof of local existence. It follows from Proposition 4.5 and from the
Schauder fixed point theorem that T has a fixed point (ϑ,u) in OT̂ × UT̂ . Hence, setting
χ := T1(ϑ,u), the triplet (ϑ,χ,u) is, by construction, a solution of the Cauchy problem associ-
ated with the truncated system (4.3), enjoying the regularity (3.28)–(3.30). Furthermore, since χ
fulfils the separation property (4.13), (ϑ,χ,u) is in fact a solution of Problem 1.
In the end, we prove the positivity estimate (3.31) for any solution (ϑ,χ,u) of Problem 1 in
the spaces (3.28)–(3.30). To this aim, we first show that
ϑ(x, t) 0 for all (x, t) ∈ Ω × [0, T̂ ]. (4.61)
Indeed, we test (3.18) by −(ϑ)− ((·)− denoting the negative part) and integrate in time. With
trivial computations we get
1
2
∣∣ϑ−(t)∣∣2 + t∫
0
∣∣∇ϑ−∣∣2  1
2
∣∣ϑ−0 ∣∣2 −
t∫
0
∫
Ω
gϑ− +
t∫
0
∫
Ω
ϑ−χtϑ−
 I12 :=
t∫
0
|χt |
∥∥ϑ−∥∥
L3(Ω)
∥∥ϑ−∥∥
L6(Ω), (4.62)
where the second inequality follows from the positivity of g and from the fact that ϑ−0 (x) = 0
for all x ∈ Ω (cf. (3.21) and (3.23)). Using that (see, e.g., [24, Lemma 5.1, p. 58])
∀ε > 0 ∃Cε > 0
∥∥ϑ−∥∥
L3(Ω)  ε
∥∥ϑ−∥∥
H 1(Ω) +Cε
∣∣ϑ−∣∣,
we conclude that
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t∫
0
∥∥ϑ−∥∥
L3(Ω)
∥∥ϑ−∥∥
L6(Ω)
 1
4
t∫
0
∥∥ϑ−∥∥2
H 1(Ω) +C
t∫
0
∣∣ϑ−∣∣2  1
4
t∫
0
∣∣∇ϑ−∣∣2 +C t∫
0
∣∣ϑ−∣∣2. (4.63)
Combining (4.62) and (4.63) and applying the Gronwall Lemma we infer (4.61).
Now, following [32, Section 4] (see also [5, Section 3]), for any h > 0 we set ϑh := max{ϑ,h},
test (3.18) by −ϑ−2h and integrate in time. Noting that⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
−
t∫
0
∫
Ω
ϑtϑ
−2
h =
∫
Ω
ϑ−1h (t)−
∫
Ω
ϑ−1h (0),
−
t∫
0
∫
Ω
∇ϑ · ∇(ϑ−2h )= 8
t∫
0
∣∣∇ϑ−1/2h ∣∣2
(see [32] for details) we obtain
∫
Ω
ϑ−1h (t)+ 8
t∫
0
∣∣∇ϑ−1/2h ∣∣2  ∫
Ω
ϑ−1h (0)−
t∫
0
∫
Ω
gϑ−2h +
t∫
0
∫
Ω
ϑχtϑ
−2
h 
∫
Ω
ϑ−10 + I13,
(4.64)
the second inequality following from the fact that 0 < ϑ0(x) ϑh(x,0) for all x ∈ Ω . Now, since
0 ϑ(x, t) ϑh(x, t) ∀(x, t) ∈ Ω × [0, T̂ ],
we estimate
I13 =
∣∣∣∣∣
t∫
0
∫
Ω
ϑχtϑ
−2
h
∣∣∣∣∣
t∫
0
∫
Ω
ϑ |χt |ϑ−2h 
t∫
0
∫
Ω
|χt |ϑ−1h

t∫
0
‖χt‖L4(Ω)
∥∥ϑ−1/2h ∥∥L4(Ω)∣∣ϑ−1/2h ∣∣ C
t∫
0
(‖χt‖2H 1(Ω) + 1)∣∣ϑ−1/2h ∣∣2 + 4
t∫
0
∣∣∇ϑ−1/2h ∣∣2.
(4.65)
Hence, we combine (4.64) and (4.65) and apply the Gronwall Lemma: recalling the regular-
ity (3.29) for χ and the positivity assumption (3.23) on ϑ0, we conclude that there exists a
constant C, independent of h, such that∥∥ϑ−1∥∥ ∞ ̂ 1  C. (4.66)h L (0,T ;L (Ω))
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ϑ−1 as well, whence
ϑ(x, t) > 0 for all (x, t) ∈ Ω × [0, T̂ ].
Since for all t ∈ [0, T̂ ] we have ϑ(t) ∈ H 2N(Ω) ⊂ C0(Ω), (3.31) follows.
Remark 4.7. Let us highlight that the double separation condition (3.26a)–(3.26b) on χ0 has
been fully exploited to deduce the “two-sided” separation inequality (3.32), which has on the
other hand enabled us to prove the crucial estimate (4.43). The latter is indeed the key ingredient
for obtaining (4.49), whence the enhanced regularity estimates (4.51) for ϑ , needed for carrying
out the fixed point procedure.
These considerations point to the essentially technical character of separation condi-
tion (3.26b). In fact, as mentioned in Remark 3.3, we could do without it if we replaced (3.17)
by (3.33). In that case, exploiting (4.42) and (3.26a) we would deduce only the “one-sided”
separation inequality
χ(x, t) ς > 0 ∀(x, t) ∈ Ω × [0, T̂ ], (4.67)
which, combined with (3.33), would still guarantee (4.43) and thus lead to (4.51). A close ex-
amination of the above proofs also show that, within this frame, it is not necessary to have
an upper constraint on the values of the χ component of the solution, and we can allow
dom(βˆ) = (0,+∞).
4.3. Local uniqueness
We may finally state our continuous dependence result for Problem 1.
Proposition 4.8. Under assumptions (3.15)–(3.17), let (gi, fi , ϑi0, χi0,ui0,vi0), i = 1,2, be two
sets of data for Problem 1, complying with (3.21)–(3.25), and, accordingly, let (ϑi,χi,ui ),
i = 1,2, be two associated solution triplets on some interval (0, t), t ∈ (0, T ], such that the func-
tions ui , i = 1,2, enjoy the regularity (3.30) and (ϑi,χi) fulfil{
ϑi ∈ H 1
(
0, t;L2(Ω))∩L∞(0, t;H 1(Ω))∩L2(0, t;H 2N(Ω)),
χ
i ∈ H 1
(
0, t;H 1(Ω))∩L∞(0, t;H 2N(Ω)), i = 1,2. (4.68)
Further, suppose that for some ν > 0
0 < ν  χi(x, t) 1 − ν ∀(x, t) ∈ Ω × [0, t] for i = 1,2. (4.69)
Set
M4 := max
{‖χi‖H 1(0,t;H 1(Ω)) + ‖ui‖H 1(0,t;H 20 (Ω)) + ‖ϑi‖L2(0,t;H 2N (Ω))}.i=1,2
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‖u1 − u2‖W 1,∞(0,t;L2(Ω))∩H 1(0,t;H 1(Ω)) + ‖χ1 − χ2‖H 1(0,t;L2(Ω))∩L∞(0,t;H 1(Ω))
+ ‖ϑ1 − ϑ2‖L∞(0,t;L2(Ω))∩L2(0,t;H 1(Ω))
 S0
(∥∥u10 − u20∥∥H 1(Ω) + ∣∣v10 − v20∣∣+ ∥∥χ10 − χ20∥∥H 1(Ω) + ∣∣ϑ10 − ϑ20 ∣∣
+ ‖f1 − f2‖L2(0,T ;H−1(Ω)) + ‖g1 − g2‖L2(0,T ;H 1(Ω)′)
)
. (4.70)
Note that this continuous dependence result holds under regularity requirements on (ϑ,χ)
which are weaker than (3.28)–(3.29).
Remark 4.9. It will be clear from the proof below that the continuous dependence estimate (4.70)
also holds in the case in which the functions χ1 and χ2 only comply with the “one-sided” in-
equality (4.67), provided that β fulfils the Lipschitz continuity condition (3.33).
Proof of Proposition 4.8. Since some of the computations we are going to develop are similar
to the ones contained in the proof of [8, Theorem 2.4], we do not detail all of them, referring to
[8] for details. Let (ϑi,χi,ui ), i = 1,2, be two solution triplets like in the above statement and
set (ϑ,χ,u) := (ϑ1 −ϑ2, χ1 −χ2,u1 − u2). Clearly, the triplet (ϑ,χ,u) fulfils a.e. in Ω × (0, t)
ϑt + ∂tχ1ϑ + χtϑ2 +Aϑ = g1 − g2, (4.71)
χ
t +Aχ + β(χ1)− β(χ2)+ γ (χ1)− γ (χ2) = ϑ + ε(u1)Reε(u1)2 −
ε(u2)Reε(u2)
2
, (4.72)
ut t + H
(
(1 − χ1)u
)− H(χu2)+ K(χ1ut )+ K(χ∂tu2) = f1 − f2. (4.73)
Now, we test (4.73) by ut and integrate in time. Recalling (4.69) and (3.7), it is not difficult to
infer
1
2
∣∣ut (t)∣∣2 +Cbν t∫
0
‖ut‖2H 1(Ω) 
1
2
∣∣v10 − v20∣∣2 + t∫
0
‖f1 − f2‖H−1(Ω)‖ut‖H 1(Ω) + I14 + I15,
(4.74)
where, also exploiting (3.12),
I14 = −
t∫
0
〈H((1 − χ1)u),ut 〉 C t∫
0
‖1 − χ1‖L∞(Ω) ‖u‖H 1(Ω)‖ut‖H 1(Ω)
 Cbν
4
t∫
‖ut‖2H 1(Ω) +C
t∫
‖u‖2
H 1(Ω), (4.75)
0 0
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t∫
0
〈H(χu2)− K(χ∂tu2),ut 〉
 C
t∫
0
(‖u2‖W 1,4(Ω) + ‖∂tu2‖W 1,4(Ω))‖χ‖L4(Ω)‖ut‖H 1(Ω)
 Cbν
4
t∫
0
‖ut‖2H 1(Ω) +C
t∫
0
(‖u2‖H 2(Ω) + ‖∂tu2‖H 2(Ω))2‖χ‖2H 1(Ω). (4.76)
Noting that (cf. with (4.24))
∥∥u(t)∥∥2
H 1(Ω)  2
∥∥u10 − u20∥∥2H 1(Ω) + 2t
t∫
0
∥∥ut (r)∥∥2H 1(Ω) dr, (4.77)
we obtain from (4.74)–(4.76), also recalling Korn’s inequality, that
1
2
∣∣ut (t)∣∣2 + Cbν2
t∫
0
‖ut‖2H 1(Ω)
 1
2
∣∣v10 − v20∣∣2 +C‖f1 − f2‖2L2(0,T ;H−1(Ω))
+ Cbν
4
t∫
0
‖ut‖2H 1(Ω) +C
∥∥u10 − u20∥∥2H 1(Ω) +C
t∫
0
( s∫
0
∥∥ut (r)∥∥2H 1(Ω) dr
)
ds
+C
t∫
0
(‖u2‖H 2(Ω) + ‖∂tu2‖H 2(Ω))2‖χ‖2H 1(Ω). (4.78)
Next, we test (4.72) by χt and integrate the resulting equation in time. With elementary com-
putations, also taking into account the Lipschitz continuity of γ , as well as (4.69) and the local
Lipschitz continuity of β , we get
t∫
0
|χt |2 + 12
∥∥χ(t)∥∥2
H 1(Ω) 
1
2
∥∥χ10 − χ20∥∥2H 1(Ω) +
t∫
0
|ϑ |2 + 3
4
t∫
0
|χt |2 +C
t∫
0
|χ |2 + I16,
with
I16 :=
t∫ ∫ (
ε(u1)Reε(u1)
2
− ε(u2)Reε(u2)
2
)
χ
t0 Ω
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t∫
0
∫
Ω
(
ε(∂tu1)− ε(∂tu2)
)Reε(u1)χ − t∫
0
∫
Ω
ε(∂tu2)Re
(
ε(u1)− ε(u2)
)
χ
+
∫
Ω
ε(u1(t))− ε(u2(t))
2
Reε
(
u1(t)
)
χ(t)+
∫
Ω
ε
(
u2(t)
)Re ε(u1(t))− ε(u2(t))2 χ(t)
−
∫
Ω
ε(u10)− ε(u20)
2
Reε
(
u10
)(
χ10 − χ20
)− ∫
Ω
ε
(
u20
)Re ε(u10)− ε(u20)2 (χ10 − χ20)
 1
2
t∫
0
‖ut‖2H 1(Ω) +
1
2
t∫
0
‖u‖2
H 1(Ω) +C
t∫
0
(∥∥ε(u1)∥∥2H 1(Ω) + ∥∥ε(∂tu2)∥∥2H 1(Ω))‖χ‖2H 1(Ω)
+ 1
4
∥∥χ(t)∥∥2
H 1(Ω) +C
(∥∥ε(u1)∥∥2L∞(0,t;H 1(Ω)) + ∥∥ε(u2)∥∥2L∞(0,t;H 1(Ω)))∥∥u(t)∥∥2H 1(Ω)
+C(∥∥χ10 − χ20∥∥2H 1(Ω) + ∥∥u10 − u20∥∥2H 1(Ω)),
where the second equality follows from integration by parts and simple algebraic manipulations.
Therefore, estimating the terms containing ‖u‖2
H 1(Ω)
by means of (4.77), we end up with
t∫
0
|χt |2 +
∥∥χ(t)∥∥2
H 1(Ω)  C
(∥∥χ10 − χ20∥∥2H 1(Ω) + ∥∥u10 − u20∥∥2H 1(Ω) +
t∫
0
|ϑ |2 +
t∫
0
|χ |2
+
t∫
0
(∥∥ε(u1)∥∥2H 1(Ω) + ∥∥ε(∂tu2)∥∥2H 1(Ω))‖χ‖2H 1(Ω)
+
t∫
0
‖ut‖2H 1(Ω) +
t∫
0
s∫
0
∥∥ut (r)∥∥2H 1(Ω) dr ds
)
, (4.79)
where the constant C depends on M4 as well. Finally, we test (4.71) by ϑ . Integrating in time,
we get
1
2
∣∣ϑ(t)∣∣2 + t∫
0
|∇ϑ |2  1
2
∣∣ϑ10 − ϑ20 ∣∣2 +
t∫
0
‖g1 − g2‖H 1(Ω)′ ‖ϑ‖H 1(Ω)
+
t∫
0
∫
Ω
|∂tχ1||ϑ |2 +
t∫
0
∫
Ω
|χt ||ϑ2|ϑ |
 1
2
∣∣ϑ10 − ϑ20 ∣∣2 + t∫
0
‖g1 − g2‖2H 1(Ω)′ +
t∫
0
|χt |2 + 12
t∫
0
|∇ϑ |2
+
t∫ (
‖∂tχ1‖2H 1(Ω) +C‖ϑ2‖2H 2(Ω) +
1
2
)
|ϑ |2, (4.80)0
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nally, we add (4.78), (4.79) (multiplied by a positive constant m such that mC  (Cbν)/8),
and (4.80), in which we choose 0 <  < m/4. Applying the Gronwall Lemma, we con-
clude the continuous dependence estimate for ‖χ1 − χ2‖H 1(0,t;L2(Ω))∩L∞(0,t;H 1(Ω)), for ‖ϑ1 −
ϑ2‖L∞(0,t;L2(Ω))∩L2(0,t;H 1(Ω)), and for ‖u1t − u2t ‖L∞(0,t;L2(Ω))∩L2(0,t;H 10 (Ω)). Integrating in time,
we obtain the estimate for ‖u1 − u2‖W 1,∞(0,t;L2(Ω))∩H 1(0,t;H 1(Ω)) as well, and (4.70) ensues. 
5. Global well-posedness for Problem 2
5.1. Strategy of the proof of Theorem 2
In order to prove the existence of a global solution to Problem 2, i.e. in the (spatially) one-
dimensional case, we shall combine a Schauder fixed point argument (yielding the existence of
a local solution), with a careful extension procedure.
First step: Existence of a local solution. Using (3.26a) and (3.35), we fix a constant δ > 0 such
that
χ0(x) δ > 0 and β0(δ)+ γ (δ) < 0, (5.1)
and we consider the truncated PDE system
ϑt + χtϑ +Aϑ = g a.e. in (0, )× (0, T ), (5.2a)⎧⎨⎩χt +Aχ + ξ + γ (χ) = ϑ +
ε(u)Reε(u)
2
a.e. in (0, )× (0, T ),
ξ ∈ β(χ) a.e. in (0, )× (0, T ),
(5.2b)
ut t + H
(
(1 − χ)u)+ K(Tδ(χ)ut)= f a.e. in (0, )× (0, T ), (5.2c)
where Tδ is the truncation operator defined by (4.2). Note that, contrary to the case of sys-
tem (4.3), here we truncate only one of the (degenerating) coefficients in the elliptic operator
appearing in (5.2c). Yet, in this case as well the degeneracy of the main part of the elliptic oper-
ator is ruled out.
We shall prove the existence of a local solution (ϑˆ, χˆ , ξˆ , uˆ) to the Cauchy problem for
system (5.2) on some interval [0, T0], enjoying the regularity (3.36)–(3.39), the positivity prop-
erties (3.41), and fulfilling
χˆ (x, t) δ > 0 ∀(x, t) ∈ [0, ] × [0, T0]. (5.3)
Hence, we shall conclude that the quadruple (ϑˆ, χˆ , ξˆ , uˆ) is in particular a local solution to Prob-
lem 2. We shall split the proof of this local existence result in two steps.
First, in Section 5.2 we shall obtain the existence of a local solution (ϑˆ, χˆ , ξˆ , uˆ) to the Cauchy
problem for the truncated system (5.2) by a Schauder fixed point argument (see Proposition 5.4),
following the lines of the one developed in Sections 4.1–4.2. In particular, we shall construct
the Schauder operator in two phases: we shall start by solving (5.2b) with ϑ and u fixed, and
then proceed to solving (5.2a) and (5.2c) with χ fixed, see Section 5.2 below. However, rely-
ing on the present one-dimensional setting, we shall be in the position of developing the fixed
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with (5.4)).
Remark 5.1. Due to this weaker fixed point setting, proving the compactness of the solution op-
erator associated with system (5.2) shall involve performing estimates on the solution component
ϑ weaker than the ones performed in Section 4.2 (cf. the proof of Proposition 4.5). In particu-
lar, it will not be necessary to derive Eq. (5.2a). Therefore, the proof of local existence will be
disentangled from the achievement of a two-sided separation inequality like (4.13) for the solu-
tion component χ . This brings about a major advantage: for proving local existence, we do not
have to require the initial datum to be separated from 1 (cf. (3.26b)) anymore. The latter fact is
important in view of extending the local solution beyond its life-time T0 by global estimates and
the standard ODE continuation argument: such a procedure can be indeed implemented without
having the solution component χ at time T0 separated from 1. Indeed, if the proof of local ex-
istence were based on the achievement of a separation inequality for the local solution χ both
from 0 and from 1, in order to carry out the above mentioned extension procedure one should
also prove that for all t ∈ [0, T0] χ(·, t) stays separated from both potential barriers by a constant
invariant from the initial time (we shall call global in time such a separation inequality, see also
Remark 5.7). Note that this is not the case with the separation inequality (3.32) found in Theo-
rem 1: the separation constant ς defined in (4.1) at the final time T̂ is strictly smaller than the one
at time t = 0. In fact, we dispose of a method for obtaining global in time separation inequalities
from below, only, see the proof of Lemma 5.6. As we have already said, this shall be sufficient
in the present one-dimensional framework.
Secondly, in Section 5.3 we shall prove some further regularity for the triplet (ϑˆ, χˆ , ξˆ ), the
positivity of ϑˆ , and the one-sided separation inequality (5.3) for χˆ (the latter by an application
of the weak maximum principle and substantially exploiting the “coercivity” condition (3.35)).
We refer to Remark 5.7, highlighting the global character of (5.3).
Second step: Extension procedure. After finding a local solution (ϑˆ, χˆ , ξˆ , uˆ) to Problem 2,
we shall prove the existence of a global solution by a technique which is essentially tailored to
extending to the whole interval [0, T ] the local solution (ϑˆ, χˆ , ξˆ , uˆ) along with the separation
inequality (3.44), see Remark 5.10. This procedure shall be developed at length in Section 5.5
and substantially relies on some global estimates (proved in Lemma 5.9) for those solutions to
Problem 2 fulfilling the separation inequality (5.25), which in fact plays a key role.
While existence holds in the general case in which β = ∂βˆ is a multivalued operator, we have
been able to obtain uniqueness only for β single-valued, as a consequence of Proposition 4.8.
Finally, we shall conclude the proof of Theorem 2 by showing the enhanced regularity (3.45).
5.2. The Schauder fixed point argument revisited
We fix t ∈ (0, T ] and R > 0, and consider the balls
Ot :=
{
ϑ ∈ L2(0, t;L2(0, )): ‖ϑ‖L2(0,t;L2(0,)) R},
Ut :=
{
u ∈ H 1(0, t;W 1,40 (0, )): ‖u‖H 1(0,t;W 1,40 (0,)) R}. (5.4)
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Lemma 5.2. Assume (3.15)–(3.16), (3.24), (3.34), and (3.42a). Then, there exists a constant
M5 > 0, depending on R and on the problem data but independent of t ∈ (0, T ], such that for all
(ϑ,u) ∈ Ot × Ut there exists a unique pair (χ, ξ), with
χ ∈ H 1(0, t;L2(0, ))∩ C0([0, t];H 1(0, ))∩L2(0, t;H 2N(0, )),
χ ∈ dom(β) a.e. in (0, )× (0, t),
ξ ∈ L2(0, t;L2(0, )), ξ ∈ β(χ) a.e. in (0, )× (0, t), (5.5)
fulfilling initial condition (3.2), the equation
χ
t +Aχ + ξ + γ (χ) = ϑ + ε(u)Reε(u)2 a.e. in (0, )× (0, t), (5.6)
and the estimate
‖χ‖H 1(0,t;L2(0,))∩L∞(0,t;H 1(0,))∩L2(0,t;H 2N (0,)) + ‖ξ‖L2(0,t;L2(0,)) M5. (5.7)
In fact, as it will be clear from the forthcoming proof, the statement of the above results
holds true under the weaker condition that χ0 ∈ H 1(0, ). We also point out that, thanks to
inequality (3.11), the solution χ has the further regularity
χ ∈ L8(0, t;W 1,4(0, )). (5.8)
Thanks to Lemma 5.2, for all t ∈ (0, T ] the solution operator T 1 associated with the Cauchy
problem for (5.6) is well defined on Ot × Ut, which is mapped into the set
X t :=
{
χ ∈ H 1(0, t;L2(0, ))∩L∞(0, t;H 1(0, ))∩L2(0, t;H 2N(0, )):
‖χ‖H 1(0,t;L2(0,))∩L∞(0,t;H 1(0,))∩L2(0,t;H 2N (0,)) M5
}
.
We now solve (the Cauchy problem for) system (5.2a), (5.2c) with a fixed χ ∈ X t .
Lemma 5.3. Assume (3.21)–(3.23), (3.25), and (3.34). Then, there exists a constant M6 > 0, only
depending on R, on the constant δ specified by (5.1), and on the problem data, but independent
of t ∈ (0, T ], such that for all χ ∈ X t there exists a unique pair (ϑ,u), u with the regularity (3.30)
and
ϑ ∈ H 1(0, t;L2(0, ))∩ C0([0, t];H 1(0, ))∩L2(0, t;H 2N(0, )), (5.9)
fulfilling
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ut t + H
(
(1 − χ)u)+ K(Tδ(χ)ut)= f a.e. in (0, )× (0, t), (5.11)
initial conditions (3.1) and (3.3), and the estimate{‖ϑ‖H 1(0,t;L2(0,))∩L∞(0,t;H 1(0,))∩L2(0,t;H 2N (0,))
‖u‖H 2(0,t;L2(0,))∩W 1,∞(0,t;H 10 (0,))∩H 1(0,t;H 20 (0,))
M6. (5.12)
Again, we note that, in order to prove the above result, it is in fact sufficient to require ϑ0 ∈
H 1(0, ) and g ∈ L2(0, T ;L2(0, )).
We conclude that it is possible to associate with the Cauchy problem for (5.10)–(5.11) a so-
lution operator T 2 : X t → L2(0, t;L2(0, )) × H 1(0, t;W 1,40 (0, )). Therefore, the composition
operator T  := T 2 ◦ T 1 maps Ot × Ut into the above product space.
Proposition 5.4. Assume (3.15)–(3.16), (3.21)–(3.25), (3.34), (3.42a). Then, there exists 0 <
T0  T such that
the operator T  maps OT0 × UT0 into itself. (5.13)
Further, T  : OT0 × UT0 → O

T0
× UT0 is compact and continuous with respect to the topology
of L2(0, T0;L2(0, ))×H 1(0, T0;W 1,40 (0, )).
5.2.1. Proofs
Proof of Lemma 5.2. We notice that for every (ϑ,u) ∈ Ot × Ut the term on the right-hand side
of (4.5) is in L2(0, t;L2(0, )). Then, by the same considerations as in the proof of Lemma 4.2
(which trivially adapt to the case in which β is a multivalued operator), we conclude the the-
sis. 
Proof of Lemma 5.3. Analysis of (5.11). The well-posedness on a generic interval (0, t) of
the Cauchy problem for (5.11) can be inferred following the same lines as in the analysis of
Eq. (4.9), cf. Lemma 4.4. Further, the proof of estimate (4.25) goes through in this setting by
the same computations as in (4.23)–(4.24). Therefore, here we shall just show how the proof of
estimate (4.34) (hence of the estimate for ut t in L2(0, t;L2(0, )) by comparison), adapts to this
case, in which χ has the regularity (5.5), weaker than (4.6). Again, we (formally) test (5.11) by
−div(ε(ut )) and integrate in time. We repeat (4.26) and we estimate
−
t∫
0
∫
0
H((1 − χ)u)div(ε(ut ))= I17 + I18. (5.14)
Now, denoting by ∂xu, ∂2xxu, ∂2xxut the vectors of the first/second derivatives of u,ut w.r.t. x, we
have with straightforward computations
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t∫
0
‖∂xχ‖L2(0,)
∥∥∂2xxut∥∥L2(0,)‖∂xu‖L∞(0,)
 C‖χ‖L∞(0,t;H 1(0,))
t∫
0
‖ut‖H 2(0,)‖u‖H 2(0,)
 
t∫
0
‖ut‖2H 2(0,) +C1,
t∫
0
‖u‖2
H 2(0,), (5.15)
where the second inequality follows from (3.13), while  will be specified later on, and C1, also
depends on the constant M5 in (5.7). In the same way, we compute
|I18| C
t∫
0
‖χ‖L∞(0,)
∥∥∂2xxu∥∥L2(0,)∥∥∂2xxut∥∥L2(0,)
 C‖χ‖L∞(0,t;H 1(0,))
t∫
0
‖u‖H 2(0,)‖ut‖H 2(0,)
 
t∫
0
‖ut‖2H 2(0,) +C2,
t∫
0
‖u‖2
H 2(0,), (5.16)
the third passage again due to (3.13). Then, following (4.30), we calculate
−
t∫
0
∫
0
K(Tδ(χ)ut)div(ε(ut ))= I19 + I20. (5.17)
Indeed,
I19  C
t∫
0
∫
0
Tδ(χ)
∣∣∂2xxut ∣∣2 Λ t∫
0
‖ut‖2H 20 (0,), (5.18)
where the second inequality follows by standard elliptic regularity results and the constant Λ
therein also depends on δ. Further,
|I20| C
t∫
0
∫
0
∣∣∂xTδ(χ)∣∣|∂xut |∣∣∂2xxut ∣∣
 
t∫
0
‖ut‖2H 20 (0,) +C3,
t∫
0
∥∥∂xTδ(χ)∥∥2L4(0,)‖∂xut‖L2(0,)‖∂xut‖L∞(0,)
 2
t∫
‖ut‖2H 20 (0,) +C4,
t∫ ∥∥∂xTδ(χ)∥∥4L4(0,)‖∂xut‖2L2(0,), (5.19)
0 0
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one, we have again used (3.13), so that C4, depends on the embedding constant of H 2(0, ) ⊂
W 1,∞(0, ) as well. Finally, we repeat (4.33). We now combine the latter with (4.26) and (5.14)–
(5.19), in which we choose  Λ/8. Then, handling the integral terms containing ‖u‖2
H 20 (0,)
in
the same way as in (4.24), and applying the Gronwall Lemma, we obtain the desired estimate
‖ut‖L∞(0,t;H 10 (0,))∩L2(0,t;H 20 (0,))  C.
Analysis of (5.10). In this one-dimensional framework, the regularity χt ∈ L2(0, t;L2(0, ))
guarantees that the assumptions of [1, Theorem 3.2] are fulfilled. Thus, we again conclude
that the Cauchy problem for (5.10) (in its weak formulation) has a unique solution ϑ ∈
H 1(0, t;H 1(0, )′) ∩ C0([0, t];L2(0, )) ∩ L2(0, t;H 1(0, )). In order to prove (5.9), like in the
proof of Lemma 4.4 we test (5.10) by ϑt and integrate in time. Adding 1/2|ϑ(t)|2 to both sides,
we obtain
t∫
0
|ϑt |2 + 12
∥∥ϑ(t)∥∥2
H 1(0,)
 1
2
‖ϑ0‖2H 1(0,) +
1
2
∣∣ϑ(t)∣∣2 + t∫
0
|g|2 + 1
4
t∫
0
|ϑt |2 +
t∫
0
|χt |‖ϑ‖L∞(0,)|ϑt |
 1
2
‖ϑ0‖2H 1(0,) +
1
2
∣∣ϑ(t)∣∣2 + t∫
0
|g|2 + 1
2
t∫
0
|ϑt |2 +C
t∫
0
|χt |2‖ϑ‖2H 1(0,), (5.20)
where the above constant C also takes into account the embedding constant of H 1(0, ) ⊂
L∞(0, ), see (3.13). Then, applying the Gronwall Lemma, we conclude an estimate for
ϑ in H 1(0, t;L2(0, )) ∩ L∞(0, t;H 1(0, )), using which it may be inferred that χtϑ ∈
L2(0, t;L2(0, )). Arguing in the same way as in the proof of Lemma 4.4, we then deduce an
estimate for ϑ ∈ L2(0, t;H 2N(0, )), leading to (5.12). 
Proof of Proposition 5.4. In order to prove the first part of the statement, we argue in the same
way as in the proof of Proposition 4.5: thanks to (5.12), (4.54) holds in this setting as well, and,
in place of (4.52), we have
‖ϑ‖L2(0,t;L2(Ω))  t1/2‖ϑ‖L∞(0,t;L2(Ω))  t1/2M6 ∀t ∈ (0, T ].
Combining this with (4.54), we infer that there exists T0 for which (5.13) is fulfilled.
Thanks to estimates (5.7) and (5.12) and the aforementioned [33, Theorem 4, Corollary 5],
T  is a compact operator w.r.t. the topology of L2(0, T0;L2(0, )) × H 1(0, T0;W 1,40 (0, )). We
show that T  is continuous in the same way as in the proof of Claim 3 in Proposition 4.5, namely
we tackle the continuity of operators T 1 and T 2 separately.
First, we fix a sequence{
(ϑn,un)
}
converging to (ϑ,u) in L2
(
0, T0;L2(0, )
)×H 1(0, T0;W 1,4(0, )), (5.21)0
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quence {ξn}. By (5.7), {χn} is bounded in H 1(0, T0;L2(0, )) ∩ L∞(0, T0;H 1(0, )) ∩
L2(0, T0;H 2N(0, )) and {ξn} in L2(0, T0;L2(0, )). Again using [33, Theorem 4, Corollary 5]
and the Ascoli–Arzelà compactness theorem, we obtain that there exist a subsequence, which
we do not relabel, and a pair (χ, ξ) such that the following convergences hold as n ↑ ∞ for all
1 p < ∞ and for all ρ > 0
χ
n → χ in C0
(
0, T0;H 1−ρ(0, )
)∩Lp(0, T0;H 1(0, ))∩L2(0, T0;H 2−ρ(0, )),
χ
n ⇀
∗ χ in H 1
(
0, T0;L2(0, )
)∩L∞(0, T0;H 1(0, ))∩L2(0, T0;H 2N(0, )),
ξn ⇀ ξ in L2
(
0, T0;L2(0, )
)
. (5.22)
Hence, χ fulfils initial condition (3.2) and, again by the strong-weak closedness of β , we con-
clude that ξ ∈ β(χ) a.e. in (0, )× (0, T0). Using (5.21), it is easy to pass to the limit in Eq. (5.6)
and conclude that χ = T 1 (ϑ,u), so that convergences (5.22) hold along the whole sequence{χn}.
Concerning T 2 , we let (ϑn,un) := T 2 (χn) = T (ϑn,un). In view of estimate (5.12), one
concludes that {un} converges to some u ∈ H 2(0, T0;L2(0, )) ∩ W 1,∞(0, T0;H 10 (0, )) ∩
H 1(0, T0;H 20 (0, )), up to a subsequence, in the topologies specified by (4.59), whereas {ϑn}
converges to some ϑ ∈ H 1(0, T0;L2(0, )) ∩ L∞(0, T0;H 1(0, )) ∩ L2(0, T0;H 2N(0, )) in the
sense specified by the first two lines of (5.22). In particular,
(ϑn,un) → (ϑ,u) in L2
(
0, T0;L2(0, )
)×H 1(0, T0;W 1,40 (0, )). (5.23)
Thanks to (5.22) and (4.59), we conclude that the limit pair (u, χ) satisfies (5.11) and that u
complies with initial condition (3.3). In the same way, convergences (5.22) for {χn} and {ϑn}
enable to conclude that (ϑ,χ) fulfils (5.10), and that ϑ fulfils (3.1). In the end, we have that
(ϑ,u) = T 2 (χ) = T (ϑ,u), (5.24)
and that (5.22) and (4.59) hold along the whole sequences {ϑn} and {un}. In view of (5.23)–
(5.24), we find that the operator T  is continuous. 
Remark 5.5. It follows from Proposition 5.4 and the Schauder fixed point theorem that the
Cauchy problem for the truncated system (5.2) has a local solution (ϑˆ, χˆ , ξˆ , uˆ) on the time in-
terval (0, T0), with the regularity (5.9) for ϑˆ , (5.5) for (χˆ , ξˆ ), and (3.30) for uˆ. Let us point out
that, as we have already mentioned, it could be possible to prove this intermediate result under
weaker assumption on the data ϑ0, χ0, and g.
5.3. Regularity and lower bounds for local solutions
Now, we prove that the solution components ϑˆ , χˆ , and ξˆ in fact have some further regularity.
As a by-product, we obtain a “global-in-time” lower bound both for ϑˆ and for χˆ .
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the components ϑˆ, χˆ , and ξˆ of the local solution (ϑˆ, χˆ , ξˆ , uˆ) to Problem 2 on (0, T0) have the
further regularity (3.36)–(3.38). Moreover,
χˆ (x, t) δ > 0 ∀(x, t) ∈ [0, ] × [0, T0] (5.25)
(δ being the constant specified by (5.1)), and there exists a constant θ∗ > 0, depending on the
problem data, such that
ϑˆ(x, t) θ∗ > 0 ∀(x, t) ∈ [0, ] × [0, T0]. (5.26)
Remark 5.7. Separation inequality (5.25) for χˆ has a substantially different character that (4.13),
obtained in the course of the proof of the local existence Theorem 1. Indeed, in the latter case
the solution life-time depends on the separation constant for the initial datum χ0, see also Re-
mark 4.6, and, on the other hand, from the initial time t = 0 up to the final time the separation
inequality has “deteriorated,” see (4.1) and (4.42). These are the reasons why it was not possible
to extend inequality (4.13) to the whole time interval [0, T ].
On the contrary, inequality (5.26) holds invariantly since time t = 0. As it will be clear from
the proof below, one could in fact prove that, for any local solution (ϑ˜, χ˜ , ξ˜ , u˜) to the Cauchy
problem for system (5.2) on some interval (0, t), there holds
χ˜ (x, t) δ > 0 ∀(x, t) ∈ [0, ] × [0, t].
In this sense, (5.25) is a global-in-time separation inequality.
Proof of Lemma 5.6. First of all, we sketch the (formal) estimates needed to conclude the
further regularity of χˆ and ξˆ . We test (5.2b) by (Aχˆ + ξˆ )t and integrate in time. Now, due to the
regularities (3.30) and (5.9) of uˆ and ϑˆ , the right-hand side of (5.2b) is in H 1(0, T0;L2(0, )).
Then, the very same computations developed throughout (4.19)–(4.22) enable us to conclude an
estimate for χˆ in H 1(0, T0;H 1(0, )) ∩ L∞(0, T0;H 2N(0, )) and for ξˆ in L∞(0, T0;L2(0, )).
Arguing by comparison in (5.2b), we finally infer regularity (3.37) for χˆ .
Next, we (formally) test (5.2a) by (Aϑˆ)t and integrate on some interval [0, t], t ∈ (0, T0].
Adding
∫ t
0 |ϑˆt |2 to both sides, we get (compare with (4.38))
t∫
0
‖ϑˆt‖2H 1(0,) +
1
2
∣∣Aϑˆ(t)∣∣2  1
2
‖ϑ0‖2H 2(0,) +
t∫
0
|ϑˆt |2 + I21 + I22 + I23, (5.27)
where I21 = |
∫ t
0 g(Aϑˆ)t | is estimated with an easy integration by parts, in the same way as
in (4.39), while, recalling (3.13), we have
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∣∣∣∣∣
t∫
0
∫
0
ϑˆx χˆ t (ϑˆx)t
∣∣∣∣∣
t∫
0
‖ϑˆx‖L∞(0,)|χˆ t |
∣∣(ϑˆx)t ∣∣
 C
t∫
0
|χˆ t |2‖ϑˆ‖2H 2(0,) +
1
4
t∫
0
‖ϑˆt‖2H 1(0,) (5.28)
and, finally, again due to (3.13) we estimate
I23 =
∣∣∣∣∣
t∫
0
∫
0
ϑˆ(χˆx)t (ϑˆx)t
∣∣∣∣∣
t∫
0
‖ϑˆ‖L∞(0,)
∣∣(χˆx)t ∣∣∣∣(ϑˆx)t ∣∣
 C
t∫
0
‖χˆ t‖2H 1(0,)‖ϑˆ‖2H 1(0,) +
1
4
t∫
0
‖ϑˆt‖2H 1(0,). (5.29)
Then, collecting (5.27)–(5.29), exploiting (3.21), the previous estimate (5.12) on ϑˆ , and the fact
that ‖χˆ t‖L2(0,T0;H 1(0,))  C, upon an application of the Gronwall Lemma we conclude an es-
timate for ϑˆ in H 1(0, T0;H 1(0, )) ∩ L∞(0, T0;H 2N(0, )), hence in W 1,∞(0, T0;L2(0, )) by
comparison.
In order to prove inequality (5.26), we employ a refined version of the maximum principle for
parabolic equations proved in [22]. Indeed, since χˆ t is estimated in L2(0, T0;L∞(0, )) by (3.37)
and (3.13), applying [22, Proposition 3.6, p. 10] we get
ϑˆ(x, t) min
x∈[0,]ϑ0(x) exp
(
−
T0∫
0
∥∥χˆ
t (s)
∥∥
L∞(0,) ds
)
.
We are now in the position of proving inequality (5.25). Recalling our choice of δ (5.1), we
subtract the term β0(δ)+γ (δ) from both sides of (3.40), test the resulting equation by −(χˆ−δ)−,
and integrate on some interval (0, t), t ∈ (0, T0). Elementary computations yield
1
2
∣∣(χˆ (t)− δ)−∣∣2 + t∫
0
∣∣((χˆ − δ)−)
x
∣∣2 − t∫
0
∫
0
(
ξˆ − β0(δ))(χˆ − δ)−
= 1
2
∣∣(χ0 − δ)−∣∣2 + t∫
0
∫
0
(
γ (χˆ)− γ (δ))(χˆ − δ)−
−
t∫
0
∫
0
(
ϑˆ + ε(uˆ)Reε(uˆ)
2
− β0(δ)− γ (δ)
)
(χˆ − δ)−. (5.30)
Note that the third term on the left-hand side of (5.30) is nonnegative by the monotonicity of β .
In the same way, the last term on the right-hand side is nonpositive since ϑˆ + ε(uˆ)Reε(uˆ) 0,
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Hence, using that γ ∈ C1([0,1]) we deduce from (5.30) that
1
2
∣∣(χˆ(t)− δ)−∣∣2  ‖γ ′‖L∞(0,1) t∫
0
∣∣(χˆ(s)− δ)−∣∣2 ds
and the Gronwall Lemma leads to |(χˆ(t)− δ)−| = 0 for all t ∈ [0, T0], whence (5.25). 
5.4. Global estimates
The notion of δ-separated solution. Thanks to the separation inequality (5.25) proved in
Lemma 5.6, the (local) solution component χˆ fulfils
Tδ(χˆ)(x, t) = χˆ (x, t) ∀(x, t) ∈ [0, ] × [0, T0].
As a result, the quadruple (ϑˆ, χˆ , ξˆ , uˆ) is in fact a solution of Problem 2 in (0, T0). As we have
already mentioned, inequality (5.25) shall play a crucial role for extending (ϑˆ, χˆ , ξˆ , uˆ) to a solu-
tion on the whole interval (0, T ). We now introduce a notion of local solution which generalizes
the properties of (ϑˆ, χˆ , ξˆ , uˆ), retaining (5.25).
Definition 5.8. We say that a quadruple (ϑ,χ, ξ,u) is a δ-separated solution of Problem 2 on
some interval (0, t), 0 < t T , if
(ϑ,χ, ξ,u) has the regularity (3.36)–(3.39), solves Problem 2 on (0, )× (0, t),
χ satisfies (5.25) on (0, t), and min
(x,t)∈[0,]×[0,t]ϑ(x, t) > 0.
Global estimates for δ-separated solutions.
Lemma 5.9 (Global estimates). In the setting of (3.34), assume (3.15)–(3.16), (3.21)–(3.25),
(3.26a), (3.35), and (3.42a)–(3.42b). Then, there exists a constant M7 > 0, only depending on
the problem data and on δ but independent of t ∈ (0, T ], such that for any δ-separated solutions
(ϑ,χ, ξ,u) of Problem 2 on the interval (0, t) there holds
‖χ‖W 1,∞(0,t;L2(0,))∩H 1(0,t;H 1(0,))∩L∞(0,t;H 2N (0,)) + ‖ξ‖L∞(0,t;L2(0,))
+ ‖ϑ‖W 1,∞(0,t;L2(0,))∩H 1(0,t;H 1(0,))∩L∞(0,t;H 2N (0,))
+ ‖u‖H 2(0,t;L2(0,))∩W 1,∞(0,t;H 10 (0,))∩H 1(0,t;H 20 (0,))
M7
(
1 + ‖χ0‖H 2(0,) +
∥∥βˆ(χ0)∥∥L1(0,) + ∣∣β0(χ0)∣∣+ ‖ϑ0‖H 2(0,)
+ ‖u0‖H 2(0,) + ‖v0‖H 1(0,) + ‖g‖H 1(0,T ;L2(0,)) + ‖f‖L2(0,T ;L2(0,))
)
. (5.31)
Proof. Throughout this proof, we shall denote by Si , i = 1, . . . , some positive constant only
depending on δ and on the quantities ‖χ0‖H 2(0,), ‖βˆ(χ0)‖L1(0,), |β0(χ0)|, ‖ϑ0‖H 2(0,),
‖u0‖H 2(0,), ‖v0‖H 1(0,), ‖g‖H 1(0,T ;L2(0,)), and ‖f‖L2(0,T ;L2(0,)), but independent of t.
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tion inequality (5.25), and developing the very same computations as in the proof of Lemma 4.4
(see (4.23)–(4.25)) we obtain that there exists a positive constant S1 such that
‖u‖W 1,∞(0,t;L2(0,))∩H 1(0,t;H 10 (0,))  S1. (5.32)
Second estimate. We test (3.18) by 1, (3.40) by χt , add the resulting relations and integrate in
time. Two terms cancel out and, recalling the positivity of ϑ (according to Definition 5.8), we get
∥∥ϑ(t)∥∥
L1(0,) +
t∫
0
|χt |2 + 12
∣∣χ
x(t)
∣∣2 + ∫
0
βˆ
(
χ(t)
)
 ‖ϑ0‖L1(0,) +
1
2
‖χ0‖2H 1(0,) +
∥∥βˆ(χ0)∥∥L1(0,) + ‖g‖L1(0,T ;L1(0,)) + I24 + I25, (5.33)
where
I24 :=
t∫
0
∣∣γ (χ)∣∣|χt | t∫
0
(‖γ ′‖L∞(0,1)|χ | + ∣∣γ (0)∣∣1/2)|χt |
 1
4
t∫
0
|χt |2 +C
(
|χ0|2 +
t∫
0
( s∫
0
|χt |2
)
ds
)
(5.34)
and, by a trivial integration by parts,
I25 :=
t∫
0
∫
0
χ
t
ε(u)Reε(u)
2
= −
t∫
0
∫
0
χε(ut )Reε(u)+
∫
0
χ(t)
ε(u(t))Reε(u(t))
2
−
∫
0
χ0
ε(u0)Reε(u0)
2
 C
2
‖u‖2
L∞(0,t;H 10 (0,))
+ C
4
t∫
0
‖u‖2
H 1(0,) +
1
4
t∫
0
‖ut‖2H 1(0,). (5.35)
On the other hand, by the convexity of βˆ there exist c1, c2 ∈R such that
∫
βˆ
(
χ(t)
)
−c1
∥∥χ(t)∥∥
L1(0,) − c2 −C. (5.36)0
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duce that for some positive constant S2
‖ϑ‖L∞(0,t;L1(0,)) + ‖χ‖H 1(0,t;L2(0,))∩L∞(0,t;H 1(0,))  S2. (5.37)
Third estimate. On account (3.15), we get∥∥γ (χ)∥∥
L∞(0,t;L∞(0,))  C.
Combining this bound with estimates (5.32) and (5.37) and arguing by comparison in Eq. (3.40),
we deduce that
‖Aχ + ξ‖L2(0,t;L1(0,))  C.
Now, with an easy argument based on the monotonicity of the operator β , it is not difficult to
prove that ‖−Aχ + ξ‖L1(Ω) bounds the norm ‖−Aχ‖L1(Ω) (cf. also with (4.22)). Hence, we
conclude that
‖χ‖L2(0,t;W 2,1(0,))  C,
which, via the Gagliardo–Nirenberg inequality (3.11), leads us to
‖χ‖L4(0,t;W 1,4(0,))  S3. (5.38)
Fourth estimate. We test (3.20) by −div(ε(ut )) and integrate in time. We refer to the proof of
Lemma 5.3 for the full development of the calculations (see (5.14)–(5.19)). Here, we just point
out that (5.18) carries over to this framework as well, thanks to the separation inequality (5.25).
Moreover, after repeating (5.14)–(5.19) we are in the position of applying the Gronwall Lemma
in the same way as in the proof of Lemma 5.3, since the term ‖∂xTδ(χ)‖4L4(0,) appearing in the
last integral on the right-hand side of (5.19) is estimated in L1(0, t) due to (5.38). Therefore,
we conclude a bound for the norm of ut in L∞(0, t;H 10 (0, )) ∩ L2(0, t;H 20 (0, )). Hence, by a
comparison argument in (3.20) we have
‖u‖H 2(0,t;L2(0,))∩W 1,∞(0,t;H 10 (0,))∩H 1(0,t;H 20 (0,))  S4. (5.39)
Fifth estimate. We multiply (3.18) by (ϑ + ϑt ) and integrate in time. With straightforward
calculations, we get
1
2
∥∥ϑ(t)∥∥2
H 1(0,) +
t∫
0
|ϑt |2 +
t∫
0
|∇ϑ |2
 1
2
‖ϑ0‖2H 1(0,) + 2‖g‖2L2(0,T ;L2(0,)) +
1
4
t∫
|ϑt |2 + 14
t∫
|ϑ |2 + I26 + I27,0 0
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I26 =
t∫
0
|χt |‖ϑ‖L∞(0,)|ϑt | C
t∫
0
|χt |2‖ϑ‖2H 1(0,) +
1
4
t∫
0
|ϑt |2,
I27 =
t∫
0
|χt |‖ϑ‖L∞(0,)|ϑ | C
t∫
0
|χt |‖ϑ‖2H 1(0,).
Collecting the above estimates, recalling estimate (5.37) for χt in L2(0, t;L2(0, )) and applying
the Gronwall Lemma, we find
‖ϑ‖H 1(0,t;L2(0,))∩L∞(0,t;H 1(0,))  S5. (5.40)
Sixth estimate. We (formally) test (3.40) by (Aχ + ξ)t and integrate in time. Hence, we de-
velop the very same computations as in the proof of Lemma 5.6 (see also (4.19)–(4.22) in the
proof of Lemma 4.2). Taking into account (5.39) and (5.40), we easily infer an estimate for χ in
H 1(0, t;H 1(0, ))∩L∞(0, t;H 2N(0, )). A comparison in (3.40) yields
‖χ‖W 1,∞(0,t;L2(0,))∩H 1(0,t;H 1(0,))∩L∞(0,t;H 2N (0,)) + ‖ξ‖L∞(0,t;L2(0,))  S6. (5.41)
Seventh estimate. We (formally) test (3.18) by (Aϑ)t and integrate in time. We repeat the very
same calculations (5.27)–(5.29) in the proof of Lemma 5.6. Relying on estimate (5.41) for χ , we
arrive at
‖ϑ‖W 1,∞(0,t;L2(0,))∩H 1(0,t;H 1(0,))∩L∞(0,t;H 2N (0,))  S7.  (5.42)
5.5. Conclusion of the proof of Theorem 2
Existence of a global solution. We now introduce the set
T := {t ∈ (0, T ]: there exists a δ-separated solution on (0, t)}. (5.43)
Of course, T = ∅, as T0 ∈T thanks to Proposition 5.4 and Lemma 5.6. We let T ∗ = supT and,
without loss of generality, suppose that T ∗ > T0. In the following lines, we shall first prove that
T ∗ ∈T (5.44)
(so that T ∗ = maxT ), and secondly that
T ∗ = T . (5.45)
In this way, we shall conclude the existence of a global δ-separated solution (ϑ,χ, ξ,u) to Prob-
lem 2 on (0, T ).
Proof of (5.44). By definition of T ∗, there exists a sequence {tn} ⊂ (0, T ∗], with tn ↗ T ∗,
such that for all n ∈ N there exists a δ-separated solution (ϑn,χn, ξn,un) on (0, tn). Clearly,
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uniqueness result for Problem 2, the quadruple (ϑn,χn, ξn,un) need not be an extension of the
local solution (ϑˆ, χˆ , ξˆ , uˆ). Let us now extend (ϑn,χn, ξn,un) to the interval [0, T ∗] by setting
ϑ˜n(t) :=
{
ϑn(t), t ∈ [0, tn],
ϑn(tn), t ∈ (tn, T ∗],
χ˜
n(t) :=
{
χ
n(t), t ∈ [0, tn],
χ
n(tn), t ∈ (tn, T ∗],
ξ˜n(t) :=
{
ξn(t), t ∈ [0, tn],
ξ∗, t ∈ (tn, T ∗],
u˜n(t) :=
{
un(t), t ∈ [0, tn],
∂tun(tn)(t − tn)+ un(tn), t ∈ (tn, T ∗],
for some ξ∗ ∈ L2(Ω). The global estimates of Lemma 5.9 yield that there exists a positive con-
stant M8 such that⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
‖ϑ˜n‖W 1,∞(0,T ∗;L2(0,))∩H 1(0,T ∗;H 1(0,))∩L∞(0,T ∗;H 2N (0,))
‖χ˜n‖W 1,∞(0,T ∗;L2(0,))∩H 1(0,T ∗;H 1(0,))∩L∞(0,T ∗;H 2N(0,))
‖ξ˜n‖L∞(0,T ∗;L2(0,))
‖u˜n‖H 2(0,T ∗;L2(0,))∩W 1,∞(0,T ∗;H 10 (0,))∩H 1(0,T ∗;H 20 (0,))
M8.
Hence, [33, Theorem 4, Corollary 5] imply that there exists a quadruple (ϑ∗, χ∗, ξ∗,u∗)
such that, along a (not relabelled) subsequence, ϑ˜n converges to ϑ∗ and χ˜n converges to
χ∗ in the topologies specified by (5.22), u˜n converges to u∗ in the spaces (4.59), and
ξ˜n ⇀
∗ ξ∗ in L∞(0, T ∗;L2(0, )). Hence, the quadruple (ϑ∗, χ∗, ξ∗,u∗) fulfils Eqs. (3.18),
(3.20) and (3.40), and has the regularity (3.36)–(3.39). Furthermore, ϑ∗, χ∗, and u∗ comply
with initial conditions (3.1)–(3.3). Now, by the first of (5.22) and the continuous Sobolev em-
bedding H 1−ρ(0, ) ⊂ C0([0, ]) for 0 ρ  1/2, we have in particular ϑ˜n → ϑ∗ and χ˜n → χ∗
in C0([0, T ∗];C0([0, ])), so that we infer
min
(x,t)∈[0,]×[0,T ∗]ϑ
∗(x, t) > 0, χ∗(x, t) δ ∀(x, t) ∈ Ω × [0, T ∗]. (5.46)
It remains to prove that ξ∗ ∈ β(χ∗) a.e. in Ω × (0, T ∗). In order not to overburden the paper,
we prefer to omit the proof here. This can be performed exactly like in [7], where a careful
passage to the limit technique has been developed in the proof of [7, Lemma 4.12]. In this way,
we conclude that (ϑ∗, χ∗, ξ∗,u∗) is in fact a δ-separated solution to Problem 2 on the interval
(0, T ∗), and (5.44) ensues.
Proof of (5.45). Suppose now by contradiction that T ∗ < T . Now, due to regularity (3.36)–
(3.39), the quadruple (ϑ∗(T ∗),χ∗(T ∗),u∗(T ∗), ∂tu∗(T ∗)) provides a set of admissible initial
data for Problem 2. Furthermore, by (5.46), χ(T ∗) complies with inequality (5.25). Therefore,
arguing in the same way as throughout Sections 5.2–5.3 (cf. Proposition 5.4 and Lemma 5.6),
we find that Problem 2, supplemented with the initial conditions
ϑ(T ∗) = ϑ∗(T ∗) in Ω , χ(T ∗) = χ∗(T ∗) in Ω , u(T ∗)= u∗(T ∗) in Ω ,
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) on some interval [T ∗, T ∗ + η]. Then, we set
ϑ˜(t) :=
{
ϑ∗(t), t ∈ [0, T ∗],
ϑ(t), t ∈ (T ∗, T ∗ + η],
χ˜(t) :=
{χ∗(t), t ∈ [0, T ∗],
χ
(t), t ∈ (T ∗, T ∗ + η],
ξ˜ (t) :=
{
ξ∗(t), t ∈ [0, T ∗],
ξ(t), t ∈ (T ∗, T ∗ + η],
u˜(t) :=
{
u∗(t), t ∈ [0, T ∗],
u(t), t ∈ (T ∗, T ∗ + η],
and we easily conclude that (ϑ˜, χ˜ , ξ˜ , u˜) is a δ-separated solution to Problem 2 on [0, T ∗ + η].
Thus, T ∗ + η ∈T , which is a contradiction.
Uniqueness and further regularity. Thanks to Remark 4.9, under the additional assump-
tion (3.33) the continuous dependence estimate of Proposition 4.8 extends to this case as well.
Thus, the global solution found in the previous step is also unique. Finally, the further regular-
ity (3.45) can be proved arguing exactly in the same way as in the proof Proposition 4.5: namely,
we differentiate (3.40) (in which β is now single-valued), test it by J−1(χtt ), and integrate in
time (cf. (4.44)–(4.49) for the detailed computations).
Remark 5.10. A common way to extend a local solution (of some PDE evolutionary system with
unique solutions) to a global one (on the interval (0, T )) is to consider the maximal extension of
the local solution and, exploiting some suitable global estimates, deduce that it must be defined
on the whole (0, T ) by the same contradiction argument we illustrated in Step 2.
However, in this case, since for β multivalued we do not dispose of a uniqueness result for
Problem 2, in Step 2 we have had to develop a slightly finer construction of the global solution,
carefully handling regularity and δ-separation properties. Note that the resulting global solution
is not, a priori, an extension of the previously found local solution (ϑˆ, χˆ , ξˆ , uˆ).
On the other hand, if in addition we assume (3.33) on β , Problem 2 turns out to have a unique
global solution, which is a posteriori a prolongation of (ϑˆ, χˆ , ξˆ , uˆ).
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