In this Letter, we propose a method to perform 3D imaging with a simple and robust imaging system only composed of a continuously self-imaging grating (CSIG) and a matrix detector. With a CSIG, the intensity pattern generated by an object source is periodic and propagation invariant, apart from a dilatation factor that depends on the distance of the object. We demonstrate, theoretically and experimentally, how to exploit this property to analyze a scene in three dimensions. Such an imaging system can be used, for example, for tomographic applications.
We observe that many efforts are currently done to develop imaging systems that deliver not only an image from the observed scene, but also additional information such as depth [1] , spectrum [2] , or polarization state [3, 4] , for example. This approach has been particularly successful in the domain of 3D imaging. In this domain, different optical designs have been proposed that provide an image of the observed scene and a distance measurement of the objects present in the scene [1] . The distance information can be obtained through different imaging properties such as stereoscopic vision [5] or a dependency of the point-spread function to the object distance thanks to aperture coding [6, 7] . Many optical designs based on these properties were proposed for numerous applications in medicine [8] , security [9] , or metrology [10] .
Analysis of the different 3D imaging systems shows that the distance information is generally obtained at the expense of another performance: resolution in stereoscopic multichannel imaging systems [5] , image quality in imaging systems based on depth from defocus [1] , or integration time in scanning imaging systems.
In this Letter, we propose a method to perform 3D imaging with a system composed of a continuously self-imaging grating (CSIG) [11] and a matrix detector placed at a distance F of the grating. We will demonstrate that this system performs 3D imaging with a simple and robust architecture and by grabbing only a single image. Furthermore, we will show how the distance information is obtained at the expense of the amount of information contained in the image of the observed scene.
The CSIG is a diffractive optical element that diffracts a finite number N of orders. The transmittance function of the CSIG, denoted by t, is chosen so that these diffracted orders generate an intensity pattern that is propagation invariant along the z axis. Montgomery [12] and Durnin [13] defined the condition to get a propagationinvariant beam: the Fourier transform (FT) of the transmittance must be located on a ring, called the Montgomery ring. Guérineau et al. adapted this condition to the case of gratings [11] . The CSIG is defined by the FT of its transmittance, denoted by T, which is the intersection between a Montgomery ring of radius ρ 0 and a Cartesian grid of pitch 1∕a 0 . It can be described in the Fourier domain as a set of N Dirac peaks of relative weight c k and whose coordinates on the Cartesian grid are given by the couple of integers p k ; q k . The general expression for T is thus the following:
where δ is the Dirac distribution, and the coordinates p k ; q k satisfy the circle's equation:
where η 2 is an integer that characterizes the CSIG. A consequence of this definition is that the transmittance t, deduced from T by inverse FT, is 2D periodic in the transverse plane x; y of period a 0 .
If the device is illuminated by a point source located at infinity on the z axis and of intensity I 0 , it has been demonstrated [11, 13] 
where ⊗ is the correlation product. From Eqs. (1) and (4), we can deduce that the reference spectrum is composed of a finite number N 0 N 2 ∕2 1 of Dirac peaks located on the Cartesian grid of pitch 1∕a 0 and on a disk of radius f c 2η∕a 0 , which is the cutoff frequency of the CSIG. The first important property for 3D imaging is that this reference spectrum, which we will identify to the optical transfer function (OTF) of the CSIG, is discrete in the Fourier domain. Figure 1 illustrates the functions T, I ref , andĨ ref for a CSIG of parameter η 2 325. Let us now consider that the device is illuminated by a point source of the same intensity but located at a finite distance d of the CSIG. In the approximation of geometrical optics, the intensity pattern, denoted by I, can be described by the following expression [14] :
where Δ is a dilatation factor given by
where F is the distance between the CSIG and the detector. The image I obtained on the detector is thus dilated compared to the reference image I ref . From Eq. (5), we can deduce that the spatial frequency spectrum of the image, denoted byĨ, is contracted by a factor of C compared to the reference spectrumĨ ref :
where C is the contraction factor defined by
Thus, thanks to the propagation-invariance property of a CSIG, only the coordinates of the N 0 Dirac peaks that composeĨ depend on the object distance d and not their complex amplitudes. We will use these two properties (lacunarity and contraction in Fourier domain) to perform 3D imaging.
If the observed scene is composed of a set of n incoherent point sources of different intensities I i and located at different distances d i from the CSIG, the image seen by the detector is the sum of the intensity patterns generated by each point source:
Since FT is a linear operation, the spectrum of the recorded intensity pattern is the sum of the spectra generated by each source:
As the spectrum generated by a point source through a CSIG is lacunar and is contracted depending on the distance d of the object, it is possible to distinguish in the Fourier domain the signals generated by each point source. Figure 2 illustrates this signal separation in the Fourier domain for two point sources located at the distances d 1 ∞ and d 2 710 mm from the CSIG. The CSIG can thus be seen as a device that cuts the object space into numerous layers at different distances from it, transmits a finite number N 0 of spatial frequencies that compose the intensity pattern in this layer, multiplexes all information on a single image on the detector, and all information can be separated by simply performing an FT operation. However, the lacunarity of the OTF leads to the sampling of the spatial frequency spectrum of an object located in a layer. In our case, the 3D information is thus obtained at the expense of the amount of information on the observed objects, and image processing is necessary to reconstruct a reliable image of the scene [15, 16] .
To demonstrate the 3D capability of this system, we made a CSIG of parameters a 0 7.5 mm and η 2 9425 and of diameter D 50 mm. This CSIG diffracts N 48 orders andĨ ref is composed of N 0 1153 Dirac peaks. The CSIG was mounted on a visible DALSA camera, which has a 1024 × 1024 matrix detector of pitch p 12 μm. The distance between the CSIG and the detector was set to F 61.7 mm. The scene was composed of two point sources at distances d 1 620 mm and d 2 1320 mm. A scheme of this setup is given in Fig. 3(a) . We obtained the experimental image illustrated in Fig 3(b) .
To distinguish the signals from each source, we perform a scan in the Fourier domain. It means we compute the product between the measured spectrumĨ and the reference spectrumĨ ref contracted by a factor of C. We get a correlation curve, denoted by corC, which is expressed by corC
We calculate this correlation curve for a contraction factor C in the range [0.5, 1], which corresponds to a scan of the object space from an arbitrary closest distance d F to infinity. Figure 4 illustrates the correlation curve obtained with the experimental setup. On this figure, we clearly distinguish two peaks indicating the presence of light sources at two different distances. For the first peak, the contraction factor is equal to C 1 0.908, which corresponds to a distance of d 1 607 mm by using Eqs. (6) and (8) . For the second peak, the contraction factor is equal to C 2 0.955, which corresponds to a distance of d 2 1319 mm. These measured distances are close to the real ones, so we demonstrate this way the ability of CSIG to estimate distance information.
To demonstrate the 3D imaging capability, we replaced the point sources by two spatially extended objects: a triangle of size 13 mm and a square of size 10 mm. The setup and the obtained experimental image are illustrated in Fig. 5 . As noted, we performed the scan in the Fourier domain, and we obtained a correlation curve with two peaks, where the first one at C 1 0.889 corresponds to a distance d 1 493 mm, and the second one at C 2 0.942 corresponds to a distance d 2 1004 mm.
Thanks to this operation, we know that some luminous objects are present in two different layers of the object space. To get more information about these objects, we measured the complex amplitude of the spectrum at the N 0 spatial frequencies that compose the OTF, for the contraction factors C 1 and C 2 . For each contraction factor, this set of complex values is a sampling of the spatial frequency spectrum of the observed object. We performed an inverse FT on both sets of values to get two separated images, one per object. Then, to restore each image, we used the prior knowledge that the object is flat and not textured. In this case, we can apply a particular compressed sensing algorithm described in [16] and use the sparsity of the object in the total variation domain to reconstruct it. We applied this reconstruction method on the images obtained with C 1 0.889 then with C 2 0.942, and we obtained the reconstructed images given, respectively, in Figs. 6(a) and 6(b) .
On the reconstructed images of Fig. 6 , we clearly recognize the triangle located at a distance d 1 485 mm and the square located at a distance d 2 995 mm. The size of images is reduced compared to the size of objects because of the magnification ratio M F∕d introduced by the setup [16] . Moreover, the objects are well reconstructed here because the size of each object was chosen inside the validity domain of this reconstruction method, which was already discussed in [16] . We demonstrate this way that it is possible to measure the distance of the objects present in the observed scene and also to get a correct image of these objects, thanks to an appropriate image-processing method.
In conclusion, we demonstrated in this Letter that a simple and robust imaging system, only composed of a CSIG and a matrix detector, can be used for 3D imaging. With this optical design, the object distance is obtained at the expense of the amount of information in the transverse image, but we demonstrated experimentally that it is possible to reconstruct the objects with image processing. This device can thus be used for tomographic applications in simple scenes. Further work is in progress to estimate the influence of noise on the 3D estimation precision and to develop image-processing methods adapted to 3D imaging with a CSIG. 
