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Abstract. We report experimental results on the inﬂuence of elec-
tric ﬁelds on the contact line dynamics of the vertical deposition of
water-based diluted colloidal suspensions. We measure the speed of
macroscopically receding contact line for diﬀerent initial concentra-
tions and applied voltages. We explain the observed behavior via the
electrophoretic eﬀect in the region near the contact line. The elec-
trophoretic eﬀect induces a concentration gradient along the direc-
tion of the applied ﬁeld which inﬂuences the morphology of the dried
deposit of colloidal particles. Thus the applied ﬁeld has an eﬀect on
the receding contact line through morphological formation and its
transition.
1 Introduction
Colloidal phase transitions have been largely studied since they provide relatively
easy models for hard condensed matter systems. These mesoscopic models are more
realistic than an ensemble of macroscopic entities [1]. The transitions exhibited
by these systems are technologically relevant due to the large number of possible
applications (from ﬁltering membranes to optoelectronic devices, including variety
of sensors). In these systems, it is a major challenge to understand precisely the
degree of involvement of the diﬀerent processes that control the transitions. We
believe that this understanding is the key to make such applications possible.
Recently, methods like Laser Confocal Microscopy and Atomic Force Microscopy
are employed at colloidal length scales, allowing precise characterization of
the structures [2–4]. Visualization at particle level can be achieved from these
methods which increase the interest of the community and the number of contri-
butions towards the ﬁeld [5–13]. Also, colloidal systems have many applications
involving physics and engineering and specially, it is the fact that they allow
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the formation of multi-scale structures, as they can be ordered at mesoscopic
characteristic lengths. Additionally, the usefulness of these structures is maxi-
mum when they are dried (forming colloidal crystals, glasses or more complex
structures).
Until now, the drying of colloids to well ordered (or, in general, structured) solids
remains diﬃcult. In most of the cases, this kind of process is called as evaporation-
induced self-assembly [14] which involves a phase transition from the ﬂuid suspension
to the dried structure. When a non-equilibrium phase transition takes place, one of
the most important parameters to consider is the time-scale at which the transition
is occurring. But, for the equilibrium phase transition, at the given thermodynamic
values, the longer the transition is, less defects are observed in the arriving phase. On
one hand, in the latter kind, the process is too long to be useful in applications. On
the other hand, the former transition could rely on other mechanisms (kinetic ones)
that could provide the desired structures and sometimes with less defects. Neverthe-
less, these mechanisms usually increase the complexity of the systems and need to be
studied in depth. A common approach to simplify this transition is to impose priv-
ileged directions (by means of external ﬁelds like gravitational, electric, magnetic,
hydrodynamics or boundary conditions). All these experimental conditions aim to
break some symmetries in the system.
The evaporative colloidal phase transition can be studied in several time scales
depending on the rate of evaporation. On the long temporal scale limit, we have
stable colloids that are evaporated slowly. This procedure is conceptually simi-
lar to the slow sedimentation of colloidal particles and the removal of the liquid
[15–17]. Colloidal particles are highly inﬂuenced by the hydrodynamics present in the
experimental system. Consequently, the process of removing the liquid phase remains
critical and its eﬀect cannot be neglected [18]. On the short temporal scale limit,
we have quick transitions (from a few hundreds of seconds to less than a second)
like in the spin-coating of colloidal suspensions, where the continuous phase is highly
volatile [4,19,20]. In these transitions, the dynamics is important and it leads to ori-
entationally ordered polycrystals. However, it is thought that it is not possible to
achieve large crystallites [19]. In the mid range of temporal scales, we found tech-
niques derived from Langmuir-Blodgett method [21–23]. In our previous experiments
we have focused on the vertical deposition technique at a controlled temperature in or-
der to optimize the deposition and to characterize the relevant parameters associated
to it [24].
In vertical deposition of colloids, there are other important variables which need
to be controlled in order to fabricate homogeneous colloidal crystals. Firstly, con-
centration; which is neither homogeneous nor constant along the whole experiment.
Under certain conditions [25,26], particles accumulate near the contact line in a
region called particle pool zone (PPZ). Thus, the structure formed depends on
the local concentration in the PPZ, rather than on the initial concentration. Sec-
ondly, the importance of ﬂows, which are large and of diﬀerent nature: Marangoni
ﬂows due to evaporation, the capillary ﬂows due to the predeposited structure (thus
making the system dependent on its previous history), and other ﬂows (convective-
like). Also, it is important to consider the hydrodynamic interactions between the
particles [27].
In this paper, our aim is to deepen the understanding of some of these phenom-
ena in the vertical deposition process by applying a weak DC ﬁeld, comparing to
the previously studied situation with the absence of electric ﬁelds [25]. We charac-
terize the speed of contact line as the ﬂuid phase evaporates and the colloidal struc-
ture is deposited. The applied electric ﬁeld has an eﬀect on the colloidal suspension
via electrophoresis, which increases or decreases the particle concentration near the
depositing zone.
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Fig. 1. Sketch of the used cell. Left: orthogonal projected front and top views of the main
body. Right: isometric exploded view of the ensemble that conforms the experimental cell.
Web version: Diﬀerent parts of the cell are colour coded: black – main body; cyan – ITO
substrates; blue – rubber sealing; orange – ceramic spacers, green – compressing frame.
2 Experimental setup and procedure
Colloidal dispersion of polystyrene spheres (diameter = 1.3µm, polydispersity =
0.039, surface charge ∼−7 µC/cm2) suspended in water were acquired from Dr.
Paulke at Fraunhofer-IAP, Germany. We dilute this stock suspension to the desired
concentrations with ultra pure water. For the experiments, we used three initial con-
centrations: 0.1%, 0.3% and 0.5%. All the concentrations are expressed in w/w units.
The experiments were performed in a chamber at ﬁxed temperature and humidity
(63 ◦C, below 2%RH respectively). A detailed explanation of the substrate prepara-
tion and the experimental setup can be found in previous works [25,28].
In Figure 1, we present the schematic design of the cell. We built the main body
(Figure 1 – left) with Teﬂon R©. It gives support to other elements which conform the
cell. One face of the substrates (17×18mm2 standard glass pieces) is coated by a thin
layer (150 nm) of Indium Tin Oxide (ITO). This conductive face is in direct contact
with the suspension and it allows to apply electric ﬁelds with an optimal geometry.
Substrates are kept parallel to each other and are separated by 1mm ceramic spacers.
Two rubber seals are compressed by a metal frame to provide the necessary robustness
and to avoid leaks.
Constant electric ﬁelds of the order of 1V/mm are applied perpendicularly to the
conducting substrates. We monitored the electrical current which passes through the
suspension to check that the current remains constant through out the experiment.
The rear part of the deposition cell is illuminated by means of a cold light source in
order to image the contact line. The receding contact line was captured by a CMOS
camera. We extract the position of the contact line as a function of time from which
the speed of the contact line is obtained.
3 Results
We report the characteristic speed of the contact line at diﬀerent initial concentration
and applied voltages. For each experimental condition, we obtain the cumulative
distribution of the measured speeds during all the deposition. The characteristic
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Fig. 2. Optical micro-graphs of the several morphologies of the dried deposits of colloidal
particles. A – Vertical sparse stripes (VSS) at 0.1%, B – Non compact morphology (NC) at
0.3%, C – Non compact dense morphology (NCD) at 0.5%, D – Compact monolayer (CM) at
0.5%, E – Multilayer (ML) followed by sparse deposit at 0.5%, F – Vertical column multilayer
(VCM) at 0.5% (width of image is 6 mm). Scale bars are 25µm and the magniﬁcations are
diﬀerent.
speeds are calculated by ﬁtting Gaussian distribution functions to this cumulative
distribution. The number of used Gaussian distribution functions are varied to get
a proper ﬁt. Typically not more than two functions were necessary. Subsequently,
we associated each characteristic speed to the mean of each Gaussian distribution
function. Its error is the error of the ﬁt. The used concentrations give multiple mor-
phologies ranging from a sparse sub-monolayer (at 0.1%) to a multilayer deposit (over
ﬁve particle diameters in thickness at 0.5%). The thickness has been estimated from
the step-wise intensity proﬁle when the thickness increases slowly from a monolayer.
A summary of the structures is shown in Figure 2, where the images are arranged in
such a way that the number of particles per unit area increases from left to right (ﬁrst
row of Figure 2: A, B and C). In all the cases, the white area is the bare substrate
and the dark regions are the deposited particles. In Figure 2, morphology A shows
particles organized in a column-like arrangement, and the column is of very sparse
sub-monolayer deposit. In the next morphology (B), the columns have widen enough
to form a similarly sparse deposit which expands over the surface of the substrate.
These deposits are typical for low concentration experiments (0.1% and partially to
0.3%). The following morphology (C) still shows a sub-monolayer deposit extended
over the substrate but the number of particles per unit area had increased. The next
structure (D) is a compact monolayer, where the surface coverage on the substrate
reaches its maximum. Structures with more particles per unit area are multilayer
deposits (E). Typically at higher concentrations, structures with higher particle den-
sity were found. In some situations, these structures arrange themselves in vertical
columns like structures as seen in Figure 2 – F, called Vertical Column Multilayer
(VCM).
Figure 3 shows the characteristic speed of the contact line for initial concentrations
0.1%, 0.3% and 0.5% at diﬀerent applied voltages. Despite the small change in the
initial concentration, the eﬀect of the voltage on the characteristic speeds can be seen.
The vertical axis values for concentrations 0.3% and 0.5% are diﬀerent from 0.1% for
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Fig. 3. Characteristic speeds of the contact line for each initial concentration at diﬀerent
applied voltages. For a given condition, in most cases, two characteristic speeds were
measured (squares and circles).
better visualization. For the same experiment (at an initial concentration and at an
applied voltage), two diﬀerent characteristic speeds for the contact line (circles and
squares) were measured, through analysis of gaussian ﬁts, as it is explained above.
As it will be shown below, they may correspond to diﬀerent (local) conditions at the
meniscus. At lowest concentration (0.1%), a decrease in voltage increases the charac-
teristic speed of the contact line (squares) and in some experimental conditions, an
additional speed is measured (circles, Figure 3 – Top). If we increase the concentra-
tion to 0.3%, the characteristic speeds of the contact line (both circles and squares)
remain almost unchanged in the applied positive voltage region. But they decrease as
the voltage decreases (Figure 3 – Center). Typically, a diﬀerent behavior is observed
at higher concentration (0.5%) where the two characteristic speeds overlap at 0.6V
and they diverge towards 0V. For the applied negative voltage, the characteristic
speeds remain constant within the error. (Figure 3 – Bottom). Large error bars are
due to the fact that the diﬀerent regions of the contact line are connected through
surface tension. Consequently, bare speeds (those which might occur in homogenous
local conditions for all the contact line) are perturbed by the surrounding regions.
4 Discussion and conclusions
On one hand, for a structure to form on the vertical substrate, it is necessary to have
the particles available near the receding contact line. That is, to have a populated
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particle pool zone (PPZ). Also, there is a dependence on the type of structure that has
already been deposited: normally a forming multilayer increases the capillary ﬂows
due to its porosity and thus, a multilayer usually grows faster since the ﬂows that
drive particles toward the structure are larger. On the other hand, in our experimental
conditions, Reynolds (Re) number is of the order of 10−6. As the dispersion is density
matched, the colloidal particles behave as inertial ones, and they approximately follow
the ﬂow. The capillary (Ca) number is of the order of 10−8. Consequently, capillary
forces are stronger than viscous ones.
The electric ﬁeld may interact with the particles through several electrokinetic
phenomena and with the ﬂuid through the electrowetting eﬀect. From the several
electrokinetic mechanisms [29], electrophoresis is the strongest since it is related
directly to the charge of the particle. We estimate that the electrowetting eﬀect [30]
induces a maximum change of 1% in the contact angle. The magnitude of this change
lead us to consider the electrophoretic eﬀect as the main consequence of the applied
electric ﬁeld. Moreover, the electrophoretic eﬀect has been proved as an eﬃcient elec-
trokinetic mechanism in transporting colloidal particles [31,32]. We estimate that the
electrophoresis in our experiment can result to an initial redistribution of particles
in the direction of the ﬁeld at a temporal scale of around 100 seconds. This gives a
change in the concentration of the PPZ (corresponding to an increase in the positive
electrode and to a decrease in the negative one).
Summarizing the mechanisms, the characteristic speed can be modiﬁed through:
(i) Variation of the particle concentration in the PPZ [25,26]. (ii) Diﬀerent types
of deposited structures, which tend to grow at diﬀerent characteristic speeds. Usu-
ally, multilayer (ML) and non compact dense (NCD) structures have higher speed of
contact line than compact monolayer (CM) and non compact (NC) structures [25].
At low concentration 0.1% (Figure 3 – Top), in the positive voltages region, we
do not observe a signiﬁcant eﬀect in the speed of the contact line. Furthermore, all
the morphologies observed in these cases are similar. This suggests that the increase
of concentration near the deposition region due to electrophoresis is not enough to
give rise to more dense structures (NCD and ML). In the negative voltage region,
we have a largely depleted PPZ. Regarding the deposits, we observe low density
structures in a columnar arrangement (Figure 2 – A). This indicates that the decrease
of concentration does not result in a further decrease of the density of the structure
but into a morphological transition towards columnar deposits. These columns were
not observed before [25] and they seem to be associated to larger growth speed.
At higher concentration, the growth speed shows a dependence with the applied
voltage (Figure 3 – middle and bottom). Regarding the observed structures, in all
cases we observe all the type of structures previously deﬁned: ML and NCD (that
tend to grow at faster rates), and CM and NC (that tend to grow at lower rates).
However, we observe an increase of multilayer deposits (particularly in a columnar
arrangement, see Figure 2 – F) as we increase the voltage and the concentration.
That is, an experiment done at higher voltages and larger concentration results in an
increase of vertical column multilayer (VCM).
For 0.3% concentration, in the negative voltage region, we observe a decrease of
the growth speed as we decrease the voltage (Figure 3 – Middle – left side). This can
be explained through a depletion of the PPZ induced by the electrophoretic eﬀect
on the particles. Given that the kind of deposited structures is maintained, their
growth speed should decrease. In the positive voltage region, we obtain a saturation
in the speed (Figure 3 – Middle – right side). From this, we observe that a larger
concentration in the PPZ (induced by the electrophoretic eﬀect) does not result in
an increase of the speed. Instead, we observe that the area covered by the multi-
layers increases. Thus, the larger concentration results in thicker deposits where the
additional particles are deposited.
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At a concentration of 0.5%, the negative voltage region shows similar growth
speeds to the positive region in the 0.3% case. The concentration in the PPZ will
decrease due to the ﬁeld eﬀect, thus both experimental conditions could be comparable
(positive region of 0.3% and negative region of 0.5%). For the positive region, the
higher characteristic speed decreases slightly, while the lower one increases until they
overlap at 0.6 V. The deposits observed are of growing complexity with alternating
columnar structures (see Figure 2 – F). The simultaneous formation of morphologies
with diﬀerent growth rate could aﬀect the characteristic speeds leading to the observed
overlap.
In conclusion, we observe that an increase in the PPZ concentration (induced by an
increase in the electrophoretic eﬀect) results in a smooth transition from low growth
speeds (at 0.1% from 0 V to 0.4 V) to high growth speeds (at 0.3% from 0.2V to 0.6V
and at 0.5% from −0.6V to 0V, approximately). We found that the transition occurs
in the region of applied negative voltage at 0.3% concentration. The extreme cases
corresponding to very low concentration in the PPZ (low initial concentration and
high negative voltage) and high concentration in the PPZ (high initial concentration
and high positive voltage) require further microscopic studies [33].
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