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Clean Dirac liquids are expected to show hydrodynamic transport properties dominated by inelastic
scattering. Nowadays, this hydrodynamic limit can be accessed in high quality graphene samples.
We find that the customary two fluid Boltzmann treatment of electrons and holes and their inelas-
tic scattering strongly underestimates the heat conductivity when compared to the experiments.
Including a third dynamical degree of freedom, particle-hole pairs, shows much better agreement
with the thermo-electric transport properties in the vicinity of the Dirac point. We conclude that a
quantitative modelling of thermo-electric transport properties in clean graphene requires to include
collective excitations.
Condensed matter systems with linear band crossings
are called Dirac or Weyl systems depending on their sym-
metries and dimensionality [1]. They can be found in a
growing list of settings. The most famous example is
graphene and it has been at the forefront of research for
more than a decade [2, 3].
Close to its Dirac point, pristine graphene resembles
a quantum critical system [4]. As such it is expected
to show hydrodynamic transport behavior dominated
by inelastic scattering due to electron-electron interac-
tions [5–14]. Nowadays, suspended samples or samples
sandwiched in boron-nitrid (BN) structures [15–24] al-
low to suppress disorder levels sufficiently to access the
hydrodynamic regime. The key experiment this work
was inspired by is the observed strong violation of the
Wiedemann-Franz law [16, 17]. This experiment was
investigated from a theory side before: excellent agree-
ment was found with a non-perturbative disorder treat-
ment within the framework of hydrodynamic equations in
Ref. [17], in particular in the vicinity of the Dirac point.
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Figure 1. Thermal conductivity of graphene as a function of
the charge carrier density. The blue dots show experimental
data (measurement at temperature T = 75 K) taken from
Ref. [17]; the black line shows the electronic contribution to
the thermal conductivity, whereas the broken red line includes
the plasmon contribution. The curve has two fitting parame-
ters explained in the main text and in Eq. (1). The same set
of parameters has been used in Fig. 2 and Fig. 3.
While we agree with the theoretical analysis, in this work
we take a different point of view. We attempt a unified
description of both the Dirac liquid and the Fermi liq-
uid using a microscopic Boltzmann approach. The ques-
tion we address is to which extent collective excitations
make a sizeable contribution to thermo-electric proper-
ties. In a Fermi liquid it is generally believed that col-
lective modes are suppressed in powers of T/TF where
TF is the Fermi temperature. In usual Fermi liquids we
have TF ≈ 104 − 105 K, meaning only electrons carry
charge and heat at lowest temperatures. For the same
reason scattering is dominated by elastic processes due
to impurities. In the Dirac liquid, Ref. [4], T/TF > 1
and consequently no such argument can be made (at
the Dirac point TF = 0 K). To quantitatively study
this effect we compare two models: (I) a two-fluid model
where electrons and holes carry charge and heat and (II)
a three fluid model in which electrons and holes carry
charge whereas electrons, holes, and plasmons carry heat.
The electrical conductivity data of Ref. [17] is used to
fit two microscopic parameters, interaction and disor-
der strengths (Fig. 2). Our main result is that in the
Dirac liquid the contribution of particle-hole pairs to the
thermal conductivity outweighs the electronic contribu-
tion. Furthermore, we show that the combination of both
contributions leads to a remarkable agreement with the
experimentally found thermal conductivity, Fig. 1, and
Wiedemann-Franz ratio, Fig. 3. This demonstrates that
the two-fluid model (I) seriously underestimates the ther-
mal conductivity of the interacting system. Taking into
account the heat flow of plasmons (II) results in much
better agreement between the theoretical description and
the experimental data.
The model: The system we consider allows to study
transport properties close to graphene’s Dirac point as
well as the crossover to Fermi liquid behavior at higher
carrier density. We describe the system by a Dirac Hamil-
tonian with Coulomb interaction and weak disorder (note
that double indices are summed over):
H =
∫
d2~r Ψ†i (~r)
(
−ivF ~∂ · ~σ + Vdis(~r)
)
Ψi (~r)
+
1
2
∫
d2~rd2~r′Ψ†i (~r)Ψi (~r)V (~r − ~r′)Ψ†j(~r′)Ψj(~r′).(1)
In this expression, Ψi(~r) is the two component wave
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2function, i is the flavor index ranging from i = 1, ..., N
(for graphene N = 4 counting spin and valley), vF the
Fermi velocity, and V (~r − ~r′) = α vF|~r−~r′| the Coulomb
interaction with α = e2/(4pi0rvF ) being the dimen-
sionless fine structure constant. The disorder poten-
tial Vdis(~r) can be used to describe a variety of dis-
order types specified by the disorder correlation func-
tion. We only consider delta-correlated disorder, i.e.,
〈Vdis(~r)Vdis(~r′)〉 = 4piγδ(~r − ~r′), but generalizations are
straightforward. Consequently, the fitting parameters of
our theory are α and γ. The model, Eq. (1), does not
allow for a straightforward study of the interaction con-
tribution to the thermal conductivity due to its non-local
character. This point was addressed before in the context
of disordered metals in Ref. [25] and for bilayer graphene
in Ref. [26] where Ref. [25] took a similar approach to
ours while Ref. [26] showed that the collective contribu-
tion could be re-expressed in terms of the electronic one
(which is not possible here).
L =− 0r
2
φ(~r, z, t)
(
~∂2 + ∂2z
)
φ(~r, z, t)
− eΨ†α(~r, t)Ψα(~r, t)φ(~r, z, t)δ(z) (2)
+ Ψ†α(~r, t)
(
i∂t − ivF ~∂ · ~σ + Vdis(~r)
)
δ(z)Ψα(~r, t) .
where φ(~r, z, t) is the real valued plasmon field.
The electrical charge current density is given by
je(~r, t) = −evFΨ†α (~r, t)~σΨα (~r, t). The heat cur-
rent density reads jE(~x.t) = −ivFΨ†α(~r, t)~σ∂tΨα(~r, t) +
0r~∂φ(~r, z, t)∂tφ(~r, z, t) [27]. For the purpose of this
paper we distinguish two scenarios: (I) The heat cur-
rent is entirely carried by the electrons and holes
and we neglect the plasmon contribution, meaning
jEI (~x.t) = −ivFΨ†α(~r, t)~σ∂tΨα(~r, t); (II) We consider
the electrons and holes as well asthe plasmonic con-
tribution to the heat current, meaning jEII(~x.t) =
jEI (~x.t) + 0r
~∂φ(~r, z, t)∂tφ(~r, z, t), which corresponds to
the full heat current operator. Subsequently, we in-
tegrate out the modes that live outside the graphene
sheet leading to an effective theory of the type
S = 12
∫
dtdt′d2~rd2~r′Φ(~r, t)D−10 (~r, ~r
′, t, t′)Φ(~r′, t′) with
Φ(~r, t) = φ(~r, z = 0, t) and D−10 (~k, ω) = α(2pivF )/(e
2k).
The plasmon dynamics is generated from interactions
within the fermionic system. To describe this effect we
use the random phase approximation (RPA) which is for-
mally justified in the limit of a large number N of flavors.
The boson self energy can then be approximated through
e2Π(~r, ~r′, t, t′) where Π(~r, ~r′, t, t′) is the polarization func-
tion. The polarization function for graphene was derived
in a closed analytical form in the zero temperature limit
in Ref. [28]. The finite temperature properties at arbi-
trary chemical potential have been studied numerically
in Ref. [29]. In the long wavelength limit the retarded
polarization function is well approximated by
Πr(~q, ω, µ, T ) ≈ Nq
2T
4piω2
ln
(
2 + 2 cosh
(µ
T
))
− iNq
2
32ω
f(µ, ω, T ) (3)
where f(µ, ω, T ) = 2+tanh
(
µ
2T − ω4T
)−tanh ( µ2T + ω4T ).
We obtain the plasmon dispersion from the poles of the
retarded plasmon propagator Dr(~q, ω) = Dr0(~q, ω)/(1 −
e2Dr0(~q, ω)Π
r(~q, ω, µ, T )), where Dr0(~q, ω) = 1/(20rq)
with 0 being the vacuum permittivity while r is the
relative permittivity. Using the approximate polarization
function, Eq. (3), we can bring this into the form
Dr(~q, ω) ≈ 1
20r
ω2
q
1
(ω + i0+)2 − (ωp(~q) + iγp(~q))2
(4)
with the plasmon dispersion ωp(~q) and damping γp(~q)
given by
ωp(~q) =
√
α
N
2
kBTvF q ln
(
2 + 2 cosh
(
µ
kBT
))
,
γp(~q) = −piωp(~q)
2
16T
f(µ, ωp(~q), T )
ln
(
2 + 2 cosh
(
µ
T
)) . (5)
The plasmons cease to be well-defined quasiparticles
when the decay rate γp (~qcutoff) ≈ ωp (~qcutoff) which de-
fines the cutoff ~qcutoff for our plasmon theory. Since the
decay rate is parametrically small in α compared to the
energy we approximate them as sharp quasiparticles in
our calculations.
The Boltzmann equation: We present a systematic
derivation of the Boltzmann equation starting from the
Keldysh equations (see Ref. [30]) in the supplemental ma-
terial. To summarize, the key steps of the derivation
are: (i) an approximation to the lowest non-trivial or-
der in α and γ of fermion and boson self-energies that
translate into the collision integrals. (ii) a lowest order
gradient expansion; (iii) an integration over the fermion
and boson spectral functions, which is equivalent to an
on-shell quasiparticle approximation; (iv) a projection
of the fermionic Keldysh equation onto the quasiparti-
cle basis. We furthermore make the following simplify-
ing approximations: we only consider the diagonal parts
and neglect Berry phase and Zitterbewegung terms (see
Ref. [7, 8]). Eventually, we end up with three coupled
Boltzmann equations for electrons, holes, and plasmons,
respectively,
e ~E∂~kfλ(
~k)− λvF ~ˆkσz ~∇T∂T fλ(~k) = Iλcoll[fλ, b] ,
2
~k
k2
~∇Tωp(~k)∂T bωp(~k)(~k) = I˜coll[fλ, b] , (6)
where fλ and b are the distribution functions of the elec-
trons (λ = +), holes (λ = −), and the plasmons.
Sources of current relaxation: The collision integral for
the Dirac fermions consists of two independent parts,
Iλcoll =
∫
d2q
(2pi)2
∑
λ′=±
Cinelλλ′ (~k, ~q)
[
fλ(~k)
(
1− fλ′(~k + ~q)
)
− bλ(~k)−λ′ (~k+~q)(~q)
(
fλ′(~k + ~q)− fλ(~k)
)]
+
∫
d2q
(2pi)2
Celλ (~k, ~q)
(
fλ(~k)− fλ(~k + ~q)
)
. (7)
The first term accounts for the scattering of electrons
from plasmons which is captured by Cinelλλ′ . In this inelas-
tic scattering process both energy and momentum are
3transferred between the fermions and the plasmons. In
contrast to that there is elastic scattering from disorder,
encoded in Celλ . This term breaks translational invari-
ance and relaxes momentum. The collision integral of
the plasmons reads
I˜coll =
∫
d2q
(2pi)2
∑
λ,λ′=±
C˜inelλλ′
[
fλ′(~k + ~q) (fλ(~q)− 1)
− bλ′ (~k+~q)−λ(~q)(~k)
(
fλ′(~k + ~q)− fλ(~q)
)]
. (8)
It only contains an inelastic part describing scattering
from fermions (the coupling to disorder appears at higher
order than here considered). However, momentum ex-
cited in the plasmon sector can be transferred to the
fermion sector where it can be relaxed. The precise form
of Cinelλλ′ , Celλ , and C˜inelλλ′ can be found in the supplemental
materials.
Linearized Boltzmann equation: In equilibrium, the
collision integrals are nullified by the thermal Fermi
Dirac and Bose Einstein distributions, respectively,
f0λ(
~k) = (e(λ(
~k)−µ)/T + 1)−1 and b0ω(~k) = (eω/T − 1)−1.
In the presence of driving terms due to a potential
gradient, a thermal gradient, or both, the distribu-
tion functions deviate from their equilibrium form.
Importantly, even though an electric field does not
couple directly to the plasmons, away from the Dirac
point they are still driven out of equilibrium by a
drag effect [31]. Since we are interested in linear re-
sponse transport properties we linearize the Boltzmann
equations in ~E and ~∇T . This enforces the following
parametrizations for the fermions and boson distribution
functions: fλ(~k) = f0λ(~k)+1/T
2f0λ(
~k)
(
1− f0λ(~k)
)
λvF ~ˆk ·(
e ~EχEλ (k) +
~∇TχTλ (k)
)
and bωp(~k)(
~k) =
b0
ωp(~k)
(~k) + 1/T 2b0
ωp(~k)
(~k)
(
1 + b0
ωp(~k)
(~k)
)
vF ~ˆk ·(
e ~EφE(k) + ~∇TφT (k)
)
, where, as mentioned be-
fore, an electric field also drives the plasmons out of
equilibrium. The functions χT/Eλ and Φ
T/E have to
be determined numerically and directly lead to the
respective currents and response functions. In terms of
the parametrizations we find the following coupled set
of equations
−λevF
T
~ˆk · ~Ef0λ(~k)
(
1− f0λ(~k)
)
− λvF
T
~ˆk~∇T λ(
~k)− µ
T
f0λ(
~k)
(
1− f0λ(~k)
)
= I lininel [χT , χE , φT , φE ] + I
lin
el [χE , χT ]
~k
k2
~∇T ω
2
p(
~k)
T 2
b0
ωp(~k)
(~k)
(
1 + b0
ωp(~k)
(~k)
)
= I˜ lininel [χT , χE , φT , φE ] , (9)
where details of the linearized collision integral can be
found in the supplemental material. In the absence of
disorder the combined system of fermions and plasmons
possesses a zero mode associated with momentum conser-
vation, meaning the combination Cinelλλ′ and C˜
inel
λλ′ cannot
relax momentum. The intuition behind this is that mo-
mentum can always be transferred between the fermion
and plasmon sector without being dissipated. This im-
plies that disorder scattering is vital as a source of mo-
mentum relaxation for the total system and it plays an
important role in the choice of modes explained below
(see Ref. [32] for an analogous discussion in the electron-
phonon problem).
Choice of modes: The above parametrization allows for
a very transparent identification of the dominant slow
modes of the problem. In the solution of the fermion
only problem, Eq. (1), it was pointed out that in order
to study thermoelectric transport in the vicinity of the
Dirac point all the way to the Fermi liquid regime it
suffices to study two types of modes for electrons and
holes, respectively, χT/Eλ (k) = a
T/E
0,λ + λa
T/E
1,λ k [9]. The
mode associated with aT/E0,λ is the chiral mode whereas the
one associated with aT/E1,λ is the momentum mode. For
the plasmons, the appropriate ansatz reads φT/E(k) =
b
E/T
0 + b
T/E
1 k. We can convert the problem of solving
the Boltzmann equation into a linear algebra problem
by projecting the scattering integral onto the respective
modes, see discussion in supplemental material.
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Figure 2. Electrical conductivity as a function of carrier den-
sity. The experimental data, shown as blue dots, taken from
Ref. [17] (experiment at T = 75 K); the black line shows the
conductivity calculated in model (1), while the broken red line
shows the conductivity computed in model (2). Both curves
were obtained as solution of the Boltzmann equation.
Response coefficients: The thermoelectric response in-
volves two types of currents: the electrical current Je and
4the heat current Q = JE − µ/eJe where JE is the en-
ergy current. Via the Onsager relation, they are related
through (
~Je
~Q
)
=
(
σ α
Tα κ
)(
~E
−~∇T
)
, (10)
where the three linear response coefficients σ, α, and κ
are calculated within the Boltzmann approach.
The thermal conductivity κ is defined as the heat
current response to −~∇T in the absence of an electri-
cal current (electrically isolated boundaries), given by
κ = κ − Tα2/σ. In the following we study σ and κ.
The Wiedemann-Franz ratio κ/(Tσ) assumes the value
L0 = pi
2/3 × (kB/e)2 (L0 is the Lorenz number) in a
Fermi liquid [33]. This is usually considered the hall-
mark of a Fermi liquid and it was argued before that it
breaks down in the vicinity of the Dirac point [9, 17, 34]
on general grounds.
Results and discussion: We have solved the Boltzmann
equation in two different scenarios: (I) We solved the
Boltzmann equations for Eq. (2), neglecting the plas-
mon contribution to thermal transport; (II) We solved
the Boltzmann equations, Eq. (9), for Eq. (2) taking into
account the response of the plasmons to the thermal gra-
dient. The results are presented and compared in Fig. 1,
Fig. 2, and Fig. 3, where we show the thermal conduc-
tivity, the electrical conductivity, and the Wiedemann-
Franz ratio, respectively. Our microscopic theory pos-
sesses two scattering mechanism, elastic and inelastic
scattering. We use the electrical conductivity data from
Ref. [17] to fit the parameters α and γ, see Fig. 2. The
same parameters are used for the calculation of the ther-
mal conductivity in both scenarios (I) and (II), see Fig. 1.
The main observation is that the electronic part, (I), can-
not account for the strong enhancement of the thermal
conductivity in the vicinity of the Dirac point. However,
within scenario (II) we find a pronounced enhancement
due to the plasmons giving a much better quantitative
agreement with the experimental findings.
The same is true for the violation of the Wiedemann-
Franz law, Fig. 3. Even in scenario (I) we find a violation
of the Wiedemann-Franz law. The reason is well known:
in hydrodynamic graphene at the Dirac point charge cur-
rents can be relaxed by inelastic processes whereas energy
currents require elastic processes, meaning the scattering
times have different origins and live on different hydro-
dynamic modes. However, due to the discrepancy in the
thermal conductivity discussed above also the violation
of the Wiedemann-Franz law is underestimated. Within
scenario (II) we find a remarkable agreement between
theory and experiment for all particle densities consid-
ered in experiment.
We compared (I) to a direct Boltzmann treatment of
the original model, Eq. (1), where following Ref. [9] we
neglect interaction contributions to the heat current. We
find that they are in perfect agreement.
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Figure 3. Wiedemann-Franz ratio, κ/(Tσ). The blue curve is
experimental data taken from Ref. [17] (temperature T = 75
K). The black line is calculated in scenario (I) and only con-
siders the electronic contribution to the thermal conductivity.
The broken red line is calculated following scenario (II) and
includes plasmonic contributions to the thermal conductivity.
Conclusion and Outlook: Concerning the heat conduc-
tivity we find that scenario (II) agrees much better with
experimental data than scenario (I). This hints at the im-
portance of collective effects in the thermo-electric trans-
port properties of graphene or other Dirac type systems.
We conclude that phenomenological two fluid hydrody-
namic theories seem incomplete with respect to thermo-
electric transport phenomena and instead collective ex-
citations have to be treated on equal footing. For the
future, it is interesting to ask how the plasmon mode
can be incorporated into a phenomenological theory [35].
Additionally, it is an interesting question to ask how the
above picture is modified if other collective excitations,
such as for instance spin-spin correlations are taken into
account.
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1Supplemental Material
KELDYSH EQUATIONS
In the following we set up the Keldysh equations for describing transport phenomena in the coupled fermion-plasmon
system. The procedure is akin a system of fermions coupled to phonons where drag effects have to be taken into
account. Following standard procedure we parametrize the fermionic and bosonic Keldysh components as
GK = Gr ◦ F − F ◦Ga
DK = Dr ◦B −B ◦Da (S1)
where F and B are hermitian matrices and ◦ denotes matrix multiplication in real space and time where C = A ◦B
corresponds to C(~x1, t1, ~x2, t2) =
∫
d~x′dt′A(~x1, t1, ~x′, t′)B(~x′, t′, ~x2, t2). Both F and B are, in thermal equilibrium,
related to standard distribution function, where F = 1−2f and B = 1 + 2b with f being the Fermi-Dirac distribution
and b the Bose-Einstein distribution. They obey the kinetic equation according to[
F,G−10
]◦
− = Σ
K − (Σr ◦ F − F ◦ Σa) and[
B,D−10
]◦
− = e
2
(
ΠK − (Πr ◦B −B ◦Πa)) , (S2)
where the left-hand sides is a commutator involving the bare Green functions G0 of the Dirac fermions and D0 of
the plasmons, whereas the right hand side is the so-called collision integral. We assume that e2Π is the self-energy
of the bosons whereas Σ is the self-energy of the fermions which we leave unspecified for the moment. We are now
going through a series of approximations which will eventually lead us to the Boltzmann equation. We start with a
gradient expansion [
F,G−10
]?
− =
(
ΣK − (Σr ? F − F ? Σa)) and[
B,D−10
]?
− = e
2
(
ΠK − (Πr ? B −B ?Πa)) , (S3)
where we have introduced the Moyal product. It has to be interpreted in the following way: there are center of mass
coordinates X = (x1 + x2)/2 and T˜ = (t1 + t2)/2 as well as relative coordinates x = x1 − x2 and t = t1 − t2 (note
that we introduce the notation T˜ , here, to later distinguish it from the temperature T ). Furthermore, we perform a
Fourier transformation with respect to the relative coordinates, leading to ~k and ω. The Moyal product then reads
C
(
X, T˜ ,~k, ω
)
= A
(
X, T˜ ,~k, ω
)
? B
(
X, T˜ ,~k, ω
)
(S4)
with
? = exp
[
i
2
(←−
∂ ~X
−→
∂ ~k −
←−
∂ T˜
−→
∂ ω −←−∂ ~k
−→
∂ ~X +
←−
∂ ω
−→
∂ T˜
)]
.
(S5)
We perform a leading order expansion of both the left- and right-hand sides of Eq. (S3).
i
(
∂ ~XF∂~kG¯
−1 − ∂~kF∂ ~XG¯−1 − ∂T˜F∂ωG¯−1 + ∂ωF∂T˜ G¯−1
)
= ΣK − F (Σr − Σa)
i
(
∂ ~XB∂~kD¯
−1 − ∂~kB∂ ~XD¯−1 − ∂T˜B∂ωD¯−1 + ∂ωB∂T˜ D¯−1
)
= e2ΠK − e2B (Πr −Πa) (S6)
where G¯−1 = G−10 −(Σr−Σa) and D¯−1 = D−10 −e2(Πr−Πa). In the following we neglect the self-energy terms since
they constitute subleading terms at our level of approximations and thus continue with G¯−1 ≈ G−10 and D¯−1 ≈ D−10 .
These two coupled equations constitute the basis of all further investigations. The next step towards the Boltzmann
equation is to replace the function F = 1− 2f and B = 1 + 2b with the respective distribution functions leading to
i2
(
∂~kf∂ ~XG
−1
0 − ∂ ~Xf∂~kG−10 + ∂T˜ f∂ωG−10 − ∂ωf∂T˜G−10
)
= ΣK − (1− 2f) (Σr − Σa) ,
i2
(
∂ ~Xb∂~kD
−1
0 − ∂~kb∂ ~XD−10 − ∂T˜ b∂ωD−10 + ∂ωb∂T˜D−10
)
= e2ΠK − e2(1 + 2b) (Πr −Πa) .
(S7)
In this paper we concentrate on heat and charge transport. For the left-hand sides of the kinetic equations this
implies
∂~kf∂ ~XG
−1
0 − ∂ ~Xf∂~kG−10 + ∂T˜ f∂ωG−10 − ∂ωf∂T˜G−10 = e ~E∂~kf − vF~σ∂ ~Xf = e ~E∂~kf − vF~σ · ∂ ~XT∂T f
∂ ~Xb∂~kD
−1
0 − ∂~kb∂ ~XD−10 − ∂T˜ b∂ωD−10 + ∂ωb∂T˜D−10 = 20r
~k
|~k|
∂ ~Xb = 20r
~k
|~k|
· ∂ ~XT∂T b (S8)
2where T is the temperature. The next step to convert this into a Boltzmann type equation is to perform the
quasiparticle approximation. This is achieved by integrating over the spectral function. To that end we solve the
Dyson equation to access the retarded Green functions Gr and Dr. For Gr suffices to state that the electrons of
holes of graphene are well defined and we thus work with Gr0 thereby disregarding corrections to infinitely long lived
quasiparticles. For the plasmons, we use
Dr(~q, ω) ≈ 1
20r
ω2
q
1
(ω + i0+)2 − ωp(~q)2 (S9)
with the plasmon dispersion
ωp(~q) ≈
√
α
N
2
kBTvF q ln
(
2 + 2 cosh
(
µ
kBT
))
, (S10)
as derived in the main text.
SOURCES OF RELAXATION
The self-energy of the Dirac fermion consists of two parts: One due to interactions with the plasmons, another one
due to scattering from impurities, to lowest order, is approximated as
Σr(ω,~k)− Σa(ω,~k) = −2e2
∫
dν
2pi
∫
d2q
(2pi)2
[
ImGr(ω + ν,~k + ~q) DK(−ν,−~q) +GK(ω + ν,~k + ~q) ImDr(−ν,−~q)
]
+
γ20
2
∫
d2q
(2pi)2
fˆ(−~q)
(
Gr(ω,~k + ~q)−Ga(ω,~k + ~q)
)
ΣK(ω,~k) = ie2
∫
dν
2pi
∫
d2q
(2pi)2
[
GK(ω + ν,~k + ~q)DK(−ν,−~q)− 4 ImGr(ω + ν,~k + ~q) ImDr(−ν,−~q)
]
+
γ20
2
∫
d2q
(2pi)2
fˆ(−~q)GK(ω,~k + ~q) (S11)
where the first line in both cases accounts for scattering of plasmons whereas the second line accounts for disorder
scattering.
For the plasmons we have
Πr(ω,~k)−Πa(ω,~k) = N
∫
dν
2pi
∫
d2q
(2pi)2
tr
(
ImGr(ω + ν,~k + ~q)GK(ν, ~q)−GK(ω + ν,~k + ~q)ImGr(ν, ~q)
)
ΠK(ω,~k) = − i
2
N
∫
dν
2pi
∫
d2q
(2pi)2
tr
(
GK(ω + ν,~k + ~q)GK(ν, ~q) + 4 ImGr(ω + ν,~k + ~q)ImGr(ν, ~q)
)
(S12)
QUASIPARTICLE BASIS
In order to arrive at the final Boltzmann equation we have to project the kinetic equations into the quasiparticle
basis. This is straightforward for the plasmons, for the fermions we need a momentum-dependent rotation. To that
end we consider the retarded part of the noninteracting fermionic Green function
(Gr)
−1
(ω,~k) = (ω + µ)1− vF kxσx − vF kyσy (S13)
In order to project this onto the quasiparticle basis we need to diagonalize the Green function (or inverse Green
function). The corresponding unitary transformation reads
U−1~k =
1√
2k
(
kx − iky −kx + iky
k k
)
U~k =
1√
2k
(
kx + iky k
−kx − iky k
)
(S14)
with
(gr)
−1
(ω,~k) = U~k (G
r)
−1
(ω,~k)U−1~k
= (ω + µ)1+ vF kσz
(S15)
3COUPLED BOLTZMANN EQUATIONS
After having derived the Keldysh equations and specified the collision integral the last missing pieces towards the
Boltzmann equation are a projection into the quasiparticle basis followed by an integration over the spectral functions.
To that end we need the retarded part of the Dyson equation. For the plasmons, as discussed before, this reads
(Dr)−1(ω,~k) = (Dr0)
−1(ω,~k)− e2Πr(ω,~k)
≈ 20rk
ω2
(
ω2 − ω2p(~k)
)
(S16)
whereas for the fermions we resort to the unperturbed propagator. We furthermore define the form factors
Mλλ
′
~q,~k+~q
=
(
U~q U
−1
~k+~q
)
λλ′
=
1
2
(
1 + λλ′
Q(K? +Q?)
q|~k + ~q|
)
Tλλ
′
~q,~k+~q
= Mλλ
′
~q,~k+~q
Mλ
′λ
~k+~q,~q
=
1
4
∣∣∣∣∣
(
1 + λλ′
Q(K? +Q?)
q|~k + ~q|
)∣∣∣∣∣
2
.
(S17)
The poles of the Green function determine the dispersion λ(~k) = λvF k. This allows to write the coupled Boltzmann
equations as
e ~E∂~kfλ(
~k)δλλ¯ + e ~Efλ(
~k)
(
U~k∂~kU
−1
~k
)
λλ¯
− vF
(
~ˆkσz − ~ˆk × eˆzσy
)
λλ¯
~∇T∂T fλ(~k)
= 4pivFα
∫
d2q
(2pi)2
∑
λ′=±
Mλλ
′
~k,~k+~q
Mλ
′λ¯
~k+~q,~k
(
δ
(
λ′(~k + ~q)− λ(~k) + ωp(~q)
)
+ δ
(
λ′(~k + ~q)− λ(~k)− ωp(~q)
))
×
×λ′(
~k + ~q)− λ(~k)
q
[
fλ(~k)
(
1− fλ′(~k + ~q)
)
− bλ(~k)−λ′ (~k+~q)(~q)
(
fλ′(~k + ~q)− fλ(~k)
)]
+
γ20
2pi
∫
d2q
(2pi)2
fˆ(−~q)Tλλ~k,~k+~qδλλ′δ
(
λ(~k)− λ(~k + ~q)
)(
fλ(~k)− fλ(~k + ~q)
)
~k
k2
~∇Tωp(~k)
(
∂T bωp(~k)(
~k)− ∂T b−ωp(~k)(~k)
)
= 4NpivFα
∑
λ,λ′=±
∫
d2q
(2pi)2
Mλλ
′
~q,~k+~q
Mλ
′λ
~k+~q,~q
(
δ
(
λ′(~k + ~q)− λ(~q) + ωp(~k)
)
+ δ
(
λ′(~k + ~q)− λ(~q)− ωp(~k)
))
×
×λ′(
~k + ~q)− λ(~q)
k
[
fλ′(~k + ~q) (fλ(~q)− 1)− bλ′ (~k+~q)−λ(~q)(~k)
(
fλ′(~k + ~q)− fλ(~q)
)]
. (S18)
In equilibrium we have
f0λ(
~k) =
1
e(λ(~k)−µ)/T + 1
and b0ω(
~k) =
1
eω/T − 1 . (S19)
The second term in on the l.h.s. of the first line corresponds to the Berry phase term which comes from the adiabatic
projection into the quasiparticle basis. The fourth term is the thermal analogue of the Zitterbewegung. These terms
makes no regular contribution in our calculation and are subsequently omitted.
LINEARIZED BOLTZMANN EQUATION
We then proceed to linearize the Boltzmann equations. To that end we introduce the parametrization
fλ(~k) = f
0
λ(
~k) +
1
T 2
f0λ(
~k)
(
1− f0λ(~k)
)
λvF ~ˆk
(
e ~EχEλ (k) +
~∇TχTλ (k)
)
bωp(~k)(
~k) = b0
ωp(~k)
(~k) +
1
T 2
b0
ωp(~k)
(~k)
(
1 + b0
ωp(~k)
(~k)
)
vF ~ˆk
(
e ~EφE(k) + ~∇TφT (k)
)
(S20)
Using the linearization and neglecting the Berry phase as well as the off-diagonal contribution we obtain
4−λevF
T
~ˆk · ~Ef0λ(~k)
(
1− f0λ(~k)
)
− λvF
T
~ˆk~∇T λ(
~k)− µ
T
f0λ(
~k)
(
1− f0λ(~k)
)
= α
4piv2F
T 2
∫
d2q
(2pi)2
∑
λ′=±
Mλλ
′
~k,~k+~q
Mλ
′λ
~k+~q,~k
(
δ
(
λ′(~k + ~q)− λ(~k) + ωp(~q)
)
+ δ
(
λ′(~k + ~q)− λ(~k)− ωp(~q)
))
×
×λ′(
~k + ~q)− λ(~k)
q
f0λ(
~k)
(
1− f0λ(~k)
)(
1− f0λ′(~k + ~q) + b0λ(~k)−λ′ (~k+~q)(~q)
)
×
×
[
e ~E
(
λ
~k
k
χEλ − λ′
~k + ~q
|~k + ~q|
χEλ′(|~k + ~q|) +
~q
q
φE(q)
)
+ ~∇T
(
λ
~k
k
χTλ − λ′
~k + ~q
|~k + ~q|
χTλ′(|~k + ~q|) +
~q
q
φT (q)
)]
+
γ20vF
2piT 2
∫
d2q
(2pi)2
fˆ(−~q)Tλλ~k,~k+~qδλλ′δ
(
λ(~k)− λ(~k + ~q)
)
f0λ(
~k)
(
1− f0λ(~k)
)
×
×
[
e ~E
(
λ
~k
k
χEλ − λ′
~k + ~q
|~k + ~q|
χEλ′(|~k + ~q|)
)
+ ~∇T
(
λ
~k
k
χTλ − λ′
~k + ~q
|~k + ~q|
χTλ′(|~k + ~q|)
)]
~k
k2
~∇T ω
2
p(
~k)
T 2
b0
ωp(~k)
(~k)
(
1 + b0
ωp(~k)
(~k)
)
= α4Npi
v2F
T 2
∑
λ,λ′=±
∫
d2q
(2pi)2
Mλλ
′
~q,~k+~q
Mλ
′λ
~k+~q,~q
(
δ
(
λ′(~k + ~q)− λ(~q) + ωp(~k)
)
+ δ
(
λ′(~k + ~q)− λ(~q)− ωp(~k)
))
×
×λ′(
~k + ~q)− λ(~q)
k
f0λ(~q)
(
1− f0λ(~q)
) (
f0λ′(
~k + ~q) + b0
λ′ (~k+~q)−λ(~q)
(~k)
)
×
×
[
e ~E
(
λ
~q
q
χEλ − λ′
~k + ~q
|~k + ~q|
χEλ′(|~k + ~q|) +
~k
k
φE(k)
)
+ ~∇T
(
λ
~q
q
χTλ − λ′
~k + ~q
|~k + ~q|
χTλ′(|~k + ~q|) +
~k
k
φT (k)
)]
(S21)
Our ansatz for the deviation from equilibrium reads
χEλ (k) = a
E
0,λ + a
E
1,λk = a
E
0,λ|E, 0, λ〉+ aE1,λ|E, 1, λ〉
χTλ (k) = a
T
0,λ + a
T
1,λk = a
T
0,λ|T, 0, λ〉+ aT1,λ|T, 1, λ〉
φE(k) = bE0 + b
E
1 k = b
E
0 |E, 0〉+ bE1 |E, 1〉
φT (k) = bT0 + b
T
1 k = b
T
0 |T, 0〉+ bT1 |T, 1〉 . (S22)
One can rewrite the Boltzmann equation in a more compact form as
|Df,E, λ〉+ |Df, T, λ〉 = |Icoll, E〉+ |Icoll, T 〉
|Db, T 〉 = |I˜coll, E〉+ |I˜coll, T 〉 . (S23)
To determine the expansion coefficients in Eq. (S23) we define a scalar product according to
〈f |g〉 =
∫
d2k
(2pi)2
f(k)
~k
k
g(~k) . (S24)
This allows to convert the linearized Boltzmann equation into a linear algebra problem which we can solve for aE/T0/1,λ
and bE/T0/1 .
