Precise localization is one of the key requirements in the deployment of UAVs (Unmanned Aerial Vehicles) for any application including precision mapping, surveillance, assisted navigation, search and rescue. The need for precise positioning is even more relevant with the increasing automation in UAVs and growing interest in commercial UAV applications such as transport and delivery. In the near future, the airspace is expected to be occupied with a large number of unmanned as well as manned aircraft, a majority of which are expected to be operating autonomously. This paper develops a new cooperative localization prototype that utilizes information sharing among UAVs and static anchor nodes for precise positioning of the UAVs. The UAVs are retrofitted with low-cost sensors including a camera, GPS receiver, UWB (Ultra Wide Band) radio and low-cost inertial sensors. The performance of the low-cost prototype is evaluated in real-world conditions in partially and obscured GNSS (Global Navigation Satellite Systems) environments. The performance is analyzed for both centralized and distributed cooperative network designs. It is demonstrated that the developed system is capable of achieving navigation grade (2-4 m) accuracy in partially GNSS denied environments, provided a consistent communication in the cooperative network is available. Furthermore, this paper provides experimental validation that information sharing is beneficial to improve positioning performance even in ideal GNSS environments. The experiments demonstrate that the major challenges for low-cost cooperative networks are consistent connectivity among UAV platforms and sensor synchronization.
Introduction
Location awareness is one of the most important requirements in applications such as mapping [1] , precision agriculture [2] , search and rescue [3] , assisted navigation [4] , and driverless cars [5] . The European GNSS (Global Navigation Satellite Systems) Agency (GSA) has forecasted that the combined revenue from GNSS devices and augmentation services is expected to grow to about 300 billion Euro by the year 2025, which is about three times the revenue in the year 2017 [6] . This significant growth demonstrates the increasing demand for location awareness in various applications. The GSA has further forecasted that the demand for positioning requirements for UAVs (Unmanned Aerial Vehicles) is expected to grow by about five times from the year 2018 to 2025 with a significant increase in the applications that rely on the use of low-cost UAVs [6] . The FAA (Federal Aviation Administration) estimates that more than 90% of the demands for UAV applications will be met by the lower-end or low-cost UAVs [7] . The FAA defines lower-end UAVs as those UAVs that have an average price of $2500. It is forecasted that in the future low-cost UAVs will characterise the market demand for this technology and technological advancements are needed for meeting the ever-growing demands for positioning of such UAVs.
Existing UAV localization systems rely on GNSS as the primary sensor, ignoring that it is rendered ineffective in urban or obscured environments. Cooperative Localization (CL) provides an alternative framework for localization, using information sharing within a connected network where nodes with GNSS measurements share this information with the other nodes that do not have access to GNSS signals. This information sharing strategy has been demonstrated to be effective in localization of all nodes, irrespective of the availability of GNSS signals to some of the nodes in the network [8] . Additionally, CL is tremendously useful in development and deployment of swarm networks that are robust and significantly more efficient as compared to a single node in applications such as search and rescue, mapping, surveillance, etc. [8] .
A cooperative localization framework utilizes a network of inter-connected static and dynamic nodes that share relative information about each other, as well as information about their own states. The static nodes could include available infrastructure such as lamp posts and towers that are equipped with certain communication sensors such as UWB (Ultra Wide Band) and Wi-Fi. A dynamic node is generally a moving platform such as a car, or a UAV that is equipped with positioning and communication sensors. The shared information in such an inter-connected network is used for localization of all dynamic (or even static) nodes, even in GNSS denied environments. Based on the strategy adopted for processing, a CL framework can be divided into two broad categories: centralized [8] [9] [10] [11] and distributed [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . Centralized networks employ a central processor that is responsible for collecting, computing and communicating the states of all nodes in a network. The central processor can be located locally or remotely and needs to maintain constant communication with all the nodes in the network. It is for this reason that the communication and processing requirements in a centralized network are significantly high [8] . The major limitation of centralized networks is that they lack robustness in that they suffer from a single point of failure that includes either the malfunctioning or failure of the processor or the loss of communication link to a single or all nodes to the server. This means that a centralized network would collapse if the processor fails or loses communication with the nodes. Furthermore, centralized networks are generally unscalable and cannot handle the loss or addition of nodes in the network [10, 11] . In comparison, distributed networks are scalable, do not require constant communication across the whole network, generally have lower computational requirements which make them more practical for deployment in real-time applications with large number of nodes [8, 11, 12, 25] . Despite the many advantages of distributed networks, their adoption and deployment in real-world applications has been rather limited. Unlike centralized networks, correlations among the states of communicating nodes cannot be estimated precisely in a distributed network [12] . An incorrect estimation or ignoring these correlations has been demonstrated to cause divergence problems in distributed systems [12, 26, 27] . Therefore, specific algorithms such as the Covariance Intersection Filter (CIF) [17, 21] , Split Covariance Intersection Filter (SCIF) [20] , and Belief Propagation (BP) [16, 22, 23] have been developed that either estimate or avoid the unknown correlation. Filters such as the CIF and SCIF utilize an optimization method to explicitly estimate the correlations in the states of the nodes using covariance minimization of the fused state. The limitation of this approach is that it requires each node in the network to explicitly estimate the absolute states of the other nodes using relative information collected by its own sensors only [12] . For example, in a CIF or SCIF filter, node A would be required to estimate the position of another node B using relative information collected by sensors onboard the node A. This is possible only if node A is equipped with sensors that are capable of measuring the relative position of node B with respect to node A. This is not possible for cooperative systems that rely on measurements of relative range only and require additional observations such as relative bearing and altitude. Algorithms such as BP and its variants minimize the state correlations by using tree networks. However, the use of tree networks limits the network communication significantly and thus may have an impact on the overall performance. Furthermore, the existing implementations of BP and similar algorithms ignore inertial sensor observations and are generally expensive in terms of communication and processing requirements and thus may not be suitable for real-time applications. Other approaches for distributed estimation in cooperative networks include distributed EKF (Extended Kalman Filter) [13] and MAP (Maximum A Posteriori) [28] .
A second classification of CL systems can be done based on their reliance on static anchor (infrastructure) nodes. The CL systems that rely mostly on communication among dynamic nodes (such as cars and UAVs) are referred to as Peer to Peer (P2P) cooperative systems while the systems that rely mostly on static anchors are called Peer to Infrastructure (P2I) systems [29] . A P2I system that is reliant on the presence of already established infrastructure nodes is very useful in urban environments but is rendered ineffective in the absence of infrastructure such as in rural environments and forests. On the other hand, a P2P system is very effective in urban environments as well as infrastructure less environments such as forests. Another limitation of P2I systems is that they require significant investment in terms of development, deployment and maintenance of infrastructure (anchor) nodes. However, P2I based cooperative systems have been demonstrated to outperform P2P networks in terms of the achievable accuracy in cooperative networks. One of the reasons of improved performance in P2I systems is reduced network congestion and availability of a large number of observations from static anchor nodes [29] [30] [31] [32] . It has been demonstrated that the presence of infrastructure anchors in a CL system results in improvement of the overall accuracy and thus the presence of infrastructure anchors in a primarily P2P system is recommended [31] .
Some of the different types of relative measurements used in various CL systems include relative range [22, 33, 34] , relative bearing [35] , relative position [36] , and images with overlapping regions [19, 37] . The use of camera images in cooperative localization is based on the detection of common features in the overlapping region to develop relative position constraints among the UAVs in a swarm. These relative constraints are incorporated in a cooperative system to localize UAVs in GNSS denied environments [19] . Significant efforts have been directed towards developing cooperative SLAM (Simultaneous Localization and Mapping) that use either a camera or a LiDAR (Light Detection and Ranging) or a combination of both to cooperatively estimate the localization solution, while simultaneously building a map of the environment [18, 36, [38] [39] [40] [41] [42] [43] . The SLAM based methods may provide superior localization performance, but they do so at the cost of increased computational requirements. Furthermore, these methods require the presence of fixed features in the environment and thus their performance might degrade in environments that are devoid of unique features. A majority of the previously mentioned works assume a fully connected network, although it is apparent that network connectivity has an impact on the performance of the overall network. To address this issue, various algorithms have been proposed, either for centralized or distributed networks that attempt to estimate the node states under sparse communication [25, 42, 44, 45] . Some of the recent works have provided experimental demonstrations of including camera observations for cooperative localization in a multi-UAV network [46] [47] [48] . The authors assume presence of identifiable features in the environment (either indoors or outdoors) that can be tracked in a series of images and provide an experimental validation of their system. This paper develops a low-cost cooperative localization system for UAV swarms that employ ranging systems and evaluates its performance in real-world environments. The performance of the system is evaluated in both P2I and P2P frameworks as well as in centralized and distributed architectures. Using the developed system and extensive experimentation, this paper highlights the challenges in realizing a full scale CL system and provides some recommendations for further improvement.
This paper is organized into four sections. Section 2 discusses the details of the developed cooperative UAV prototype and presents the mathematical framework including various modes of CL for the developed prototype. Furthermore, this section explains the experimental setup for cooperative localization. Section 3 presents and analyzes the performance of the system for different modes and under various operating conditions. The conclusions of this paper and plans for future work are given in Section 4.
Materials and Methods

Cooperative UAV Swarm Network Prototype
The prototype developed in this research integrates low cost sensors including uBlox TM (Thalwil, Switzerland) GPS, Pixhawk autopilot (3D Robotics, Berkeley, CA, USA) that includes MEMS (Micro Electro-Mechanical Systems) gyroscope and accelerometer, P410 UWB radio, Raspberry Pi (Model 3), GoPro camera (San Mateo, CA, USA) and an internet modem for communication and data transmission. The cooperative network developed in this research comprises four such UAVs and about 10 static anchor nodes. Figure 1 lists all the sensors that are installed on any UAV in the developed network. The UWB radio onboard the UAVs allows measurement of range information between the UAVs as well as with infrastructure nodes that are equipped with an UWB sensor. The Raspberry Pi onboard the UAVs is programmed to perform multiple operations. Firstly, it controls some onboard sensors including the UWB and GoPro, stores relevant data from these sensors onboard the SD (Secure Digital) card and monitors the network interactions across different platforms. Secondly, it is responsible for time synchronization of all sensor signals. Thirdly, it transmits all relevant information (i.e., health status) to a master control station (i.e., server) as well as other users. In addition, this Raspberry Pi is capable of recording the RSSI (Received Signal Strength Indicator) measurements from nearby Wi-Fi AP (Access Points) using its internal Wi-Fi adaptor, which can also be included in the CL framework. However, Wi-Fi measurements are not considered in the system design presented in this paper. A schematic diagram showing connectivity and communications among various components onboard the UAV is demonstrated in Figure 2 . The Raspberry Pi is powered by an onboard power bank, UWB has its own dedicated power source while the camera has an inbuilt battery. The power to the Pixhawk is fed from the main UAV battery. The data from GPS and Pixhawk can be transmitted to a laptop on the ground via a telemetry radio. This allows a user to monitor the UAV remotely and identify any faults during the operation. The UWB is controlled by the Raspberry pi and UWB data is stored on the SD card on Raspberry. An image of a UAV prototype in a cooperative UAV swarm developed in this research is shown in Figure 3 and the details of sensors installed on this UAV are given in Table 1 . The complete specifications of the onboard sensors including u-Blox GPS, Pixhawk, P410 UWB and GoPro camera are given in [49] [50] [51] [52] , respectively. The details of the telemetry radio used are given in [53] . This research uses a commercially available four-arm Octocopter instead of more popular quadcopter models as the unmanned aerial platform. This platform was selected as it is much more stable when compared to a quadcopter, it offers better redundancy in case of motor failure, can fly successfully in windy environments and has a higher payload carrying capacity. The UWB, Raspberry Pi, and GoPro camera are installed at the bottom of the UAV on a stable wooden platform. It can be observed from Table 1 that all the sensors are lightweight and have a small form factor which is very much desirable for UAV applications. The overall weight of the UAV including all batteries and components is about 2.5 Kg, and the total cost of one UAV is less than approximately $2500. The developed UAV achieves a flight time of about 15 min on a single battery charge. The batteries for the UWB, GoPro, and Raspberry can last for more than 1 h. The Raspberry Pi is field configurable and can be used for performing quality checks on the sensors before flying the UAV. All the UAVs are identical and are equipped with the same sensors. The next section presents the mathematical framework for integration of observations from multiple sensors and multiple platforms using Extended Kalman Filter (EKF). This section derives the mathematical model for estimating the position of all UAVs in a swarm cooperatively using measurements from neighbouring UAVs as well as static infrastructure nodes. This mathematical framework is based on the EKF but can be extended to an UKF. The objective of the CL framework is to estimate the states of all UAVs after taking into account the relative and absolute measurements received by all UAVs in the swarm. The kinematic mobility model for UAVs in a cooperative swarm is presented first, followed by the measurements models and fusion of measurements in a multi-platform and multi-sensor network under centralized and distributed architectures.
Kinematic Mobility Model
The kinematic mobility model provides a mathematical description of the motion of UAVs. This model incorporates observations from the inertial sensors onboard the UAVs and provides an estimate of the states of the UAVs at a given instant. The state of a UAV i at an instant k in a network containing N UAVs is given by Equation (1):
In the above equation, the 3D position, velocity and attitude of UAV i at instant k is denoted by , respectively, and the superscript T denotes the transpose of a vector. The rate of change of position, velocity and attitude is governed by Newtonian mechanics and is given by Equations (2)-(4) [8, 12] . The following equations are expressed in the ECEF (Earth Centered Earth Fixed) frame which is denoted with a superscript e:
where R α e is given by:
In the above equations, the observations from the onboard accelerometer and gyroscope are denoted by f b and ω ib , respectively. The attitude vector (α e ) is composed of roll (φ), pitch (θ) and (ψ) of the UAV and can be expressed in the form α e = φ θ ψ T . The notationv e denotes the rate of change of velocity of the UAV. The gravity vector, skew symmetric matrix of earth rotation vector and rotation matrix from IMU (Inertial Measurement Unit) body (denoted by b) to ECEF coordinate system is denoted by g e , Ω e ie and R e b , respectively. The biases in the accelerometer, gyroscope and GNSS receiver clock are assumed to be Markov and are given by Equations (6)- (8) [8, 12, 30] :
In the above equations, w k denotes a random noise and follows any given distribution (e.g., normal distribution). Thus, Equations (2)- (4) and (6)- (8) can be combined to writė
where f (., .) denotes a nonlinear function. The notation u denotes observations from the IMU (i.e., accelerometer and gyroscope measurements) and w denotes the process noise vector. These equations provide the basis for the complete mobility model of a UAV in the developed UAV network. The next section presents a centralized CL framework which incorporates the mobility model and measurements shared within the network to estimate the positioning solution for all UAVs.
Centralized Cooperative Localization
One of the major limitations of centralized networks is that they have a single point of failure (i.e., central server). Despite this limitation, centralized networks can be useful as they can precisely estimate the correlations among the UAV states and may result in a superior localization accuracy as compared to other architectures such as distributed networks [8, 12] . Thus, the central server in a centralized network aims to estimate the joint state vector for the overall network. This joint state vector comprises the states of all UAVs in the network and is expressed by Equation (10):
where x i k denotes the state of the ith UAV and is given by Equation (1). This paper proposes to use the EKF for the joint state estimation of all UAVs in the network. A generalized nonlinear mobility model of the form given by Equation (9) can be expressed for the overall centralized network. This nonlinear model is linearized about a nominal joint state X o using Taylor's series expansion and is expressed in a discretized form as given by Equation (11):
In the above equation, f (.) is a nonlinear function, k denotes an epoch, δt is the IMU sampling interval, F k = I + Fδt, F is the Jacobian and is given as
noise vector. The noise vector W k is expressed by the following equation:
where w i k denotes the noise vector for a single UAV and can be expressed as follows:
In the above equation, w i denote the random errors in the accelerometer and gyroscope observations, and bias parameters for the gyroscope, accelerometer bias and GPS receiver clock, respectively. The transition matrices F i k and G i k for a single node are given by Equations (14) and (15), respectively [8] :
In the above equations, I 3×3 and 0 3×3 denote 3 × 3 identity and zero matrix, respectively. The matrix B k and vector U k in Equation (11) are composed of individual matrices B i k and U i k . These matrices for a single UAV are given by Equations (16) and (17), respectively [10] :
The joint transition matrices F k and G k , as seen in Equation (11), take into account the transition matrices of the individual UAVs in a cooperative network and are given by Equations (18) and (19) , respectively [8] :
Thus, using Equations (12)- (19) and the initial joint state vector, the joint state of all UAVs at the next instant is computed using Equation (11) . It is to be noted that this estimation is performed at the central server and is based entirely on the mobility model explained in Section 2.2.1 and the inertial observations recorded by the sensors onboard the UAVs. The state estimate given by Equation (11) is referred to as the 'predicted state'. In the absence of any GNSS or relative range measurements between the UAVs, this equation can be used iteratively to compute the joint state at each instant. However, this solution will diverge due to the accumulation of errors in the inertial sensors. Therefore, this predicted estimate needs to be corrected using GNSS measurements received by some (or all) UAVs in the network and/or relative range measurements observed between the UAVs as well as the static nodes.
Consider a UAV i that can receive GNSS pseudorange measurements (ρ s i,k ) from s (≥4) satellites and also observe the relative range (d j i,k ) to another UAV j at an instant k. The relative range measurements between two UAVs may be observed using UWB sensors. These absolute and relative measurements received by the ith UAV in a network can be mathematically expressed by Equations (20) and (21), respectively:
In the above equations, the position of the sth GNSS satellite at instant k in the ECEF frame is denoted by r s k , (c b ) i,k denotes the receiver clock bias and x denotes the l 2 -norm of x. The random errors in the GNSS pseudorange and relative distance measurements at instant k are denoted by v i s,k and v j d,i,k , respectively. The joint measurement vector at instant k that encompasses all measurements received by all UAVs in the network is given by Equation (22):
In the above equation, z i k denotes the measurements received by the ith UAV and includes both absolute and relative measurements as given by Equations (20) and (21), respectively. The authors in [8] demonstrated that Equations (20)- (22) can be combined to arrive at the following joint measurement matrix H k for the complete network:
The above formulation for the joint measurement matrix assumes a fully connected network. In the cases of reduced connectivity, appropriate rows of the above matrix can be removed. In the above matrix, H ii k denotes the measurement matrix corresponding to the GNSS measurements received by the ith satellite and can be computed using Equation (24) . In this equation, it is assumed that the ith UAV can receive pseudorange measurements from p i satellites. The notation H d j i k incorporates the measurement matrix corresponding to the relative range measurements between UAVs i and j. This measurement matrix can be computed using Equation (25) :
At this stage, the measurement matrix and joint transition matrices for the complete UAV network are known. Thus, the standard EKF prediction and update equations can be used to jointly estimate the states of UAVs in the network. It is to be noted that the above formulations are adaptive in nature and can take into account the varying connectivity in the network. The maximum size of the measurement vector and matrix in a fully connected network depending on the availability of different types of measurements is given in Table 2 . Table 2 . Maximum size of joint measurement vector and matrix in a fully connected network.
Measurement Type
Size of Vector Z k Size of Matrix H k Pseudorange and relative range
Position and relative range (
Although the centralized framework presented above includes observations from inertial sensors and measurements from GNSS and UWB sensors, the same framework can also be adapted to include other additional measurements such as RSS (Received Signal Strength) from Wi-Fi signals. The next section presents the details of a distributed CL framework.
Distributed Cooperative Localization
In contrast to centralized CL, a distributed architecture shares the processing among all the available UAV nodes. The advantage of performing such a decentralization is that the processing requirements do not increase significantly with the increase in the network size [8] . Additionally, distributed architectures are better equipped to take into account the dynamic nature of network size, i.e., removal or addition of UAVs in a cooperative network [12] . One of the major challenges in the successful deployment of distributed networks is the estimation of unknown correlations among the states of interacting UAVs. The authors in [12] presented and provided a first demonstration of their novel distributed localization algorithm that attempts to minimize the correlations among UAV states by imposing additional constraints on the communication in the network. This paper proposes to implement this algorithm in the developed prototype due to its reduced computational requirements. The following provides a complete mathematical derivation and explanation of the EKF based distributed CL strategy.
Let U denote a set of all nodes in a network, G denote a set of nodes that have access to GNSS and M g denote a set of nodes without GNSS access. The following relationships can be expressed among the three sets:
where n (A) denotes the cardinality of set A and ∅ denotes a null set. The following network conditions are further imposed to ensure that the localization solution of all nodes converge to a precise solution:
The condition in Equation (29) is imposed to ensure that at least one of the nodes without GNSS is able to localize itself by receiving some relative information from the nodes that have access to GNSS. Hence, the condition in Equation (29) is stricter than the one imposed by Equation (28) because, in the absence of Equation (29), the cooperative localization solution would fail. The purpose of introducing the condition given by Equation (28) is to ensure that a larger number of nodes belonging to the set M g interact with the nodes in set G so that all nodes in set M g can achieve precise localization. In a fully connected network, Equation (28) would not have much significance, but it can prevent the cooperative solution from collapsing in a sparsely connected network and thus can have a significant impact on the network performance. An important part of this algorithm is the network interaction constraints that attempt to keep the unknown correlation at a minimum. These interaction constraints are given by Equations (30) and (31):
In the above equations, L j denotes a set of all nodes in the network that are interacting with the node l, and m is one of the nodes in the network that belongs to set L j . The first constraint allows communication between two nodes only if one of the nodes belongs to set G. The second constraint restricts any communication between the nodes belonging to set M g . Equations (26)- (31) form the basis of network interaction constraints in the proposed distributed framework.
The proposed distributed framework is based on the EKF and is extendable to the UKF. The advantage of using the EKF is that once the Kalman gain and process covariance matrix is known, standard EKF propagation and update equations can be directly implemented. The measurement vector for the ith UAV that is operating in the absence of GNSS measurements (i.e., ∈ M g ) includes only the relative range measurements received from the neighbouring UAVs and can be expressed by Equation (32) and the corresponding measurement model is given by Equation (33):
In the above equations, d j i,k denotes a range measurement between node i ∈ M g and node j ∈ G and is given by Equation (21) 
where H i k denotes the Jacobian for the ith UAV. The covariance matrix P i k for ith UAV is given by
where E [x] denotes the expectation of x and x i denotes the true (unknown) estimate of state of node i.
The estimatex i of state of node i can be further expanded to arrive at the following expression:
In the above equations, K k denotes the Kalman gain and the observed and predicted measurements at node i at epoch k are denoted by z i k and z i k,predic , respectively. Equation (34) is substituted into Equation (36) to arrive at Equation (37) and is given as follows:
The various terms in the above equation can be merged together and rearranged to arrive at the following expression:
Equation (35) is substituted in Equation (38) to arrive the following equation for P i k ,
where
T denotes the covariance matrix of relative range measurement and K k denotes Kalman gain. By setting the partial derivative of Equation (39) w.r.t K k and further re-arrangement, the following expression for the Kalman gain K k for the ith UAV can be achieved:
Therefore, for a node i that is interacting and receiving information from node j, the covariance matrix of node i is given by Equation (39) and Kalman gain needed for state updation is given by Equation (40) . The expressions given in Equations (39) and (40) hold true, if node i is receiving information from one node. In the case, when node i is receiving information from m ≥ 1 nodes, the expressions for K k and P i k are given as follows:
In conjunction with the constraints outlined in Equations (26)- (31), the above expressions are used in standard EKF equations for estimating the updated states of all UAVs. The next section provides a simplification of the presented approach in the presence of infrastructure (anchor) nodes and discusses its implications.
Special Case: Infrastructure Based Cooperative Localization
As discussed in the above section, a major challenge in the distributed CL is the estimation of the unknown correlation. The framework presented above provides an alternative solution by limiting the network connectivity in distributed P2P networks. In the presence of a large number of infrastructure (anchor) nodes, such as in urban environments, distributed localization can be further simplified to allow for faster computation. This simplification is achieved by limiting the communication among dynamic (UAV) nodes and allowing such nodes to communicate with static (infrastructure) nodes only. The advantage of this simplification is that correlation among the UAV states is minimized while keeping the processing completely distributed. In addition to this, it is expected that communication load within the network may be reduced by imposing such restrictions. Furthermore, it has been demonstrated that the presence of a large number of infrastructure nodes results in an improvement in the localization accuracy of the UAVs [29] .
The infrastructure based CL restricts communication with any two dynamic nodes and only allows a dynamic node to communicate with a static node. If the state of a static node is known in advance, the state of the UAV (i.e., dynamic node) can be estimated using the framework presented in the previous section. Thus, a distributed P2P CL framework can be simplified into two steps in the presence of infrastructure nodes. The first step is called 'Anchor self localization' and refers to the estimation of the states of static anchors. The second step pertains to estimation of UAV states using the information about anchor states and is referred to as 'distributed infrastructure based localization'. Anchor self localization can be achieved either through a manual surveying procedure where the locations of all infrastructure nodes is estimated using standard surveying techniques or through an automatic procedure where anchor nodes communicate with nearby UAVs that have access to GNSS observations to achieve self-localization [11] . Once anchor self localization is achieved, the states of dynamic UAVs can be estimated using information from anchor nodes using the distributed P2P framework presented in the previous section. It can be demonstrated that this framework reduces to standard EKF for the case of infrastructure based CL [12] . This has the advantage that the reduced framework is computationally less expensive than the complete P2P framework.
Adaptive Outlier and Multipath Rejection Algorithm
A preliminary evaluation of the developed prototype demonstrated that the range measurements derived from the UWB sensors onboard the UAVs are corrupted by multipath effects and other outliers [12, 30] . An example of the corrupted range measurements as observed by one of the UAVs in a CL experiment is shown in Figure 4 . In this experiment, one UWB acts as a static anchor point and is installed on a stable stationary platform on the ground, while another UWB is installed on a UAV that is hovering nearby the stationary UWB. A plot of observed range measurements over time highlights the presence of outliers (marked in orange colour) in the range measurements, as seen in Figure 4 . Since the UAV is not completely stationary, minor perturbations in the observed range measurements (18-19 m) can be seen in Figure 4 . Additionally, some sudden changes in the range observations are also seen in this figure. For example, the range between a static UWB and UAV changes from about 18 to 12 m in less than 1 s at around 600 s. This is not physically possible since the UAV is hovering at a point. It is hypothesized that this is due to a combination of multipath in the range observations and presence of outliers due to internal sensor electronics. The same UWB behaviour has been reported by the authors in [12, 30] . This paper proposes a novel two-step adaptive outlier and multipath rejection algorithm for cooperative networks that can detect and remove such spurious measurements adaptively.The first level detection procedure that identifies the potential measurements that could be corrupted by multipath and other outliers is explained in Level 1. These measurements are then passed on to the second detection step (Level 2) that utilizes a hypothesis testing procedure to detect and remove such corrupted measurements. 
Level 1 Detection
The level 1 detection step identifies the potential affected measurements by comparing the rate of change of range measurements with the computed velocity of the UAV in consideration. Consider two different range measurements (r i and r j ) measured by a dynamic UAV 's' with respect to a static infrastructure node at time instants t i and t j . Then, the range-rate (ṙ s ) can be computed aṡ
Since the velocity of the infrastructure node is zero, the range-rateṙ s should always be less than or equal to the velocity of that UAV, i.e.,ṙ s ≤ v s j , where a denotes the norm of a vector. In the case, when the range is measured between two dynamic UAVs 's' and 'p', the earlier constraint used by the UAV 's' can be modified as follows:ṙ
whereṙ p s denotes the range-rate between 's' and 'p' and is given by Equation (43) . The velocity of the UAV used in this step is taken directly from estimated state available at that instant. If the above constraints are not satisfied, then these range measurements are marked as potentially affected by multipath and are passed to the level 2 detection step.
Level 2 Detection
The first step in this approach is to compute the innovation vector using only the range measurements. The innovation vector at time instant 'k' is given as
where Z range k and Z range k,predic denote the measured relative range and predicted range measurement, respectively. It is to be noted that this innovation vector is computed by the UAVs during processing and is used anyway in the filtering step. Thus, no additional computations are needed to compute this vector. The second step is to check the absolute value of the element of I k corresponding to the measurement marked in the previous step using Grubb's test [54] . To implement Grubb's test, the following two hypotheses are constructed:
No range measurements affected by outliers are present in the dataset, • H a : At least one range measurement affected by outliers is present.
The above hypotheses are tested using the Grubb's test statistic. For this specific case, the Grubb's test statistic is defined as
where Y val ,Ȳ and s denote the value to be checked, sample mean and standard deviation of the sample data Y, respectively. Here, the sample data Y is given by the absolute value of the innovation vector I k . A one-sided test is used for detecting the multipath corrupted range measurements and the null hypothesis H o is rejected at a given significance level α if,
where t α/(N),N−2 denotes the critical value of the t-distribution with (N − 2) degrees of freedom at a significance level of (α/N). In order to detect all the affected measurements, this test is run iteratively on the sample dataset. When all the affected measurements have been detected, the remaining measurements are fused using the algorithms described in the earlier sections. This test is terminated when either all measurements marked (by the first level test) have been checked or when the size of the innovation vector is less than or equal to 4. In the case, when the size of the innovation vector is less than 4, level 2 detection cannot be used. The efficacy of this algorithm in improving the localization accuracy in the cooperative network is presented in Section 3.
Experimental Setup and Ground Truth Estimation
This section presents the details of experimental setup for the evaluation of the developed system and discusses the methodology for establishment of the ground truth. A precise estimation of the ground truth (i.e., reference trajectory) is important because the estimated trajectory solution will be compared against the reference trajectory to evaluate the performance of the system. This paper proposes to use a photogrammetry based approach for the estimation of reference trajectory. The details of the experimental setup are presented first, followed by the methodology for reference trajectory estimation.
Experimental Setup of Cooperative Localization
The cooperative UAV network developed in this paper comprises four UAVs and 10 static anchor points. Each UAV as well as static anchor is installed with a P410 UWB sensor and thus each node can communicate with all the other nodes in the network. For this experiment, the locations of all static anchors is computed in advance using a Leica GS15 GNSS receiver (Heerbrugg, Switzerland) and is embedded in the information being communicated by a static anchor to all the other nodes in the network. An image of the experimental setup for cooperative UAV localization is shown in Figure 5 . In this image, one UAV, some anchor nodes, Leica GS15 installed on one of the static anchors are visible. Additionally, some specially designed targets for photogrammetry can also be seen. These targets are used for the estimation of the reference trajectory and their locations are estimated using Leica GS15 GNSS receiver. More details regarding the developed photogrammetric targets is given in Section 2.3.2. Three of the four UAVs and some static anchors can be seen in Figure 6 and a graphical representation of this network at a given instant is shown in Figure 7 . The connectivity in the network at this instant is also seen in this figure. It is to be noted that the visualization including network geometry and connectivity shown in this figure is based on the real data collected during the experiments. The connections between the UAVs (referred to as P2P communication) is shown by a red line, while the communication between a UAV and a static anchor is shown by a blue line. It is observed during the experiments and can also be seen in Figure 7 that a fully connected network cannot be realized. This is due to the range limitations of the UWB sensor used in this research. This is significant because the existing literature provides a theoretical evaluation of cooperative networks on the assumption of a fully connected network. The impact of a partially connected network in a cooperative swarm will be discussed in Section 3. In this experiment, one of the three UAVs (UAV 103) follows a random trajectory as decided by the UAV pilot, while the remaining three UAVs are hovering in a small region. This is done to avoid any potential collisions among the UAVs and to ensure the safety of the equipment and the personnel involved in the experiment. It is to be noted that the assumptions of a hovering UAV or any other constraints on the UAV dynamics are not imposed on the system during processing. A plan view of the trajectory of all UAVs is shown in Figure 8 . It can be observed from this figure that UAVs 101, 107 and 200 are hovering in a small region, while UAV 103 is flying all over the region of the experiment. All the UAVs are flown at a height of about 15-25 m from the ground. Some overlap between the UAV trajectories can be observed in Figure 8 . To avoid any collision between the UAVs, they are flown at different heights and sufficient vertical separation between them is maintained throughout the experiment. The dynamics of UAV 103 are demonstrated using a plot of the UAV velocity and angular rate, as shown in Figure 9 . It is observed that UAV 103 reaches velocities up to 5 m/s and angular rates up to 2 deg/s. The dynamics of the UAV along the vertical direction are kept at a minimum so as to avoid any collisions with the neighbouring UAVs. The UAVs may be flown at higher speeds but at the risk of either losing control or colliding with the other nearby UAVs or surrounding objects. The number of communicating UWBs available to UAV 103 during the experiment are shown in Figure 10 . Although 10 nodes equipped with UWBs are available during the experiment, only eight UWBs could communicate with UAV 103 at any time instant. It can be observed from Figure 10 that 4-6 UWB nodes are available for communication most of the time. Significant loss in communication during the mission operation is also observed. The effect of loss of the communication link in the developed network on the localization performance of the overall network is analyzed and presented in Section 3. In this experiment, the onboard GPS is collecting measurements at 5 Hz, inertial sensors at 100 Hz and UWB sensors at 3 Hz. The GoPro camera is recording images at about 10 FPS (Frames Per Second). All the data is time synchronized and stored on the onboard Raspberry for post processing. 
Ground Truth Estimation Using Photogrammetry
This paper proposes to use a photogrammetry based solution for estimation of the reference trajectory. An alternative approach could be to install a precise (and expensive) GNSS receiver onboard the UAV. However, it is not practically feasible because such receivers are bulky and UAVs have a limited payload carrying capacity. Therefore, a light-weight GoPro camera is installed on the UAV which records the images of some specially designed photogrammetric targets that are kept at known locations. Using multiple overlapping images, it is then possible to create a 3D terrain model of the environment as well as estimate the trajectory of the UAV. This paper uses a 10 × 7 checkerboard pattern with known dimensions for performing the camera calibration [55] . The initial calibration is done to arrive at the initial intrinsic matrix of the camera, which is later refined during the pose estimation step. The pattern is imaged by the GoPro camera in various locations and in multiple orientations as shown in Figure 11 . The corners in the checkerboard pattern are detected using a Harris corner detector [56] . The detected corners are used in conjunction with a homography estimation method to compute the intrinsic camera matrix. A total of 42 distinct images as shown in Figure 11 are used to estimate the matrix and lens distortion parameters. The detected and re-projected corner points on the checkerboard pattern and the mean re-projection error in each of the 42 images are shown in Figure 12 . The maximum mean re-projection error is about 0.9 pixels and overall mean error is 0.66 pixels. An overall mean re-projection error of less than one pixel indicates that camera calibration parameters are estimated precisely. This intrinsic camera matrix is used during trajectory estimation and refined intrinsic matrix and reference trajectory is obtained at the end of trajectory estimation step. This paper uses specially designed photogrammetric targets as shown in Figure 13 , for UAV reference trajectory estimation. This research used a total of 18 such unique targets, four of which are shown in this figure. The number at the bottom left corner indicates the ID of the target. The targets are designed to be black in colour so as to ensure better visibility in camera images under bright outdoor conditions. It is to be noted that all the targets are unique and thus different from each other. This uniqueness of targets allows accurate feature matching during the trajectory estimation process. The dimensions and spacing of the targets are estimated keeping in mind the flying conditions and camera parameters. The GoPro camera is operated in 16:9 medium mode with an image resolution of 1920 × 1080 pixels and focal length set to 21 mm. Multiple testing and evaluation of the setup revealed that best results are obtained with a target size of 550 mm × 600 mm, with inner diameter of 100 mm and outer diameter of 500 mm, when the UAV flying height is about 15-25 m. The spacing between the targets is chosen to be about 3-4 m and it is found that a minimum of 4-5 targets are always visible in an image with this configuration. The UAV is programmed to fly at speeds up to 5 m/s and camera rate is set to 10 FPS. Using this setup, more than 50% overlap between two consecutive images is observed in the field. An image of the photogrammetric targets recorded by the GoPro camera onboard a flying UAV is shown in Figure 14 . The presence of a large number of such photogrammetric targets in an image is expected to yield better results. In the image shown in Figure 14 , a total of 10 such targets can be easily identified. Such features are detected automatically using SURF (Speeded-Up Robust Features) [57] in multiple images. The outliers in the detected features are removed using the RANSAC (Random Sample Consensus) algorithm [58] . Using the image point correspondences in multiple images and locations of known targets, the 3D scene of the area in the overlapping images is reconstructed [59, 60] . The extrinsic camera parameters, i.e., trajectory of the UAV is estimated using bundle adjustment during this step. Since the coordinates of targets are known in a global coordinate system, the reconstructed 3D scene is georeferenced and the UAV trajectory is known in the same global coordinate system. The reference trajectory of the UAV estimated using the described photogrammetric method is shown in Figure 15 . In addition, the locations of control points and check points for georeferencing and accuracy evaluation of the estimated trajectory as well as the number of overlapping images used in the estimation are also shown in the same figure. It can be observed from this figure that more than nine overlapping images are available in the majority of the experimental region. This is very much desirable since a larger overlap among images is crucial for achieving better accuracy. A total of seven photogrammetric targets are used as check points, while 11 are used for georeferencing the 3D map and the estimated trajectory. The overall accuracy of the estimated 3D map and the reference trajectory is shown in Table 3 . This table demonstrates that the proposed methodology can achieve an accuracy of 2.2 cm. To further evaluate the accuracy of the estimated trajectory, an n cross validation process [61] is adopted. To perform this cross validation, the set of established photogrammetric targets are divided into two sets, i.e., training set and test set. In the cross validation process adopted here, different (11, 7) combinations of training and test set are considered. Since the accuracy of the estimated trajectory is dependent on the spatial locations of the established training set, not all possible ( 18 7 ) test sets will provide meaningful results. Hence, only those test sets are considered where all the seven check points are not concentrated in one region. The 3D RMSE (Root Mean Square Error) obtained by some of the (11, 7) combinations is demonstrated in Figure 16 .
It is observed from the above figure that RMSE for different combinations of control and check points varies from about 1.5 to 2.5 cm. Multiple repetitions of the above setup revealed that 3D RMSE achieved using the proposed setup varies from 2 to 4 cm. Thus, it can be inferred that accuracy of the reference trajectory estimated using the methodology explained above is better than 4 cm. The next section evaluates the performance of developed prototype against the reference trajectory estimated using the explained photogrammetric method. 
Results and Discussion
This section evaluates and analyses the performance of the developed prototype in different scenarios and under different conditions. In this paper, it is assumed that one of the UAVs in the network is operating in the absence of GNSS measurements and is relying only on communication with the other nodes (static or dynamic) for localization. Specifically, it is assumed that UAV 103 (seen in Figure 7 ) cannot receive GNSS observations. Thus, trajectory of UAV 103 estimated using the presented centralized and distributed frameworks is compared against the reference trajectory to analyze the performance of the developed system. Table 4 summarizes the various cases that are considered for performance analysis in this section. 
Infrastructure Based Localization
An infrastructure based localization framework requires knowledge of the anchor (infrastructure) states. As explained in Section 2.2.4, this can be achieved either through a manual surveying procedure or using an automatic self localization method. In this paper, the locations of anchor nodes are estimated through a manual surveying procedure using a Leica GS15 GNSS. The anchor locations are estimated up to an accuracy of about 5 cm. Although four UAVs are available in the network, the communication among the UAVs is restricted. These UAVs rely only on information sharing with static anchors for state estimation. It is assumed that UAVs are operating in the absence of GNSS measurements. The framework presented in Section 2.2.3 is used to estimate the UAV states. The estimated trajectory is compared against the reference trajectory and a plot of the 3D error in the estimated location of the UAV 103 is shown in Figure 17 . The number of infrastructure nodes available for communication to the UAV 103 are also overlaid in this figure. To demonstrate the effect of the developed adaptive multipath and outlier rejection algorithm, the error in the estimated trajectory is plotted before and after inclusion of the multipath rejection algorithm. For better clarity, two zoomed views of this plot are shown in Figures 18 and 19 , respectively. From these figures, the first observation that can be made is that the UAV trajectory solution remains bounded even in GNSS denied environments. This provides a first validation that the developed prototype is operating as expected. It can be observed that up to 10 anchor nodes are available for communication at a given instant. The number of UWBs available for communication is not constant and varies from 0 to 10, as seen in Figures 17 and 18 . This is due to the dynamic nature of the UAVs and non-availability of direct LOS (Line of Sight) observations. The effect of inclusion of the multipath rejection algorithm is clearly visible in Figures 17-19 . The maximum error of about 80 m in the 3D position of the UAV at about 390 s reduces to about 8 m after the inclusion of the multipath rejection algorithm. In the views 1 and 3 marked in Figure 17 , the error in the estimated trajectory reduces from 15 m and 25 m to about 5 m, respectively. Furthermore, it is interesting to note that network connectivity has a significant impact on the localization accuracy. The error in the estimated trajectory increases in the absence of any communication with the anchors. For example, from time instant 385 to 390, the error continues to grow until the enough (≥4) number of anchors are available for communication. In the presence of consistent communication in the network, as seen in Figure 19 , the localization error stabilizes to about 2-3 m. The same experiment is repeated multiple times and the results are summarized in Figures 20 and 21 . It can be observed from these figures that a localization error of less than 5 m is achievable more than 98% of the time using the developed system. It is also seen that the proposed multipath rejection algorithm results in overall improvement of the localization accuracy of the developed prototype. This provides the first experimental demonstration and evaluation of the developed network in GNSS denied environments. 
Centralized Cooperative Localization
In a centralized cooperative network, the states of all UAVs are estimated jointly at a remote central server. Since UAV 103 is assumed to be operating in a GNSS denied environment, its localization performance is analyzed against the estimated reference trajectory to establish the performance of the developed system. A plot of the 3D positioning error in UAV 103, both before and after inclusion of the proposed multipath and outlier rejection algorithm is presented in Figure 22 . The number of communicating UWB nodes (both static and dynamic) available to UAV 103 are also shown (scaled by 10) in the same figure. For better clarity, three zoomed views of the same figure (as marked in Figure 22 ) are shown in Figures 23-25 . It can be observed from these figures that the connectivity in this network is very poor. This poor connectivity has a significant impact on the localization accuracy, causing the error to grow significantly, when the UAV is operating without any communication with the neighbouring UAVs for an extended period of time. In Figure 23 , the error stabilizes to about 4 m in the presence of a consistent communication within the network. This is observed from time instants 10 to 18 s when about 4-6 nodes are available for communication. At other instants, the error continues to vary depending on the availability of communicating nodes, as can be observed in Figures 24 and 25 . For example, the error continues to grow between time instants 23 and 26 s due to the unavailability of any UAV or anchor nodes. However, when more than four nodes become available for communication, the error in the estimated solution returns back to about 5 m. The effect of inclusion of the proposed outlier rejection algorithm is clearly visible in Figures 24 and 25 . A large variability in the error in the trajectory solution is observed at multiple time intervals in these figures, in the absence of the multipath and outlier rejection algorithm. This is due to the non-LOS range measurements from some of the nodes (either anchors or UAVs) resulting in multipath and outliers in the observed ranges. A significant improvement in the estimated trajectory is observed after detection and removal of such spurious range observations using the proposed algorithm. For example, the error reduces from about 70 m to less than 10 m at 125 s, 150 m to 50 m at 148 s, and 280 m to less than 20 m at 188 s, as seen in Figure 24 . Similar observations about the effect of the developed outlier rejection algorithm can be made in Figure 25 . A maximum error of about 400 m in the positioning solution is observed before the inclusion of outlier rejection algorithm. This is due to the combined effect of unavailability of good connectivity in the network and corruption of range measurements by multipath and outliers. This maximum error reduces to about 150 m after including the outlier rejection algorithm in the centralized estimation process. A comparison of these results with the results presented in Section 3.1 reveals that, although a positioning error of about 2-4 m is achieved in both of the cases, the overall localization performance in a centralized P2P network is significantly poor. This is due to the increased communication load in the centralized network resulting in frequent communication failure. This increase in the communication load is due to the presence of multiple UAVs in a centralized network that are attempting to communicate and share information with each other as well as with the anchor nodes. This is in contrast with a infrastructure based localization framework where the communication between two UAVs is restricted. Nevertheless, it has been demonstrated that a positioning solution accurate to 2-4 m is achievable by centralized P2P networks in partially GNSS denied environments, provided a good communication link can be established among UAVs for an extended period of time.
The overall performance of centralized networks in this case is limited by the use of low-cost UWBs. This performance can be significantly improved by the use of better quality communication sensors. The next section presents and discusses the results of CL in distributed networks.
Distributed Cooperative Localization
In a distributed cooperative network, each UAV performs its own state estimation locally while taking into account the network interactions and the measurements received by each UAV. This estimation is performed using the framework presented in Section 2.2.3. Similar to the previous section, it is assumed that UAV 103 is operating in a GNSS denied environment and relies on communication with other UAVs and static anchors for state estimation. A plot of the localization error for UAV 103 is demonstrated in Figure 26 . The results are presented before and after inclusion of the multipath and outlier rejection algorithm. Additionally, the number of UWB nodes (scaled by 10) available to UAV 103 for communication are also shown in the same figure. For better clarity, three zoomed views of this figure are shown in Figures 27-29 . Similar observations as in the previous section can be made from these figures. It is observed that localization error is dependent on the connectivity in the network and number of available communicating nodes. When sufficient numbers of communicating nodes are available, the positioning accuracy stabilizes to about 2-4 m (see Figure 27 ). In the absence of enough communicating nodes, the positioning error degrades but returns to around 4 m when enough nodes become available. The effect of the outlier rejection algorithm is also very clearly visible. The inclusion of the outlier rejection algorithm results in an improvement of the positioning error from about 180 m to 20 m between time instants 175 and 185 s, as can be observed in Figure 28 . The combined effect of corrupted range measurements and unavailability of sufficient communicating nodes causes the error to go beyond 500 m at certain instants. However, this error is reduced to about 50 m after removal of the corrupted observations using the developed algorithm, as can be seen in Figure 29 .
A comparison of the results of the distributed network with those of the centralized network and infrastructure based localization reveals interesting insights. It can be observed that, although the distributed network achieves an accuracy of 2-4 m, which is similar to that achieved by a centralized network, the distributed positioning solution degrades much faster as compared to centralized localization in the case of a sparsely connected network. This is because the proposed distributed algorithm limits the communication among the UAVs to minimize the correlation among the UAV states. This limitation on the UAVs in a sparsely connected distributed network results in further degradation of the communication quality and thus decreases the quality of the positioning solution. It is then evident that the accuracy achieved in an infrastructure based CL system is much better than a distributed P2P network. However, it is to be noted that the proposed distributed algorithm performs at par with a centralized network and infrastructure based system when the communication in the network is consistent for extended periods of time, typically more than 8-10 s. 
Special Case: Cooperative Localization in Ideal GNSS Environments
The previous sections have presented the performance of the developed system in GNSS denied or partially GNSS denied environments and have demonstrated that the system can achieve accuracy of about 2-4 m, if the communication among nodes is maintained for at least 10 s. This section considers a special case of ideal GNSS environment and presents the localization performance of the system when GNSS is available to all the UAVs throughout the mission. The objective of performing this analysis is to examine the effect of information sharing (such as in a cooperative network) in a full GNSS available environment. This case is presented only for a centralized cooperative network. This is because the proposed distributed algorithm is designed to be applicable only in the cases of partial GNSS availability and it operates as a standard EKF in ideal GNSS environments. In a network with full GNSS availability, the proposed distributed algorithm would prohibit UAVs from interacting with each other and thus each UAV would operate without cooperation.
To analyze the effect of information sharing in a cooperative network in a fully GNSS available environment, the positioning solution for UAV 103 in a cooperative network is compared with the case when this UAV is operating without any cooperation. A CDF plot of the localization error for UAV 103 with and without cooperation is demonstrated in Figure 30 . It can be observed that the cooperative solution is marginally better than the trajectory solution of a single UAV operating alone. A cooperative solution achieves an accuracy of up to 2 m about 65% of the time while a single UAV achieves this accuracy about 55% of the time. The reason for this marginal improvement is the inconsistency in the network connectivity in a cooperative network. It is expected that this improvement would be significant if a consistent network connectivity and constant information sharing is achieved in the network.
The same observations can be confirmed from an independent repetition of the above experiment. A CDF plot of the localization error for both the cases (with and without cooperation) is shown in Figure 31 . It is seen that improvement achieved in the positioning accuracy in a cooperative network is marginal. The reason is the same as the previous case: that connectivity in the network is sparse and sharing of relative information is infrequent. Significant improvement in the positioning accuracy can be achieved if consistent connectivity and continuous information sharing in the network is established. This is the first experimental demonstration where the benefit of information sharing in a cooperative network in a GNSS available environment is demonstrated. The next section presents the conclusions of this paper and some plans for the future work. 
Conclusions
This paper has presented the development of a prototype of a new cooperative UAV swarm localization system using low-cost sensors such as GPS, IMU, UWB and camera. Extensive experiments are conducted to establish the performance of this system in real-world environments. Various cooperative localization modes such as centralized network, distributed network and infrastructure based CL, and different environmental scenarios such as partial and full GNSS availability are considered during the experimental evaluation. The experimental results suggest that developed system can achieve an accuracy of about 2-4 m in the absence of GNSS measurements, provided consistent connectivity in the network is maintained for extended periods of time. The overall performance of an infrastructure based CL is better than a centralized or distributed P2P CL. One of the major reasons for better localization performance in infrastructure based CL systems is reduced network congestion. The reasons for achieving 2-4 m accuracy are multiple and includes the effects due to reduced network connectivity, reduced accuracy of UWB range measurements due to NLOS (Non-Line of Sight) conditions or relatively fast movement of the UAV platforms, and about 2-3 m accuracy of the low-cost GPS sensor on-board the UAVs. In addition, the assumptions of Gaussian process and measurement noise may not be satisfied.
Some of the challenges in the developed system include synchronization of the UWB sensors and frequent loss of connectivity in the network. The developed prototype is useful in applications such as search and rescue missions, surveillance, assisted navigation and situational awareness. The performance of the system can be further improved by replacing low-cost sensors such as GPS and IMU with better quality and relatively costly sensors. The future work is aimed at inclusion of observations from signals such as Wi-Fi and other Signals of Opportunity (SOP), development of better quality low-cost communication sensors and increased autonomy in the developed cooperative UAV swarm prototype. This paper has assumed the observations in the system to be Gaussian in nature and utilized EKF based algorithms for faster computation, which may have an impact on the localization accuracy. The future work addresses the issues of non-Gaussian measurements and the use of other particle based estimation algorithms. The implementation of such algorithms on-board UAVs for real-time applications is expected to be a significant challenge in the upcoming research.
