Abstract-In this paper, a new extension of Bidimensional Empirical Mode Decomposition (BEMD) based on the median filtering is presented. The new scheme is compared with the traditional Empirical Mode Decomposition (EMD) and Fast and Adaptive Bidimensional EMD (FABEMD) techniques. The new scheme manifests to be superior to both of them in image enhancement and particularly in edge enhancement. The comparison is performed, objectively, using the measure of enhancement (EME) and also visually. Furthermore, we show that by applying different thresholds in stopping condition for each Intrinsic Mode Function (IMF), we can derive more accurate IMFs.
INTRODUCTION
Empirical mode decomposition (EMD), first proposed by Huang et al. [1] is a perfect signal decomposition method for analysis of nonlinear and nonstationary processes. The fundamental of this technique is decomposing a signal into its Intrinsic Mode Functions (IMFs). The IMFs are characterized by having 1) the same number of zero crossings and extrema (minima or maxima) and, 2) symmetrical envelopes with respect to the local mean. A basic advantage of this technique is that it is data driven. In other words, the basis functions are obtained from the signal itself [2] . The original signal can be reconstructed simply by adding the IMFs and the residue, without any loss. The first IMFs carry the higher local frequencies of the signal and the residue contains the general trend of the signal which has the lowest local frequency. The two-dimensional extension of EMD is called Bidimensional EMD (BEMD) [3] , 2D EMD [4] or Image EMD (IEMD) [5] . There are a number of parameters which define the quality of the produced IMF including the interpolation method, the extrema detection technique, boundary conditions and the termination condition for each IMF extraction step. The EMD-based methods are classified here, based on the modifications they have made on the first two parameters as well as a number of other changes introduced to achieve a higher accuracy. Most of the EMD-based approaches start with extrema detection followed by interpolation to form the upper and lower envelopes. _____________________________________________
The work of the first author has been supported by the Lutcher Brown Endowed Chair, ECE Department, the University of Texas, San Antonio, TX 78249, USA Several methods have been presented to carry out interpolation, such as Cubic Spline [6] for 1D interpolation and, multilevel B-spline [7] , finite-element method [8] , radial basis function [9] and Delaunay triangulation [10] for 2 D data. The signal extrema can be obtained using a local derivative, morphological operations [11] or sliding window. The extrema detection is a time-consuming process. Since the IMFs extraction takes a number of iterations, the computational cost for detecting the extrema will be high [12] . To make the extrema detection and interpolation processes faster, some algorithms have replaced them with more efficient solutions. Fast and Adaptive Bidimensional EMD (FABEMD) [12] is a modification of EMD that outperforms the EMD when the computational time matters. Its technique for interpolation and envelope smoothing is different from the classical methods. The MAX and MIN filters are employed to form the upper and lower envelopes, respectively. Most of the EMD based techniques find the extrema first and perform a sifting process to extract the IMFs. In [13] , however, neither of these two processes is performed. The decomposition is only based on a direct calculation of its components from inflexion points. So, it does not suffer from the flaws of sifting process. For instance, it is a cost effective procedure which makes it feasible for real time applications. A fast EMD extension is introduced in [14] , which utilizes the matrix-free moving least-squares approximation (MLS) to form discrete reproducing kernels being able to interpolate to a near natural cubic-spline fit without requiring to solving a system of equations. The local mean decomposition (LMD) is another approach developed for the analysis of nonlinear and nonstationary time series [15] . The smoothed local mean of the LMD excels the cubic spline technique applied in the EMD to find amplitude and frequency modulated components. Some other modifications have been made to the traditional EMD to increase the accuracy of the algorithm. Some of these modified versions take a long time to complete; so, they are only suitable for the non-realtime applications, in which reliability counts. Neighborhood Limited Empirical Mode Decomposition (NLEMD) [16] uses only the local neighborhood data to estimate the local mean value. This method is capable of extracting the details of the image and has found its applications in HDR image compression, image fusion and other image processing applications. One drawback of NLEMD is its high computational load. Another extension of EMD is Ensemble empirical mode decomposition (EEMD) [17] , developed to eliminate the mode mixing problem in EMD. Mode mixing, which is the result of intermittency, occurs when an individual IMF consists of signals of broadly disparate scales, or a signal of a same scale exists in different IMF components [17] [18] . The EEMD, basically decomposes the signal iteratively into IMFs using the EMD technique. White noise with finite amplitude is added to the original signal during each trial of the decomposition process. Likewise, this method suffers from high computational load. A number of EMD-based methods have been developed for enhancement of the medical images [19] [20], underwater images [21] , hazy images [22] and other low quality images. A drawback with the existing EMD-based enhancement methods is that they do not perform well on some special signals or images. For example, for the fingerprint images, the results by the traditional EMD or FABEMD are not satisfying. The proposed method of this paper is a modification of FABEMD with a change in stopping condition and smoothing technique, tailored for image enhancement. The paper is organized as follows: Section 2 presents some background information. Section 3 introduces the proposed technique and its advantages over the other existing methods. Section 4 presents the simulation results. In section 5 some concluding comments are presented.
II. BACKGROUND
In this section, we review the Fast and Adaptive BEMD algorithm which is the backbone of the proposed method of this paper. Fast and Adaptive BEMD (FABEMD) [12] : The FABEMD was proposed to mitigate the two dimensional EMD (BEMD) technique computational time. It also surpasses the BEMD in sense of producing the IMFs without artifacts and distortions on the borders. The essential difference of the Fast and adaptive BEMD (FABEMD) with BEMD is its strategy to estimate the upper and lower envelopes and the number of iterations per BIMF which is reduced to one. To find the extrema, a window of size w w is used. The upper and lower envelopes are constructed using the MAX and MIN filters, respectively. A minima and maxima maps will be formed to specify the size of the window in this filter. The filter size will change adaptively based on the Euclidean distance of the minima and maxima. To smooth the envelopes, an averaging process is utilized. A basic advantage of this method is being computationally efficient in envelope estimation, a result of replacing the slow interpolation process of the BEMD with the MAX/MIN filters. In addition, using this method, the quality of the Bidimensional IMFs (BIMFs) exceeds the quality of the ones obtained by the classical BEMD.
III. PROPOSED METHOD
In this section, modifying the FABEMD approach, we introduce a new decomposition technique which is very efficient in image enhancement and particularly in edge enhancement. The main purpose of the presented method is to emphasize the edges. In order to achieve this goal, we have replaced mean filtering in the FABEMD by the median filtering, used to smooth the minima and maxima surfaces.
The steps of the algorithm are presented as follows. The original image is denoted by I, a BIMF by F, and the residue by R. 8-Calculate F T j+1 as F T j+1 = F T j −M E j .
9-Check whether F T j+1 follows the BIMF conditions.
10-If F T j+1 meets the criteria, take F i = F T j+1 . Set i = i+1 and S i = S i−1 −F i−1 . Go to step (11) . If F T j+1 does not follow the termination condition, set j = j+1, go to step (3) and repeat the procedure up to step (11) until the conditions are met.
11-Verify whether S i has less than three extrema point. If so, R = S i and terminate the decomposition. Otherwise, go to step (2) and continue up to step (11) to extract the next BIMFs.
The stopping condition, SD, is defined by:
Where, (x, y) denotes the coordinate of the 2D data M is the total number of rows and N is the total number of columns in the 2D data.
The steps of the procedure are illustrated by a one dimensional signal. A 1D signal and its maxima and minima points are demonstrated in Fig. 1. Fig. 2 (a) shows maxima and minima envelopes which are smoothed in Fig. 2 (b) using median filtering. Here, the median filter is utilized to remove only the very sharp edges of the signal. The average of the smoothed maxima and minima envelopes and, the resulting signal after subtracting the mean from the original signal are depicted in Fig. 3 (a) and Fig. 3 (b) , respectively. The same procedure will be performed on the obtained signal until the resulting signal is an IMF.
IV. RESULTS
In this section, the computer simulation results are presented to evaluate the performance of the new algorithm and to show the superiority of this approach to the other existing decomposition techniques in image enhancement and edge enhancement. Fig . 4 illustrates the IMFs generated by the proposed scheme. As observed in the IMFs, the edges are preserved better and are more continuous than the IMFs derived by the conventional decomposition techniques. This property will be most helpful when the signal is reconstructed for edge enhancement purpose. If the first IMFs receive higher weights, an image with more visible edges will be produced after reconstruction. The IMFs extracted through traditional EMD and FABEMD are presented in Fig. 5 and Fig. 6 , respectively. The IMFs in the classical EMD do not show much continuity and hence, the reconstruction by this method does not yield a very well edge enhanced image. The distortion on the borders and mode mixing are the other two weaknesses of the EMD which are alleviated in the new algorithm. The FABEMD does not distort the borders; the edges, however, are not continuous and the decomposition pace is so slow that even after the fourth level, still some fine details are observed in the residue. The method of this paper, on the other hand, is able to decompose the image with such an appropriate pace that the residue contains only the general information of the image after the fourth level of decomposition. the other methods, in terms of edge enhancement. The classical EMD distorts the borders of the signal and is not as powerful as the new method in emphasizing the edges. Likewise, the FABEMD is not able to enhance the edges and details as much as the proposed method is. The enhancement measure, EME [24] is used to objectively evaluate the quality of the reconstructed images. Table 1 presents the EME values for various types of images enhanced by the three methods, which shows higher values for the presented approach. We also found the application of the proposed scheme in the fingerprint enhancement. Fig. 9 and 10 present the enhanced fingerprint images and the zoomed versions of them, respectively. The image enhanced by the classical EMD has more holes in it, which is not desirable in fingerprint enhancement application. The number of holes will be less when the FABEMD is deployed. Using the new technique, this number will be even less. This is one of the reasons the proposed algorithm is suitable for fingerprint enhancement. The other reason is that employing this technique, the edges are better improved. In [12] , two stopping conditions are proposed. We have used the second condition in the proposed algorithm. The experimental results show that the problem with this stopping condition and some other conditions introduced in the other existing works is using a fixed threshold for extracting all the IMFs. A threshold may be very suitable to extract one IMF, but can lead to the unexpected outputs when applied to the other IMFs. Thus, an adaptive threshold can produce results of higher quality. For example, the threshold used for finding IMF1 can be 0.001, while the appropriate threshold for IMF2 is 0.05. The role of this parameter is illustrated in Fig. 6 . The signal depicted in Fig.  5 is composed of three original components which are shown in Fig. 6 (a)-(c) . If the threshold does not vary from one IMF to another, then not all the IMFs will look like their corresponding original components. Fig. 9 (d)-(f) shows this fact. The threshold is well adjusted to extract the third IMF but it has led the first and second IMFs to be distorted from the expected forms. In this paper, we introduced a new signal decomposition method based on the FABEMD technique. This approach was most suitable for the image edge enhancement applications. This property was the result of using the median filtering for envelope smoothing purpose. The comparison of the results demonstrated the ability of the presented algorithm in enhancing the edges of the image. We also showed that applying different thresholds in the stopping condition of the decomposition method surpasses using only a fixed threshold in all the stages. This could help in finding the IMFs which are more similar to the original constructing components of the signal. 
