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METODOSDEL GRADIENTE CONJUGADO
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O. INTRODUCCION.
El calculo de los esfuerzos (momento y
cortante) en un portico plano (el esqueleto de
un edificio) por el metodo de la rigidez se ha
ce a partir de los desplazamientos resultantes
de la aplicacion de las cargas. El valor de los
desplazamientos se obtiene resolviendo el sis-
tema de ecuaciones Ax = b donde A es la rnatriz
de rigidez. Usualmente se utiliza el metoda de
Chole sky. Com 0 S e m 11est rae n [4] tam hie n se pu~
de utilizar el rnet odo del gradiente 'vojugado.
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En este articulo se muestra un almacenamiento
mas compacto de la matriz de rigidez que dis-
minuye el tiempo de calculo del m~todo del gr~
diente conjugado y se comparan los tres m~to-
dos (Cholesky y dos almacenamientos para el
gradiente conjugado) desde el punta de vista
de memoria, tiempo de caLcul.oy precision.
I, DESCRIPCION DEL METODO DE CHOLESKY Y DEL
METODO DEL GRADIENTE CONJUGADO.
El m~todo de Cholesky (MCH) y el m~todo
del gradiente conjugado (MGC) sirven para re-
solver sistemas de ecuaciones lineales Ax = b
donde la matriz A de tamano »X» es sim~trica
y definida positiV~, xt = {Xl x2' .. x»} indica
las incognitas y b = {bl b2, ..b»}corresponde
a los terminos independientes.
DEFINICION. Una matriz A de tamano »x», sim~-
trica es definida positiva si xtAx > 0 para
todo X no nu Lo ,
TEOREMA. Sea A una matriz de tamano »x», sime
trica; las siguientes proposiciones son equi-
valentes [2]:
(i) A es definida positiva.
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(ii),Los valores propiosde A son positivos.
(iii ) Los . . 1 1: 1: 1: A... menores pr-anc i pa es u1,u2, ... ,un de
son positivos.
(iv) Existe una matriz U de tamano nxn, trian-
gular superior, regular, tal que A = UtU.
El MCH se basa en la pr-oposLc Lo n (iv): ini
cialmente se calcula la matriz U tal que A =
UtU ; en seguida para resolver UtUX = b se re-
suelve primero Uty = b; por ultimo, conocido y
se resuelve Ux = lj; la solucion de estos dos
sistemas es sencilla pues son sistemas triang~
lares.
,',Sea x la sol~cion exacta del sistema
Ax = b; para un X cualquiera, aproximacion ma-
oftla, regular 0 buena de X se define:
-vector residuo = JL(X) = Jt, = Ax-b
oft
-vector error = e(x) = e = X-X
Obviamente
of: *JL(x ) = JL = 0,', ,',
e (x ) = e = 0
y ademas
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PROPOSI~ION. Dado el sistema Ax = b, las si-
guientes afirmaciones son equivalentes:
i) .... solucionX es del sistema.
ii) It(x) ....= It = 0
iii) e(x) .... o.= e =
El MGC tambien sirve para resolver Ax = b,
con A definida positiva. Sin embargo su obje-
tivo original es resolver otro problema equiv~
lente [2] ~
-;':o sea encontrar X tal que
6(x*) ~ 6(x) para todo x.
En el MGC dado un aproximacion mala, reg~
lar 0 buena de la solucion se construyen aproxi
. . (1) (2) (n)maclones.me]ores X ,X ,... ,X Y se gara~
s,
tiza teoricamente [1J que la solucion xft se ob
t· ~ t d v(n) v* =lene a mas ar ar con ~ ,0 sea que ~
x(k) para algun k no superior a n.
Las formulas que definen el MGC y que ga-
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De manera informal el algoritmo se puede descri
bir as!:
- sea
~':una aproximacion inicial de X
- sea £ > 0 numero pequeno utilizado para fijar
la precision
_ Jt(O) = Ax(O) - b
- si IIJt(O)II; < £ v a.ua. a CD
- n = O.o
- paJta k = 0 ha~ta Y/.-1 ha~eJt
_ d(k) = _Jt(k) + d(k-1)nk
- hk.
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(Ial )- x = x(k) + h d(k)
k
= Ax(k.+1) _ b
- 6-in paJta k
(£): x~': = ultimo x(k) calculado.
Aunque 't eor Lcame n t e x~': = x(n) 0 aLg un /k)
anterior, es posible que x(n) no sea, con la
precision deseada (s), la solucion x* a causa
de los errores de redondeo en las operaciones,
. b (n) ~ ..~Sln ern argo este X sera una aproxlmaclon
.'.
muy buena de xft para empezar un nuevo cicIo de
n iteraciones.
2. CARACTERISTICAS Y ALMACENAMIENTO DE LA
MATRIZ DE RIGIDEZ.
Cuando se estudia un portico plano de p
pisos y l luces constitu1do por barras hor-i
zontales y verticales de inercia constante,
considerando tres grados de liber-tad (despl~
zamiento horizontal, desplazamiento vertical
y giro) en caca nudo C i n t er-secc i c t. de U]Jd be
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rra vertical y una barra horizontal), si las
bases de las columnas inferiores estan empotr~
das (apoyo que no permite desplazamientos ni
giros)





y si se utiliza el metodo matricial de rigidez
se obtiene un sistema de ecuaciones Ax = b,
donde A es la matriz de rigidez de tamano nxn
con n = 3p(f+1) simetrica y definida positiva
[3J, b es el vector de terminosindependientes
(acciones) construido a partir de las cargas
que soporta la estructura y la soluci6n dcl sis
*tema, el vector X , indica los desplazamientos
(horizontal, vertical, giro) de los nudos.
Para el p6rtico en consideraci6n la matriz
de rigidez A ademas de ser simetrica presenta
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otras caracterlsticas que veremos a continua-
cion.
La matriz A es una matriz banda [3], [4J
con ancha superior de banda = m = 3(i+1), es
decir
a. .. = 0
-<'-j
i = 1,2, ... ,n
i+m ~ j ~ n .
Esto permite (es 10 que se hace usualmente)
almacenar unicamente los elementos de la banda
2superior de A (matriz de n elementos) en un
ar-r-eglo B = [6ij] mas. pequeno de 't am ano nxm
con la siguiente correspondencia:
6 ..
-<'-j
i = 1.2, .•• ,n
j = 1.2 •••• ,m
i+ j i' 1 ~ n .
s .' = 0 (0 sin valor) en los dernascasas
-<'-j
Este tipo de almacenamiento es el que se utili
za para el metodo de Cholesky, puesto que la
matriz U, ademas de ser triangular superior,
tambien es banda de ancho m,
U ., = 0
-<'-j
-<.- = 1,2, ... ,n
i+m ~ j ~ n
y permite guardar los elementos de U donde es
taban los elementos de A.
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La observacion del arreglo B, [4J permite
detectar que unicamente ocho columnas de B tie
nen elementos no nulos, las numero 1,2,3,4,5,
m-4, m-2, m.










se puede obtener un almacenamiento de A (0 de
B) mas compacto en un arreglo ~ =




w .. = SA.., 1jJ ( j )+1 = aA.., A..+1jJ (j) A..-<.} = 1,2, ••• ,n
} = 1,2, ... ,8
A..+1jJ(j) ~ n
w .. = a en los demas casos-<.}
Este tipo de almacenamiento permite resol-
vel' el sistema Ax = b utilizando el MGC [ 4] ,
sin embargo no permite la utilizacion del me-
todo de Cholesky pues aunque inicialmente el
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arreglo B (que contiene la banda superior de
A) tiene bastantes columnas totalmente nulas,
al hacer la descomposicion A = UtU, los ceros
de A dentro de la banda, dan paso a elementos
no nulos de U.
La observacion mas minuciosa de tres fi-
las consecutivas tlpicas de A (6 de B), las





3 filas de A...
a partir de la diagonal
X XX







3 filas de B
muestra que en cada fila de B hay unicamente
cinco elementos diferentes de cero.
Utilizando la funcion ~ de dos variables
~,V con ~ = 1,2,3, V = 1,2,3,4,5 definida
por la siguiente tabla:
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~
1 2 3 4 5
1 0 2 3 m-3 m-1
2 0 1 3 4 m-3
3 0 2 3 m-S m-3
se obtiene un almacenamiento de A mas compacta
en un arreglo C = [Cij] de tamano nxS mediante
la siguiente correspondencia:
C, .
ai,i+'fClJ,j) 3k+lJ-<"j -<.. =
u = 1 ,2 ,3
k = 1, 2, . .. , n/3
j = 1,2,_ .. ,5
c+ PC u , j) ~ n
C" = 0
-<..] en los demas casos.
La adecuac i Sn de este almacenamiento al MGC
requiere hacer: 1) un subprograma que construye
la matriz de rigidez directamente con esta for-
rna de almacenamiento. 2) un subprograma que
efectue el producto de la matriz A por un vec-
tor columna cualquiera, teniendo en cuenta que
los valores representativos de A estan guarda-
dos en el arreglo C. 3) un subprograma que uti
lice el MGC vali~ndose del suL0rograma 2).
Este metodo que llamaremos en adelante GCS
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permite resolver el sistema Ax = b, mejorando
en algunos aspectos las caracterlsticas de GC8
(metodo del gradiente conjugado utilizando el
arregloD de tamafio nX8) y de CH (metodo de
Cholesky utilizando el arreglo B de tamano
nxm, con m = 3U.+l) ).
3. COMPARACION DE LOS METODOS.
Diferentes metodos para resolver un mlS-
mo problema se pueden comparar segun las si-
guientes caracteristicas:
1) Facilidad para hacer el programa 0 subpro-
grama.
2) Cantidad necesitada de memoria principal
del computador.
3) Tiempo de computador.
4) Precision en los resultados.
3.1. Faailidad de programaai6n. Esta caracte-
rlstica es casi imposible de cuantificar, sin
embargo se puede decir que la implementacion
de los tres metodos tiene caracteristicdS de
facilidad 0 de dificultad semejantes, no es
sencilla ni demasiado complicada.
3.2. Cantidad de memoria central del computa-
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dor. Fuera de unos pocos arreglos unidimensiona
les, el factor limitante de la memoria, es el
almacenamiento de los datos representdtivos de
la matriz de rigidez A. Para un portico de p
pisos y l luces el numero de elementos de B
(en CH) es nm = 3p(l+1)3(l+1) = 9p(l+1)2; el
numero de elementos de n (en GC8) es 8n = 8.3p
(l+1) = 24p(l+1) Y el numero de elementos del
arreglo c. (en GC5) es 5n = 5.3p(l+1) = 15p(l+1).
Veamos algunos resultados.
C H G C 8 G C 5
2 24p(l+1) 15p(l+1 )9p(l+1)
p=6, l=5, n=108 1944 864 540
10=12,l=11, n=432 15552 3456 2160
Los ejemplos muestran claramente la vent~
ja de GC5 can respecto a GC8 y sabre todo can
respecto a CH.
3.3. Tiempo de eomputador. Como se estan comp~
rando metodos de resolucion del sistema Ax =b,
unicamente se tuvo en cuenta el tiempo de eje-
cue ion del subprograma 0 subprogramas que re-
suelven el s i s r ema de eLuaci,lfles. No se tuvo
en cuenta el tiemr de compilacion, ni el tiem
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po de edicion de enlace (LINKED), ni el tiempo
de ejecucion gastado en entrada de datos, cons-
truccion de la matriz de rigidez y del vector
b y escritura de resultados. Los resultados
aparecen en el cuadro final y corresponden a
ejemplos resueltos utilizando el computador
IBM 360 de la Universidad Nacional, en Fortran
y con precision sencilla.
3.4. Precision en los resultados. Cuando no se
conoce la solucion exacta de un problema es ca
si imposible medir exactamente el error de la
aproximacion de la solucion, sin embargo en es
te caso se puede estudiar cualitativamente y
mediante otros parametros. La siguiente propo-
sicion da algunas ideas al respecto.
PROPOSICION. sistema Ax b , ,,;T: soluSea el = X su
cion exacta, {x(fl)} una sucesion de vectores,
Jt(fl) Ax(fl)-b c ( fl) ( k ) ~': Las afirmacio= = X -x.
nes siguientes son equivalentes.
( fl) oki) Lim X .- X
fl+oo
ii) lim ( k ) = 0n:
fl+oo
iij ) 11m t k ) o.e
12+00
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Dada una solucion aproximada X, se desea
.';ver que tan pequeno es e = x - x , pero e no
se puede conocer; sin embargo sl es posible
conocer ~ = Ax-b Y si 4 es muy pequeno se pu~
de suponer que e es muy pequeno y que X es bue
na aproximacion de x*; el inconveniente de es-
te analisis es la falta de cuantificacion. El
tamano de e 0 de n se mide mediante una norma
y se usS 112, la norma euclideana (0 II II;) y
la norma del maximo " II oo definida pOI' "ull oo =
max I U ,I. Dada una norma II II para vectores,
~-t~n -<..
se genera una norma para matrices
III A III = max ~
xl-a II xII
que resulta ser compatible con II /I, [1], es de
cir
II Axil ~ III A III IIx II para toda matriz A y todo vec
tor x.
Con base en estas propiedades se tiene que
~ = Ax b
= Ax b + a
~':






II ltll ~ III~II II ell
Este resultado es muy util perc no pehmite
afirmar
II nil < II Jill => II ell < II ell
.-.
para x, i aproximaciones de xft• En el cuadro
final de resultados es claro el ejemplo (p = 6,
I = 5, n = 108, simulacion de carga horizontal)
donde
Tambien se puede obtener un resultado pa-
ra acot ar II ell ya que
Jt = Ae
e: = A-1fi.
II e II ~ III A - 1111 II fi.1I
perc su utilizacion supone conocer
1ar III A-ill, 10 cua1 genera 1men tee s
mucho mas largo que resolver Ax = b.
A-1 y calcu
un trabajo
En la practica la unica manera de compa-
rar la precislon de una aproximacion es media~
te II hi _ En este trabajo para poder comparar la
pre cis ion en fun cion dell ell, e1 pro cedim ien t0
utilizado es el siguiente:· 1) Tomar una solu-
cion aproximada x* del sistema Ax ~ b y fija~
la como solucion exacta. 2) Construlr b* =
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3)
- .',Resolver el sistema Ax = b'. 4) Comp~
.'.rar con in las soluciones de este segundo sis-
tema.
Para comparar de manera mas facil la pre-
cision de los metodos en los diferentes ejem-
valor II II· Para el MGC
10g10" " en lugar del
(GC8 a GC5), en cada
plos se utilizo el valor
ejemplo aparecen tres val ores correspondientes
a los resultados finales de tres ciclos conse-
cutivos, siendo cada ciclo de n iteraciones.
Las curvas de la grafica adjunta muestran
1ate nden cia del a va ria cia n del 0g10 II " a 10
largo de tres ciclos consecutivos en el MGC, com
parada con el valor correspondiente de 10g101 ~
en el MCH, en 10 que podrla ser un ejemplo tl-
pico, (en este caso p = 6, l = 5, n = 108, con
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Desde el punto de vista de la programacion
los tres metodos (CH, GC8, GCS) son semejantes.
Sin lugar a dudas GCS es el metodo mas
economico en 10 que respecta a almacenamiento
ell memoria central de los elementos represen-
tativos de la matriz de rigidez, siendo CH el
que mas memoria necesita.
El metoda CH es el mas rapido y el mas
lento es GC8. Los valores de tCHltGCS (tiempa
de CH dividido par tiempo de GCS) son: 0.20,
0.20, 0.1/, 0.17 Y la comparacion tGCs/tGC8 da
los siguientes resultados: 0.69, 0.71, 0.72,
0.67; estos valares son relativamente cercanos
a S/8 = 0.63 que es la relacion entre el nume-
ro de elementos por fila de los arreglos c. y ~~
proporcional al numero de multiplicaciones co
rrespondientes a cada fila.
En cuanto a la precision GCS y GC8 dan
los mismos resultados, pues se trata del mis-
mo met o do perc COf, d i t e i-e nt e t ipa de almacena
miento. S~ puede Jecir que los resultados de
precision en rH', r,r f .rn va Lor es del mi sm o or
den de rna gu it u.j, _,I:' ",mJ)citgli en 1.1 mavc- ri ,, de
los cas 0', l~( -> m~s rr~Clsn que rH (en todos
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los casos estudiados con n = 432), en otros p~
cos casos los resultados de GC en el primer ci
clo no son mejores que los de CH pero mejoran
parcialmente 0 total~ente para el segundo cicIo
de GC.
En algunos casos los resultados de GC en
el segundo cicIo son un poco menos buenos que
en el primer cicIo, y en los demas casos la me
jor1a del segundo cicIo con respecto al prime-
ro no es demasiado importante. Esto aconsejar1a,
para valores de n semejantes a los estudiados,
hacer un solo cicIo de n iteraciones.
Los valores de la precision en funcion
de "!til s1 indican precision en f unc i Sn de [«]
pero es una indicacion cualitativa y no existe
proporcion absoluta.
En resumen, las caracter1sticas de GC5
son siempre mejores 0 iguales a las de GC8. £1
metodo GC5 es el que necesita men os memoria y
el metodo CH es el mas ra~ido. £1 metodo GC5
presenta una tendencia a ser mas preciso que
el met o do CH.
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La seccion de APUNTES del Boletin de Ma-
tematicas ha side creada para ayudar al prof~
sor a motivar a sus alumnos para el estudio
de un tema especifico o/y proveer un desarro-
llo detallado y detenido de un tema tratado
someramente por 10 general en los libros de
texto.
Igualmente en el Ja los alumnos encontra-
ran material que pueda co m p lem e n t a r: la prese~
ta c ion de IJ II I f'-: [II 1 P [ I >-' ~
