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Sur deux proprie´te´s de dualite´ des marches au
hasard en environnement ale´atoire sur Z
Didier Piau
Universite´ Lyon 1
Re´sume´
D’apre`s Comets, Gantert et Zeitouni d’une part, et d’apre`s Derriennic
d’autre part, certaines fonctionnelles associe´es a` des temps d’atteinte de
marches au hasard en environnement ale´atoire sur Z co¨ıncident pour la
marche elle-meˆme et pour la marche dans l’environnement renverse´. Je
montre que les deux principes de dualite´ ainsi exhibe´s sont alge´briquement
e´quivalents, qu’ils de´coulent de la seule proprie´te´ de Markov de la marche
a` environnement fixe´ et non pas de l’ergodicite´ du mode`le, et qu’on peut
en donner des versions finitistes et presque suˆres.
Abstract
According to Comets, Gantert et Zeitouni on the one hand and to
Derriennic on the other hand, some functionals associated to the hitting
times of random walks in random environment on the integer line coincide,
for the walk itself and for the walk in the reversed environment. We show
that these two duality principles are algebraically equivalent, that they
both stem from the Markov property of the walk in a fixed environment,
and not of the ergodicity of the model, and that there exists finitist and
almost sure versions of this duality.
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1 Introduction
1. Cadre Soit X une marche au hasard en environnement ale´atoire sur la
droite Z des entiers. Ainsi, (E, E ,m) est un espace de probabilite´, S : E → E
une bijection bimesurable qui pre´serve m, et p : E → (0, 1) une application
mesurable. Pour e ∈ E fixe´, la suite {pn(e) ; n ∈ Z}, ou` pn := p ◦S
n, permet de
construire la loi Pe d’une marche au hasard X := {Xk ; k > 0} au plus proche
voisin sur Z, dans l’environnement e, comme suit : sous Pe, X est une chaˆıne
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de Markov issue de X0 = 0 et, pour tout k > 0,
Pe(Xk+1 = n+ 1 |Xk = n) := pn(e) =: 1− Pe(Xk+1 = n− 1 |Xk = n).
Soit q := 1 − p, qn := 1 − pn, Ee l’espe´rance selon Pe et 〈 · 〉 l’espe´rance selon
m. Enfin, pour toute fonction φ de´finie sur E et pour tout n ∈ Z, φn := φ ◦ S
n.
Les deux proprie´te´s de dualite´ que nous examinons concernent le retourne-
ment de Z. Pour des marches au hasard classiques (donc, dans un environnement
fixe´), cette transformation donne des relations parfois particulie`rement simples.
Par exemple, d’apre`s H. Dett, J. Fill, J. Pitman et W. Studden [3], voir aussi
D. Siegmund [5], si on intervertit les probabilite´s des sauts +1 et −1 pour une
marche au hasard sur la demi-droite N des entiers, la fonction de Green gu,
u ∈ [0, 1), de la premie`re marche au hasard tue´e en une certaine barrie`re et la
fonction de Green hu de la deuxie`me marche au hasard re´fle´chie en cette meˆme
barrie`re ve´rifient
gu(0, 0) · hu(0, 0) = (1 − u)
−1.
De meˆme, d’apre`s K. Jansons [4], si on inverse le sens de la de´rive d’une diffusion
re´elle, les fonctions ge´ne´ratrices des temps d’atteinte d’un meˆme niveau par
chacune des deux diffusions obtenues sont relie´es par une e´quation simple.
2. Dualite´ CGZ Dans leur preuve d’un principe de grandes de´viations por-
tant sur la vitesse Xk/k de la marche au hasard en environnement ale´atoire
de´crite plus haut, et quand le de´calage S est ergodique, F. Comets, N. Gantert
et O. Zeitouni [1] montrent la relation de dualite´ suivante. Fixons u ∈ (0, 1) et
notons
f(e) := Ee(u
τ1 : τ1 < +∞), f
′(e) := Ee(u
τ
−1 : τ−1 < +∞)
les fonctions ge´ne´ratrices de τ1 et τ−1. Ici, τn := inf{k > 1 ; Xk = n} est le
premier temps de passage en n ∈ Z. Alors, d’apre`s la proposition 1 de la re´f. [1],
de`s que log(p/q) est m–inte´grable,
〈 log f 〉 = 〈 log f ′ 〉+ 〈 log(p/q) 〉. (1)
Remarquons que la limite de (1) quand u→ 1− fournit l’e´galite´
〈 logP (τ1 < +∞) 〉 = 〈 logP (τ−1 < +∞) 〉+ 〈 log(p/q) 〉.
Par conse´quent, (1) montre aussi que 〈 log g 〉 = 〈 log g′ 〉, avec
g(e) := Ee(u
τ1 |τ1 < +∞) et g
′(e) := Ee(u
τ
−1 |τ−1 < +∞),
puisque g est le rapport de f e´value´e en u et de f e´value´e en u = 1. Si la marche
au hasard est par exemple m–p.s. transiente vers +∞, on en de´duit
〈E(τ−1 | τ−1 < +∞) 〉 = 〈E(τ1) 〉,
ainsi que l’e´galite´ des cumulants suivants.
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3. Dualite´ D Y. Derriennic [2], en utilisant une repre´sentation par cycles et
poids, re´ussit a` donner un crite`re de re´currence ou transience pour des marches
au hasard dont les sauts sont d’amplitude +2 ou −1 en environnement ale´atoire
ergodique sur Z. La loi de X est maintenant donne´e par
Pe(Xk+1 = n+ 2 |Xk = n) := pn(e) =: 1− Pe(Xk+1 = n− 1 |Xk = n).
Un outil crucial est la relation de dualite´ suivante, e´nonce´e au lemme 3 de la
re´f [2], dont nous changeons ci-dessous les notations. Soit c > 0 une fonction
mesurable sur E. Posons r(0) := c =: r′(0) et, pour n > 1,
r(n) := c−n/r(n− 1), r
′(n) := cn/r
′(n− 1).
ou` nous rappelons que cn := c ◦ S
n. Soient x[n] et x′[n] les deux fractions
continues de´finies par
x[n] := [r(0), r(1), . . . , r(n)] et x′[n] := [r′(0), r′(1), . . . , r′(n)],
et soient x et x′ les fractions continues limites, quand n → ∞, de x[n] et x′[n].
Nous rappelons les notations qui concernent les fractions continues dans la sec-
tion 3. A` partir des proprie´te´s de syme´trie des fractions continues, Derriennic
montre que, de`s que log c est m–inte´grable,
〈 log x[n] 〉 = 〈 log x′[n] 〉 (2)
pour tout n > 0 et donc, par convergence domine´e,
〈 log x 〉 = 〈 log x′ 〉. (3)
4. Re´sultats Nous montrons, sans l’hypothe`se d’ergodicite´, que l’extension
suivante de (1) de´coule de la seule proprie´te´ de Markov de la marche au hasard
en environnement fixe´.
Proposition 1 Soit Pe la loi de la marche au hasard au plus proche voisin sur
Z, dans l’environnement e ∈ E. Pour u ∈ (0, 1) fixe´ et pour n > 0, soit
f [n](e) := Ee(u
τ1 : τ1 < τ−n−1), f
′[n](e) := Ee(u
τ
−1 : τ−1 < τn+1).
Alors, pour tout n > 1,
f ′[n] · f [n− 1] ◦ Sn = f ′[n− 1] · f [n] ◦ Sn. (4)
Si log(p/q) est m–inte´grable, log f [n] et log f ′[n] sont m–inte´grables, et
〈 log f [n] 〉 = 〈 log f ′[n] 〉+ 〈 log(p/q) 〉. (5)
Remarque 1 La condition d’inte´grabilite´ de la proposition est e´quivalente au
fait que log(pq) estm–inte´grable. Remarquons aussi que f [0] = p u et f ′[0] = q u
donc (5) est e´vidente pour n = 0. Par ailleurs, (1) est la limite de (5) quand
n → ∞, donc (1) se de´duit de (5) par convergence monotone. On peut enfin
souligner que (4) n’entraˆıne pas de relation m–presque suˆre analogue pour les
limites f et f ′ puisque f [n] et f [n − 1] apparaissent avec une puissance du
de´calage S qui tend aussi vers l’infini.
Nous montrons d’autre part que (2) et (5) sont alge´briquement e´quivalentes.
Cette remarque nous permet de de´montrer un analogue de (4) pour x[n] et x′[n],
et donc de retrouver directement (2)–(3).
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5. Plan La section 2 donne une preuve de (4) et (5) qui utilise uniquement
la proprie´te´ de Markov. Dans la section 3, nous montrons l’e´quivalence de (2)
et (5). Enfin, la section 4 montre comment une astuce donne´e dans la re´f. [1]
permet de retrouver simplement (3), mais sans doute pas (2).
Remerciements Je tiens a` remercier Nina Gantert et Yves Derriennic pour
m’avoir fait connaˆıtre respectivement les re´fe´rences [1] et [2] a` l’origine de cette
note, et pour des discussions enrichissantes.
2 Une preuve markovienne de (4)–(5)
Pour n > 1 fixe´, la variable ale´atoire f ′[n − 1] f [n] ◦ Sn ne de´pend que des
probabilite´s de transition a` partir de points de [0, n]. Notons donc R la projection
de E sur (0, 1)n+1 de´finie par R(e) := {pk(e) ; 0 6 k 6 n}.
Alors, f ′[n− 1] · f [n] ◦ Sn =: F ◦R pour une certaine fonction bore´lienne F
(qui est meˆme une fraction rationnelle). On va montrer que F est invariante par
l’involution I de (0, 1)n+1 qui envoie {pk ; 0 6 k 6 n} sur {qn−k ; 0 6 k 6 n}.
On peut lire I comme le retournement du segment [−1, n+ 1] qui envoie 0 sur
n et re´ciproquement. Puisque F ◦ I ◦ R = f ′[n] · f [n− 1] ◦ Sn, l’invariance par
I entraˆınera bien (4).
A` cet effet, notons A, B, C et D des fonctions bore´liennes telles que
A ◦R := En(uτn+1 : τn+1 < τ−1) = f [n] ◦ S
n,
B ◦R := E0(uτ−1 : τ−1 < τn) = f
′[n− 1],
C ◦R := E0(uτn : τn < τ−1),
D ◦R := E0(uτn+1 : τn+1 < τ−1),
ou` En de´signe l’espe´rance pour une marche au hasard issue du point n. Les
fonctions compose´es B ◦ I et C ◦ I ve´rifient
B ◦ I ◦R = En(uτn+1 : τn+1 < τ0),
C ◦ I ◦R = En(uτ0 : τ0 < τn+1).
La proprie´te´ de Markov au temps τ0 pour une marche au hasard issue de n
implique donc
A = B ◦ I + C ◦ I ·D.
Il reste a` remarquer que D = C · A, d’apre`s la proprie´te´ de Markov au temps
τn pour une marche au hasard issue de 0, pour obtenir une expression de A et
donc de F = A · B en fonction de B et C. Il vient
F = B ·B ◦ I/(1− C · C ◦ I),
ou` la division est licite puisque C et C ◦ I 6 u < 1. Comme B ·B ◦ I et C ·C ◦ I
sont invariants par I, F l’est aussi.
Pour la preuve de (5), on remarque que l’inte´grabilite´ de log p et log q entraˆıne
celle de log f [0] et log f ′[0]. Les suites {f [n] ; n > 0} et {f ′[n] ; n > 0} sont
croissantes et majore´es par 1, donc tous les log f [n] et log f ′[n] sont inte´grables.
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La relation (4) et l’invariance de m sous l’action de S impliquent alors
que 〈 log f [n]/f ′[n] 〉 ne de´pend pas de n > 0. Comme f [0]/f ′[0] = p/q, on a
de´montre´ (5).
3 L’e´quivalence de (2) et (5)
Soit n > 1, a := p u = f [0] et b := q u = f ′[0]. D’apre`s la proprie´te´ de Markov
(simple), f [n] et f ′[n] ve´rifient
f [n] = a+ b f [n] f [n− 1] ◦ S−1, f ′[n] = b+ a f ′[n] f ′[n− 1] ◦ S1. (6)
En effet, en conditionnant par le premier pas de la marche au hasard, on a par
exemple
f [n] = p u+ q uE(uτ2 : τ2 < τ−n) ◦ S
−1,
et il reste a` calculer E(uτ2 : τ2 < τ−n) = f [n− 1] f [n] ◦ S
1.
Avant d’e´tudier x[n] et x′[n], rappelons que, pour des re´els sk donne´s, tous
positifs pour simplifier, [s0, s1, . . . , sn] de´signe une fraction continue, que l’on
peut de´finir par re´currence comme suit : [sn] := sn et
[s0, s1, . . . , sn] := s0 + 1/[s1, s2, . . . , sn].
On voit que, pour λ 6= 0,
λ [s0, s1, s2, s3, . . .] = [λ s0, s1/λ, λ s2, s3/λ, . . .].
Cette proprie´te´ d’homoge´ne´ite´ des fractions continues est la seule que nous util-
isons. Elle implique que
x[n] = c [1, c−1, c−2/c−1, . . .]
= c (1 + 1/[c, c−1/c, c c−2/c−1, . . .] ◦ S
−1).
Ce calcul et un calcul analogue pour x′[n] montrent que
x[n] = c (1 + 1/x[n− 1] ◦ S−1), x′[n] = c (1 + 1/x′[n− 1] ◦ S). (7)
Bien suˆr, les syste`mes d’e´quations (6) et (7) ne sont pas identiques mais on passe
de l’un a` l’autre, au moins formellement, en posant
x[n] = −1/bf [n] ◦ S−1, x′[n] = −1/a−1f
′[n], c = −1/a−1b.
Ou bien, dans l’autre sens, en posant par exemple
f [n] = 1/x[n] ◦ S, f ′[n] = −c/x′[n], a = 1/c1, b = −1.
Cette transcription fait intervenir des quantite´s ne´gatives mais elle respecte, au
contraire d’autres solutions formellement correctes, les mesurabilite´s de x, x′, f
et f ′ (ainsi, x est mesurable par rapport a` {cn ; n 6 0} et f est mesurable par
rapport a` {pn ; n 6 0}), de meˆme que les conditions initiales f [0] = a, f
′[0] = b
et x[0] = x′[0] = c. Ceci de´montre l’analogue suivant de (4), valable pour tout
n > 1 :
x′[n− 1]x[n] ◦ Sn+1 = x′[n]x[n− 1] ◦ Sn+1. (8)
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De`s que tous les log x[k] sont m–inte´grables, l’invariance de la mesure sous
l’action de S assure donc que 〈 log x′[n] 〉 = 〈 log x[n] 〉, pour tout n > 0, par
re´currence sur n. Or, x[0] 6 x[k] 6 x[1] pour tout k > 0 et on peut ve´rifier que
log x[0] = log c et
log x[1] = log c+ log(1 + c−1)− log c−1
sont tous deux m–inte´grables si log c l’est. On a de´montre´ (2).
Remarque 2 La me´thode utilise´e dans la re´f. [2] permet e´galement de retrouver
(8). On peut pour cela utiliser la relation de syme´trie des fractions continues
rappele´e dans [2] et chercher une relation presque suˆre entre x[n] et x′[n], au
lieu d’inte´grer des e´galite´s interme´diaires. On trouve alors pour n > 0,
c x[n] ◦ Sn+2
n∏
k=1
x[k] ◦ Sk+1 = c2 x
′[n]
n∏
k=1
x[k] ◦ Sk+2,
relation qui entraˆıne bien (8).
4 Les preuves “en une ligne” de (1) et (3)
Nous rappelons la me´thode de la re´f. [1] pour de´montrer (1) et nous la copions
pour montrer directement (3). Avec les notations de la Section 3, on remarque
que f et f ′ ve´rifient les relations de re´currence suivantes :
f = a+ b f f ◦ S−1, f ′ = b+ a f ′ f ′ ◦ S.
Plutoˆt que d’e´crire alors f et f ′ comme des fractions continues en {pn ; n 6 0}
et {pn ; n > 0} respectivement, on e´value simplement
b f (1 − f ◦ S−1 f ′) = b f − f ′ (f − a) = b f + a f ′ − f (b+ a f ′ f ′ ◦ S)
= a f ′ (1− f f ′ ◦ S).
Si on pose h = 1 − f ◦ S−1 f ′, cette relation devient : b f h = a f ′ h ◦ S. Ceci
de´montre (1) car a/b = p/q et 〈 log(h ◦ S/h) 〉 = 0.
Remarque 3 Puisque f et f ′ sont dans [0, u], log h est toujours m–inte´grable.
La seule condition pour prouver (1) est donc bien que log(a/b) soitm–inte´grable.
Cette condition devient meˆme inutile si on souhaite seulement montrer que
< log(bf/af ′) >= 0.
Dans le meˆme esprit que ci-dessus, une preuve de (3) consiste a` remarquer
que x et x′ ve´rifient les relations de re´currence :
x = c (1 + 1/x ◦ S−1), x′ = c (1 + 1/x′ ◦ S).
On introduit alors y = c+ xx′ et on calcule
c1 x
′ ◦ S y = c1 x
′ ◦ S c+ c1 x c (1 + x
′ ◦ S)
= c c1 (x
′ ◦ S + x) + c x′ ◦ S (xx ◦ S − c1)
= c x (c1 + x
′ ◦ S x ◦ S) = c x y ◦ S.
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Si log c, log y, log x et log x′ sont m–inte´grables, on en de´duit
〈 log(x′ ◦ S/x) 〉 = 〈 log(c/c1) 〉+ 〈 log(y ◦ S/y) 〉 = 0,
ce qui entraˆıne bien 〈 log x′ 〉 = 〈 log x 〉. Or, en utilisant a` nouveau les en-
cadrements x[0] 6 x 6 x[1] et x′[0] 6 x′ 6 x′[1], on peut ve´rifier que log y,
log x et log x′ sont bien m–inte´grables de`s que log c l’est.
Remarque 4 Cette me´thode ne semble pas redonner les versions “temps de
sortie d’intervalles borne´s” de (1) et (3), c’est-a`-dire (5) et (2).
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