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In this paper, we present a computationally efficient method for including fluid-solid interactions
into direct numerical simulations of the Navier–Stokes equations. This method is found to be as
powerful as our earlier formulation [J. Comp. Phys., vol. 249: 243 (2015)], while outperforming the
earlier method in terms of computational efficiency. The performance and efficacy of the presented
method are demonstrated by computing contact angles of droplets at equilibrium. Furthermore, we
study the instability of films due to destabilizing fluid-solid interactions, and discuss the influence
of contact angle and inertial effects on film breakup. In particular, direct simulation results show
an increase in the final characteristic length scales when compared to the predictions of a linear
stability analysis, suggesting significant influence of nonlinear effects. Our results also show that
emerging length scales differ, depending on a number of physical dimensions considered.
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I. INTRODUCTION
Stability of thin films, in particular at the nanoscale, is relevant in a variety of applications where film
breakup and dewetting are important. One example of such applications involves harnessing instabilities
of nanoscale liquid metal films in order to create arrays of nanoparticles via self- or directed-assembly [1–
4]. These methods involve the deposition of thin, solid metal films, that are subsequently exposed to laser
pulses; breakup leads to the formation of drops, which then solidify to form nanoparticles. The applications
of such nanoparticles are wide, ranging from solar cells to liquid crystal displays, among others [5–10].
Such nanofilm breakup presents numerous computational challenges that may result from complex initial
geometries [11, 12]; however, rupture of a simple flat film due to fluid-solid interactions also demonstrates
rich behavior that has been studied extensively in the past (see, for example, [13–15], or [16] for a review).
To model the film breakup and the consequent dewetting phenomena, it is necessary to include a desta-
bilizing mechanism: if such a mechanism is not included, a continuous film does not break up. In this
context, the long-wave formulation (L-W) is usually considered, since it simplifies the underlying mathemat-
ical model, reduces dimensionality of the problem, and comes at significantly reduced computational cost.
Liquid-solid interaction forces are often included in the L-W as conjoining-disjoining pressure, leading to a
prewetted (often called ‘precursor’) layer in nominally ‘dry’ regions. This approach effectively removes the
‘true’ contact line, consequently avoiding the non-integrable shear-stress singularity at the moving contact
line (see e.g. [17–19]). Another approach to alleviate the moving contact line singularity is to relax the no-slip
condition and instead assume the presence of slip at the liquid-solid interface (see e.g. [20–23]). Slip at the
solid surface for fluid-fluid systems has also been studied in the context of molecular dynamics simulations
(see e.g. [24–27]). Both slip and disjoining pressure approaches have been extensively used to model a variety
of problems including wetting, dewetting, and film breakup, in particular in the context of polymer [28, 29]
and metal [1, 3, 4, 30–33] films.
The L-W, however, has its limitations, in particular regarding the requirements of small interfacial slopes
and negligible inertial effects. For example, the L-W may not be sufficient to provide quantitatively precise
predictions regarding instability development for metal films at nanoscales, where contact angles are large,
and inertial effects considerable [34–37]. Regarding the small slope requirement, it is often argued that the
results of the L-W are reasonably accurate even if this requirement is not strictly satisfied; in addition,
various improvements of the L-W are available, see, e.g. [38]. Still, since it is not always possible to compare
results of simulations directly to experiments, it is difficult to judge to which degree the L-W based results
quantitatively describe the process of thin film breakup. Regarding inertial effects, although the L-W can
be extended to include them (see [39, 40] for reviews of this topic), the resulting formulations are not
straightforward, and are limited in the range of Reynolds numbers that can be considered.
To be able to accurately model the problems where the assumption of small slopes is not satisfied, or
where inertial effects are important, it is necessary to go beyond the L-W, and consider direct solutions of
Navier–Stokes equations, that also include fluid-solid interaction forces. It is therefore essential to design
a computational method to include the following: (i) precise resolution of long and short range fluid-solid
interactions; (ii) allow non-negligible inertial effects and large contact angles; (iii) provide spatially and
temporally converged solutions with a reasonable computational cost.
In our earlier work [41], we developed a model for inclusion of fluid-solid interaction forces in a Navier–
Stokes solver. However, that model requires significant computational effort, and it is not practical for use
in more complex scenarios, such as three dimensional (3D) film breakup. In the current paper, we present
a computational approach that is significantly more efficient. The present approach permits the analysis of
complex evolution of the rupturing and dewetting process. Our results reveal that the film initially evolves in
accordance to the predictions of the linear stability analysis (LSA) based on the L-W, but departs from the
LSA prediction beyond the onset of the instability. We also discuss the influence of the number of physical
dimensions considered, by showing differences in the rupture process between two and three dimensions
(2D and 3D). Despite the fact that a variety of other computational methods have been considered in the
context of wetting/dewetting (see e.g. [42–44]), to our knowledge, the numerical scheme presented in this
work provides the only available framework that satisfies all three requirements listed above to quantitatively
describe the dynamical evolution of thin film instability including rupture.
This paper is organized as follows. We begin in Sec. II by giving an overview of the computational
framework and a brief review of the L-W. We also briefly discuss the LSA of the L-W equations of an
initially flat film on a substrate. In Sec. III, we compare the results for the computed contact angle with
available results. Then, we present the results of the film instability in linear as well as nonlinear regimes
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in 2D. We study the underlying physical process, concentrating in particular on the role of the inertia and
contact angle to better understand the regimes of the validity of the LSA. Finally, we present simulations of
nonlinear evolution and breakup of 3D films and contrast the results with 2D ones. The main conclusions
are summarized in Sec. IV.
II. MODEL
A. Derivation
We consider a solid phase occupying a half-infinite region y < 0, above which there is a region occupied
by two fluids that we conventionally refer to as a vapor phase (variables subscripted v) and a liquid phase
(variables subscripted l). The words ‘vapor’ and ‘liquid’ are used purely conventionally, and do not necessarily
signify anything about the physical properties, except that the two phases may differ in terms of their densities
and viscosities.
Each particle of fluid phase i interacts with the solid substrate by means of a Lennard-Jones type poten-
tial [45]
φis = K
∗
is
((σ
r
)p
−
(σ
r
)q)
, (1)
where r is the distance between the two particles, and K∗is is the scale of the potential, such that Eq. (1)
has a minimum K∗is/4 at r = (p/q)
1/(p−q)σ. We can obtain the total potential energy in phase i due to this
interaction by the following expression
Φis = ni
∫ ∞
−∞
∫ 0
−∞
∫ ∞
−∞
φisnsdxdydz, (2)
where ni and ns are the densities of particles in fluid phase i and the solid substrate, respectively. Performing
the integration, we obtain
Φis(y) = Kis
[(
h∗
y
)m
−
(
h∗
y
)n]
= KisF (y), (3)
where
Kis = 2pininsK∗isσ3
(
[(p− 2)(p− 3)]q−3
[(q − 2)(q − 3)]p−3
) 1
p−q
, (4)
h∗ =
[
(q − 2)(q − 3)
(p− 2)(p− 3)
] 1
p−q
σ; m = p− 3, n = q − 3. (5)
Equation (3) gives the total potential per unit volume in fluid phase i due to the interaction with the solid
substrate. The quantity h∗ is conventionally referred to as the equilibrium film thickness in the literature [18,
46], and we will continue using this convention here. The term equilibrium film thickness arises because h∗
is the thickness of a film that represents an energetic minimum due to Eq. (3), and in this model completely
wets the surface of the substrate.
We consider the inclusion of the potential in Eq. (3) in the Navier–Stokes equations for two phases. For
clarity, we will refer to two phases as the liquid phase (subscript l), and the vapor phase (subscript v),
i.e. i = l, v, although the present formulation applies to any two fluids. In order to do this, we introduce a
characteristic function χ(x, y, z), which takes the value of 1 inside of the liquid phase, and 0 inside the vapor
phase. The interface between these two phases is assumed to be sharp, so that χ changes discontinuously at
the interface. The governing equations consequently become
ρ(χ)
Du
Dt
= −∇p+∇ · [µ(χ) (∇u+∇u>)]+ γκδsn−K(χ)∇F (y), (6)
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∇ · u = 0. (7)
Here, ρ is the (phase dependent) density, µ is the viscosity (phase dependent), p is the pressure, and u is
the velocity vector. Also, D/Dt = ∂t + u · ∇ is the material derivative. The surface tension is included as
a singular body force [47]. Here γ is the coefficient of surface tension, κ is the interfacial curvature, δs is a
delta function centered on the interface, and n is a normal vector for the interface pointing out of the liquid.
The quantities depend on χ via the following
ρ = ρlχ+ ρv(1− χ),
µ = µlχ+ µv(1− χ),
K = Klsχ+Kvs(1− χ).
In order to nondimensionalize, Eqs. (6) - (7), we introduce the length scale L, and define the time scale
as the capillary time, τ = µlL/γ, since, for the parameter sets considered in this paper the dynamics is
dominated by viscous and surface tension effects. The dimensionless variables are defined as follows
x˜ =
x
L
; y˜ =
y
L
; z˜ =
z
L
; t˜ =
t
τ
;
h˜∗ =
h∗
L
; u˜ =
uτ
L
; p˜ =
Lp
γ
; κ˜ = Lκ; ρ˜ =
ρ
ρl
; µ˜ =
µ
µl
; δ˜s = Lδs.
With these scales, and dropping the tildes, the dimensionless Navier–Stokes equations become
(Oh2)−1ρ
Du
Dt
= −∇p+∇ · [µ(∇u+∇uT )]+ κδsn−K∇F (y), (8)
where the Ohnesorge number is defined via Oh2 = µ2l /(ρlγL), with L chosen according to the problem under
consideration, and
K = Klsχ+Kvs(1− χ) = K
γL3
=
1
γL3
(Klsχ+Kvs(1− χ)) .
Equation (7) is invariant with this scaling. In [41], we solved Eq. (8) directly. In that paper, we described
two methods that we here refer to as ‘body force’ methods; in these methods, we discretized the fluid-
solid interaction term differently, but we found both methods to be substantially similar in their overall
properties. For consistency, when we refer to the ‘Body Force’ (B–F) method in this paper, we exclusively
refer to Method II in [41]. As described in our previous work, the fluid-solid term presents a challenge for
body force methods, in that the potential is divergent as y → 0. Consequently, parts of the domain near the
substrate require a high mesh resolution in order to obtain reasonably accurate results. This requirement
significantly limits the use of adaptive meshes, that are crucial for the purpose of improving the performance
of direct simulations. In 2D, simple problems are feasible, however, in 3D, the computational cost of resolving
so much of the domain makes the simulations impractical.
In this section, we show that the computational task is dramatically simplified by reformulating the body
force term in Eq. (8) as a force which acts only on the interface. First, we define
p∗ = p+KlsχF (y) +Kvs(1− χ)F (y),
so that
−∇p∗ = −∇p− (Klsχ+Kvs(1− χ))∇F − (Kvs −Kls)δsnF (y),
where δsn = −∇χ, in a distributional sense. Substituting into Eq. (8), we obtain what we refer to as the
‘Reduced Pressure’ (R–P) formulation
(Oh2)−1ρ
Du
Dt
= −∇p∗ +∇ · [µ(∇u+∇uT )]+ (κ+ κF (y))δsn, (9)
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where κ = (Kvs −Kls) (note that only this difference is relevant, rather than individual values of Kvs and
Kls).
Simple energy arguments [41] can be used to show that the fluid-solid interaction term in Eq. (9) gives
rise to an equilibrium contact angle θeq for the liquid phase given by
κ =
(1− cos θeq)
h∗
(
(m− 1)(n− 1)
m− n
)
. (10)
The exact meaning of θeq requires some clarification. For the fluid-solid interaction considered (with conjoin-
ing and disjoining components), there is a film of thickness h∗ that wets the entire substrate, with a smooth
transition from the droplet to the equilibrium film. We measure contact angles by fitting a circular profile
to the droplet profile ‘away’ from the transition region; the angle at which this circular profile intersects
the equilibrium film is taken to be the contact angle. The angle θeq is the equilibrium contact angle in the
following sense: for a drop at equilibrium with a vanishingly small h∗, applying the above fitting procedure
yields θeq. For non-vanishing but small h
∗, a drop at equilibrium will have a (slightly) different contact
angle, which we refer to as θnum.
In addition to the contact angle, the fluid-solid interaction gives rise to another phenomenon that we
consider in this paper: the spontaneous rupture of a thin liquid film. Our account of film rupture comes
from [18], where this phenomenon is studied in the context of the L-W. For completeness, in Sec. II C,
we outline the L-W based approach for inclusion of the fluid-solid interaction using the disjoining pressure
model.
B. Computational Implementation
The R–P method discussed in this paper possesses three important strengths. First, in contrast to con-
ventional methods for implementing the contact angle, that impose it essentially as a constraint that the
solution needs to satisfy, it possesses the most important feature of the B–F method discussed in [41]: it
includes long range fluid-solid interaction, and therefore spontaneous film breakup can occur. This feature
is crucial if one wants to analyze instability of fluid films on nanoscale. The second major advantage of the
formulation presented in this work is that by absorbing the entire contribution of the fluid-solid interaction
into a surface force, the main weakness of the B–F method is avoided. As discussed previously [41], the
B–F method significantly limits the usefulness of adaptive mesh refinement. Since the force term in the B–F
method applies everywhere in the fluid domain, and is singular as y → 0, the entire domain near y = 0
requires a finer mesh in order to resolve the force; a typical adaptive mesh for simulations from [41] using
the B–F method is shown in Fig. 1(a). In the R–P method, the force due to the fluid-solid interaction is
applied as a surface force; consequently, high resolution is only required at the interface. Figure 1(b) shows
an adaptive mesh used for simulations using the R–P method in this paper. A further advantage of the
R–P method is that it is relatively simple to implement, owing to the fact that it can be formulated as a
modification of the curvature in the surface tension term in the Navier–Stokes equations.
We solve Eqs. (9) using the software package Gerris [48], described in detail in [49]. The mesh consists of
a quad tree (in 2D) or an octree (in 3D), that decomposes the domain into square control volumes, which
we refer to as cells (see Fig. 1). We use an adaptive mesh for all simulations, refining the interface to a
resolution of ∆max, and to lower resolutions far away from the interface.
The interface is tracked using the Volume of Fluid (VoF) method. The VoF method replaces the charac-
teristic function χ of Eq. (6) with its average over each cell. This cell average is referred to as the volume
fraction, T , and denotes the fraction of each computational cell occupied by the liquid phase. The VoF
method reconstructs the interface as a sharp interface which is piecewise linear in each cell. Our fluid-solid
interaction is included as a modification of the curvature in the surface tension term described in [49]. In
this method, the curvature, κ, is calculated at cell centers, and our method replaces it with κ + KF (y),
where y is the y-coordinate of the midpoint of the interface in an interfacial cell. The boundary conditions
are as follows: on the solid substrate, we impose no-slip and T = 1; on all other boundaries, we impose a
homogeneous Neumann boundary condition on all variables.
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FIG. 1: (a) Illustration of a typical adaptive mesh required for the B–F method. The
fluid-solid interaction applies everywhere in the domain, requiring increased resolution along
the bottom of the domain. (b) Illustration of the adaptive mesh used for simulations reported
in this paper. The interface is the only portion of the domain that needs to be resolved at high
resolution, due to the fact that the fluid-solid interaction is included as an interfacial force.
C. Long-wave formulation (L-W)
The long-wave formulation (L-W) describes the evolution of the liquid film thickness, h(x) (or h(x, z) in
3D), subject to the well-known assumptions of small interfacial slopes (and therefore small contact angles)
and negligible inertial effects see, e.g. [39] for an extensive review of the L-W. In the present work, we will
use the linear stability analysis (LSA) of the L-W to validate the simulation results and to highlight the
differences between the LSA predictions and the direct numerical simulations, in particular in the presence
of inertia and large contact angles. We note that the focus in this paper is not on extensive comparison
between the simulation and the L-W results. Such a comparison can be found in [50] for spreading and
retracting droplets.
In L-W, an additional contribution, of the form Π(h) = KisF (h), to the evolution equation is made to
include the fluid-solid interaction. Note that Π(h) is of the same form as the fluid-solid interaction term,
Eq. (3), formulated for a flat film. See [41] for more details, and [39, 51] for reviews; an extensive discussion
regarding inclusion of disjoining pressure in the L-W equation can be found in [18]. With Π(h) included, the
dimensionless L-W equation is given by
3ht +∇x,z · (h3∇x,z∇2x,zh) +∇x,z ·
[
h3∇x,zKF (h)
]
= 0, (11)
where ∇x,z stands for 2D in-plane gradient operator. Equation (11) is derived using the same scales as the
ones used to obtain Eq. (8), with the same length scale chosen for both the in–plane directions (x and z)
and the film thickness (h). The LSA of Eq. (11) shows that if the initial film thickness, h0, is perturbed by
a mode with infinitesimal amplitude, δ, of the form exp(i(kx+ lz)), then the initial perturbation will grow
or decay with a growth rate
β =
h30(k
2 + l2)(k2c − (k2 + l2))
3
, (12)
where kc is the critical wavenumber, given by
k2c = −
K
h0
[
m
(
h∗
h0
)m
− n
(
h∗
h0
)n]
. (13)
Note that if k2c < 0, then β < 0, and there is no instability for any wavenumber. If k
2
c > 0, all modes with
wavenumber k < kc are unstable. Associated with Eq. (12) is a wavenumber of maximum growth, kmax, and
the corresponding maximum growth rate, βmax, given by
kmax =
kc√
2
; βmax = β(k
2 + l2 = k2max) =
k4c
12
. (14)
We will frequently make reference to the wavelength of maximum growth, defined by λmax = 2pi/kmax.
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∆ R–P B–F
1/25 6.1× 10−2 7.0× 10−3
1/26 2.6× 10−3 4.3× 10−3
1/27 8.0× 10−4 3.8× 10−4
TABLE I: Comparison of the mesh convergence between the R–P method and the B–F
method of [41] for a drop. Here, ∆ is the grid resolution used (the maximum one for the R–P
method, and uniform for the B–F method), and the L1 norm of the error in the profile shape.
The performance of the two methods is comparable at higher resolutions.
h∗ R–P B–F
0.03 1.36 1.37
0.015 1.45 1.47
0.0075 1.49 1.53
TABLE II: The contact angle, θnum, obtained by the R–P and the B–F methods for different
values of h∗. The contact angles approach θeq = pi/2 at a similar rate.
Within the L-W, these results imply the following features of the film instability:
• The wavenumber of maximum growth, kmax, scales with
√
1− cos θeq. Large contact angles imply
larger kmax, and a corresponding decrease in λmax.
• The maximum growth rate, βmax, scales with (1−cos θeq)2. Large contact angles dramatically increase
the growth rate of the dominant mode, and thus reduce the time it takes for films to break up.
III. RESULTS
A. Contact Angles
We first demonstrate that the method under consideration can yield contact angles as accurately as the
methods presented in [41]. For this purpose, we consider a 2D droplet, with the initial fraction (the initial
region occupied by the liquid phase, i.e. where T = 1) set to be the following
{(x, y) : x2 + (y +R cos θi − h∗)2 < R2 or y < h∗}.
Thus the initial profile is a circular cap sitting on top of an equilibrium film such that it intersects this film
with angle θi. The value of R is chosen so that the total area of the circular cap is equal to A0 = 0.75
2pi/2.
For simplicity, for our first tests, we set θeq = θi = pi/2. Since for small h
∗, θnum is close to θeq, the initial
fluid configuration is close to its equilibrium. The droplet is then allowed to relax, and we measure θnum via
the method described in Sec. II. We set Oh = (0.05)−1/2, a sufficiently large value so that inertial effects are
not significant.
Table I compares the convergence of the equilibrium droplet profile as a function of the minimum mesh
size, for a droplet simulated using the R–P method discussed here, and the B–F method of [41]. The R–P
simulations are resolved to a resolution ∆max = ∆ on an adaptive mesh as shown in Fig. 1, while the B–F
method simulations are refined uniformly with mesh size ∆. The error is measured as the L1 norm of the
error in the profile shape. The equilibrium film thickness is h∗ = 0.03. Despite the fact that the B–F
simulations are run with a uniform mesh, the R–P method performs comparably well in convergence in mesh
to the B–F method at higher resolutions.
Figure 2 shows simulation profiles obtained using the R–P method, again with θeq = θi = pi/2. The
profiles at equilibrium are shown for h∗ = 0.03 (red) , h∗ = 0.015 (green), and h∗ = 0.0075 (blue). The
initial condition for h∗ = 0.015 is plotted by the black dotted line, showing the profile of a droplet with
contact angle θeq. The smooth transition from the droplet profile to the equilibrium film is clearly visible;
as h∗ is reduced, the equilibrium profiles approach those of a droplet with contact angle θeq.
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FIG. 2: Effect of h∗ on the profile when θi = θeq = pi/2. The dotted line shows the initial
profile for h∗ = 0.015.
Table II shows the measured values of θnum, again for the droplet with θeq = θi = pi/2, as h
∗ is varied,
for both the B–F and the R–P methods. While the values differ slightly between the two methods, as h∗ is
reduced, θnum becomes closer to θeq.
We conclude that the R–P method is comparable to the B–F method in its ability to model the contact
angle. In addition, it comes with the potential for dramatically improved performance, due to fact that the
layer of fluid near the substrate does not necessarily need to be highly resolved. For example, for the drops
simulated in Table I, with the timestep fixed at 10−5, at ∆ = 1/26 the R–P method takes approximately 14%
as much CPU time as the B–F method; at ∆ = 1/27, the R–P method has approximately 5% the runtime.
This is because, for each timestep, the number of computations each method incurs is O(N), where N is the
number of cells. However, the adaptive mesh illustrated in Fig. 1 has approximately O(1/∆) cells, while a
uniform mesh has O(1/∆2) cells. Simple adaptive meshes were used in [41], improving the performance of the
B–F method, however, higher resolution is still required at a layer of nonzero thickness near the substrate.
The complexity difference is similar in 3D, where the R–P method scales as O(1/∆2) and the B–F method
as O(1/∆3).
The improvement in performance permits the study of problems that are impractical to consider using the
B–F method, including breakup of the films in 2D and 3D. We proceed to analyze these problems.
B. Film Instability: Linear regime
In this section, we compare the LSA predictions of the L-W equation with the results of simulations, both
applied to the instability of thin films in 2D. We focus here on early times/linear regime for which the LSA
is expected to hold and discuss the comparison between the results influenced by the relevant parameters.
In particular we focus on the influence of the unperturbed film thickness, h0, and of the equilibrium contact
angle, θeq. Note that the LSA should apply even for large contact angles, since we focus on early stages
of instability when the interfacial slopes are small. We set Oh = 0.45, which implies a low inertia regime,
so that the assumptions of the L-W are reasonably well satisfied (in Sec. III C, we discuss the values of Oh
that constitute low inertia in the present context). For all the simulations, the initial region occupied by the
liquid phase (i.e., T = 1) is between y = 0 and h = h(t = 0, x) = h0(1 + δ cos(kx)), where δ = 0.08. For all
simulations in this section, we set h∗ = 0.12.
Figure 3 shows the growth rates resulting from the LSA together with the ones extracted from simulations
for early time evolution, for a discrete set of wavenumbers. We measure the growth rate of simulations
according to the following procedure: first, we output the minimum y-coordinate of the fluid interface,
hmin(t). We then find t0 and t1, such that for t0 < t < t1, the function log(hmin(t)) is approximately linear
in t; t0 is generally near 0, and t1 is small, so this corresponds to the interval of time when the growth of the
unstable modes is governed by the LSA. We then perform a least-squares fit of a line to log(hmin(t)) over
this interval. Repeating the same procedure for the maximum y-coordinate of the fluid interface, hmax(t),
we calculate the growth rate as the average of the slopes of the fitted lines.
We focus on the influence of h0, and set θeq = pi/2. For small wavenumbers, k, the agreement is very good;
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(a) (b)
FIG. 3: Comparison between the dispersion curve predicted by the LSA of the L-W equation
(blue solid curve) and the growth rate computed by R–P based simulations (symbols), for
θeq = pi/2, for (a) h0 = 1.0 and (b) h0 = 0.5.
however, for larger values of k, there are significant differences, for both values of h0. We conjecture that
the differences are due to the fact that the L-W assumptions no longer hold for larger values of k, since the
separation of scales required for the L-W to apply may not be satisfied. For example, if one considers the
relevant lengthscales as xc = λmax and hc = h0, in the in-plane and out-of-the-plane direction, respectively,
then for h0 = 0.5 one finds  = xc/hc is O(0.1) and therefore for k values larger than kmax, the requirement
  1 is no longer a good approximation. However, it should be noted that the differences between the
simulations and the LSA are mostly focused on large values of k, where films are stable.
One may expect that the LSA would lead to more accurate results for thinner films. As we can see in
Fig. 3, this is not the case. An insight can be reached again by considering the relevant length scales; the
ratio of the film thickness, h0, and the relevant in-plane length scale, λmax, given by
hc
λmax
=
1
2pi
√
−Kh0
[
m
(
h∗
h0
)m
− n
(
h∗
h0
)n]
. (15)
This ratio is a decreasing function of h0 for h0 > h
∗ [m(m− 1)/(n(n− 1))]m−n . Therefore, reducing h0
actually implies that the LSA is less accurate, except when h0 is nearly as small as h
∗.
Equation (15) implies that a reduction in θeq should improve agreement with the predictions of the LSA.
Figure 4 shows the results for three values of θeq and we indeed immediately observe much smaller differences
between the simulations and the LSA for smaller θeq. For larger θeq, the LSA strongly overpredicts the growth
rates as well as the values of kmax. We will see in the next section that the differences between the values
of kmax resulting from the simulations and the LSA become much more visible in the nonlinear regime of
instability development.
C. Film instability: Nonlinear evolution and breakup - 2D
Here we focus on the nonlinear process of film breakup, and concentrate in particular on the role of the
contact angle, θeq, and Ohnesorge number, Oh, on the properties of emerging patterns. While the discussion
that follows is general, and is formulated in terms of previously defined nondimensional quantities, in order to
choose a reference parameter set, we consider nanoscale liquid metallic films. The stability properties of such
films have been a subject of recent interest in connection with nanoparticle fabrication (see e.g. [1, 3, 30–33]).
In experiments, a film of metal, with thickness on the order of tens of nanometers, is deposited on a surface.
This film is then liquefied, and subsequently breaks up into droplets, which solidify to form nanoparticles.
For definitiveness, we focus on Cu films, as considered in [4]. The viscosity, density, and surface tension
are taken to be the values of liquid Cu at its melting point [4], with ρ = 7760 kg/m3, µ = 0.00438 Pa·s,
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(a) (b)
(c)
FIG. 4: Comparison between the growth rate predicted by the LSA (blue solid curve), and the
simulations (symbols), for h0 = 0.5, for (a) θeq = 3pi/4, (b) θeq = pi/2, and (c) θeq = pi/6. The
value of kmax obtained from simulations is shown by the vertical solid line; the dash-dotted
line shows the value of kmax predicted by the LSA.
and γ = 1.304 N/m. We set relevant length scale, L, as the reference film thickness, taken to be 8 nm.
The Ohnesorge number corresponding to these parameters is Oh = 0.487. Note that this represents a rough
lower bound for Oh in the motivating experiments: temperatures may exceed the melting point substantially,
reducing the viscosity, and furthermore the relevant length scales may be larger than 8 nm. This variation in
Oh makes it important to explore the boundary between the viscous and inertial regimes. The simulations
that we present in this section are for a film of thickness h0 = 1; we also considered films with h0 = 0.5,
and obtained similar results. We use h∗ = 0.1225, and θeq = 79◦ ≈ 0.439pi. Note that for these parameters,
λmax = 15.6, and λc = 11.0.
For 2D simulations, the computational domain is specified by (Lx, Ly), with Lx ≈ 8λmax, and Ly suffi-
ciently large so that the value assigned to it does not influence the results. For the simulations discussed
next, we use Lx = 122.5, Ly = 43.125, and the initial film shape specified by is h0 + ζ(x), where
ζ(x) =
60∑
i=1
δi cos
(
2pix
λi
)
. (16)
Here, λi = 2Lx/i, and δi is a random perturbation amplitude, uniformly distributed in the range ±0.0125.
We simulate the evolution with Ns = 20 sets of δi. For each simulation (numbered j), a discrete height
10
profile is produced, hˆj(t, x). We then compute the discrete Fourier transform (DFT) of each height profile,
Hˆj(t, k). Finally, we compute the average of these as
H¯2D(t, k) =
1
Ns
Ns∑
j=1
Hˆj(t, k). (17)
Figure 5 shows the time evolution of a typical profile hˆ1(t, x) (the top image in each of Fig. 5(a) - (f)),
H¯2D(t, k) along with the dispersion curve from the LSA (the bottom image in each of Fig. 5(a) - (f),
smoothed with a running 5 point average). We see that as the initial perturbations begin to grow, the
H¯2D(t, k) attains the form similar to the dispersion curve (Fig. 5(a) - (c)). However, as the holes and
consequently drops start to form, the peak in H¯2D(t, k) shifts towards smaller values of k, so that the final
distribution of drops is characterized by a length scale larger than λmax.
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(a)
(c)
(e)
(b)
(d)
(f)
FIG. 5: Time evolution of a representative simulation of film breakup in 2D with h0 = 1,
Oh = 0.487, and θeq = 0.439pi; the solid blue curve shows the fluid interface. The associated
Fourier spectrum, averaged over 20 realizations, is shown below each image. (a) t = 0, (b)
t = 179, (c) t = 357, (d) t = 536, (e) t = 715, and (f) t = 882.
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(a)
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(f)
FIG. 6: Time evolution of a representative simulation of film breakup in 2D with h0 = 1,
Oh = 0.0487, and θeq = 0.439pi; the solid blue curve shows the fluid interface. The associated
Fourier spectrum, averaged over 20 realizations, is shown below each image. (a) t = 0, (b)
t = 357, (c) t = 536, (d) t = 715, (e) t = 1429, and (f) t = 2858.13
FIG. 7: Comparison of knummax as a function of time for films of varying Oh. Symbols show the
approximate breakup times for each parameter set, and the solid dashed line shows kmax
predicted by the LSA. Note that Oh = 4.87 and Oh = 0.487 are visually nearly
indistinguishable. The ticks on the y-axis are for wavenumbers that can be resolved on the
finite domain. Here, h0 = 1, θeq = 0.439pi.
Next we consider different values of Oh. For Oh = 4.87, no significant difference is observed compared
to Oh = 0.487, indicating that both sets of results belong to the high viscosity limit. Smaller values of Oh,
however, lead to different results. Figure 6 shows profiles and associated averaged Fourier spectra for a film
with Oh = 0.0487. We see that the film takes much longer to break up compared to the films characterized
by larger Oh. Also, the long term evolution of the Fourier spectrum shows a flatter peak, when compared
with the larger Oh simulations, indicating that the preference for a specific wavenumber is weaker in the late
stages of evolution. The practical consequence of this may be increased degree of disorder in the distribution
of emerging patterns.
In order to study the effect of Oh on the evolution of the film more systematically, we define knummax (t) as
the value of k for which H¯2D(t) attains its maximum. Figure 7 plots k
num
max for various Oh as a function
of time (note that due to the finite domain size, knummax only takes discrete values, leading to the staircase
appearance of these plots). The symbols on each curve indicate the approximate time at which the film
ruptures, and the dashed line shows the value of kmax from the LSA. The overall behavior is similar for all
curves: knummax quickly takes a value as close to the kmax as can be resolved on a finite domain, and then stays
at this value until the film breaks up. Afterwards, it decreases, indicating that the length scale of the final
droplet distribution is larger than λmax. We note that for Oh = 4.87 and Oh = 0.487, the behavior is nearly
indistinguishable, indicating large Oh limit. Most importantly, smaller values of Oh significantly increase
the time it takes for the film to rupture. The LSA does not capture this behavior, and instead predicts that
the breakup time is approximately the same (≈ 500) for all values of Oh, consistently with the results of
large Oh simulations.
Next, we investigate the effect of the contact angle on the rupture. We carry out two additional simulation
sets, both with Oh = 0.487, and with different values of θeq and different domain sizes, keeping Lx ≈ 8λmax:
1. θeq = pi/6, Lx = 367.5;
2. θeq = 3pi/4, Lx = 91.875.
For each set, the form of the perturbation is the same as in Eq. (16), using corresponding values of Lx.
Figure 8 shows knummax for these two contact angles, as well as for θeq = 0.439pi. For each curve, the symbol
of the same color indicates the breakup time, and the dashed line of the same color shows kmax from the
LSA. Note that the breakup times predicted by the LSA are ≈ 18000, 500, and 110, for θeq = pi/6, 0.439pi,
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FIG. 8: Plot of knummax for varying θeq. The green curve corresponds to Oh = 0.487 in Fig. 7.
The symbols show the approximate time of film rupture. Each dashed line shows kmax from
the LSA for the curve of the same color.
and 3pi/4, respectively, roughly in line with the simulated breakup time for all cases. For θeq = 3pi/4, the
behavior is similar to θeq = 0.439pi. However, the evolution of θeq = pi/6 is dramatically simpler: almost
immediately, knummax relaxes to near kmax, and remains at approximately the same value for the considered
simulation times.
To gain a basic understanding of the influence of θeq on the evolution, consider the following simple
argument. Approximate the profile of a rupturing film of unit initial thickness, perturbed by a mode of
wavelength λmax, by h(x) = 1 + A(t) cos (2pix/λmax) , where A(t) is the time dependent amplitude. At the
time of breakup, A ≈ 1. Then, further approximate the instantaneous contact angle, θr, of the rupturing
film by considering the slope at the point of inflection, given by tan θr = 2pi/λmax. Substituting the value of
λmax, we obtain tan θr = B
√
1− cos θeq, with B =
√
− (mh∗m − nh∗n) 2√2h∗. Consider now the difference
between θr and θeq. This difference is an increasing function of θeq, suggesting that when films with larger
θeq rupture, the corresponding θr is significantly different from θeq, leading to quick retraction of the film
from the point of rupture. This retraction reduces the space available for consecutive breakups, and leads
to larger distances between the drops than predicted by the LSA. For smaller values of θeq, the difference
between θr and θeq is small at the point of initial rupture, and the retraction effect is not present.
Next we comment on the difference between knummax and the corresponding kmax, visible in Figs. 7 - 8. First
we note that this shift is not affected by inertial effects for the simulated times: Fig. 7 shows that Oh = 48.7
and Oh = 0.0487 lead to the same knummax after breakup (the additional coarsening expected for very long
times is beyond the scope of the present study). These results cannot be explained by the breakdown of
the LSA for large θeq: from Fig. 4, we might expect a roughly 10% difference between the wavelength of
maximum growth in LSA and simulations, which is significantly less than the difference between knummax and
kmax after the film has ruptured. Thus, we expect that the difference is due to nonlinear effects relevant
during breakup for larger contact angles. We note here that for for smaller contact angles the effect is not
visible within the present degree of accuracy; the simulations carried out in larger domains and with larger
number of realizations using long-wave approach suggest that (much less obvious) coarsening effects may be
seen within long-wave simulations as well [52].
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FIG. 9: Time evolution of a representative simulation of film breakup in 3D, with Oh = 0.487,
h0 = 1.0, and θeq = 0.439pi. The color shows the logarithm of the height of the interface above
the substrate. The associated Fourier spectrum is shown below each image; these data are
averaged over 10 instances, and smoothed with a 5 point running average. (a) t = 0.0, (b)
t = 335, (c) t = 558, and (d) t = 781.
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FIG. 10: Comparison of knummax as a function of time for 3D films (blue) and 2D films (green).
The green inverted triangle shows the approximate breakup time of the 2D simulation. The
blue triangle shows the approximate time at which the first holes form in the 3D film; the
inverted blue triangle shows the approximate time that droplets begin to form. The solid
dashed line shows kmax predicted by the LSA.
D. Film instability: Nonlinear evolution and breakup - 3D
Next, we consider film breakup in 3D. The setup is identical to the 2D case, except that the domain size
is specified by Lx = Lz = 4λmax and Ly = 31.25. The initial condition is a perturbed film specified by
h0 + ζ(x, z), and
ζ(x, y) =
30∑
i=1
30∑
j=1
δij cos
(
2pix
λi
)
cos
(
2piz
λj
)
, (18)
where λi = 2Lx/i, and δij are random perturbation amplitudes, uniformly distributed in the range ±0.0125.
We simulate the film for Ns = 10 sets of δij . As in the 2D case, we produce a height profile for each
simulation, hˆj(t, x, z), compute its discrete Fourier transform, Hˆj(t, k, l), and the average
H¯3D(t, k) =
1
Ns
Ns∑
j=1
1
2
(
Hˆj(t, k, 0) + Hˆj(t, 0, k)
)
. (19)
The summand in Eq. (19) represents the average of the discrete Fourier transforms along the coordinate
axes, taking advantage of the symmetry of Eq. (12) to get more information about the growth rates.
Figure 9 shows the time evolution of hˆ1(t, x, z) (top image in each part of the figure), and H¯3D along
with the dispersion curve predicted by Eq. (12) (bottom images). The plots of H¯3D have been smoothed
by a 5 point running average. A similar trend is observed as in Fig. 5: the spectrum takes on a similar
profile to the dispersion curve from the LSA, and as breakup proceeds, its peak, knummax , shifts towards smaller
wavenumbers.
Figure 10 shows knummax (t) for both 2D and 3D films (Oh = 4.87). For both 2D and 3D, k
num
max is close to
kmax until the film ruptures, after which both k
num
max relax to smaller values. However, once droplets begin to
form in 3D simulations, knummax relaxes to an even smaller value. The same retraction argument that we used
to explain the evolution of knummax (t) in 2D can as well be used here to explain this phenomenon.
We also study the effect of initial film thickness on the evolution of the Fourier spectra for 3D films.
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Figure 11 presents the evolution of the film with an initial thickness h0 = 0.5, while keeping θeq, h
∗, and Oh
the same as in Fig. 9. Our initial condition is again subject to a white noise perturbation (Fig. 11(a)). Holes
form rapidly (Fig. 11(b)), due to the larger growth rate associated with the smaller h0, when compared with
Fig. 9. H¯3D shows a peak near kmax at the time of the formation of holes; however, this does not agree as
closely with the overall shape of the dispersion curve as is observed for thicker films. We conjecture that this
difference is due to the fact that holes form almost immediately, so that there is insufficient time for H¯3D to
relax to the shape of the dispersion curve. Similarly to thicker films, as drops begin to form, knummax relaxes
to wavenumbers significantly smaller than kmax.
Fig. 12 shows the time evolution of knummax for 3D films with h0 = 1 and h0 = 0.5. Similarly to the case
when h0 = 1 plotted in Fig. 10, k
num
max shifts to smaller wavenumbers after two distinct events: first, when
holes begin to form in the film, and second when drops begin to form (marked by triangles and inverted
triangles, respectively). However, two significant differences are observed for the thinner film. First, breakup
takes place almost immediately, so there is no interval of time where knummax approximates kmax. Second, for
larger times, the difference between kmax and k
num
max is greater for h0 = 0.5 than for h0 = 1.
To summarize, the DFT of the nonlinear film breakup shows that the dominant length scales deviate from
λmax predicted by the LSA. The degree of deviation depends on θeq, and whether the film is 2D or 3D;
additionally, the time it takes for the film to rupture depends strongly on Oh. For 2D simulations with
small θeq, the DFT has a peak at or close to kmax for the entirety of the film evolution. For larger θeq, the
evolution of the DFT shows two distinct phases: prior to breakup, when the peak in the DFT is at kmax, and
after breakup, when the peak shifts to smaller wavenumbers. For 3D simulations, the evolution of the DFT
shows three distinct phases, each associated with a shift towards smaller wavenumbers: prior to breakup,
after holes begin to form, and after drops begin to form. A decrease in Oh is primarily associated with a
dramatic increase in the time it takes for the film to rupture.
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(a) (b)
(c) (d)
FIG. 11: Time evolution of a film breakup in 3D, with h0 = 0.5 and all parameters otherwise
identical to the simulation presented in Fig. 9. The color shows the logarithm of the height of
the interface above the substrate. The associated Fourier spectrum is shown below each
image; these data are averaged over 10 instances, and smoothed with a 5 point running
average: (a) t = 0.0, (b) t = 45, (c) t = 134, and (d) t = 301.
IV. CONCLUSIONS
In this paper, we have demonstrated a computationally efficient method for including fluid-solid interac-
tions into direct numerical simulations. This method is found to perform as well as the body force formula-
tion [41], while requiring a significantly smaller computational effort. The two methods were compared by
considering contact angles of equilibrium drops in 2D, where both methods perform similarly in terms of
convergence with mesh refinement, as well as in terms of the behavior when the equilibrium film thickness,
h∗, is reduced. The computational complexity required is however dramatically reduced for the presently
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FIG. 12: Comparison of knummax as a function of time for 3D films with initial thickness h0 = 1
(blue) and h0 = 0.5 (green). The blue curve is identical to that seen in Fig. 10. The blue
(green) triangles show the times at which the first holes appear, and the inverted ones show
the times at which droplets begin to form. The blue (green) dashed lines show the
corresponding values of kmax. Oh = 0.487, and θeq = 0.439pi for both simulation sets.
considered method.
With the established improvement in computational performance, we are now able to study the instability
of films due to fluid-solid interaction using direct numerical simulations to gain a quantitative understanding
of the evolution of the instability, film rupture, and the post-rupture dewetting process. We compare the
results of direct simulations with the linear stability analysis (LSA) of the long-wave formulation (L-W), and
find that when contact angle, θeq, is larger, there is a significant difference with the predictions of the LSA.
We also demonstrate that a reduction in the film thickness does not reduce the differences between the LSA
and direct simulations, as the typical in-plane lengthscale decreases even faster than the out-of-plane one
(film thickness).
Finally, we study breakup of a film in both 2D and 3D. We consider the evolution of the emerging length
scales by computing the discrete Fourier transform (DFT) of the fluid profile. 2D films are characterized
by a two stage evolution, and 3D films by a three stage one; for both cases, the initial phase exhibits a
DFT with a peak, knummax , near kmax from the LSA, and each successive stage is associated with a decrease
in knummax , and correspondingly, an increase in the emerging length scales. When a flat film is perturbed by
small perturbations, the simulations illustrate the dynamics of dewetting, the formation of ‘dry spots’, and
the subsequent coarsening due to inertial effects. When studying the effect of the contact angle for 2D films,
we find that the dewetting morphology depends on the contact angle; particularly, the agreement between
the simulation results and the predicted fastest growing unstable mode from the LSA deteriorates for large
contact angles after the formation of the first expanding holes. When studying the breakup of films in the
presence of significant inertial effects, so that characteristic Ohnesorge number, Oh, is small, we find that
the long term preference for a specific wavenumber is weaker when compared with the larger Oh, resulting
in an increased degree of disorder in the distribution of emerging patterns.
The speed and simplicity of the implementation of the method presented in this paper opens up the
possibility of studying a variety of problems involving thin films and other geometries that have not been
studied extensively so far by direct numerical simulations. Our numerical method allows, for the first time,
for the simulation of arbitrary contact angles (including those greater than pi/2), and film breakup, including
inertial effects. While we have studied the influence of varying contact angle and Oh in 2D films, we leave
the exhaustive parameter study of 3D films for a future work.
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