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News production, delivery, and consumption are increasing in ubiquity and speed, spreading over more 
software and hardware platforms, in particular mobile devices. This has led to an increasing interest in 
automated methods for multi-document summarization. We start this chapter with discussing several new 
alternatives for automated news summarization, with a particular focus on temporal text mining, graph-
based methods, and graphical interfaces. Then we present automated and user-centric frameworks for 
cross-evaluating summarization methods that output different summary formats, and describe the 
challenges associated with each evaluation framework. Based on the results of our user studies, we argue 
that it is crucial for effective summarization to integrate the user into sense-making through usable, 
entertaining and ultimately useful interactive summarization-plus-document-search interfaces. In 
particular, graph-based methods and interfaces may be a better preparation for people to concentrate on 
what is essential in a collection of texts, and thus may be a key to enhancing the summary evaluation 
process by replacing the “one gold standard fits all” approach with carefully designed user studies built 




Automatic text summarization is a computer-aided process of distilling the most important information 
from one or several textual sources on a common topic. Based on the number of input sources, 
summarization methods are categorised into single-document and multi-document approaches. The output 
of most summarization methods is a natural-language text in itself. 
One distinguishes between summarization by extraction and by abstraction (Hahn & Mani, 2000). 
Extractive methods select elements from the original text(s) and recompile them to form the summary. 
Abstractive methods build an internal semantic representation and then use natural-language generation 
techniques to create a summary. Due to the remaining limitations of natural-language generation methods, 
extractive summarization remains the dominant approach today. 
In this chapter, we focus on extractive summarization of text streams, particularly news streams. In this 
domain, multi-document summarization is especially relevant because of the multitude of sources. 
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Popular applications of these ideas are news aggregators such as Google News
i
 or Yahoo News
ii
. 
However, these do not aim at producing a coherently-seeming natural-language text, but a search-engine-
type collation of information. This echoes the findings of Barzilay, McKeown, and Elhadad (1999) that 
pure extraction may be inappropriate in multi-document summarization especially of news texts, because 
it may produce summaries which are overly verbose or biased towards some sources. In contrast to the 
static methods of multi-document summarization, STORIES (Subašić & Berendt, 2010a) is designed for 
both summarization and search in a time-indexed collection of documents. STORIES uses story graphs to 
represent summaries. 
The classical summary evaluation methods suffer from severe limitations, especially when applied to 
Temporal Text Mining techniques, which may produce summaries in both textual and graph formats. 
Hence, we present an automated and a user-centric framework for the cross-evaluation of news 
summaries. An initial user study of the proposed frameworks provides encouraging results. We use these 
results to outline directions for future work. 
The contribution of this chapter is threefold: First, we give an overview of key concepts and formats of 
text summarization in general and news summarization in particular (Section 2). Second, we present a 
critical re-assessment of evaluation methodology. In Section 3, we discuss the issue of evaluation of 
summarization methods, highlighting in particular the difficulties of cross-evaluating text-based as well as 
the emerging multitude of non-text-based summaries. We also take a closer look at a form of human input 
that is crucial for all automated evaluations: the “ground truth” summaries and their construction.  
We argue that current practice severely limits our ability to evaluate automatic methods and that this calls 
for interactive, graphical approaches. Third, in Sections 4 and 5 we propose a new approach to evaluating 
summarization methods. We describe the automated and the user-centric frameworks for cross-evaluating 
methods that output different summary formats, and we describe the challenges associated with each 
evaluation framework. In Section 6, we draw conclusions from these findings and outline key elements of 
future multi-document summarization methods. 
 
 
2 KEY CONCEPTS AND FORMATS IN TEXT SUMMARIZATION  
Extractive summarization aims at the selection of a subset of the most relevant fragments from a source 
text into the summary. The fragments can be paragraphs (Salton, Singhal, Mitra, & Buckley, 1997), 
sentences (Luhn, 1958), keyphrases (Turney, 2000; Litvak, Aizenman, Gobits, Last, & Kandel, 2011) or 
keywords (Litvak & Last, 2008). Extractive summarization usually consists of ranking, where each 
fragment of a summarized text gets a relevance score, and extraction, where the top-ranked fragments are 
gathered into a summary, according to their appearance in the original text. 
While in generic summarization, the only input for a system is a document (or documents) to summarize, 
in query-based summarization a query expressing the user’s interest has to be provided. In a query-based 
summary, the fragment rankings must take into account the content of a given query, making the extract 
adaptable to the user’s information needs. 
Various text representation models have been utilised across different summarization approaches. In 
addition to the traditional “bag-of-words” model, graphs are becoming increasingly popular, due to their 
ability to enrich the document representation with syntactic and semantic relations. Erkan and Radev 
(2004) and Mihalcea (2005) introduced LexRank and TextRank, respectively – algorithms for 
unsupervised extractive summarization that rely on the application of iterative graph-based ranking 
algorithms, such as PageRank (Brin & Page, 1998) and HITS (Kleinberg, 1999). Their methods represent 
a document as a graph of sentences interconnected by similarity relations. MUSE (Litvak & Last, 2012) 
uses two graph-based models, which are based on sentence and word segmentation, respectively. MUSE 
also uses features calculated from the document structure and its vector-space representation. 
In addition to these questions of format, two features of the underlying corpora have received increased 
attention in recent years: multilinguality and temporality (for example, see the multilingual multi-





will present key features of multilingual summarization with reference to the MUSE approach, then give 
an overview of approaches in temporal summarization with a focus on representation formats, and 
illustrate this with the STORIES approach. 
 
 
2.1 The MUSE approach for multilingual static summarization 
The MUSE (MUltilingual Sentence Extractor) approach (Litvak & Last, 2012) uses a linear combination 
of 31 language-independent features from various categories for ranking each sentence in a document. 
Language-independent features do not require any morphological or syntactic analysis of the summarized 
text, and they may include the sentence position in a document, the number of characters and words in a 
sentence, the similarity of the sentence to the document title, and other statistical metrics. In contrast, 
language-specific features of a sentence may include the presence of cue words or the number of certain 
parts-of-speech. For example, “to sum up” in English may be an indicator that the following is a 
summarizing sentence, and a high number of nouns in a sentence may indicate a high amount of topical 
information in this sentence. MUSE finds the best set of feature weights by a genetic algorithm trained on 
a collection of human-generated document summaries. Obviously, the quality of the resulting sentence 
ranking model directly depends on the number and the quality of the training summaries. 
Formally, the MUSE model for sentence scoring can be expressed by the following formula: 
 
Score = ∑ wi × ri , 
 
where ri is the value of i
th
 sentence feature and wi is its weight in the linear combination. 
The MUSE approach builds upon two main modules: the training module activated offline, and the 
summarization module operating online. 
The training module receives as input a corpus of documents, each accompanied by one or several gold-
standard summaries: abstracts or extracts compiled by human assessors. The set of documents may be 
either monolingual or multilingual, and their summaries have to be in the same language as the original 
text. As a second parameter, the module obtains a user-specified set of sentence features computed by the 
system. Then, the training module applies a genetic algorithm to sentence-feature matrices of pre-
computed sentence scores for each input feature, with the purpose of finding the best linear combination 
of features that maximises the value of ROUGE (Lin & Hovy, 2003, see Section 3.1 below) as a fitness 
function. The output of the training module is a vector of weights for user-specified sentence ranking 
features. 
The summarization module performs an on-line summarization of input text(s). Each sentence of an input 
text document obtains a relevance score according to the trained model, and the top-ranked sentences are 
extracted to form the summary in their original order. To avoid duplicate content, a new sentence is added 
if and only if it is not similar to the previously selected sentences. The length of the resulting summaries 
is limited by a user-specified value (maximum number of words or sentences in the text extract or a 
maximum extract-to-text ratio). The summarization module is expected to use the model trained on the 
same language as that of the input texts. If such a model is not available (no annotated corpus in the text 
language), the user can choose from the following: (1) a model trained on some other language/corpus, or 
(2) a model trained on a parallel corpus generated by a machine translation tool. Both approaches were 




2.2 Summarizing temporally-indexed texts 
The above methods are not directly applicable to the news summarization domain, as they ignore the 
potentially dynamic nature of the summarized texts. Moreover, they all produce output summaries in 
strictly textual, non-interactive format, which may not represent well the temporal characteristics of a 
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news stream. Temporality is, on the one hand, a feature of the documents in a news corpus. On the other 
hand, it may govern what is expected of a summary. In particular, readers often want to know what 
happened in a particular time period, such that the expected summaries are query-based, with the query 
being a time period. Further restrictions may be added, as we discuss with respect to the STORIES 
method below. We begin with an overview of prominent approaches to news summarizations in the 
literature. 
First Story Detection (FSD; Allan, Lavrenko, & Jin, 2000) is a Topic Detection and Tracking (TDT; 
Allan, 2002) task incorporating the temporal dimension of a corpus. Sometimes this task is also referred 
to as the Online News Event Detection (ONED) task. In this task, a system has to decide whether a newly 
arrived document discusses “a new event” or not. In TDT, events are defined as “something that happens 
at a particular time and place” (Allan, Lavrenko, & Jin, 2000). During the seven years in which the TDT 
framework was active, a number of approaches to solving the FSD task have been developed. Allan, 
Lavrenko, and Jin (2000) generated queries and used cosine similarity to compare them with already seen 
documents. Luo, Tang and Yu (2007) tackled these problems and explored document source quality, 
efficient indexing, and user interfaces for FSD. An interesting extension of the FSD task was described by 
Nallapati, Feng, Peng, and Allan (2004): going beyond detecting events towards discovering relations 
between events. A more recent application of FSD to social-network status update data was described by 
Petrović, Osborne, and Lavrenko (2010). 




 outputs a set 100-word 
summary for a number of time periods so that the summaries contain information from previous periods. 
A LexRank-inspired approach to update summarization was proposed by Chen and Chen (2008). Other 
methods specifically designed for update summarization used information distance-based summaries 
(Long, Huang, Zhu, & Li, 2009), integer linear programming (Gillick & Favre, 2009), or latent semantic 
analysis (Steinberger & Ježek, 2009).  
In the TREC Novelty Detection Task, participants are given a set of documents on a topic, and their task 
is to extract sentences that are relevant to the topic and to select sentences that are “new”. In this context, 
“new” is defined as containing information that has not appeared previously in a topic’s set of documents. 
Experiences with running the TREC Novelty Detection Task were summarized by Soboroff and Harman 
(2005). In 2012, TREC started the Temporal Summarization task.
vi
 
In contrast to the previous tasks that focus on the detection of a new element or breakpoint in a stream of 
documents, story tracking is the activity of following one story over time and summarizing it. This task 
has been popularized by Temporal Text Mining. Temporal Text Mining (TTM) methods output bursty 
(novel) patterns that point to the changes in the story they track, and the subjects arising from these 
changes. Subjects constitute the high-level story; they can be events (e.g. a specific ski slalom in the 
Winter Olympics) or topics (e.g. doping).
vii
 The patterns consist of story elements, syntactical units 
extracted from the underlying documents. For example, an element could be a term, and the pattern could 
be this term plus some score assigned to it. We also define a story representation as a set of bursty story 
elements used to represent a subject. Story elements have different levels of expressiveness. TTM 
methods operate on sub-sentence story elements, and we distinguish the following elements: tokens, n-
grams, and n-gram groups. Further filters are possible, producing elements such as terms with frequencies 
or other weights above a threshold, or n-grams denoting named entities. 
A token is a series of characters not containing any of a set of predefined delimiters. N-grams are content-
bearing tokens. Basic n-grams are unigrams (1-grams), where every token is a unigram. More advanced 
n-grams are sequences of n contiguous (or non-contiguous) tokens extracted from the text. Non-
consecutive, or skip-m n-grams, contain n tokens appearing in a window of m tokens. N-gram groups are 
collections of n-grams pointing to the same subject. These groups can be n-gram cluster centre values, 
latent variables’ probability distributions over n-grams, or some other way of grouping by similarity. 
In general, elements are associated with some weight. We focus on the burst scores assigned by the 
respective TTM method. This score may be a probability of an element appearing in a bursty subject, the 
relative importance in a bursty subject cluster centre, or a weight in a latent component. Regardless of 
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their mathematical specifics, these burst scores provide an ordering on the elements that can be used for 
ranking the elements in query generation. 
Based on the differences in their story representations, we distinguish between three types of TTM 
tracking methods: (a) keyword representation, (b) group representation, and (c) combo representation 
methods. Type (a) methods use a list of bursty n-grams ranked by their burst scores (Kleinberg, 2002; 
Fung, Yu, Yu, & Lu, 2005; Gruhl, Guha, Kumar, Novak, & Tomkins, 2005; He, Chang, Lim, & Zhang, 
2007; Smith, 2002). Type (b) methods assemble bursty n-grams into groups which point to subjects (Fung 
et al., 2005; Wang & McCallum, 2006; Mei & Zhai, 2005; Schult & Spiliopoulou, 2006; Janssens, 
Glänzel, & Moor, 2007). Type (c) methods use a combination of the previous two approaches (Subašić & 
Berendt, 2010a; Allan, Gupta, & Khandelwal, 2001). 
 
 
2.3 The STORIES approach for temporal summarization 
STORIES (Subašić & Berendt, 2010a) comprises summarization and search. Both steps are time-indexed 
and therefore user-directed in the STORIES tool (Subašić & Berendt, 2010b). For pre-processing, a 
corpus of text-only documents is transformed into a sequence-of-terms representation. Basic term 
statistics are calculated to identify candidates for story basics: the top-ranked words based on term 
frequency, TF.IDF weights, regular terms plus named entities, and all terms. 
For the summarization of a time-indexed subset of the whole corpus, ct for period t, the frequency of the 
co-occurrence of all pairs of content-bearing terms bj in documents is calculated as the number of 
occurrences of both terms in a window of w terms, divided by the number of all documents in ct. We call 
this measure local relevance with LRt (b1,b2) = freqt (b1,b2). LR normalised by its counterpart in the whole 
corpus C yields time relevance as the measure of burstiness: TRt (b1,b2) = ( freqt (b1,b2) / freqC (b1,b2) ). 
Thresholds are applied to avoid singular associations in small sub-corpora and to concentrate on those 
associations that are most characteristic of the period and most distinctive relative to others. This gives 
rise to the story graphs Gt = <Vt ,Et >. The edges Et are the story elements: all pairs (b1,b2) with absolute 
frequencies and TR above the respective thresholds. The nodes are the terms involved in at least one 
association in this symmetric graph: Vt = { bj |∃ bk : (bj , bk ) ∈ Et }. From each document, we extract 
sentences containing “facts”, short statements with semantic role labelling, as returned by Open Calaisviii. 
The full set of these sentences for each time period is indexed using Lucene
ix
. We then use story graphs to 
filter the most important facts: for each of the graph’s edges, we query the index, using node names of the 
edge as query terms, and select the top sentences as defined by Lucene. We treat the resulting set of short 
textual statements as a summary of the story. 
Search can be constrained by the nodes of a subgraph of the story graph. Retrieval is then restricted to 
documents relevant to these subgraphs. The selection of documents of the starting corpus C corresponds 
to a top-level query; this query is expanded by all nodes of the subgraph as additional query terms, subject 
to the time restriction. 
Thus, like MUSE, STORIES focusses on graph representations. In contrast to MUSE graphs, which 
represent a single text document, STORIES graphs represent a multi-document story. Another difference 
is that in the MUSE graph representation, the window size w is usually equal to one (the co-occurring 
terms have to be adjacent to each other). Both approaches extend the bag-of-words idea by taking co-
occurrence as well as sequence into account. Other summarization approaches extend this by forming a 
graph based on additional syntactic and/or semantic information. For example, based on semantic role 






3 CHALLENGES IN EVALUATING AUTOMATED TEXT-BASED SUMMARIES 
In this section, we first give a brief overview of classical cross-evaluation methods and sketch their 




3.1 Classical evaluation methods of textual summaries 
Summary quality can be evaluated in an intrinsic or extrinsic manner, depending on whether the goal is to 
assess the summary itself (i.e. according to its information content) or its effectiveness for reaching the 
goals of a third-party application (e.g. information retrieval). In intrinsic evaluation, the summary 
informativeness is determined by comparing its content to a gold standard summary. In the case of the 
extrinsic evaluation, the third-party system performance is evaluated. For example in the text 
categorisation domain, a document summary can serve as a noise filter, and the question that should be 
asked is whether categorization performance can be increased by using the summary rather than the entire 
document.  
Another aspect for summary evaluation approaches is the automation issue. Evaluation can be human-
assisted or automated. In human-assisted evaluation approaches, human participation is an integral part of 
the evaluation process. For example, in Pyramid evaluation (Nenkova, Passonneau, & McKeown, 2007), 
pieces of information that are conceptually equal across model summaries (Summary Content Units) are 
manually identified. In the DUC’04 conferencex, summaries were evaluated with respect to linguistic 
quality aspects (grammaticality, non-redundancy, referential clarity, focus, structure, and coherence). 
Each quality aspect has a related question to be answered by human assessors according to a five-point 
scale. In automated evaluation approaches, a summary quality is determined exclusively by computers. 
For example, ROUGE (Recall-Oriented Understudy for Gisting Evaluation) (Lin & Hovy, 2003) 
automatically compares a computer-generated summary to gold standard summaries (generated by human 
annotators) in terms of overlapping units such as n-grams, word sequences, and word pairs. It has been 
shown that a quality ranking of summaries by the ROUGE measures is highly correlated with a quality 




3.2. The problem of the “ground truth” summaries 
Automated evaluation methods use text similarity measures (such as different variations of ROUGE) to 
compare system summaries to human (peer) summaries provided by native language speakers (assessors). 
Usually, the assessors are required to spend a certain amount of time on reading each article from a 
conventional computer screen and then choose the most important (key) sentences containing a pre-
defined number of words. One popular collection of summarized documents in English is the corpus from 
the single-document summarization task at the Document Understanding Conference 2002
xi
. This 
benchmark dataset contains 533 news articles, each accompanied by two to three human-generated 
abstracts of approximately 100 words each. Though DUC 2002 still serves as a widely recognised 
benchmark for single-document summarization, the best ROUGE-1 score (Lin & Hovy, 2003) achieved 
on it by a supervised system is only 50.11% (Mihalcea, 2005). Since supervised summarization systems 
learn from the human summaries, this result indicates the low degree of actual inter-assessor agreement, 
implying that the human assessors participating in the experiment had a poor understanding of their 
summarization task and interpreted it in a variety of ways. Another important implication of the above 
result, confirmed by the published performance of state-of-the-art summarization methods (e.g. 
TextRank, see Mihalcea, 2005, and MUSE, see Litvak & Last, 2012), is that no automated summarization 
system can be expected to exceed the 50 percent recall on this corpus. 
For the Arabic language, a corpus compiled from 90 news articles was generated by Litvak and Last 
(2012). Each article was summarized by three native Arabic speakers, who selected the most important 
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sentences into an extractive summary of approximately 100 words each. All assessors were provided with 
the Tool Assisting Human Assessors (TAHA) software tool, which allowed the assessors to easily select 
the sentences to be included in the document extract. On this relatively small corpus, the agreement 
between assessors measured by the ROUGE-1 score reached 75 percent on average. 
For the Hebrew language, Litvak and Last (2012) built a corpus of 120 news articles having 250 to 830 
words each from the websites of the Haaretz newspaper
xii
, The Marker newspaper
xiii
, and manually 
translated articles from WikiNews
xiv
. The articles were summarized by human assessors using the TAHA 
software. In total, 126 undergraduate students participated in the experiment. Each participant was 
randomly assigned ten different documents and instructed to choose the most important sentences in each 
document subject to the following constraints: (a) spend at least five minutes on each document, (b) 
ignore dialogs and quotations, (c) read the whole document before beginning sentence extraction, (d) 
ignore redundant, repetitive, and overly detailed information, and (e) remain within the minimal and 
maximal summary length limits (95 and 100 words, respectively).  
Summaries were assessed for quality by comparing each student’s extract to those of all the other students 
using the ROUGE evaluation toolkit and the ROUGE-1 metric. The summaries of the assessors who 
received an average ROUGE score below 0.5, i.e. who agreed with the rest of the assessors in fewer than 
50% of cases, were removed from the corpus. Also, the time spent by an assessor on each document was 
checked (with respect to the requirements). The final corpus of summarized Hebrew texts was compiled 
from the summaries of about 60% of the assessors, with an average of five extracts per single document. 
The average ROUGE score of the selected assessors was 54 percent only, only slightly higher than the 
quality of the DUC 2002 corpus. 
The above-mentioned results in three different languages pose a severe limit on the maximum achievable 
accuracy of automated summarization systems. Consequently, user satisfaction with the output of these 
systems is expected to be low as well. As long as these subjective evaluation methods remain in use, a 
significant breakthrough in the single-document and multi-document summarization technology is highly 
unlikely. Graph-based interfaces may be a key to enhancing the consistency of “gold standard” 
summaries and improving the usability of text summarization systems. 
 
 
3.3  Summary representation formats and cognitive (re)representation formats 
As described in Section 2, there is an increasing multitude of formats in summarization. This raises the 
question which ones are “better” than others, i.e. how to cross-evaluate them. While we have described 
the increasing move away from sentential summaries (natural-language texts), particularly in the news 
summarization domain, in this section we want to argue why for cross-evaluation, we believe we need to 
go back to sentences. In particular, we propose a hypothesis about the cognitive representation of such 
summaries. The latter served as a starting point for our evaluation framework, presented next. 
Advocating, on the one hand, non-sentential, graph-based summaries and arguing, on the other hand, for 
text as a common format for cross-evaluation, may seem like a paradox. We will come back to this and 
propose steps towards a resolution in Section 4. 
News texts are typically (factual) narrative texts: temporal sequences of events, described in terms of 
answers to the “W” questions: Who? When? Where? What? The focus of the text is typically on a series 
of actions. So a good summary of one news text or several news texts is likely to focus on the most 
relevant actions/events, i.e. itself be a narrative. The “W”s at first sight appear to suggest a tabular format, 
but a closer look at the multitude of different real-life events (i.e. in particular the “what”) suggests that 
the richness of natural language is more appropriate. We therefore hypothesise that human news 
consumers, the ultimate target group of summaries, are likely to “translate” news summaries of whatever 
form into sentences in their head anyway, and that this translation will determine their actual mental 
model. In order to compare automatic summarization techniques based on this assumption, we therefore 
need to transform non-textual summary elements or patterns into sentences. The most direct way of doing 
this is to use the patterns as selectors of sentences – thus we extend the patterns into a form of extractive 
summarization.
xv
 To assess the quality of this (re-)construction of presumed novel “facts” in the story, we 
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then build on existing techniques for cross-evaluating sentential summaries to compare specific TTM 
methods with one another. 
While we believe that ultimately, a news-summary user’s “translation” into sentences will determine this 
user’s mental model of the story, it is quite possible that different formats offered by automatic 
summarizers support this construction in different ways. The automated cross-evaluation cannot 
demonstrate the superiority of a pattern type. Therefore, we complement the automated cross-evaluation 
framework by a user-centric cross-evaluation of methods. Thus, we now let human end-users perform the 
reconstruction-by-selection that we modelled in the first stage. Here, the algorithms can no longer be 
evaluated in isolation but as part of an interactive user interface, and the evaluation criteria need to be 
extended by usability criteria. 
 
 
4 HOW CAN DIFFERENT FORMATS BE COMPARED? A FRAMEWORK FOR 
CROSS-EVALUATING TTM METHODS 
In this section, we will describe the procedures for automatic and for user-assisted evaluations of news 
summaries in a graph-based format. The general schema for automated evaluation, together with results 
from a case study, have first been presented in (Subašić & Berendt, 2010c, 2013). The general schema for 
user-centric evaluations is presented in Section 4.2. Results from an instance of the general schema for 
user-centric evaluation are presented in Section 5. 
 
4.1 Cross-evaluating TTM methods: Automated approaches  
The evaluation procedure is composed of the following steps: (a) generation of interesting patterns, (b) 
generation of a “ground truth”, (c) pattern-to-query transformation, (d) sentence retrieval using generated 
queries, and (e) comparison of retrieved sentences and editor-selected “fact” sentences. For step (a), we 
apply the respective TTM methods, which regard bursty patterns as interesting, see Section 3, or 
frequency as a baseline form of interestingness in patterns, see Section 5.1. Steps (b)-(e) are explained in 
the present section. 
A note on temporal indexing that concerns all of the following subsections: we use techniques for 
generating a summary of events in a given period t within a story. Thus, the patterns are generated to be 
bursty within t, the documents are grouped into sets belonging to t, and the resulting retrieved sentences 
and editor-selected sentences likewise belong to t. In principle, any temporal structure could be applied; 
for simplicity, in our evaluation study we partitioned the whole story time into periods of equal length. 
 
 
4.1.1 Crowdsourcing the ground truth?!  
To compile ground-truth descriptions for corpora, we turned to the Web itself. The Web not only provides 
us with a wealth of documents, but also with summaries of events and their progression. Such “timeline” 
documents are particularly interesting when they have already undergone a process of testing for and 
creating a form of consensus – i.e. a form of inter-rater agreement. Documents authored in Wiki fashion 
and in particular Wikipedia articles, which are often written and re-written by hundreds of people, are 
good examples. While there is often extensive disagreement in Wikipedia (Viégas, Wattenberg, & Dave, 
2004), it is generally acknowledged that text portions that remain in a Wikipedia article represent 
consensus (Kriplean, Beschastnikh, McDonald, & Golder, 2007; Adler, de Alfaro, Pye, & Raman, 2008) 
– with the big advantage that this is not a consensus between two or three raters, but between a much 
larger number of people. We therefore chose, wherever possible, this form of “crowdsourcing the ground 
truth” to create our set of ground-truth sentences. To maintain the time-indexed nature of temporal text 
mining, only sentences that contained a date specification (identified via a set of regular expressions) 
were selected from these documents. This approach works very well for many stories of common interest, 
see (Subašić & Berendt, 2010a, 2013). 
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Of course, this approach is not without problems. First, a story has to have raised enough interest to have 
inspired authors to write and publish a timeline document. Second, these documents are subject to the 
same quality challenges as other Wikipedia entries. Third, their authors have not written “their” parts 
independently, such that it is not straightforward to measure inter-rater agreement with the usual metrics. 
Fourth, it is difficult to account for authors’ self-selection bias (although problems of self-selection can 
also not be ruled out when using the standard methods of assessor recruitment). Finally, the information 
sources of the Wikipedia authors may be different from the article corpus used by a TTM method. 
We observed two cases in which the Wikipedia-based approach fails or in which other timeline 
documents are superior. The first case is a story in which developments happen at a certain time, but get 
discovered (and reported) only much later. The resulting reporting, in the timeline, of the dates on which 
events happened cannot serve as a summary of the reporting documents that appeared at this time. An 
example of this case was the Enron story (Wikipedia contributors, 2013). We decided not to cover such 
stories. The second case are special-interest stories for which more detailed sources exist. We found this 
to be the case for celebrity reporting and chose the timeline provided by a fan site as the ground truth. 
In sum, we believe that this method of defining a ground truth cannot replace others, but that it can be a 
useful complement. Future work should investigate to what extent this method can help avoid the 
problems mentioned above in Section 3.2. 
 
 
4.1.2 From patterns to sentences: query generation and sentence retrieval 
Due to differences in the expressiveness levels of story representations, comparing the patterns directly 
with editor-selected sentences would be biased towards the patterns with sentence-like structure. 
Therefore, to make direct comparisons possible, we developed a process for identifying the sentences that 
story elements resemble best. This task is akin to that of sentence retrieval: given a query, rank sentences 
based on some measure of their similarity to that query. Our approach is therefore to transform the 
patterns into queries and then use sentence retrieval. Direct comparisons are then possible on the retrieved 
sentences. The process is shown, along with an example for the combo method STORIES, in Fig. 1. For 
keyword-based methods, word conjunctions are formed; for group-based methods, conjunctions are 
formed from words within a group. We used the Query-likelihood retrieval method (QL) with Jelinek-
Mercer topic smoothing for sentence retrieval, as suggested by the use of this method as a baseline by 
Murdock and Croft (2005). 
 
 
Figure 1. The evaluation pipeline (top) and an example (bottom). The example turns a STORIES pattern 
(the subgraph highlighted in red constitutes the query) into a set of retrieved sentences. 
 
 
The inputs for this model are an index of pseudo-documents and a set of queries used for retrieval. We 
use the set of all sentences from the complete document set as the index. Queries are obtained from story 
representations of evaluated TTM tracking methods. 
We form two types of queries. Generic query generation uses the top-ranking bursty elements from each 
story-representation method. Specific query generation combines the basic story elements into more 
complex queries to account for the semantics of different story representations. An example are 
subgraphs-as-queries for the STORIES method, as shown in the example in Fig. 1. 
For a given TTM method, we use each generic query to retrieve the top-ranked sentences using QL, as 





4.1.3 Quality measures: Comparing retrieved “facts” with editor-selected “ground-truth” 
sentences  
The quality of such a summary can be assessed by the degree to which the retrieved sentences (the 
presumed novel “facts”) resemble the “ground-truth” sentences. The challenge is to measure an aggregate 
reconstruction quality over the possible/plausible fact constructions. We compare retrieved sentences with 
ground-truth sentences in an IR-style evaluation employing measures for scoring each TTM method. 
The “recall-oriented” aggregate measure maxMR measures how well a ground-truth sentence is recalled. 
It uses an atomic measure sim of sentence-to-sentence fit (ROUGE2 or ROUGE.SU4, although others are 
also possible), and then uses the whole corpus to normalise this, accounting for differences in the number 
of retrieval candidates over periods. For each ground-truth sentence, the best-fitting sentence is found in 
the sentences retrieved by the query. The best possible fit is the maximum over all sentences indexed with 
the same time period. Formally: 
 
maxMRt = avgs∈Gt ( maxr∈Rt sim(r, s) / maxr∈At sim(r, s) ) , 
 
where G are the ground-truth sentences, A all sentences from the documents, and R ⊆ A the sentences 
retrieved by the bursty patterns of the method under consideration, each for period t. 
The “precision-oriented” aggregate measure maxMP scales maxMR to reward methods that retrieve fewer 
sentences: 
 
maxMPt = maxMRt × min(|Gt |, |Rt |) / |Rt | . 
 
Each method’s overall scores are formed by aggregating their maxMRt and maxMPt over all periods t. 
(The aggregation method can for example be an average if time is partitioned into equal-sized periods.) 
With the help of the Friedman/Tukey multiple comparison test (Kendall, 1976), we can then determine, 
for a group of methods, which ones differ from one another in a statistically significant way and which 
ones do not, thus identifying a group of top performers. We evaluated the methods named above and 
varied a number of parameters including how many of the top-ranking patterns were used for sentence 
retrieval. For example, methods that belong to the top performers even when only their top 5 patterns are 
used, can be considered to be high-precision in more senses than one: a small number of their top patterns 
retrieves a small number of sentences, and these do well at recalling relevant ground-truth sentences. 
 
 
4.1.4 Case study: An automated evaluation of several TTM methods 
In (Subašić & Berendt, 2010c, 2013), we presented a case study of the above evaluation framework that 
evaluated three methods over five corpora: (Kleinberg, 2002) as a representative of keyword 
representations, (Mei & Zhai, 2005) as a representative of group representations, and STORIES (Subašić 
& Berendt, 2010a) as a representative of combo representations (see Section 2.2 for a definition of the 
three types of representation). The study varied a number of parameters for pattern generation and 
sentence retrieval. The results suggest that the STORIES method is the most robust of all tested methods. 
The research also shows that using bursty patterns’ internal structure for connecting them with ground 




Any given TTM method constructs a certain pattern type and extracts certain information from a corpus. 
Through the proposed mapping to a common format, namely sentences, we were able to make different 
TTM methods comparable. This automated comparison thus focused on the extracted information and – 
by construction – abstracted from the differences in pattern type. 
The automated comparison cannot demonstrate the superiority of a pattern type also for a second reason: 
For any given extracted information (here operationalised as a given set of retrieved sentences R∗) and 
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Thus, such comparisons cannot answer an important question that a system designer would ask: Are 
certain pattern types better for humans? Do they present better affordances for the (re)construction of 
events, do they give people faster insights into a story, do they lead to a more enjoyable user experience? 
The usefulness of the automated comparison method described above also strongly depends on the quality 
of the “ground-truth” sentences selected by the editors or the annotators. As shown in Section 3.2 above, 
this can be the weakest link in the evaluation pipeline. 
In the next section, we will therefore propose a complementary cross-evaluation methodology. We will 
argue that in user-centric evaluations, we can fix the algorithm and thus the information presented and 
vary the pattern type. 
 
 
4.2 Cross-evaluating TTM methods and interfaces: User-centric approaches 
Various approaches to (news-)story tracking led to the development of different research areas like update 
summarization and temporal text mining. In this section and the following one, we focus on the users and 
investigate document-search interfaces for story tracking. We propose a set of tasks and measures to 
evaluate document-search interfaces for story tracking. To the best of our knowledge, this is the first 
cross-evaluation study of document-search interfaces in the context of story tracking, and the first 
systematic account of its relation to automated cross-evaluation. 
Many tasks related to information retrieval have been approached with interaction in mind (Ruthven, 
2008), and several of these tasks have been assessed using standardised evaluation frameworks (Dumais 
& Belkin, 2005). However, all of these disregard the temporal dimension of corpora and thus are not fully 
appropriate for interactive story tracking evaluation. We transform the story tracking task into a fact 
finding and summary creation task. On one side this is similar to the fact finding tasks of the HARD track 
(Allan, 2004), but we provide a broader description of the topics and include search over several time 
periods. 
In the following, we describe the specific choices made in our evaluation of different aspects of our TTM 
method STORIES (see Section 2.3), but frame this specific user experiment in terms of a general scheme 
for cross-evaluating TTM methods. 
 
 
4.2.1 From patterns to sentences: the user task 
We framed the story tracking task as an interactive IR task of fact finding and summary creation. Patterns 
were given to users as summaries and document-search interfaces. We asked them to identify sentences 
from the documents that “best describe the time period they belong to”. We refer to the resulting 
interactive interfaces as summarization interfaces. To simulate story tracking, the task should be solved in 
a number of consecutive time periods. 
 
 
4.2.2 Quality measures: summary quality and other indicators of usability and usefulness 
We defined five sets of measures to capture the various aspects of interfaces for story tracking. The first 
two are observation-based, the remaining ones are based on self-reports and assess subjective evaluations 
of various aspects of usability and usefulness of the summarization interfaces in relation to the task. 
 
Summary quality measures. We quantify the summary quality using the measures for automatic story 




User activity measures. Activity measures show the level of user engagement in story tracking. We wish 
to investigate whether different summarization interfaces provide an incentive for corpus exploration. We 
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defined four activity measures: query length (number of words), number of issued queries, number of 
accessed documents, and exploration time. 
 
Other usability and usefulness measures. Questionnaires were used to assess users’ subjective 
impressions of usability and usefulness. Questions centring on the summarization interface asked how 
well the summarization interface supports the following activities: quick scan of the documents, 
exploration of the different aspects of the document set, and discovery of relevant documents. Other 
questions refer to the task and users’ own performance within the summarization interface: how tedious 
and overwhelming the task was, and how they perceived their success in solving the task. We also 
requested a ranking of the summarization interfaces based on four criteria: easy to learn, easy to use, 
suitable to solving the task, and personal preference. 
 
 
5 USER-CENTRIC EVALUATION OF STORY TRACKING METHODS: A CASE 
STUDY 
In this section, we describe a detailed example of the user-centric cross-evaluation described in general 
terms in the previous section. 
 
 
5.1 Pattern types, tested aspects, and their operationalisation as summarization 
interfaces 
To compare different TTM methods, one needs to offer them in interfaces that resemble one another as 
much as possible. We presented users with four different summarization interfaces (SIs). One was the 
STORIES interface, in which users interact with the story graph by selecting edges that they find relevant. 
These edges are then transformed into a query by concatenating the names of nodes they connect. The 
system returns a set of relevant documents for this query. The main components of STORIES are 
temporal patterns that we use as suggestions and visual graph-based search. (Recall from Fig. 1 that a 
search query is submitted by marking a subgraph.) To test these components, we created two further SIs: 
GRAPH, a graph-based visual search interface based on non-temporal patterns, and SUGGEST, a text-
based search using temporal patterns presented as a list. We added a standard keyword-based interface 
(S.BOX) as a baseline SI. Figure 2 shows the SIs we tested. GRAPH and STORIES look the same, and 




Figure 2. Screen shots of the interfaces: (a) graph-based interfaces STORIES and GRAPH; (b) text-based 
interfaces SUGGEST and S.BOX. SUGGEST and S.BOX are identical except for the highlighted area 
(marked with a red rectangle), which is visible only in SUGGEST. 
 
 
Generating suggestions and graphs. We generated two types of suggestions, temporal and non-
temporal. First, we extracted the content-bearing terms, defined as the 150 top-TF.IDF terms. The 
suggestions were generated for a time period t as described in Section 2.3. For the temporal suggestions 
used in STORIES and SUGGEST, the TR measure was used for the edge weights, and for the non-







Participants. We recruited 24 participants (9 female) using a student forum. As an incentive for 
participation, we offered a 20 Euros voucher for a retail store. Participants had a wide range of study 
directions, and most (16) were PhD or Master students. 
 
Materials. The corpora we collected each consist of two parts: the document set and the ground-truth set. 
The document set is divided into stories which are the sub-corpora discussing the same news subjects. 
The subject is regarded as a higher-level news story. In total, we compiled four stories covering: Britney 
Spears, the Greek debt crisis, the BP oil spill, and the Chilean miners’ accident. A ground-truth set was 
created for each story, using the technique described in Section 4.1.1. Participants explored the document 
sets using the four SIs described in Section 5.1. 
 
Design. Each user tested all SIs and was assigned a unique ordering of them. We counterbalanced the 
order by generating all possible orderings of the four interfaces. There was no reason to expect an effect 
of the order of the stories; therefore, this was kept constant. This produced a total of 24 orderings. Using a 
single SI, a participant always explored the same news story. 
 
Procedure. The participants were asked to read the task instruction and solve the task of identifying 
sentences from the documents that “best describe the time period they belong to”. To simulate story 
tracking, the task was solved in three consecutive time periods. 
Before using each SI, participants were provided with a tutorial followed by a test run. For each period, 
participants were presented with the interface and the initial document list sorted by date and relevance. A 
time limit of seven minutes per period was set, following a pilot study in which participants completed 
the task without the time limit. After seven minutes, participants could finish reading the document they 




Figure 3: Study results for the observed measures, summary quality (top) and user activity (bottom left); 
and comparative measures (bottom right). 
 
 
Before solving the tasks, participants filled in a demographics pre-study questionnaire, and after each SI 
they filled in a post-system questionnaire, in which they rated the interface-specific “other usability and 
usefulness measures” described in Section 4.2.2 on a five-point Likert scale. At the end of the study (after 
the fourth SI), participants were given an exit questionnaire in which they were asked to compare all the 
SIs they had used. Together with this exit questionnaire, participants were presented with the screenshots 
of the SIs in the same order as they had been used during the study. 
Participants were tested in individual sessions lasting about two hours each. After the second SI test was 
completed, there was a 15 minute break. The participants worked with a Mac minicomputer using a 17” 




The value for all summary quality measures (Fig. 3a) was always highest for the graph-based interfaces 
(GRAPH and STORIES). We tested the differences using the Kruskal-Wallace test (due to the non-
normal distribution used instead of ANOVA) with Tukey’s HSD correction for multiple comparisons. No 
statistically significant differences in summary quality were found between interfaces. The analysis of 
user activity measures (Fig. 3b) showed that on average, participants used more and longer queries with 
GRAPH and STORIES. The longest queries (avg. 2.33) were issued with STORIES and the shortest (1.7) 
with S.BOX. The differences were statistically significant (p < .05) between all interfaces except between 
GRAPH and STORIES. With the average of 10.4 queries per period, STORIES engaged participants to 
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issue the highest number of queries. The fewest queries were issued using S.BOX (4.84). The differences 
between S.BOX and all other interfaces were statistically significant. As expected, issuing more queries 
resulted in more document accesses. With STORIES, participants on average read around 27 documents. 
The only statistically significant difference was between STORIES and S.BOX. We found no differences 
between interfaces in exploration time. 
 
 
Table 1. Average values of self-reported measures. 
 
 
The self-reported measures were analysed assuming equal distances between the scores on the Likert 
scale; averages are shown in Table 1. On average, users found that the graph-based interfaces provided 
for an easier access to the relevant documents and exploration of aspects in a story. Participants rated the 
task as slightly more tedious to complete with graph-based interfaces. However, the differences between 
interfaces were not significant for any measure. 
The results of interface comparison (Fig. 3c) show that participants ranked S.BOX as the easiest for using 
and learning. On the other two criteria, users ranked GRAPH and STORIES as the most fitting to the task 
of the study, and they expressed personal preference towards them. All four criteria were tested using the 
Friedman test with Tukey’s HSD. With regard to the criterion easy to learn, only the differences between 
S.BOX and all others were significant (p < .05). For the criterion easy to use, the only significant 
difference of ranking was that between S.BOX and GRAPH. For both the criteria fitting to the task and 
personal preference, there was a significant difference between the ranks of GRAPH and STORIES and 




For all interfaces, we found no statistically significant differences in summary quality measures. The 
observed low performance of participants is most likely the cause of the lack of differentiation between 
the interfaces. We speculate that the reason for a low performance is the complexity of the task. Creating 
a summary may be a job more suited to professional journalists than to regular web users. Nevertheless, 
we discovered several valuable insights into interfaces for story tracking. First, we observed that with 
time, summary quality improves. In the last periods, summary quality was higher than in the first two by 
around 20% for GRAPH and STORIES. In addition, we found that GRAPH and STORIES engaged 
participants in deeper exploration of the document set: they issued more queries and longer queries, and 
they accessed more documents compared to other interfaces. All interfaces except S.BOX include query 
suggestions, and queries can be issued without typing. This provides an easier way of querying, and the 
study shows that users will use facilitated querying (clicking rather than typing) if provided. 
For the self-reported measures, we found no statistically significant differences, but the analysis of the 
direct comparison of the interfaces shows that users expressed higher preference for using graph-based 
interfaces and ranked these two interfaces as the most fitting to the task of the study. The biggest 
differences were found between SUGGEST and STORIES/GRAPH. This suggests that out of graph 
representation and suggestion generation components, the first one is a more important one. This may 
indicate that temporal patterns are not more useful than non-temporal ones for graphs, or alternatively that 
the difference is due to the low performance on the tasks. As this study does not follow the full factorial 
design, this finding should be interpreted keeping this in mind. For most criteria, the standard search-box 
interface is outperformed by graph interfaces. 
In sum, although text-based interfaces are still the most widely used interfaces for search today, we were 
able to show that graph-based interfaces can provide for a different, and for some users better, search 
experience without diminishing the task performance. 
We recognise a number of limitations of this study. It is not clear whether the task we defined is a “good” 
simulation of story tracking. We asked participants to rate, on a five-point scale, how similar the defined 
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task is to the way they follow news, and the average rating was just over three (neutral). Another issue 
concerns current habits: although users had not seen the interfaces prior to the study, text-based interfaces 
resemble most commonly used search interfaces. Thus, some bias towards these interfaces was expected, 
as shown by user perception on learning and operating difficulty. Also, the study should be replicated 
with more users. 
 
 
6 CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS  
In this chapter, we have investigated the summarization of multiple news documents and the challenges 
this poses for evaluation. In particular, we have taken a close look at the role of the sentential format. We 
have described several new alternatives to presenting summaries as natural-language texts, looking in 
particular at graph-based formats. In this concluding section, we will summarize the main points and 
extend the discussion in order to outline directions for future work. 
First, we have argued that to compare different approaches to summarization with one another, we need to 
map them to a common format. We have argued that the mental models that users construct of news texts 
are likely to be sentential and that therefore a mapping of summaries to a sentential format is 
advantageous for the purposes of comparison. However, such comparisons themselves rely on the 
existence and availability of a ground truth, which is also sentential – although studies have shown this to 
be a non-robust procedure of representing a common understanding of multiple texts. This shows that a 
sentential format is also problematic for the purposes of comparison. 
Can the non-sentential formats that we have discussed offer a way out of this dilemma? The results of our 
user study suggest that it is essential for effective summarization to integrate the user into sense-making 
through usable, entertaining and ultimately useful interactive summarization-plus-document-search 
interfaces. Today’s news aggregators are just the beginning in this. In particular, we believe that 
interactive graphical summaries, such as STORIES, illustrate the potentials of future multi-document 
summarization. Other graph-based text representations, such as those used by MUSE, can also be adapted 
for the interactive summarization purposes. 
This may be leveraged in two ways that focus on users in their roles as assessors and as end users, 
respectively. First, graph-based methods and interfaces may be a better preparation for people to 
concentrate on what is essential in a collection of texts, and thus may be a key to enhancing the 
consistency of “gold standard” summaries for evaluating various summarization tasks. Such high-quality 
summarization corpora should also enhance the performance of supervised summarization methods that 
heavily depend on the quality of their training data. Second, it is also conceivable that the quest for “the 
best” summarization is bound to fail because there is no summary that is best for everyone, that instead, 
the best summary is one which stimulates the end user to engage in interactive and individual sense-
making. This perspective augments machine intelligence (through automatic summarization, query-
dependence and user-adaptivity) by a focus on usability. Such a paradigm shift towards user-customised 
summaries should also change the way we evaluate text summarization techniques and replace the “one 
gold standard fits all” approach with carefully designed user studies built upon a variety of summary 
representation formats. 
While graph-based interfaces can provide such usability, an outlook on future summarization should also 
consider the broader context of new devices and use cases. The increasing importance of mobile devices 
especially for the consumption of news presents an interesting test case. On the one hand, the limitations 
of screen resolution both in display and in the granularity of interactivity appear to favour text as a more 
“robust” representation format. A recent example is the success of the summarization app Summly, which 
was recently bought by Yahoo! (Winch, 2013). Summly uses a proprietary single-document extractive 
summarization algorithm, which compresses the content of news articles into 2-3 key sentences that fit 
onto an iPhone screen. The users can link to the original article if they like the summary. Another 





The current popularity of short texts probably also results from habits of information consumption and 
production shaped by Twitter. On the other hand, devices are developing fast and becoming increasingly 
available in a variety of screen sizes. Also, visual information presentation is hugely popular on mobile 
devices, and it may often be easier to apprehend at a glance than textual information (“a picture says more 
than a thousand words”), especially when information is consumed on the move. We believe that this 
presents a good starting point for graph-based summarization formats to exploit and shape visual literacy 
for complementary and/or improved ways of presenting information on mobile devices. 
These developments may also be accompanied by advances in summarization of other types of content, 
for which not even people’s mental models of summaries may be sentential. As an example, take sports 
reports. These are also narratives (and news), but for many purposes the information need may be much 
more schematic: who played against whom in what, and which score was the result? For such purposes, a 
tabular summary of key variables’ values may be optimal (such that the summary can easily be used to 
compare teams’ performance, create statistics, etc.), see Narrativesciencexix and (Levy, 2012). Appropriate 
formats may change even more when content in other modes of discourse is summarized. For example, 
for product reviews as a form of argumentative/evaluative text, the desired summarization may be an 
aggregate such as the relative number of positive vs. negative opinions on a product feature, calling for 
extractive-abstractive hybrids (Carenini & Cheung, 2008). For search results (which may be considered a 
form of descriptive text), the current user interfaces of Web search engines suggest that a list format, or a 
combination of list and aspect-oriented results, is desired. Expository texts such as scientific essays may 
require yet other contents and formats of summarization. The extension of the analysis presented in this 
paper to different types of summarization is an exciting area of future research. Such further analysis 
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KEY TERMS & DEFINITIONS  
 
Burst: sudden surge of importance of some element, where the importance of an element can be measured 
with frequency, probability, etc. 
 
Bursty pattern: a text pattern from a story going through a burst. 
 
Extractive summarization: selection of a subset of the most relevant fragments from a source text into the 




Generic Summarization: processes only a document (or a set of documents) to be summarized. 
 
Language-independent sentence features: statistical features that do not require any morphological or 
syntactic analysis of the summarized text. 
 
Language-specific sentence features: features that require dictionaries and Natural Language Processing 
(NLP) tools. 
 
MUSE (MUltilingual Sentence Extractor): an extractive generic single-document summarization 
approach, which uses a linear combination of language-independent features for ranking each sentence in 
a text document. 
 
Query-based Summarization: processes a document (or a set of documents) to be summarized as well as a 
query expressing the user's interest. 
 
ROUGE (Recall-Oriented Understudy for Gisting Evaluation): an automated method for comparing a 
computer-generated summary to gold standard summaries (generated by human annotators) in terms of 
overlapping units such as n-grams, word sequences, and word pairs. 
 
Story: a set of time-stamped documents related to the same subject (e.g. all news reports about a specific 
natural disaster such as earthquake in Japan 2002). 
 








Figure 1. The evaluation pipeline (top) and an example (bottom). The example turns a STORIES pattern 








Figure 2. Screen shots of the interfaces: (a) graph-based interfaces STORIES and GRAPH; (b) text-based  
interfaces SUGGEST and S.BOX. SUGGEST and S.BOX are identical except for the highlighted area 





Figure 3: Study results for the observed measures, summary quality (top) and user activity (bottom left); 





 GRAPH STORIES SUGGEST S.BOX 
quick scan 3.76 3.32 3.11 3.39 
aspect exploration 3.62 3.32 3.06 3.13 
relevant documents 3.81 3.55 3.22 3.35 
overwhelming 2.95 2.91 2.56 2.17 
tedious 2.67 2.86 2.83 2.65 
successful 3.81 3.5 3.50 3.70 
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