Abstract: Non-intrusive load monitoring (NILM) is a cost-effective technique for extracting device-level energy consumption information by monitoring the aggregated signal at the entrance of the electric power. With the large-scale deployment of smart metering, NILM should ideally be designed to operate purely on the low-rate data from smart meters. In this paper, an approach based on Graph Shift Quadratic Form constrained Active Power Disaggregation (GSQF-APD) is proposed, which is built upon matrix factorization and introduces graph shift quadratic form constraint according to piecewise smoothness of the power signal. In addition, a two-step iterative optimization method is designed to solve this problem. The first step minimizes the regularization term to find the signal with minimum variation, and then the second step uses the simulated annealing (SA) algorithm to iteratively minimize the objective function and constraint based on the total graph variation minimizer. Using one open-access dataset, the strength of GSQF-APD is demonstrated through three sets of experiments. The numerical results show the superior performance of GSQF-APD, with Graph Laplacian Quadratic Form constrained Active Power Disaggregation (GLQF-APD) and the state-of-the-art NILM methods as benchmarks.
Introduction
In recent years, the effects of global warming that are mainly caused by the increase of carbon emissions are becoming more and more tangible. Studies have demonstrated that this phenomenon is directly related to humans' activities and their inefficient use of fossil fuel energy and natural resources, thus it is urgent to promote energy efficiency at homes, commercial sectors, and industries [1] . An effective method is to allow users to monitor the device-level energy consumption information for a long time. Indeed, statistics show that residential and commercial buildings account for 40% of total energy consumption [2] , and studies have estimated that via energy feedback and specific appliance upgrade programs up to 20% of this consumption could be avoided [3] .
Non-intrusive load monitoring (NILM) [4] or load disaggregation is an attractive method that decomposes the mixed energy signal into several individual signals of electrical appliances using only the measurements at the entrance of the electric power. It can provide detailed consumption information both to the energy provider and to the consumers. Compared with the conventional intrusive load monitoring technique that requires installation of one sensor for each appliance, NILM is advantageous without sub-metering or additional hardware, eliminating cost and installation complexity. Moreover, NILM can support the revamping of equipment, demand response [5] , and enable the prediction of the power demand, the decision making for policy makers, and the prevention of overloading or blackouts over the energy network via appliance load shifting [6] .
HMM (HDP-HMM) and Hierarchical Dirichlet Process Hidden semi-Markov Model (HDP-HSMM) [31] . In order to improve the performance of standard Factorial HMM (FHMM), M. Aiad et al. [32] presented a novel energy disaggregation model that embeds the information of mutual devices interactions into the FHMM. In [33] , the Hierarchical HMM (HHMM) is introduced to enhance the representation power of Markov chain based models, especially for multi-mode appliances. The aforementioned methods have been proved effective to disaggregate simple two state or multi-state loads, yet they heavily rely on clean transition from one state to another, and perform poorly for continuously varying appliances (for example, laptops or any other charger), which do not present a significant step increase in the power. On the other hand, unsupervised methods need manual adjustment of parameters, thus it is challenging to generalize them in practice. For alleviating the aforesaid problems, Kolter et al. [34] developed a method based upon a sparse coding algorithm. It uses a dictionary learning approach to construct the model of each appliance without any prior knowledge and does not make any assumptions. Motivated by the success of deep learning, a new deep learning approach, named 'deep sparse coding', is proposed in Ref. [35] . The characteristic is that instead of learning one level of basis/dictionary, it learns multiple layers. Moreover, in order to reduce the complexity of the training/learning process in existing decomposition based algorithms, an innovative time series distance-based approach in the temporal classification domain is proposed [36] . The main strengths are its very short and non-intrusive training period.
In this paper, we propose a low-rate hybrid NILM method. It relies on graph signal processing (GSP) theory [37] , an emerging data analysis tool which can be applied to data classification by expressing the piecewise smoothness of a graph signal, and is suitable for training data that is not sufficient to establish effective classification models. Assuming that only a subset of data element labels are known, the GSP-based data classifier will predict the missing labels using the structure of the graph. The authors in Ref. [38] propose a definition of total variation on graph signals based on the concept of graph shift, which is demonstrated as useful for frequency analysis and data classification. A supervised classification method based on GSP is proposed in Ref. [39] and is applied to image and document datasets. Recently, some researchers have applied the theory of GSP into NILM, such as Ref. [40, 41] , yet they both adopt the graph signal's total Laplacian smoothness as the regularization term, the classification accuracy of which is lower than that of graph shift-based regularization [38] .
Contributions
Inspired by Ref. [38] , we choose active power as signature and propose a GSP-based hybrid NILM algorithm. We first model the power disaggregation as a Matrix Factorization (MF) problem and formulate the objective function. Then, in order to reduce the training complexity and corresponding overhead, we integrate the technical idea of the event-based approaches into the MF problem, thus a novel hybrid NILM is formed, where GSP is used for event detection through adding constraint to the MF problem. In this paper, we construct a graph with the active power measurements and introduce the graph shift quadratic form as a new regularization term of the MF problem. Finally, we design a two-step iterative optimization method to solve the problem, the first step minimizing the regularization term to find the signal with minimum variation, and based on the total graph variation minimizer, the second step uses the simulated annealing (SA) algorithm to iteratively minimize the objective function and constraint.
We refer to the proposed algorithm in this paper as Graph Shift Quadratic Form constrained Active Power Disaggregation (GSQF-APD). The major contributions of this paper are 4-fold, which are listed as follows:
•
We pose the power disaggregation as a MF problem and integrate the technical idea of the event-based approaches into the MF problem, i.e., GSQF-APD is actually a hybrid NILM, which can reduce the training complexity.
The graph shift quadratic form is introduced as a new regularization term, which outperforms the Laplacian-based approach in classification accuracy.
• We separate the appliances from the aggregate power signal one by one in a descending order, which reduces the coverage to low power appliances, and obviously improves the disaggregation accuracy.
Compared with other algorithms that require a training process, GSQF-APD is less dependent on training data.
The rest of the paper is organized as follows. Section 2 makes a statement of the problem and elaborates on the proposed GSQF-APD algorithm. Section 3 describes the experimental design and results. The final section concludes the paper and discusses future work.
Methodology

Problem Statement
As described previously, load disaggregation can be interpreted as a single channel source separation problem, whose main objective is to extract individual source signals from the aggregated signal taken from a single point power meter. The aggregated signal is considered to be a linear mixture of the individual sources. That is,
where P(i) is the observed mixture signal at time t i , p k (i) is the individual active power consumption of appliance k at time t i , and e(i) is the error component including random noise and some unknown appliances in the house. Additionally, N p denotes the number of all known appliances in the house.
In this paper, we use the active power variation as a signature to recover the original component signals from the mixture signal. Thus, we can rewrite the Equation (1) as,
where
An effective method to deal with the source separation problem is MF, where source signal ∆p k at time t i is modeled by ∆p
, where b l k denotes the bases collecting the main signatures of source ∆p k and a l k is the corresponding activation. In this paper, we adopt the difference between mean power value of appliance k's consecutive states, ∆p k , as a base. According to the above description, source signal can be expressed as,
where ∆p k represents the base of device k, and a k is the activation coefficient. By performing MF, we need to calculate the activation coefficient for each appliance. Assuming that ∆p k (i), i = 1, 2, · · · , n is available for all appliances during training, we can formulate the corresponding optimization problem before imposing any constraints as,
In Equation (4), A 1:
is an activation matrix and each row of A 1:N p , i.e., A k = [a k (n + 1), · · · , a k (N)] denotes the activation vector of appliance k. f (α(i)) is the objective function. b is the base vector and α(i) is the activation vector of all appliances at time t i . Note that N is the total number of samples of interest and n + 1 < i ≤ N denotes the testing phase.
After activation coefficient matrix A 1:Np is acquired, we can calculate the power variation of each appliance using Equation (3).
Graph Shift Quadratic Form Constrained Active Power Disaggregation
As mentioned in [42] , one of the key points for designing a MF problem is to find an appropriate application-specific constraint. Unlike previous methods, in this paper, we innovatively integrate the technical idea of the event-based approaches into the MF problem. Rather, we use GSP, an emerging classification technique, to classify the active power variation at each moment by adding graph shift quadratic constraint to the optimization problem in Equation (4) . According to the classification results, we can determine whether there is an appliance changing its state and obtain the activation coefficient for each device. That is to say, MF is realized. Once all activation coefficients are calculated, the power consumption at different times of each appliance can be acquired. Hence, our proposed algorithm can be called GSP-based hybrid NILM, which combines the basic ideas of event-based and non-event based NILM. In the following paragraphs, we elaborate on the GSQF-APD algorithm.
There are two basic methods to signal processing on graphs [38] . One is based on the spectral graph theory [43] , adopting the graph Laplacian matrix that characterizes the underlying relational structure of the data as its fundamental building block. The other is motivated by the algebraic signal processing (ASP) theory [44, 45] , using the graph shift operator as its basic building block.
We construct a graph G = (v, E), where v = {v 1 , · · · , v N } indicates the set of nodes and E is a weighted adjacency matrix of the graph. Each node v i ∈ v is associated to one sample ∆P(i), i = 1, · · · , N. The similarity between ∆P(i) and ∆P(j) is embodied in the edge weight between v i and v j , which is defined by the Gaussian kernel weighting function,
where σ is the scaling factor. Using the graph, we refer to the samples as a graph signal s, where each element s(i) is indexed by node v i of the given representation graph G = (v, E). In this paper, s is defined as a set of classification labels, in which s(i) corresponds to the label of the class that element ∆P(i) belongs to. The features of a graph signal are very complex, where the smoothness is an important property to reflect the intrinsic structure of the graph signal. The smooth signal model based on the concept of smoothness is widely used in the regularization and semi-supervised learning of graphs. There are two methods to define the total smoothness on graph signals, one using the graph shift matrix (i.e., adjacency matrix) and the other via the graph Laplacian matrix.
The graph signal's total variation (i.e., global smoothness) based on the shift matrix is defined as [38] ,
where S 2G (2) = 0.5 s − E norm s 2 2 is the graph shift quadratic form and E norm = (1/|λ max |)E is the normalized form of graph shift matrix. λ max indicates the eigenvalue of E with the largest magnitude.
The graph signal's total variation based on the Laplacian matrix is defined as [37] ,
where S 2L (2) = s T Ls is the graph Laplacian quadratic form. The Laplacian matrix L is defined as
Large dataset classification usually cannot be performed manually. A common method to address the problem is to use a known structure of the dataset to predict the labels of the remaining elements [38] . In GSP-based data classification, the elements with strong correlation are usually connected by high-weight edges and represented via the same classification label s(i), which makes s vary smoothly from node to node, i.e., the signal values of connected nodes are likely to be the same [40] . Therefore, using the information about similarity between elements, we can infer unknown labels from known ones. If graph signal s is piecewise smooth with respect to the underlying graph structure, S 2G (2) and S 2L (2) are generally small. Thus, we can introduce them as a regularization term for the optimization problem in Equation (4) . Since experiments in Ref. [38] show that classifiers designed by graph shift matrix create higher classification accuracy than the classifier based on the graph Laplacian matrix, we adopt the graph signal's total variation based on the shift matrix as a regularization term in this paper.
In the training stage, we assume that ∆P(i) and ∆p k (i) is accessible, for i = 1, . . . , n. The final disaggregation task is to estimate ∆p k (i), for i = n + 1, . . . , N. First, we define an N-length graph signal s k for appliance k as,
where Thr k is the power threshold for appliance k, which is set to be one half of the base ∆p k . During the training process (i ≤ n), if appliance k changes its state at time t i , s k (i) is set to +1; if not, s k (i) is set to −1. For the testing dataset (n < i ≤ N), we do not know whether the appliance change state at first, so we initialize s k (i) to 0.
Then, using piecewise smoothness of graph signal as a prior, we introduce S 2G (2) as a regularization term of the optimization problem in Equation (4), i.e.,
where ω is a regularization parameter, which controls the relative importance of minimization Equation (4) and smoothness of graph signal. Note that there is a mapping between s k (i) and a k (i). The following is the specific mapping process. Firstly, we need to set the classification threshold T s . Then, if s k (i) > T s , we can infer that appliance k changed state at time t i ; otherwise, appliance k did not change state, a k (i) = 0. When judging the stat of appliance k changed at t i , we need to further determine whether it is on or off. If ∆P(i) is positive, we can judge appliance k is opening at time t i , so a k (i) = +1. On the contrary, if ∆P(i) is negative, we can judge appliance k is closing at time t i , so a k (i) = −1.
Two-Step Iterative Optimization Method
Since appliance number N P and the length of testing dataset N-n tend to be large, Equation (9) is difficult to solve as it involves a large set of optimization variables. In order to simplify the solving process, we propose a two-step iterative optimization method. The first step minimizes the regularization term to find the signal with minimum variation, and based on the total graph variation minimizer the second step iteratively minimizes both terms in Equation (9) using SA algorithm to find global optimal solution.
In
Step 1, to minimize the regularization term, we adopt the following method. First, the appliances are sorted according to the average power in a descending order. Then, we separate the appliances from aggregate power signal one by one in this order until all the appliances are separated. After an appliance is disaggregated, its power consumption is removed from the total load. Note that this method reduces the coverage to low power appliances, and the disaggregation accuracy is improved obviously.
According to the above analysis, the problem of minimizing the regularization term can be transformed into solving an unconstrained quadratic optimization problem repeatedly as follows,
Let X = I − E norm . Using the partitioned matrix computation, we can rewrite the smoothness term as,
. . .
Since s k (1 : n) has determined during training, M · s k (1 : n) is a constant vector, denoted by β. Thus, the Equation (10) can be simplified as,
This is a typical unconstrained quadratic optimization problem with the well-known analytical solution [46] ,
Once s k (n + 1:N) is determined, we can get the activation vector A k according to the mapping between s k (i) and a k (i). Then we can calculate the power variation of appliance k according to Equation (3). After appliance k has been disaggregated, its contribution to the total power variation is removed by subtracting ∆p k (i) from ∆P(i), for i = 1, 2 · · · N.
We repeat the process of solving the unconstrained quadratic optimization problem for all appliances in the order of mean power from high to low. By minimizing the regularization term, we can get the optimal α * (i), for i = n + 1, · · · , N, which is also called the total graph variation minimizer.
Although in Step 1 we obtain the total graph variation minimizer, it is easy to encounter the over-smooth phenomenon. In order to overcome this problem, in Step 2 we adopt the SA algorithm to minimize the objective function and constraint in Equation (9) iteratively and select the total graph variation minimizer as the initial point. In Ref. [40] , the method of generating a candidate solution only guarantees to reduce the number of false positives (FP), but is unable to decrease the number of false negatives (FN). Therefore, in the two-step iterative optimization method, we make a corresponding improvement, adding the processing procedure of the FN, i.e., the green part in the Figure 1 . Figure 1 shows the flow chart of the proposed GSQF-APD algorithm. 
Experiment and Results
In this paper, we designed three different experiments for evaluating our proposed GSQF-APD algorithm. The first experiment is designed to demonstrate the disaggregation effectiveness of GSQF-APD. The second experiment is devised to analyze the classification accuracy of the two GSP-based methods, our proposed GSQF-APD, and the other Graph Laplacian Quadratic Form constrained Active Power Disaggregation (GLQF-APD) [40] . The third experiment is carried out to contrast the performance of the proposed algorithm with the state-of-the-art NILM approaches.
Performance Metrics
According to the research carried out in Ref. [47] , the typical metrics chosen to evaluate the algorithm performance involve two aspects of the disaggregation problem: the classification of the switching activity or state transition of all appliances, and the energy disaggregation, i.e., appliances' contribution in energy consumption.
The representative metrics to evaluate classification performance include precision (P c ), recall (R c ), F-Measure (F c ), and Accuracy (Acc c ) [47] . Specifically, precision is the proportion of samples recognized as class c that are correct, recall is the proportion of samples belonging to class c that are recognized correctly, F-Measure is taken to be the weighted harmonic mean of precision and recall, and accuracy is the classification ability for all samples. These metrics are defined as follows,
where c ∈ Ω, Ω denotes the set of electric appliances. Finally, in order to present the total performance of the disaggregation system, the average classification accuracy is computed,
where Acc c is the cth appliance classification accuracy. From the perspective of energy disaggregation, the effectiveness of the algorithm is evaluated by comparing the estimated power with the ground truth power consumption.
The related metrics are defined as follows:
• Disaggregation accuracy (DA):
wherep k (i) is the disaggregated power consumption of appliance k at time t i ; p k (i) refers to the actual power of appliance k at time t i , and P(i) is the measured aggregate power consumption at time t i .
• Disaggregation error (DE):
DE provides a global comparison between the ground truth and estimated signal.
• Percentage of contribution in energy consumption (PCEC):
where PCEC k represents the contribution of appliance k in energy consumption.
Experimental Results and Discussion
In this paper, the dataset used for the experiment is the REDD dataset, one open-access dataset containing detailed power usage information from US houses and specifically towards the task of energy disaggregation [48] , downsampled to 1 min. For validation purposes, we treat the main type of appliance on the individual circuit as known appliance. They are: microwave (MW), dishwasher (DW), kitchen outlet (KO), stove (ST), air-conditioning (AC), washer dryer (WD), oven (OV), bathroom_gfi (BG), electronics (EL), refrigerator (REFR), and lighting (LT). Besides, baseload and unknown appliances are respectively abbreviated as BL and UN.
In order to implement a realistic energy disaggregation task and verify the effectiveness of our algorithm, the data selected for the experiment should contain all the household devices.
(1) Effectiveness of GSQF-APD algorithm. In the experiment, we use the aggregated active power readings of House 1 and House 2 from REDD dataset, and respectively select a period of time without any invalid intervals to demonstrate the disaggregation performance of the proposed algorithm. The disaggregation result of GSQF-APD for two typical days of House 2 is shown in Figure 2 .
The red dotted curve in Figure 2 stands for the aggregate power, and other curves indicate the estimated power consumption of each appliance, which are separated from the aggregate power through GSQF-APD algorithm. Because the aggregated power curve is the superposition of each appliance power curve; to a certain extent, the power consumption of each independent appliance will be reflected on the aggregate power curve. Note that there is a good alignment between the disaggregated results and the actual aggregate power, which demonstrates the excellent performance of GSQF-APD algorithm as a whole. For a more detailed comparison between the ground truth and the disaggregated appliances' active power, we conducted a further experiment using the data from House 1, which has a similar number of appliances to House 2 but presents more working states, and thus it is more challenging to disaggregate [49] . The result is shown in Figure 3 . In order to evaluate the performance on a single or multiple activations, an appropriate time interval is represented in the figure for each appliance. As shown in Figure 3 , the appliances with high steady powers are relatively easy to disaggregate, while those appliances with multiple working states or complex operation period are difficult to recognize. For example, the washer dryer, the oven, the bathroom_gfi, and the kitchen outlet have been successfully reconstructed, however, the microwave and the dishwasher are reconstructed with some errors. For microwave, it performs well in the activation period, whereas it brings in some false energy distribution during the off period. For dishwasher, owing to the multiple power levels, there are some working states not detected or recognized erroneously. (2) Comparison of two GSP-based methods, GSQF-APD and GLQF-APD [40] . In this experiment, we compare the two approaches in two sections. In the first section, we compare the classification performance for House 2 of the two methods. The corresponding results are reported in Figure 4 , where the precision, recall, and F-Measure are reported in Figure 4a -c, respectively. The values are related to Table 1 , which is very informative about details of each appliance's classification result and the absolute improvement of three classification metrics. Firstly, contrasting Step 1 and
Step 2 of the GSQF-APD algorithm, we can see that the Step 2 performs better than Step 1 in classification accuracy, where the precision, recall, and F-measure of most appliances are significantly improved. It further illustrates that Step 2 simultaneously reduces the FP and FN events that occurred in Step 1 by using the SA algorithm to refine the results. Then, we observe that although the GLQF-APD algorithm (Solution 1 and Solution 2) produces a relatively high precision, it leads to significantly worse recall and F-measure performance than the GSQF-APD algorithm, especially for the low power appliances, for instance, lighting. In addition, note that for the GLQF-APD algorithm, the recall does not improve in Solution 2 compared with Solution 1, which indicates that the FN events are not decreased. Overall, our proposed GSQF-APD shows that average F-measure value for House 2 is 0.87, which is better than the GLQF-APD approach that shows F = 0.75 for the same house. Thus, we can conclude that the proposed method is more accurate than GLQF-APD in classification. Estimating the percentage of contribution in the total energy consumption or the power usage of each appliance is also an important aspect that has received much attention. Therefore, in the second section, we analyze the PCEC value obtained by GSQF-APD and GLQF-APD. Figure 5 presents the PCEC metric of each appliance in House 1, 2 and 6 during two typical days of testing, where the left, middle, and right groups represent House 1, 2 and 6, respectively. In each group, there are three columns. The first one is the actual energy consumption contribution for each appliance in the whole home, while the last two are PCEC of all the appliances estimated by GSQF-APD and GLQF-APD. Note that baseload refers to the relatively small power produced by other devices (except the main type of appliance) on each circuit, which are characterized with constant opening over a long period of time. Unknown in the first column is defined as the difference between the measured aggregate power and the sum of the appliance's power in each individual circuit, while in the last two columns it denotes the difference between the sum of disaggregated power and the actual aggregate consumption. From Figure 5 , we find that there are some appliances not involved in the particular house. This can be attributed to three aspects: the first one is the appliance is OFF during testing, the second is the appliance's energy consumption is too low, and the last is that the appliance is not present in the house. Analyzing the results in three houses, we observe that GSQF-APD achieves a better disaggregation performance than GLQF-APD with a closer PCEC metric to the ground truth for most appliances. In House 1, the average absolute difference after decomposition using GSQF-APD algorithm is 3.26%, whereas the average value obtained by GLQF-APD is 4.30%. Similarly, for Houses 2 and 6, the average absolute differences produced by GSQF-APD are 0.90% and 2.12%, lower than the results 1.31% and 2.97% produced by GLQF-APD, respectively. Figure 6 . We can see that the two GSP-based algorithms, GSQF-APD and GLQF-APD, achieve higher accuracy than the SVM-based method, especially when the ratio of training data is small (under 8%), the difference of classification accuracy can exceed 20%. This observation demonstrates that the GSP-based approach reduces the dependence on training data compared with the SVM-based method. Furthermore, the GSQF-APD approach that uses the graph shift-based regularization term outperforms the GLQF-APD approach that introduces the Laplacian quadratic form as a regularization term. The classification accuracy gap between GSQF-APD and GLQF-APD varies from 2% to 13%. Note that the curve obtained by the SVM-based method presents a relatively obvious step-characteristic, which is due to the fact that training data in a certain interval contains the same number of useful labels. With respect to the training complexity, we adopted the average training time as a metric. When two days of data are used, comprising over N = 2800 samples, the average training time for REDD is about 7.64 s. It is faster than the sparse coding based method which disaggregates the same amount of data in about 25 s, as reported in Ref. [35] .
Then, we compare our results, F MP , with those of the GLQF-APD algorithm, F ML , the HMM-based algorithm, F MH , as reported in [40] , and the DT-based algorithm [25] , F MDT . Tables 2-4 show the results for REDD Houses 1, 2, 6, respectively. It can be seen that the proposed GSQF-APD approach in general outperforms other three state-of-the-art NILM approaches across all three houses. The HMM-based method has good performance in disaggregating refrigerator, since its operation is continuous and sole (i.e., usually the only one running at night) and thus has large data availability for training and facilitating good models. However, for other devices especially kitchen appliances, namely stove, microwave, and kitchen outlet, which usually have a short operation time, the HMM-based method performs poor. The DT-based method works well for the appliances that have a long operation time, such as refrigerator in the three houses and the ones that have small fluctuations in power during their steady-state operation, such as microwave in Houses 1 and 2. In addition, it is worth noting that our proposed GSQF-APD achieves the best disaggregation performance for multi-state appliances, for example washer dryer and dishwasher.
On the other hand, Table 5 presents a comparison of disaggregation accuracy of the two GSP-based methods to the three FHMM-based unsupervised methods of [31] and two FHMM-based methods of [32] , as reported in [41] . As can be seen from the table, the proposed GSQF-APD algorithm provides the highest accuracy, while the other GSP-based algorithm, GLQF-APD, is more accuracy than Expectation Maximization FHMM (EM-FHMM), Factorial HDP-HMM (F-HDP-HMM) and two FHMM approaches considering or ignoring interaction, but performs more poorly than F-HDP-HSMM. Table 5 . Disaggregation accuracy comparison with [31] and [32] for House 2.
Algorithm Disaggregation Accuracy (DA)
GSQF-APD 90.66% GLQF-APD 82.37% EM FHMM [31] 50.8% F-HDP-HMM [31] 70.7% F-HDP-HSMM [31] 84.8% FHMM (with interaction) [32] 66.5% FHMM (without interaction) [32] 65.8%
Conclusions and Future Work
In this paper, a novel GSQF-APD algorithm is proposed, which is essentially a GSP-based hybrid NILM. As the experiment results show, adding the graph shift quadratic form constraint to the MF problem leads to significant improvement in classification accuracy compared with the graph Laplacian quadratic form constraint in GLQF-APD. In addition, we discuss the PCEC value of GSQF-APD and GLQF-APD using three houses power measurements from REDD dataset. The results also confirm that our method is robust with a short training phase. Moreover, we demonstrate that GSQF-APD outperforms the state-of-the-art NILM approaches, such as HMM-based algorithm, DT-based algorithm and FHMM-based algorithm. One essential limitation in power disaggregation research is the lack of a comprehensive dataset. Thus we focus on the low-rate NILM, and experiments show that our proposed algorithm works well with data sampled at a frequency of about once a minute.
Further work will include reducing computational complexity and improving event detection via pre-processing (denoising and filtering). Furthermore, we will attempt to decrease the number of FP and FN by exploiting time intervals as a feature. It may be possible to solve the problem of one state change lasting longer than the sampling duration and multiple consecutive events being identified.
