We develop a modular and tractable framework for solving an adaptive distributionally robust linear optimization problem, where we minimize the worst-case expected cost over an ambiguity set of probability distributions. The adaptive distrbutaionally robust optimization framework caters for dynamic decision making, where decisions adapt to the uncertain outcomes as they unfold in stages. For tractability considerations, we focus on a class of second-order conic (SOC) representable ambiguity set, though our results can easily be extended to more general conic representations. We show that the adaptive distributionally robust linear optimization problem can be formulated as a classical robust optimization problem. To obtain a tractable formulation, we approximate the adaptive distributionally robust optimization problem using linear decision rule (LDR) techniques. More interestingly, by incorporating the primary and auxiliary random variables of the lifted ambiguity set in the LDR approximation, we can significantly improve the solutions, and for a class of adaptive distributionally robust optimization problems, exact solutions can also be obtained. Using the new LDR approximation, we can transform the distributionally adaptive robust optimization problem to a classical robust optimization problem with an SOC representable uncertainty set. Finally, to demonstrate the potential for solving management decision problems, we develop an algebraic modeling package and illustrate how it can be used to facilitate modeling and obtain high quality solutions for medical appointment scheduling and inventory management problems.
Introduction
Addressing uncertainty in many real world optimization problems has often lead to computationally intractable models. As a result, uncertainty is often ignored in optimization models and this may lead to poor or even unacceptable decisions when implementing them in practice. We characterize uncertainty as risk, whenever the probability distribution is known, or otherwise as ambiguity (Knight 1921) . Traditionally, mathematical optimization models such as stochastic programming (see, for instance, Birge and Louveaux 1997, Ruszczyński and Shapiro 2003) are based on the paradigm of risk and they do not incorporate ambiguity in their decision criteria for optimization.
However, with the growing importance of ambiguity in decision making (see, for instance, Ellsberg 1961, Hsu et al. 2005) , research on ambiguity has garnered considerable interest in various Article submitted; fields including economics, mathematical finance and management science. In particular, robust optimization is a relatively new approach that deals with ambiguity in mathematical optimization problems. In classical robust optimization, uncertainty is described by a distribution free uncertainty set, which is typically a conic representable bounded convex set (see, for instance, El Ghaoui and Lebret 1997 , El Ghaoui et al. 1998 , Ben-Tal and Nemirovski 1998 , 2000 , Bertsimas and Sim 2004 , Bertsimas and Brown 2009 , Bertsimas et al. 2011 . The key advantage of a robust optimization model is its computational tractability and it has been successful in providing computationally scalable solutions for a wide variety of management inspired optimization problems.
In evaluating preferences over risk and ambiguity, Gilboa and Schmeidler (1989) propose a decision criterion that is based on the worst-case expected utility or disutility over an ambiguity set of probability distributions. Scarf (1958) is first to study a single-product Newsvendor problem where the precise demand distribution is unknown but is only characterized by its mean and variance.
Subsequently, such models have been extended to minimax stochastic optimization models (see, for instance, Žáčková 1966 , Dupacova 1987 , Breton and EI Hachem 1995 , Shapiro and Kleywegt 2002 , Shapiro and Ahmed 2004 , and recently to distributionally robust optimization models (see, for instance, Chen et al. 2007 , Chen and Sim 2009 , Popescu 2007 , Delage and Ye 2010 , Xu and Mannor 2012 . In terms of tractable formulations for a wide variety of single stage convex optimization problems, Wiesemann et al. (2014) propose a broad class of ambiguity sets where the family of probability distributions are characterized by conic representable expectation constraints and nested conic representable confidence sets.
Dynamic optimization models, where decisions adapt to the uncertain outcomes as they unfold in stages, typically suffer from the "curse of dimensionality" and are computationally intractable (see, for instance, Shapiro and Nemirovski 2005 , Dyer and Stougie 2006 , Ben-Tal et al. 2004 . To yield tractable models, linear decision rule (LDR), where adaptive decisions are restricted to affine functions of the uncertain parameters, was proposed in the early literature of stochastic programming. However, the technique had been abandoned due to suboptimality of the decision rule (see Garstka and Wets 1974) . Nevertheless, LDR approximation has been revived by Ben-Tal et al. (2004) in their seminal work on adaptive robust optimization 1 . Subsequently, Bertsimas et al. (2010) establish the optimality of LDR approximation in some important classes of adaptive robust optimization problems. Chen and Zhang (2009) further improve the LDR approximation by extending the affine dependency to the auxiliary variables associated with the support set. For solving adaptive distributionally robust optimization problems, Chen et al. (2007) propose tractable formulations using LDR approximation techniques. Henceforth, variants of piecewise-linear decision rule approximation have been proposed to improve the approximation while maintaining the tractability of the adaptive distributionally robust optimization models. Such approaches include the deflected and segregated LDR approximation of Chen et al. (2008) , the truncated LDR approximation of See and Sim (2009) , and the bideflected and (generalized) segregated LDR approximation of Goh and Sim (2010) . Interestingly, there is also a revival of using LDR approximation for solving multistage stochastic optimization problems (Kuhn et al. 2011 ).
For broader impact, a general purpose optimization framework to address a wide variety of optimization problems should be implementable in software packages where reliable solutions can be obtained with reasonable computational effort. Compared to deterministic optimization frameworks such as linear optimization, classical optimization frameworks that deal with uncertainty such as stochastic optimization and dynamic optimization have been less successful. Software packages that facilitate robust and distributionally robust optimization modeling have begun to surface in recent years. Existing toolboxes include YALMIP (Löberg 2012) , AIMMS (http://www.aimms.com/), ROME Sim 2009, 2010) . and JuMPeR ( http://jumper.readthedocs.org). Of these, ROME, AIMMS and JuMPeR have also incorporated LDR approximation.
Our contributions to this paper are as follows:
1. We propose a tractable and scalable framework for solving an adaptive distributionally robust linear optimization problem, where we minimize the worst-case expected cost over a second-order conic (SOC) representable ambiguity set. We show that adaptive distributionally robust linear optimization problem can be formulated as a classical robust optimization problem.
2. To obtain tractable formulation, we approximate the adaptive distributionally robust linear optimization problem using LDR techniques. Depending on the choice of ambiguity set, the resulting framework is either a linear optimization problem or a second order conic optimization problem (SOCP), which can be solved efficiently by general purpose commercial grade solvers such as CPLEX and Gurobi.
3. We show that we can significantly improve the LDR approximation by incorporating the auxiliary random variable associated with the lifted ambiguity set. This approach outperforms more sophisticated decision rule approximations developed in Zhang (2009), Chen et al. (2008) , See and Sim (2009), Goh and Sim (2010) . Using the new LDR approximation, we can transform the adaptive distributionally robust optimization problem to a classical robust optimization problem with an SOC representable uncertainty set.
4. We demonstrate our approach for addressing a medical appointment scheduling problem as well as a multiperiod inventory control problem. In these problems, we also show that by incorporating partial cross moments information in the ambiguity set, we can significantly improve the solutions over alternatives found in recent literature where the ambiguity set is only characterized by marginal moments.
Notations. We use [N ] , N ∈ N to denote the set of running indices, {1, . . . , N }. We generally use bold faced characters such as x ∈ R N and A ∈ R M ×N to represent vectors and matrices, respectively and [x] i or x i to denote the ith element of the vector x. We use (x) + to denote max{x, 0}. Special vectors include 0, 1 and e i which are respectively the vector of zeros, the vector of ones and the standard unit basis vector. We denote R N,M as the space of all measurable functions from R N to R M that are bounded on compact sets. We use P 0 (R I ) to represent the set of all probability distributions on R I . A random variable,z is denoted with a tilde sign and we usez ∼ P, P ∈ P 0 (R I )
to definez as an I dimensional random variable with probability distribution P. We denote E P [·] as the expectation over the probability distribution P. For a set W ⊆ R I , P [z ∈ W] represents the probability ofz being in the set W evaluated on the distribution P.
An adaptive distributionally robust linear optimization problem
We first focus on a two-stage adaptive distributionally robust linear optimization problem where the first stage or here-and-now decision is a vector x ∈ R N 1 chosen over the feasible set X. The cost incurred during the first stage in association with the decision x is deterministic and given by c x, c ∈ R N 1 . In progressing to the next stage, the random variablez ∼ P, P ∈ P 0 (R I ) with support W ⊆ R I 1 is realized; thereafter, we could determine the cost incurred at the second stage. Similar to a typical stochastic programming model, for a given decision vector, x and a realization of the random variable, z ∈ W, we evaluate the second stage cost via the following linear optimization problem,
Here, A ∈ R I 1 ,M ×N 1 , b ∈ R I 1 ,M are functions that map from the vector z ∈ W to the input parameters of the linear optimization problem. We assume that these functions are affinely dependent on z ∈ R I 1 and are given by,
stochastic programming as the recourse matrix, and the vector d ∈ R N 2 are constants, which correspond to the stochastic programming format known as fixed recourse. Note that Problem (1) may not aways be feasible and, as in the case of complete recourse, the recourse matrix can influence the feasibility of the second stage problem.
Definition 1. The second stage problem (1) has complete recourse if and only if for any t ∈ R M , there exists y ∈ R N 2 such that By ≥ t.
Complete recourse is a strong sufficient condition that guarantees the feasibility of the second stage problem for all x ∈ R N 1 and z ∈ R I 1 . Many real-life stochastic programming models, including the newsvendor problem and its variants are modeled as complete recourse problems, which ensure that no outcome can produce infeasible results. However, there are also problems that would generally not satisfy complete recourse, such as a production planning problem where a manager determines a production plan today to satisfy all uncertain demands for tomorrow instead of incurring penalty. For more information, we refer interested readers to Birge and Louveaux (1997) .
Typically, a weaker condition is assumed in stochastic programming to ensure that the second stage problem is essentially feasible.
Definition 2. The second stage problem (1) has relatively complete recourse if and only if the problem is feasible for all x ∈ X and z ∈ W.
Given an ambiguity set of probability distributions, F, the second stage cost is evaluated based on the worst-case expectation over the ambiguity set given by
Corresponding, the here-and-now decision, x is determined by minimizing the sum of the deterministic first stage cost and the worst-case expected second stage cost over the ambiguity set as follows:
The SOC ambiguity set It has well been known that the tractability of a robust linear optimization problem is highly dependent on the choice of the uncertainty set. We will focus on an SOC representable set, which encompasses a polyhedron as a special case and we can describe a wide variety of common uncertainty sets including the Euclidean ball and the budgeted uncertainty set of Bertsimas and Sim (2004) . For general convex ambiguity set, we would refer readers to Ben-Tal et al. (2015) for the techniques of reformulating robust optimization problems via Fenchel duality, which can also be applied to the analysis in this paper. Although general purpose solvers are not available for more general convex problems, this may benefit readers working on problems whose structural properties would allow the resulting reformulation to be solved even without general purpose solvers.
The robust counterpart corresponding to an SOC uncertainty set is at most an SOCP, which is an established optimization format supported by commercial solvers that scale well with the number of variables in the problem. Similar to the classical robust linear optimization problems, the tractability of a distributionally robust linear optimization problem is also dependent on the choice
of the ambiguity set. In particular the ambiguity set based on information of moments, notwithstanding its popularity, may not necessarily yield tractable distributionally robust counterparts.
We propose an SOC representable ambiguity set where we restrict only to SOC representation.
For generalization to the ambiguity set of Wiesemann et al. (2014) , we refer interested readers to e-companion EC.5.
Definition 3. An SOC ambiguity set, F is an ambiguity set of probability distributions that can be expressed as
The support set W is an SOC representable set and the epigraph of each
is an SOC representable set.
As an illustration, for some given (f , h)
representable function because its epigraph is SOC representable given by
The formulation of SOC representable functions is a process that can be automated in an algebraic modeling software package. For more information, we refer interested readers to Ben-Tal and Nemirovski (2001a) for an excellent reference on the algebra of SOC representable functions. The SOC ambiguity set provides useful and interesting characterization of distributions including:
• Bounds on mean values:
• Upper bound on absolute deviation:
• Upper bound on variance:
• Upper bound on p-ordered deviation:
and some rational p ≥ 1.
• Upper bound on semi-variance:
• Approximate upper bound on entropy: E P [exp(f z)] ≤ σ, for some f ∈ R I 1 . We refer readers to Ben-Tal and Nemirovski (2001a) for the approximate SOC representation.
• Upper bound on convex piecewise linear function:
An important class of ambiguity set that could be modeled in the ambiguity set of Wiesemann et al. (2014) but not ours is the cross moment ambiguity set as follows,
Observe that the semidefinite constraint
is equivalent to the following semi-infinite quadratic constraints
Hence, as a conservative approximation of the cross moment ambiguity set, we propose the partial cross moment ambiguity set, which is an SOC ambiguity set as follows:
for some choice of parameters f 1 , . . . , f K ∈ R I 1 . Observe that the approximation never deteriorates with addition of new vectors, f k , k > K. In our applications to inventory control and appointment scheduling problems, we will demonstrate how the partial cross moment ambiguity set can yield tractable models and provide far less conservative solutions than those obtained from the marginal moment ambiguity set, an ambiguity set that does not consider cross moment information.
As in Wiesemann et al. (2014) , we also define the lifted ambiguity set, G that encompasses the primary random variablez and the lifted or auxiliary random variableũ as follows:
whereW is the lifted support set defined as
with g(z) = (g 1 (z), . . . , g I 2 (z)). Observe that the lifted ambiguity set has only linear expectation constraints and that the corresponding lifted support set is SOC representable.
Article submitted; Proposition 1. The ambiguity set, F is equivalent to the set of marginal distributions ofz under P, for all P ∈ G.
Proof. The proof is similar to Wiesemann et al. (2014) . We first show that z G ⊆ F, where z G represents the set of marginal distributions ofz under any P ∈ G. Indeed, for any P G ∈ G, and P F is the marginal distribution ofz under P G , then we have
Conversely, suppose P F ∈ F, we observe that P F (z, g(z)) ∈W = 1. Hence, we can then construct a probability distribution P G ∈ P 0 (R
Observe that
Hence, F ⊆ z G.
Reformulation as a classical robust optimization problem
For simplicity and clarity of the exposition, we will focus on deriving the exact reformulation of β(x) for a relatively complete recourse problem. We can easily incorporate the result to Problem (3) to obtain the corresponding here-and-now decision, x ∈ X.
Assumption 1 (Slater's Condition). Suppose the lifted support set has the following explicit
Theorem 1. Suppose the second stage problem (1) has relatively complete recourse, then under Assumption 1, Problem (2) is equivalent to the following robust optimization problem,
The explicit formulation is given by
where p 1 , . . . , p P are the extreme points of the polyhedron, P given by
Proof.
Refer to e-companion EC.1.
Remarks:
Note that although similar results have been derived in Isii (1962) , Bertsimas and Popescu (2005) , Shapiro and Kleywegt (2002) , among others, our proof is based on conic duality and avoids analysis of functional spaces. The assumption of relatively complete recourse ensures that the dual of Problem (1) is feasible and finite so that it suffices to focus on the extreme points of the polyhedron P.
Theorem 1 shows that we can transform the two-stage adaptive distributionally robust optimization problem to a well-known classical robust optimization problem with SOC representable uncertainty set,W. Hence, ifW is a polyhedron, then Problem (9) will become a linear optimization problem (LP). This is the case, for instance, when the ambiguity set has a hyper-rectangular support set and expectation constraints over absolute deviations. On the other hand, if the ambiguity set has expectation constraints over variances, the adaptive distributionally robust optimization problem will become an SOCP. Nevertheless, we note that Problem (9) is generally an intractable problem unless the number of extreme points of P is small. Hence, in the next section, we will show how we can tractably compute an upper bound of β(x) using linear decision rule (LDR) approximation techniques.
Linear decision rule (LDR) approximation
Observe that we can express Problem (2) as a minimization problem over a measurable decision function map, y ∈ R I 1 ,N 2 as follows:
Article submitted;
However, Problem (11) is generally an intractable optimization problem because y is a function map instead of a finite vector of decision variables. Nevertheless, we can obtain an upper bound of the problem by restricting y to a smaller class of function map or so called decision rule, which can be characterized by a polynomial number of decision variables. In a regular LDR approximation, the decision rule is restricted to one that is affinely dependent on the primary random variablez.
Under the regular LDR approximation, we obtain an upper bound of β(x) by solving the following problem,
where
Unfortunately, despite its simplicity, the LDR approximation may lead to infeasibility even if the problem has complete recourse (see, for instance, Chen et al. 2008, Goh and . As an illustration, we consider the following complete recourse problem,
Clearly, y(z) = |z| is the optimal decision rule that yields β = 1. However, under the regular LDR approximation, we require y(z) = y 0 + y 1 z for some y 0 , y 1 ∈ R, which will be infeasible in the following set of semi-infinite constraints,
Incorporating auxiliary variables in the LDR
We propose a powerful extension of the LDR approximation by incorporating the auxiliary random variableũ associated with the lifted ambiguity set. Specifically, under this LDR approximation, we solve the following problem:
Proof. Given the flexibility of the new LDR approximation, it follows trivially that
Let y * be an optimal decision rule of Problem (15) and we define the decision rule
Observe that y † (z) is feasible in Problem (11) and hence,
Proposition 2. Problem (15) is equivalent to the affinely adaptive robust optimization problem of Ben-Tal et al. (2004) as follows,
Proof. We omit the proof as it follows straightforwardly from Theorem 1.
As a consequence of Proposition 2, we can transform an adaptive distributionally robust optimization problem under the LDR approximation to a classical affinely adaptive robust optimization problem. Hence, software packages for handling adaptive robust optimization problems such as AIMMS or JuMPeR can also be used to address adaptive distributionally robust optimization problems. Moreover, by incorporating the auxiliary random variables in the LDR approximation, we are able to resolve the issue of infeasibility in complete recourse problems.
Theorem 3. Suppose Problem (11) has complete recourse and the objective is bounded from below. For any ambiguity set, F such that
there exists a lifted ambiguity set, G whose corresponding LDR is feasible in Problem (15).
Proof. Refer to e-companion EC.2. .
Remarks:
Note that the class of ambiguity set depicted in Theorem 3 encompasses any random variable with finite deviation, i.e.,
More interestingly, we show in the following result that the new LDR approximation can attain the optimal objective values for a class of adaptive distributionally robust linear optimization problems.
Theorem 4. Suppose Problem (11) is a complete recourse problem with only one second stage decision variable, i.e. N 2 = 1, then
Refer to e-companion EC.3. .
Note that for complete recourse problem with N 2 = 1, Problem (9) becomes a tractable problem since the number of extreme points of the polyhedron P equals to M . Nevertheless, notwithstanding the simplicity, we are not aware of other types of decision rules that would yield tight results for this instance.
A natural question is whether we could extend the results of Theorem 3 and 4 to the case of relatively complete recourse. However, this is not the case as depicted in the following negative result even for the case of N 2 = 1.
Proposition 3. There exists a relatively complete recourse problem with N 2 = 1 for which Problem (15) is infeasible under any LDR that incorporates both the primary and auxiliary random variables associated with the lifted ambiguity set.
Proof. Consider the following problem
We verify that Problem (17) is one with relatively complete recourse by showing that y(z) = |z 1 −z 2 | is a feasible solution. Indeed, y(z) is feasible in the first two sets of constraints of Problem (17).
Moreover, for all z ∞ ≤ 1,
Hence, for all z ∈ W, y(z) ≤ −|z 1 + z 2 | + 2 and it is therefore feasible in the last two sets of constraints of Problem (17). We also note that there does not exist a feasible LDR in which y is affinely dependent on z, i.e. y(z) = y 0 + y 1 z 1 + y 2 z 2 for some y 0 , y 1 , y 2 ∈ R. Indeed, when substituting the extreme points of W in Problem (17), we will obtain the following set of infeasible equations,
For any lifted ambiguity set, the corresponding lifted support setW is defined in (6), where the parameter u is associated with the auxiliary random variable. Incorporating the auxiliary random variable in the LDR, we have
Since u is unbounded from above in the lifted ambiguity setW, the constraints
Hence, the LDR is reduced one that is only affinely dependent on z, which, as we have shown, is infeasible in Problem (17).
Quite surprisingly, by simply extending the LDR approximation to include the auxiliary random variable of the lifted ambiguity set, we are able to attain the optimum objective values for the class of complete recourse problems described in Theorem 4. In contrast, the proposed deflected LDR (DLDR) approximations of Chen et al. (2008) , Goh and Sim (2009) , albeit more complex, do not necessarily recover the optimum objective values for this class of complete recourse problems.
In e-companion EC.4, we will further demonstrate that the new LDR approximation can indeed improve over the more sophisticated DLDR approximations.
As a useful consequence of Theorem 4, the worst-case expectation of a convex piecewise linear function,
can also be expressed as min sup
which can be modeled directly using an algebraic modeling software package. In fact, this technique can be applied straightforwardly to obtain exact solutions in adaptive distributionally robust optimization problems found in recent applications such as Meng et al. (2015) and Qi (2015) . We will use the case study of medical appointment scheduling to show how we could easily apply our results to study various types of ambiguity sets.
Generalization to multistage problems
Another important feature of the LDR approximation is the ability to easily enforce nonanticipativity in multistage decision making. For given subsets
] that reflect the information dependency of the adaptive decisions, y i , we consider the generalization of Problem (11) as follows:
where we define the space of restricted measurable functions as
Problem (18) solves for the optimal decision rule y ∈ R I 1 ,N 2 that minimizes the worst-case expected objective taking into account of the information dependency requirement. Under the new LDR approximation, we have
are consistent with the information restriction imposed by
In Section 5, we will illustrate how we can use this model to formulate a multi-period inventory control problem. We also refer readers to He et al. (2017) for modeling and optimizing multi-period repositioning decisions in vehicle sharing problems.
Enhancements of LDR approximations
As further enhancement to the LDR approximation, we can incorporate the auxiliary variables associated with the support set as proposed in Chen et al. (2008) , Zhang (2009), Goh and Sim (2010 
On interpreting decision rule as policy and the issue of time consistency
For a given x ∈ X, let y * be the optimal decision rule of Problem (11), and y * E be the optimal decision rule of Problem (15). Consider a policy based on the decision rule, y † ∈ R I 1 ,N 2 such that
Observe that y † (z) is feasible in Problem (11) and from the proof of Theorem 2, it follows that
Suppose β(x) = β E (x), which is the case for complete recourse problems and N 2 = 1, there is a tendency to infer the optimality of y † vis-à-vis y * so that
However, this is not the case and we will demonstrate this fallacy in the following simple example.
Consider the following complete recourse problem,
Clearly, y * (z) = |z| is the optimal solution and it is also the optimal objective value for all z ∈ R.
However, under the LDR approximation, we obtain y
, which is essentially greater than the optimum policy y * (z) except at z = 1 and z = −1. Incidentally, the worst-case distribution P ∈ F corresponds to the two point distributions with P[z = 1] = P[z = −1] = 1/2, which explains why their worse-case expectations coincide. This is similar to Delage and Iancu (2015) observation that the worst-case policy generated by decision rule can be inefficient and such degeneracy is common in robust multistage decision models.
Another issue with using the optimal decision rule as a policy is the potential violation of time consistency. In dynamic decision making, time inconsistency arises when an optimal policy perceived in one time period may not be recognized as optimal in another. Delage and Iancu (2015) , Xin et al. (2015) show that in addressing multiperiod robust or distributionally robust optimization problems, time consistency may be affected by how the ambiguity sets are being updated dynamically. While time consistency is a desirable feature in rational decision making, policies that may violate time consistency have also been justified in the literature (see, for instance, Basak and Chabakauri 2010 , Kydland and Prescott 1977 , Richardson 1989 , Bajeux-Besnainou and Portait 1998).
Consequently, when solving the adaptive distributionally robust optimization problem, we caution against using the optimal decision rule as a policy. In many practical applications of dynamic decision making, it suffices to implement the here-and-now decision without having to commit to a policy that dictates how the solution might change as uncertainty unfolds. For a two-stage problem, the second stage decision should be determined by solving a linear optimization problem after the uncertainty is resolved. In addressing a multistage decision problem, we advocate using the LDR approximation to obtain the here-and-now decision, x ∈ X, which accounts for how decisions might adapt as uncertainty unfolds over the stages. As we proceed to the next stage, we should adopt the folding horizon approach and solve for new here-and-now decision using the latest available information as inputs to another adaptive distributionally robust optimization problem.
Software packages
As a proof of concept, we have develop the software package, ROC ( http://www.meilinzhang.com/software) to provide an intuitive environment for formulating and solving our proposed adaptive distributionally robust optimization models. ROC is developed in the C++ programming language, which is fast, highly portable and well suited for deployment in decision support systems. A typical algebraic modeling package provides the standardized format for declaration of decision variables, transcription of constraints and objective functions, and interface with external solvers. ROC has additional features including declaration of uncertain parameters and linear decision rules, transcriptions of ambiguity sets and automatic reformulation of standard and distributionally robust counterparts using the techniques described in this paper.
Interestingly, XProg (http://xprog.weebly.com), a new MATLAB based algebraic modeling package that implements our proposed framework has independently emerged. The design of XProg is similar to ROC. Since MATLAB platform is a more user friendly environment, XProg can be used for rapid prototyping of models, while ROC would be better suited for deployment of the solutions. The examples in our numerical studies below can easily be implemented in both ROC and XProg.
An application in medical appointment scheduling
For the first application, we consider a medical appointment scheduling problem where patients arrive at their stipulated schedule and may have to wait in a queue to be served by a physician.
The patients' consultation times are uncertain and their arrival schedules are determined at the first stage, which can influence the waiting times of the patients and the overtime of the physician.
To formulate the problem, we consider N patients arriving in sequence with their indices j ∈ [N ]
and the uncertain consultation times are denoted byz j , j ∈ [N ]. We let the first stage decision variable, x j to represent the inter-arrival time between patient j to the adjacent patient j + 1 for j ∈ [N − 1] and x N to denote the time between the arrival of the last patient and the scheduled completion time for the physician before overtime commences. The first patient will be scheduled to arrive at the starting time of zero and subsequent patients i, i ∈ [N ], i ≥ 2 will be scheduled to arrive at j∈[i−1] x j . Consequently, the feasible region of x is given by
where T is the scheduled completion time for the physician before overtime commences.
A common decision criterion in the medical appointment schedule is to minimize the expected total cost of patients waiting and physician overtime, where the cost of a patient waiting is normalized to one per unit delay and the physician's overtime cost is γ per unit delay. For a given arrival schedule x ∈ X, and a realization of consultation times z ∈ R N + , the total cost can be determined by solving the following linear optimization problem
where y i denotes the waiting time of patient i, i ∈ [N ] and y N +1 represents the overtime of the physician. Note that the appointment scheduling problem is one that has complete recourse. From Theorem 1, we can compute the worst-case expectation over an ambiguity set F,
by enumerating all the extreme points of the corresponding dual feasible set,
However, given the exponentially large number of extreme points of P, it would be generally intractable to obtain exact solutions. Kong et al. (2013) is first to propose a distributional robust optimization for the appointment scheduling problem. They consider a cross moment ambiguity set that characterizes the distributions of all nonnegative random variables with some specified mean values, µ and covariance Σ as follows:
As the problem is intractable, they formulate a SDP relaxation that solves the problem approximately.
To obtain a tractable formulation, Mak et al. (2014) ignore information on covariance and consider a marginal moment ambiguity set as follows:
is the variance ofz i . Surprsingly, Mak et al. (2014) show that the model has a hidden tractable reformulation, which they have cleverly exploited to obtain exact solutions.
Observe that due to equality constraints on variances,F M M is not a SOC ambiguity set. Nevertheless, by relaxing the equality constraints to inequality constraints, we will obtain the following SOC ambiguity set:
Correspondingly, the lifted ambiguity set, G M M is
In the proof of Mak et al. (2014) Theorem 1, the authors show that the unconstrained dual variables that are associated with the second moment equality constraints must be positive at optimality. Incidentally, when the problem is replaced by the relaxed ambiguity set, these variables would have nonnegative constraints. Hence, optimizing over the relaxed ambiguity set, F M M would yield the same set of optimal solutions as those obtained via the ambiguity set,F M M .
However, since the marginal moment ambiguity set is incapable of incorporating covariance, despite the ease of computing the optimal solution, it may lead to conservative solutions. As a compromise, we propose the following partial cross moment SOC ambiguity set,
The corresponding lifted ambiguity set, G P CM is
or equivalently as a second order cone representable feasible set,
For these SOC ambiguity sets, we can obtain approximate solutions to the appointment scheduling problem based on the new LDR approximation as follows,
In our numerical study, we investigate the performance of appointment scheduling problem among the following approaches,
• (Regular LDR): Solutions based on the regular LDR approximation. Note that regardless of whether partial cross moments or marginal moments are used to define the ambiguity set, the reformulation under the regular LDR is the same as one with an ambiguity set that has only information on the mean and support of the random variable.
• (Exact MM): Exact solutions (Mak et al. 2014 ) under the marginal moment ambiguity set,
• (Approx MM): Solutions based on the new LDR approximation under the relaxed marginal moment ambiguity set, F M M .
• (Approx PCM): Solutions based on the new LDR approximation under the partial cross moment ambiguity set, F P CM .
• (Approx CM): Solutions based on Kong et al. (2013) conservative SDP approximation of the cross moment ambiguity set,F CM . Due to the instability of these models, we use three different SDP solvers, namely SDPT3 (Tutuncu et al. 2003) , SeDuMi (Strum 1999) and MOSEK, and report only the results with confirmed status of optimality by at least one of the solvers.
The numerical settings of our computational experiments are similar to Mak et al. (2014) . We first consider N = 8 patients. The unit overtime cost is γ = 2. For each patient i ∈ [N ], we randomly select µ i based on uniform distribution over [30, 60] and σ i = µ i · where is randomly selected based on uniform distribution over [0, 0.3] . The covariance matrix is given by
where α ∈ [0, 1] is the correlation coefficient between any two different random consultation times.
The evaluation period, T depends on the instance parameters as follows,
For each approach and α ∈ {0.00, 0.25, 0.50, 0.75, 1.00}, we obtain the objective values of seven randomly generated instances. We report the results in Table 1 .
Observe that Regular LDR performs extremely poorly. Indeed, as noted in Model (12), the regular LDR approximation is unable to incorporate most of the information of the ambiguity set other than the mean, µ and the nonnegative support set, which leads to the ultra-conservative result. We note that Exact MM improves marginally over Approx MM, and Approx PCM improves over Approx MM. For uncorrelated or mildly correlated random variables, i.e., α ∈ {0, 0.25}, Approx PCM would yield a lower objective then. Under perfect correlation, i.e., α = 1, the objective values of Approx PCM and Approx MM coincide and they are marginally higher than the objective values of Exact MM. Hence, while there are benefits from the new LDR approximation, it does not replicate the optimal solution of Mak et al. (2014) .
In Table 2 , we show how the size of the four tractable models (Regular LDR, Exact MM, Approx MM and Approx PCM) scales with the number of jobs, N . For Approx CM, unlike the previous approaches, we are unable to obtain its optimally verified solutions by all the three SDP solvers when the correlation is high. Among the instances that the solutions of Approx CM could be optimally verified by at least one of the solvers, we observe that the corresponding objective values attained are the lowest values among the approaches.
In Table 3 and Table 4 , we increase the number of jobs from N = 12 to N = 30 and report the objective values and computational times for the different approaches. In this numerical study, we set α = 0 and = 0.15. The results indicate that the approach with a tighter approximation also incurs a longer computational time. Observe that it takes significantly longer time to solve Approx CM and more seriously, its solution may not necessarily be optimally verified by the SDP solvers as the problem size increases. In contrast, the Approx PCM can be computed quickly and reliably and its solution consistently improves over Exact MM and Approx MM for the case when α = 0.
Hence, this underscores the importance of having a stable optimization format and reaffirm our restriction to SOC ambiguity set.
Similar to Mak et al. (2014) , we also compare the performance of the approaches in out-ofsample study using truncated normal and log normal probability distributions. We assume that the underlying random variables are independently distributed and the parameters of the distributions correspond to the respective ambiguity sets for which the distributionally robust solutions are obtained. Upon obtaining the solutions from the various methods, we compare the performance and present the results in Table 5 . These values are evaluated via Monte Carlo simulation with 10, 000 trials under each specific distribution. Interestingly, despite the differences in objective values attained, the out-of-sample study alludes to the closeness of results between Exact Table 1 Objective values under different instances with varying correlation coefficient α. Table 2 Problem scales under different models where N jobs presents. Table 3 Objective values under different instances with increasing jobs, N . Approx CM  7  15  31  57  123  378  -Table 4 Computation time under different instances with increasing jobs, N .
MM and Approx MM as well as between Approx PCM and Approx CM. Since the random variables are independent, and hence uncorrelated, as we have expected, incorporating covariance or partial covariance information in the ambiguity would lead to improvement in the out-of-sample performances. Table 5 Results of Monte Carlo simulation under truncated normal and log normal distributions.
Asterisks indicate suboptimal solutions and standard errors are reported in parenthesis .
An application in multi-period inventory control
For the second application, we illustrate how the adaptive distributionally robust linear optimization framework can model a multistage decision problem. We consider a finite horizon, T period single product inventory control problem. Demands are filled from on-hand inventory and unfilled demands are fully backlogged. At the beginning of period t, a quantity of x t ∈ [0,x t ] is ordered, which will arrive immediately to replenish the stock before the demand is realized. The unit ordering cost is c t , excess inventory will incur a per-unit holding cost of h t , while backlogged demand will be penalized with a per-unit underage cost of b t . At the last period t = T , lost sales could be accounted for via the backorder cost. We use y t to indicate the net inventory level at the beginning of period t. The initial net inventory level of the system is y 1 = 0.
As in Graves (1999) and See and Sim (2009) , we model the demand process is an integrated moving average (IMA) process of order (0, 1, 1) as follows:
, where α ∈ [0, 1] and the uncertain factors,z t are zero means and uncorrelated random variables. Hence, with α = 0, the demands are uncorrelated. As α grows, the variances and correlation of the demands also increase.
The objective of the problem is to minimize the worst-case expected total cost over the entire horizon as follows,
We consider the following partial cross moment ambiguity set,
where the lifted ambiguity set, G is
This partial cross moment incorporates the variances of the sum of factors leading to the time period t. We letũ t = (ũ rs ) 1≤r≤s≤t , t ∈ [T ], which, together withz t are associated with the information available at the end of period t. Consequently, we use ROC to formulate the problem via the new LDR approximation and solve it using CPLEX.
Following the numerical study of See and Sim (2009) . In characterizing the partial cross moment ambiguity set, we have µ t = µ, t ∈ [T ] and
Observe that iid uniformly distributed random variables in [−z,z] would be a feasible distribution in the ambiguity set and we use this to obtain a lower bound to the inventory control problem.
Specifically, we investigate the performance of the multi-period inventory control problem among different approaches as follows,
• (Lower Bound): A lower bound obtained by using iid uniformly distributed random factors and solving the dynamic inventory control problem to optimality (for the dynamic programming implementation, see See and Sim 2009 ).
• (Approx MM): Solutions based on the new LDR approximation under the marginal moment ambiguity set (i.e. known mean values, upper bound on variances and nonnegative support).
In Table 6 , we report the objective values attained for the different approaches under various parameters. As in the previous computational study, we observe that by incorporating partial cross moment information, we can significantly improve the objectives of the adaptive distributionally Table 6 Objective values of the various models under different instances.
Future work
In our numerical studies, we show the benefits of the partial cross moments ambiguity set. However, the choice of such ambiguity set appears ad hoc and it begs an interesting question as to how we can systematically adapt and improve the partial cross moments ambiguity set. Chen et al. (2016) have recently proposed a new class of infinitely constrained ambiguity sets where the number of expectation constraints could be infinite. To solve the problem, they consider a relaxed ambiguity set with finite number of expectation constraints, as in the case of the partial cross moments ambiguity set. More interestingly, for static robust optimization problems, the "violating" expectation constraint can be identified and added to the relaxed ambiguity set to improve the solution. While the approach works for static distributionally robust optimization problems, the extension to adaptive problems has not been studied. We believe this is an important extension of this framework that will help us model and solve adaptive distributionally robust optimization problems for a larger variety of ambiguity sets. 
For any feasible solution in (9) and (z,ũ) ∼ P ∈ G observe that
Hence, we have
where r ∈ R, s ∈ R L 1 , t ∈ R I 2 are the dual variables corresponding to the expectation constraints of the ambiguity set, G.
Under the assumption of relatively complete recourse, Q(x, z) is finite and by strong duality of linear optimization, we have equivalently
Therefore,
. . . 
. . .
where π p ∈ R L 2 , ∀p ∈ [P ] are the dual variables associated with the conic constants inW. Note that since the Cartesian product of second-order cones are self-dual, we have K * = K.
Hence, using standard robust counterpart techniques, we substitute the dual formulations in Problem (EC.1) to yield the following compact conic optimization problem
Note that replacing the dual formulation in (EC.1) leads to a restriction to the minimization problem, hence β 1 (x) ≤ β 2 (x). Observe that β(x) ≤ β 1 (x) ≤ β 2 (x), and our goal is to establish strong duality by showing β 2 (x) ≤ β(x). Then we will next approach Problem (EC.2) by taking and hence P k ∈ G for all k. Moreover,
EC.2. Proof of Theorem 3
Let σ > 0 be such that
Consider the following lifted ambiguity set F is
The decision rule under the new LDR approximation is given by
To show that Problem (15) is feasible and finite under the new LDR, we consider the following relaxed lifted ambiguity set and the following problem,
(EC.4)
Since G ⊆Ḡ, we have β E (x) ≤β E (x). Consequently, it suffices to show that there exists a solution y ∈L N 2 that is feasible in the following problem, min r + t σ
(EC.5)
Since B is a matrix that satisfies the condition of complete recourse, there existȳ 0 ,ȳ
Observe that given any a ∈ R, b ∈ R I 1 , x ≥ a, and y i ≥ |b i |, i ∈ [I 1 ], we have
Hence, a feasible solution for Problem (EC.5) would be
EC.3. Proof of Theorem 4
Since B is a matrix that satisfies the condition of complete recourse, for N 2 = 1, the matrix B ∈ R M ×1 must satisfy either B > 0 or B < 0. Observe that the problem
is unbounded below whenever dB < 0. Since the second stage decision variable y is unconstrained, for the problem to be finite, we can assume without loss of generality that B > 0 and d ≥ 0. In which case,
Observe that terms in Q(x, z) corresponds to the extreme points of polyhedron
Hence, applying Theorem 1, we have β(x) = min d(r + s + t σ)
(EC.6)
The solution derived under the LDR approximation would be β E (x) = min r + s + t σ s.t. r + s (Gz) + t u ≥ dy(z, u) ∀(z, u) ∈W A(z)x + By(z, u) ≥ b(z) ∀(z, u) ∈W t ≥ 0 r ∈ R, s ∈ R L 1 , t ∈ R 
(EC.7)
Let (r † , s † , t † ) be a feasible solution of Problem (EC.6). We can construct a feasible solution (r, s, t, y 0 , y 1 , y 2 ) to Problem (EC.7) by letting
which yields the same objective as Problem (EC.6). Hence, β(x) ≤ β E (x) ≤ β(x). Chen et al. (2008) , Goh and Sim (2010) propose a class of of piecewise LDR approximation known as deflected LDR (DLDR) approximation, which can also circumvent the issues of infeasibility in complete recourse problems. The approach requires to solve a set of subproblems given by (EC.9) Suppose (y * , q * ) is the optimal solution of Problem (EC.9), the corresponding decision rule under DLDR approximation is given by y D (z) = y * (z) + i∈Mȳ i ((−q * i (z)) + ). Chen et al. (2008) , Goh and Sim (2010) show that y D (z) is a feasible solution of Problem (11).
EC.4. Improvement over deflected LDR (DLDR) approximation
Moreover,
Our next result shows that the new LDR approximation may improve the bound provided by the DLDR approximation.
Theorem EC.1. The bound obtained via the new LDR approximation is no larger than the bound obtained via DLDR approximation, i.e.,
Moreover, there exist instances such that β E (x) < β D (x). all i ∈M, (z, u) ∈W.
To show that in general β E (x) = β D (x), we consider the following complete recourse problem,
s.t. y(z) ≥ z i ∀z ∈ R 3 , i ∈ {1, 2, 3} y ∈ R 1,1 .
(EC.12)
From Theorem 4, we can obtain the optimal objective using the new LDR approach, which is β E = β * = 0.8165. On the other hand, under the DLDR approximation, the objective value is β D = 1.154, which is significantly higher than β E . We consider a more general ambiguity set based on Wiesemann et al. (2014) and derive similar results presented in the paper. Moreover, the new LDR method can be employed on this type of ambiguity set.
Definition EC.1. A WKS ambiguity set, F is an ambiguity set of probability distributions that can be expressed as The corresponding lifted ambiguity set, G is as follows: 14) whereW is the joint support set of the actual and auxiliary random variables defined as W = {(z, u) ∈ H : z ∈ W} . (EC.15)
We express the joint support set as W = (z, u) ∈ R I 1 × R I 2 : ∃v ∈ R I 3 , Cz + Du + Ev K h , (EC.16)
and K ⊆ R L 3 being a proper cone. We also impose the following Slater's condition:
Assumption EC.1. There exists (z
Theorem EC.2. Suppose the second stage problem (1) has relatively complete recourse, then under the WKS ambiguity set, Problem (2) is equivalent to the following problem, β(x) = inf r + s µ + t σ s.t. r + s (Gz) + t u ≥ max p∈P p (b(z) − A(z)x) ∀(z, u) ∈W where P is the dual feasible set of the Problem (1) given by
The explicit formulation is given by β(x) = min r + s µ + t σ s.t. r ≥ π i h + p i b 0 − p i A 0 x ∀i ∈ [P ]
(EC.18)
where p 1 , . . . , p P are the extreme points of P.
Proof. We leave this to the readers as the steps of the proof is identical to the proof of Theorem 1.
