This paper applies the Evolutionary Programming (EP) algorithm and a risk assessment technique to obtain an optimal solution to the Unit Maintenance Scheduling Decision (UMSD) problem subject to economic cost and power security constraints. The proposed approach employs a risk assessment model to evaluate the security of the power supply system and uses the EP algorithm to establish the optimal unit maintenance schedule. The effectiveness of the proposed methodology is verified through testing using the IEEE Reliability Test System (RTS). The test results confirm that the proposed approach can to ensure that the system security and outperforms the existing deterministic and stochastic optimization methods both in terms of the quality of the solution and the computational effort required. Therefore, the proposed methodology represents a particular effective technique for the UMSD. key words: unit maintenance scheduling decision, levelized risk method, evolutionary programming
Introduction
As part of solving the unit maintenance scheduling problem in power systems, a risk assessment must be performed in order to protect the security of the power supply and to minimize the likelihood of blackouts. Power outages incur significant social costs; the magnitude of which is almost impossible to quantify with any degree of accuracy [1] . Therefore, when solving the unit maintenance scheduling decision (UMSD) problem, it is necessary to guarantee that the power supply system security is a prerequisite (i.e. guarantee system security by a risk assessment technique). Solving the UMSD problem is a combinatorial optimization problem with constraints [2] . The complexity of the problem increases exponentially with the number of generating units considered and the length of the maintenance period. Therefore, to support power provider enterprise (PPE) managers in arriving at an optimal maintenance scheduling decision, researchers have proposed various schemes aimed at improving the efficiency of the solution procedure and increasing the quality of the solutions. Broadly speaking, these schemes can be classified into three specific categories [3] - [13] , namely:
Although such methods tend to be reliable and fast, they may yield sub-optimal solutions since they perform an incomplete search of the solution space. Furthermore, the optimality of the final solution cannot be mathematically verified.
2) Deterministic methods: including integer programming (IP) [6] , dynamic programming (DP) [7] , and branch-and-bound algorithms (BB) [8] . These classical optimization methods are well documented in the literature and provide a direct means of solving the UMSD problem. The IP method uses a linear programming technique to solve the optimization problem and to identify an integer solution. DP methods are based on priority lists and provide a flexible approach. However, they tend to be slow due to the multidimensional nature of the UMSD problem. BB algorithms use a linear function to represent the fuel consumption and time-dependent start costs and then obtain the required lower and upper bounds. However, the BB method suffers an exponential growth in the computational time as the size of the UMSD problem increases. In general, programming methods are better suited to the solution of small UMSD problems. However, the optimality of their solutions is debatable since the assumptions which they impose limit the solution space. 3) Stochastic methods: including artificial neural networks (ANNs) [9] , simulated annealing (SA) [10] , and genetic algorithms (GAs) [11] - [13] . In solving optimization problems, ANNs are able to deal with a large number of constraints, but may converge to a local sub-optimal solution unless sufficiently well trained. SA is a general-purpose stochastic optimization technique, which is theoretically guaranteed to converge asymptotically to a global optimal solution. However, a major drawback of SA is the long computational time required to locate the near-global minimum solution. GAs are general-purpose stochastic, parallel search methods based on the mechanisms of natural selection and natural genetics. GAs is a search method that has potential of obtaining near-global minimum.
The aim of the UMSD problem is to determine the optimal generating and maintenance timeframes for each unit in the power system. In the current study, an optimal solution to the UMSD problem is obtained using the Evolutionary Programming (EP) method [14] - [19] . In his investigations into simulated evolution, D. Fogel extended the initial work performed by his father L. Fogel to the solution of real-parameter optimization problems [14] , [15] . Essentially, EP employs stochastic mechanisms which combine offspring creation based on the performance of current trial solutions with competition-based selection routines. Previous researchers have demonstrated that EP provides a highly robust scheme for the solution of large-scale, real-valued combinational optimization problems [16] - [19] . EP is different from other optimization methods in the following features: 1) The EP has inherent parallel computation ability. EP searches from a population of points, not single point, and can discover a globally optimal point. The computation for each individual in the population is independent of others. 2) Because EP uses payoff (fitness or objective functions) information directly for the search direction, not derivatives or other auxiliary knowledge. EP can deal with cope with non-smooth, non-continuous and non-differentiable functions that are the real-life optimization problems. UMSD is one of such problems. 3) EP uses probabilistic transition rules to select generations, not deterministic rules, so that can search a complicated and uncertain area to find the global optimum. EP is more robust and flexible than the traditional optimization methods. In this paper, EP provides the means to determine the global or near global solution of the UMSD problem that ensures minimized economic costs to the PPE while the security of the power supply is simultaneously guaranteed.
A fundamental requirement for all PPEs is to maintain the power supply at the necessary level to meet demand while some units are taken offline for maintenance purposes. Accordingly, it is essential to carry out a risk assessment when considering the optimal generating/maintenance schedule for the generating units in the power system. Risk assessment is traditionally performed using some form of probability-based method [20] - [23] . However, the Value at Risk (VaR) methodology has emerged as a powerful alternative to such methods over the past decade [24] . Such is its popularity nowadays that some researchers have coined the phrase "the VaR resolution" to describe the changes which it is bringing to the risk assessment field [25] , while others have contended that VaR represents the new benchmark for controlling market risk [26] . In this paper, the VaR of a generating unit can be interpreted as the ability of the power system to continue supplying power while one of its generating units is shut down for maintenance. The VaR of a unit's maintenance is determined by the reserve capacity of the power system itself and by the maintenance timeframe of the generating units.
In formulating the unit maintenance scheduling policy, it is desirable to minimize both the system risk and the maintenance cost. However, these goals are mutually conflicting. Accordingly, a future study will attempt to optimize the risk and cost relationship with the aim of achieving a satisfactory compromise between these two targets. In previous study [27] , a margin-based VaR of unit maintenance was developed. The VaR of unit maintenance to be taken into account and provides the means to model the effective carrying capacity (C e ) of each unit and the equivalent load (L e ) of the power system when solving the unit maintenance scheduling. Therefore, this paper applies a levelized risk method (LRM) model and EP algorithm approach to the UMSD problem for ensuring the security of the power supply. The remainder of this paper is organized as follows. Section 2 formulates the UMSD problem, while Sect. 3 discusses the application of the EP algorithm and risk assessment model to the solution of the UMSD problem. Section 4 evaluates the performance of the proposed methodology in solving the UMSD problem for the IEEE-Reliability Test System. Finally, Sect. 5 presents some brief conclusions.
Problem Description and Formulation
Basically, the unit maintenance schedule problem is similar to the unit commitment problem which solves an optimal feasible solution under operational constraints. The solution methods are alike; nevertheless, the unit maintenance schedule problem solves a medium or long-term dispatch decision of generator units, in contrast to short-term planning of the unit commitment problem. Therefore, the unit commitment problem only considers shot-down and startup time and production cost within its study period, and then the unit maintenance schedule problem obtains procedure, time table for generator maintenance. Once the unit maintenance starts, the generator units should be shut down until the procedures being completed and parallel back to power system. The unit commitment problem finds a feasible generator combination for a forecasted load and required reserve margin, and the unit maintenance schedule problem considers the total system capacity reduce fixed maintainable capacity, period demand and reserve margin, assigns all combinations of feasible maintenance units, and finds the optimal schedule decision. Thus, the unit maintenance schedule problem is very complicated and considering all necessary condition and constraints, and the required solution time is long with huge memory.
In this paper, the UMSD problem can be defined as follows: "to determine the generating unit maintenance schedule which minimizes the sum of the generating costs and the maintenance costs while satisfying power supply security constraints", i.e. our objective is to minimize total operating cost over the operational planning period, subject to the risk, unit maintenance and system constraints.
Brief descriptions of the risk, unit maintenance and system constraints are given below.
(1) Risk constraints:
The VaR of a generating unit can be interpreted as the ability of the power system to continue supplying power when the generating unit is taken offline for maintenance purposes. In other words, the VaR is related to the reserve capacity of the power system. Basically, the higher the VaR, the more insufficient the system reserve capacity, i.e. the greater the probability of the electrical power supply being lost. Conversely, the lower the VaR, the greater the reserve capacity, and hence the lower the risk of losing the electrical power supply. Therefore, when solving the UMSD problem, it is necessary to achieve harmony between minimizing the economic cost while simultaneously reducing the VaR. When determining an appropriate unit maintenance schedule, the VaR of the power system should be bounded within a certain safety range in order to minimize the risk of jeopardizing the power supply. In this study, the risk to the power supply is evaluated using a LRM model. The levelized risk method considers the total system capacity, reduced fixed maintainable capacity, period demand and reserve margin.
The Levelized Risk Model for the VaR considers both the random VaR of unit maintenance and the daily load characteristics of the power system. In applying this model to the UMS formulation task for ensuring the security of the power supply, it is necessary to determine the generating unit's effective load carrying capacity (C e ) and the power system's equivalent load (L e ). The corresponding derivations are presented in Lemma B of APPENDICES. (2) Unit maintenance constraints:
The maintenance windows are specified that a time interval during which maintenance on that the unit must come about. And guarantee that the maintenance for each unit must occupy the time duration without interruption. The unit must be available both before its earliest period for maintenance and after its latest period for maintenance. And the unit must be down through its entire maintenance period. (3) System constraints:
The system constraints require that the available units for each week meet the load requirements and the reliability of power supply for that week. That is to say, the power must be supplied so as to meet the demands for all periods (demand/supply balance). The spinning reserve is equal to the total amount of power generated by all of the synchronized units minus the present load plus any losses. The reserve constraint (i.e. the required reserve) is either specified as a predetermined amount or is expressed as a given percentage of the forecasted peak demand.
Objective Function
When solving the UMSD problem, it is necessary to minimize the total production costs, i.e. the fuel and maintenance costs, of all the generating units over the entire scheduling horizon. Mathematically, the objective function can be expressed as (1) where N: Number of generating units. For thermal and nuclear generating units, the major component of the production cost is the power generating cost of the committed units. The production cost of unit i at time h (in units of $/h) can be expressed in the following quadratic form:
where a i , b i , c i : Cost function coefficients of unit i ($/MW 2 h, $/MWh, $/h).
Constraints
Irrespective of the nature of the power system (i.e. hydro, thermal, or nuclear generating units) under investigation, guaranteeing the system security is an absolute prerequisite. Therefore, the UMSD problem must be solved subject to the following constraints:
1) LRM:
The Levelized Risk Model, which can be expressed mathematically as
where X max : Maximum reserve capacity of power system. X min : Minimum reserve capacity of power system. C T h : Rated capacity of power system at timeframe h. i∈N C eih : Capacity of maintenance unit at timeframe h.
L eh : Equivalent load of power system at timeframe h.
2) Maintenance window:
The maintenance windows constraint can be expressed in the following mathematical form
where e i : Start time of unit i for first maintenance. 3) Load Balance: The total power generated by all the generating units must be sufficient to meet the load demand, i.e.
where L h is the load demand at time h; U ih is the inverse of state variable of unit i at timeframe h.
4) Spinning Reserve:
The spinning reserve must be sufficient to cover the loss of the most heavily loaded unit in the system, i.e.
where P i (max) is the maximum output power of unit i and X h is the spinning reserve at time h.
5) Generation limit:
The output power of unit i must satisfy the following condition:
where, P i (min) is the minimum output power of unit i.
Evolutionary Programming for Unit Maintenance Scheduling Problem
EP is an artificial intelligent method which is an optimization algorithm based on the mechanics of natural selections: mutation, competition and evolution. The process of evolution surely leads to the optimization of "solutions" within the conditions of a given criterion. EP has been indicated that artificially simulating evolutionary process provides a general solving techniques of scheduling problems. Solving the unit maintenance scheduling problem requires two different variables to be determined, namely the status of each unit, i.e. U ih , which is a binary variable (0 or 1), and the output power variable, i.e. P ih , which is a continuous variable. Thus, the UMSD problem can be decomposed into two separate sub-problems, i.e. a combinatorial optimization problem in U ih and a nonlinear optimization problem in P ih . Figure 1 presents a flowchart representation of the UMSD solution procedure using the EP algorithm.
Representation of Individual Candidate Solutions
In applying the EP algorithm to solve a combinatorial optimization problem, it is first necessary to create a population of candidate solutions, each expressed in terms of the decision variables of the problem. The most straightforward and direct method for representing the candidate solutions in the current UMSD problem is to use the reservation decision matrix for unit maintenance scheduling illustrated in Fig. 2 , in which the matrix elements denote the operational statuses of the individual generating units at timeframe h, i.e. U ih . As described previously, an element value of 0 indicates that the unit is undergoing maintenance, while a value of 1 indicates that the unit is in operation. The matrix has a size N × H, where N is the total number of generating units in the power system and H is the total number of hours considered in the optimization horizon.
Fitness Function
In the EP algorithm, the quality of each potential solution is assessed using a fitness function of the form
α h * pf 
where M(U) is a function of the total production costs of the individual p i ; h is the time index; H is the total number of hours considered in the UMSD problem; α h is the constraint constant with values of α h = 1 or 0, where α h = 1 at time-frame h if the constraints are not satisfied, and α h = 0 otherwise; and pf is the penalty factor. The penalty factor is provided for the identification of the individual p i on the constraint is satisfied or dissatisfied. In evaluating the relative quality of the individual solutions, the value of the fitness function for each candidate is normalized between 0 and 1. The normalized fitness function is expressed as
where K is a scaling coefficient and f p max is the maximum value of f p i within the population.
EP Operators
The EP algorithm involves the iterative application of a sequence of operations, as described in the following. (2) Statistics: The maximum fitness, minimum fitness, sum of fitness, average fitness and parent fitness are calculated using the following expressions: 
where p i, j is the element j of the individual i; N(μ, σ 2 ) represents a Gaussian random variable with mean u and variance σ 2 ; Y j max and Y j min are the maximum and minimum limits of element j, respectively; f p max is the maximum fitness of the old generation which is obtained in step (2); and β is the mutation parameter and has a value of 0 < β < 1. A combined population is formed is formed with the old generation and the mutated old generation. A changing mutation scale is used to avoid the search being trapped in local minimum. In practical applications, a small fixed value of the mutation parameter is likely to result in premature convergence to a local, sub-optimal solution, whereas a large fixed mutation parameter will prevent the solution from converging. Accordingly, the current study specifies the following adaptive rule:
where g is the generation number and f p min (g) is the minimum fitness of generation g. In the current application, β init has a value of approximately 1, β final is approximately 0.005, and β step varies between 0.001 and 0.01 depending on the maximum generation number.
(4) Competition: Each p i in the combined population must compete with another individual in the population for the chance to be transcribed to the next generation. Following the competition process, the two individuals are each assigned a weight, W i , in accordance with the competition result. W i is defined as
where q is the competition number and W t is a number of {1, 0}, where 1 indicates "win" and 0 indicates "loss". In the competition process, each p i competes with an individual p c selected at random from within the combined population. Therefore, W t is expressed as
where f p c is the fitness of the randomly selected individual p c , f p i is the fitness of p i and u is randomly selected from the uniform distribution set U(0, 1). When all of the individuals (2m) have been assigned a competition weight, they are ranked in descending weight order. The first m individuals are then transcribed along with their corresponding fitness values f p i into the next generation.
(5) Determination: The value of the maximum fitness to the minimum fitness is checked. If the stopping criteria are not met, the processes in Steps (3) and (4) are repeated. However, if the solution converges, the EP algorithm checks to see whether any of the control variables exceed their specified limits. If all of the variables are within their limits, the EP algorithm terminates. However, if one or more of the control variables exceed their limits, these variables are reset to their limit values, and the EP algorithm performs a further iteration loop.
The stopping criteria are given in the order of 1) number of iterations reached without improving the current best solution. 2) maximum allowable number of iterations reached.
Numerical Example and Results
The performance of the EP method in solving the UMSD problem was evaluated using the IEEE Reliability Test System (RTS-1996) [28] . The EP algorithm was coded using C++ and implemented on a personal computer. The cost parameters and generating limits of the various units in RTS are summarized in Table 1 .
As discussed previously, in solving the UMSD problem, the aim is to achieve the optimal financial cost to the PPE and guarantee system security by a risk assessment technique. In the current study, the risk to the power system is assessed using the LRM method with the settings specified in Table 2 . As shown, the timeframe for risk assessment purposes is one week and the total timeframe considered is 52 weeks. The RTS system comprises a total of 32 generating units, providing a total installed capacity of 3405 MW. The minimum and maximum reserve capacities are specified as 680 MW and 1500 MW, respectively, and the peak annual load is 2805 MW. Tables 3 and 4 summarize the values computed using Eqs. (A· 6) and (A· 8) for the effective load carrying capacity (C e ) and the equivalent load (L e ), respectively.
The power output and risk limits of the generating units are presented in Tables 1 and 2 , respectively. During the EP solution procedure, if any p i, j m exceeds its power output limit, it is reset to the corresponding limit value. The EP parameters applied when solving the UMSD problem are listed in Table 5 . Note that the value of the mutation factor, β, is computed in accordance with Eq. (12) . The optimal solution obtained by the EP algorithm for the UMSD problem is presented in Table 6 .
Having demonstrated the ability of the proposed methodology to solve the complex, large-scale PPE UMS problem, its potential for solving general UMSD-type problems was evaluated by benchmarking its performance against that of other optimization schemes presented in the literature, including the DP and BB deterministic approaches and the SA and GA stochastic approaches, respectively. Tables 7 and 8 present typical examples of the  benchmarking results. Table 7 shows the case where the EP scheme and the DP scheme are applied to solve the UMSD problem for a power system comprising ten generating units. It is observed that the total operating cost ob- Table 6 The results of UMSD for RTS.
Table 7
Performance of EP and DP schemes in solving UMSD problem for power system presented in Zura and Qiutaha, 1975 . Table 8 Performance of EP and BB schemes in solving UC problem for power systems presented in Cohen and Yoshimura, 1983. tained by the EP scheme is lower than that obtained by the DP scheme; hence confirming the effectiveness of the proposed approach. Table 8 presents the total costs obtained by the EP scheme and the BB method for power systems with 20 generating units, and it can be seen that the EP scheme achieves a lower operating cost.
In stochastic approaches, SA is a general-purpose optimization technique which theoretically converges asymptotically to a global optimum solution with a probability of 1. GAs have received a lot of attention, and they currently account for many successful applications on combinatorial optimization problems. Therefore, the performance of the Table 9 Performance comparison of EP, SA and GA in solving UMSD problem.
EP scheme in solving the UMSD problem was compared with that of the stochastic SA and GA schemes in terms of: (1) the solution quality, i.e. the total generating and maintenance costs; (2) the convergence speed, i.e. the CPU time required to complete 40 generations; and (3) the stability, i.e. the number of best solutions from 100 test runs. The corresponding results are presented in Table 9 . (Note that the same set of random initial solutions and the same population size were used in all three schemes).
All the simulation results are performed on a PC (PCD32m-PentiumIV-2.4 G). The CPU process time on average for EP is lower than the time for the SA and GA, and the sums of generating cost and maintenance cost on best, average and worst for EP are lower than for the SA and GA approaches, and the EP has a better stability than the GA. From the comparing, it is obvious that the EP with the LRM is a reliable scheme for UMSD problems, resulting in a cheaper computational cost and faster speed of convergence.
Conclusion
This paper has presented a methodology based on the EP optimization algorithm and the LRM risk assessment model to obtain an optimal solution for the unit maintenance scheduling problem, i.e. a solution which minimizes the total economic costs to the PPE while simultaneously preserving the security of the power supply. The effectiveness of the proposed approach has been demonstrated by solving the unit maintenance scheduling problem for the IEEE Reliability Test System. The results have shown that the solution obtained by the EP algorithm is not only of a higher quality than that obtained by the SA and GA optimization schemes but is also obtained with less computational effort. Based on the simulation results, the following observations can be made: 1) The LRM has reduced the complication of unit maintenance schedule problem and simultaneously preserving the security of the power supply. 2) The EP provides a better search performance than the DP and BB deterministic approaches and the SA and GA stochastic approaches for UMSD applications. 3) Combining EP algorithm and a risk assessment technique is an effective methodology for UMSD problems.
The current risk assessment scheme applies the approach proposed by Garver of GE (USA), i.e. an exponential function is used to approximate the values of the VaR and the risk characteristic coefficient (m), as shown in Fig. A· 1 .
In Fig. A· 1 , the capacity size of the unit is first painted on the semi-logarithmic coordinate axis. Points P and Q are then connected to form a straight line (i.e. an exponential function) with which to partially approximate V(X), V(X) is the VaR of a unit's maintenance with reserve capacity X. The correlation between V(X) and the risk characteristic coefficient m is expressed by
where X is the reserve capacity of power system (in MW), and α is a constant (0.1 ∼ 1). The risk characteristic coefficient (m) indicates the change in the forced outage capacity caused by a change of e in the risk of the generating unit. In Fig. A· 1 , the values of the VaR at points P and Q are given by 
where T p : total number of days in timeframe; C t = C: rated capacity of power system; L e : equivalent load; L j : maximum load on day j of timeframe. 
