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The recent “resurrection” of interest in Virtual Reality (VR), courtesy of new 
interface and gaming technologies evolving from international crowd-funding 
communities has, once again, stimulated interest in the quest for true “immersion” or 
the generation of a believable sense of “presence” in computer-generated 
worlds.  Some believe that true immersion may only ever be achieved through 
advanced brain-computer interfaces, but, until that day arrives, it is important to 
understand how it may be possible to measure and, indeed, influence human 
engagement and emotional connection with virtual worlds using psychophysiological 
techniques.  This study aims to design an affective computing system, capable of 
classifying human emotional experiences within dynamic virtual environments. First, 
by conducting an experiment, containing 120 participants, the subjective distribution 
of 8 selected Emotion Labels (Relaxed, Content, Happy, Excited, Angry, Afraid, Sad 
and Bored) within a 3-dimensional affective space (Valence vs. Arousal vs. 
Dominance) have been investigated. The high and significant correlation level of 
Dominance and Valence axes suggested that a 2-dimensional “Circumplex” model 
(Valence vs. Arousal) is adequate to distribute the selected Emotion Labels and cover 
the entire affective space.  
Based on the development of the Circumplex model (divided into 4 Affective 
Clusters), a controllable Affective Virtual Reality has been constructed (Affective VR 
– in fact a computer game capable of evoking multiple emotions within the 
users).  Multiple variations of the content and interface parameters of this game 
(incidents) have been subjectively evaluated, using a 35-participant online survey. 
The affective power of more than 790 VR variations (called sub-games) have been 
estimated using the incidents’ estimated affective powers, coupled with an 
approximation algorithm. As a result, 22 sub-games, which have the maximum 
probability of evoking a number of emotional experiences, in the part of the 
participants, have been selected. These selected sub-games have been subjectively 
evaluated, within a 68-participant experiment, with different gender, age and gaming 
experiences. According to the subjective evaluation results, it was concluded that the 
designed Affective VR is capable of manipulating participants’ emotional 
experiences, by controlling a number of internal parameters, while keeping its overall 
iv 
theme and interaction process the same. Moreover, it was concluded that the 
developed emotion forecasting technique could accurately predict the participants’ 
emotional colour (type of the emotion), while underestimate their intensity (power of 
a particular emotion). Furthermore, it was highlighted that the participants with 
different age, gender and gaming experiences could have different emotional 
responses, when exposed to a single affective session.  
The designed and evaluated Affective VR has been employed in a 
physiologically-based experiment, in which the EEG, GSR and heart rates of 30 
participants have been recorded during exposure to the most powerful affective sub-
games, identified in the evaluation stage. Only male and female gamers, aged between 
18 and 30 years old, have been recruited in this experiment. This was due the fact that 
the analysis, conducted earlier, highlighted that these groups demonstrate a consistent 
emotional reaction to Affective VR variations, when compared to female non-gamers 
and any participant aged between 30 and 40 years old. The result of the physiological 
experiment was employed to construct various feature matrices (with distinct pre-
processing settings), containing 743 psychophysiological features. By employing a 
feature selection technique, the dimension of the feature matrices have been reduced 
to only 30 of the most optimal features (those which have the maximum relevance to 
the classification clusters, with minimum redundancy), to be used in the classification 
process. Finally, four classification techniques (KNN, SVM, DA and Classification 
Tree) have been employed to perform the classification process. The performances of 
more than a quarter of million classifiers, under various classification and pre-
processing settings, have been evaluated using a cross-validation technique. It was 
concluded that the KNN and SVM classifiers perform better when compared to 
Classification Tree and DA classifiers. The trained KNN and SVM classifiers 
achieved 97.01% (±1.28) and 92.84% (±3.69) mean cross-validation accuracies, 
across different pre-processing settings, respectively.  
By conducting another physiological experiment, containing 15 participants 
(male and female gamers, all aged between 18 and 30, none participated in previous 
experiments), the performances of the trained classifiers have been evaluated within a 
new dataset. Unlike the cross-validation results, the classifiers have not been able to 
achieve appropriate classification accuracies, and perform either similar to or even 
worse than random classifiers. The results suggested that, although, there is a 
significant variation pattern between the recorded psychophysiological features, 
v 
within different affective sessions, a significant individual difference can also be 
observed within the database. Although, it was concluded that the presented affective 
computing systems could be considered as subject-dependent classifiers; it was also 
highlighted that identification and appropriate adjustment of the sources of the 
individual differences are extremely important necessities, to increase the robustness 
of the trained classifier for more generalised performances.  
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Virtual Reality (VR), and interactive 3D environments generally, have 
experienced a significant “comeback” of recent years, courtesy of developments in 
the gaming industry and the relentless demand for high-fidelity escapist experiences 
on the part of gamers and simulation users alike. Yet, despite many international 
initiatives involving the design and development of highly innovative and affordable 
Human-Computer Interaction (HCI) technologies in the quest for the ultimate 
“immersive” experience1, some believe that true “immersion” may only ever be 
achieved through the use of advanced brain-computer interfaces (BCI) (Cairns et al., 
2006). However, until that day arrives, it is important to understand how it may be 
possible to measure and, indeed, influence human engagement and emotional 
connectivity with virtual worlds using psychophysiological techniques. 
1.1. Human Computer Interaction (HCI) 
Introduction of automated calculators and programmable devices can be traced 
back to almost 4 centuries ago, but since then one of the most important issues facing 
designers of those systems has been that of their interface with their human users. 
Both hardware and software developments have accelerated to spread these 
calculation devices throughout the world and, today, computing devices, in one form 
or another, exist in almost every household. Also, this wide availability has modified 
their functionalities from some calculators to required daily equipment (Wagner et al., 
2010). The introduction of graphical user interfaces (GUIs) can be considered as a 
turning point in the history of human-computer interaction, as the GUI enabled end 
users to simply see and understand complicated commands and processes in a rich 
visual and graphical environment. Outstanding developments and inventions of new 
technologies have provided much cheaper and more powerful hardware platforms, 
enabling engineers and software developers to design and implement much more 
sophisticated software to deal with the interaction between human and computer.  
Moreover, the introduction of the graphical user interface has, in some part, 
helped to stimulate developments of the concept of “Virtual” or 3D Environments. 
These environments can be employed in several applications, such as education, 
training and entertainment. Although, these environments can be considered as a very 
powerful platform for presenting sophisticated information in a very intuitive format, 
techniques for allowing humans to present their own information and interaction 
styles to such a complex system can be considered as a more important and 
challenging issue. The term “interaction” indicates a two-way communication 
process, between the system and the user, which includes both input and output 
pathways (Figure 1). So far the interaction process has been mostly based on 
conventional methods, in that computer users typically use physical interaction 
devices – displays/monitors, keyboards, mice, joysticks, gamepads, and so on, to see, 
hear, act, sense stimuli and in some cases even talk to the system. 
                                                
1 Witness, for example, the wide range of visual displays, data inputs, haptic and other forms of devices available from “crowd-




Figure 1 – Conventional HCI System  
1.2. Virtual Reality (VR) 
At its most fundamental, Virtual Reality (VR) refers to a “suite of technologies 
which permit intuitive interaction with real-time, three-dimensional databases” (Stone 
& Allardice, 1996) and is a form of simulation in which the end user interacts in real-
time with multisensory, computer-generated databases (comprising predominantly, 
but not exclusively visual imagery; (Stone et al., 2017)).  VR scenes can be presented 
to the human, using a variety of two-dimensional and three-dimensional 
(stereoscopic) display technologies, including conventional flat screens, head-
mounted displays, smartphones and tablets, whole-wall displays and even room-sized 
enclosures formed of back-project screens (e.g. the “CAVE”, or Cave Automatic 
Virtual Environment).  Non-visual aspects of Virtual Environments (“VEs”) include 
sound, haptic (delivering rudimentary sensations of touch and force), motion and 
olfaction (smell).  Interaction with VEs (e.g. navigation and manipulation) can also be 
achieved using a wide variety of data input technologies, from whole- or part-body 
tracking systems, multi-axis hand-controllers, instrumented gloves (and suits), 
treadmills, speech recognition, eye tracking, and many more.  VR is sometimes 
associated with the words “immersion” and “presence” (refer to Section 1.3), both of 
which tend to appear in marketing literature and online posts regarding the topic, but 
currently could be unachievable due to technical and human factors limitations with 
the hardware technologies.  Data for generating VEs can be acquired from a number 
of sources, including commercial 3D modelling and image editing toolkits, computer-
aided design (CAD) databases, specialised software tools for delivering complex real-
world effects (i.e. those defined by the laws of physics – gravity, collision, 
water/fire/smoke particles, lighting, and so on) and even object or topographical 3D 
geometries generated using processed video, or from contact and non-contact sensors. 
1.3. Immersion 
The term “immersion” has most often been used to describe the multi-sensory 
experience of “presence” by individuals, whilst performing a task in VR. However, 
different researchers have suggested different definitions for this term (Brown & 
Cairns, 2004). As an illustration, Cairns et al. suggested that immersion could be 
defined as a feeling of being deeply engaged when people enter a make-believe world 
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and feel as if it is real (Cairns et al., 2006). In 2004, Brown & Cairns suggested that 
immersion can be divided into three levels; engagement (during which the users 
invest time, effort and most importantly attention), engrossment (the time that the 
user’s emotions are directly affected by the environment) and total immersion (when 
the users are detached from reality and the virtual world is, for them, all that matters). 
They claim that engagement and engrossment could be achieved much easier than a 
total level of immersion, believing instead that it could be achieved by overcoming 
other barriers.  Such barriers include Empathy, as a “growth of attachment” to the 
environment, and Atmosphere as representing the VR’s environmental realism. The 
authors also mentioned that total immersion could be difficult to achieve: “there are 
barriers to immersion from both the human and the system perspectives” (Brown & 
Cairns, 2004). Other researchers combine the immersive experience in virtual realities 
and 3D environments with the term presence, which is defined as “the extent to which 
a person’s cognitive and perceptual systems are tricked into believing they are 
somewhere other than their physical location” (Patrick et al., 2000). Based on the 
variety of definitions of immersion evident in the literature, several discussions have 
been presented on the topic of how to evaluate immersive experiences. Many believe 
that true immersion might even be impossible to achieve with the present state of 
maturity in VR and gaming technologies. Others believe it could be achieved simply 
by defining the term more appropriately (Brown & Cairns, 2004). 
1.4. Brain-Computer Interaction (BCI) and Psychophysiological 
Monitoring 
Brain-Computer Interaction (BCI) and associated interface systems, which rely 
on psychophysiological forms of monitoring, are communication systems that detect 
messages and commands sent by individual to the external world, whilst they pass 
through the central and autonomic nervous systems (Wolpaw et al., 2002). These 
systems attempt to extract specific forms of electrical information from a number of 
specific psychophysiological signals, in an attempt to exploit them during the human-
computer interaction process (Nijholt et al., 2009; Salvendy, 2006; Novak et al., 
2012). These interfaces, as a whole, depend on two individual “processing modules” 
(the user’s brain and physiological behaviours, and the computer), which operate 
independently, whilst remaining highly related. The user’s brain and body generates 
several psychophysiological signals according to their own processes and cognitive 
states, and BCI systems use their own procedures to generate interpretations based on 
the user’s brain and psychophysiological states. In this case the system requires a 
feedback system to enable both parties to adapt their “processing modules” and 
correct all misinterpretations. The brain, as an adaptive controller, would adapt itself 
with the system, while the BCI requires an adaptation process by employing a 
feedback system (Wolpaw et al., 2002). As an illustration, Leeb et al. performed a 4-
month training process for both the BCI system and a paralysed user, to enable him to 




Figure 2 – HCI System with addition of BCI and/or Psychophysiological-Based Interface systems 
BCI and psychophysiological-based interface systems also attempt to improve 
human-computer interaction and may potentially serve to increase the sense of 
immersion, by interfacing directly with the human nervous system (both the central 
and autonomic nervous systems), thus removing the artificial barriers to intuitive 
interaction afforded by conventional input-display techniques (Figure 2). These new 
interface channels could either be a replacement for the conventional input systems 
(e.g. translating imaginary movements into virtual actions), or have the potential to 
introduce a large number of new additional communication techniques in advanced 
HCI systems (e.g. improving levels of concentration, detecting emotional states, etc.), 
and may, therefore, be able to improve the interaction process considerably. The near-
term goal of BCI and psychophysiological-based interfaces, as an extension to 
conventional HCI systems (as opposed to a replacement, which is a longer-term 
aspiration), would be to translate human thoughts, emotions, imaginary movement 
and actions by direct connection to the human central and autonomic nervous system, 
and to use this information as a new modality channel for the HCI systems (Nijholt et 
al., 2009). To do this, one or several psychophysiological signals have to be captured 
and interpreted to one or more operator functional states or “OFSs” to be used in the 
computer to either execute an action or change its internal states. (Salvendy, 2006). 
1.5. Designing BCI and Psychophysiological-Based Interfaces 
1.5.1. Psychophysiological Signal Recordings 
One of the most important steps, in designing BCI and psychophysiological-
based interface systems is the identification of specific, task-relevant 
psychophysiological signals, which carry particular information about the brain’s 
cognitive states. Based on the system requirements and functionalities, a number of 
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specific cognitive features2 are required to be extracted, for further analysis and 
manipulations. These features should be extracted from psychophysiological signals 
captured from the human body; either directly from the brain (central nervous system) 
or other biologically related nerve systems (autonomic nervous system) (Salvendy, 
2006; Nijholt et al., 2009). To date, a number of technologies have been implemented 
for recording various psychophysiological signals, for different purposes and 
requirements. A basic knowledge about the interactive system’s functionalities, 
capabilities, constraints, required accuracy and speed need to be established, before 
selecting any of these technologies for the psychophysiological signal recording 
process (Salvendy, 2006; Nijholt et al., 2009). A number of these technologies are 
introduced below: 
1.  EMG (Electromyography): This is a technique developed to record and 
evaluate the electrical activities of the skeletal muscles. When the muscle cells 
are electrically or neurologically active, the generated electrical potential can be 
detected by this technique for further analysis. 
2.  ECG (Electrocardiography): This is a transthoracic3 interpretation of the 
electrical activities of human heart over a period of time by using attached 
electrodes to the subject’s chest (in close contact with human skin). 
3.  PPG (Photoplethysmography): During this recording a location of the skin is 
illuminated, and then the changes in light reflection are recorded. The DC 
(constant) component of the recorded signal is related to the bulk absorption of 
the skin tissue, while the AC (variations) component relates to the pulse 
pressure. The peak of the signal is also related to blood pressure under the target 
tissue.  
4.  EEG (Electroencephalography): The recording of electrical activities along 
the scalp of the human head. EEG measures voltage fluctuations resulting from 
ionic current occurring naturally within the neurons of the brain with respect to 
some stimulus. 
5.  GSR (Galvanic Skin Response): A method for measuring changes in the 
electrical conductance in the human skin. This information can be used to detect 
the level of stress as the physiological arousal level can control the sweating 
process. 
6.  Skin Temperature Probe: A device to measure heat changes on the human 
skin. 
7.  Pupillary Response: A physiological response, which varies the diameter of 
the pupil. This reaction could be triggered by a variety of causes, such as light 
exposure, attention, sexual stimulation, etc.  
A commercial example of BCI-based technology, targeting the VR arena, was 
recently announced by the Neurable Company4, specifically for integration within 
head-mounted displays. Their product claims to provide a stable neurological 
                                                
2 These features can be the statistical analysis of the physiological measurements (e.g. average heart rate), spectral analysis (e.g. 
specific frequency rhythms such as brain alpha waves), specific measurements (e.g. number of peaks), etc.  
3 Across or through the thoracic cavity or chest wall. 
4 http://www.neurable.com/ 
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interface with virtual environments, although currently the system takes the form of a 
7-electrode EEG interface integrated within the HTC Vive VR headset5. The system 
enables the users to control a virtual environment through brain-computer and/or 
conventional interfaces, such as motion joysticks, headset gyroscopes, and so on. 
Although this system represents one of the first commercial attempts to introduce BCI 
and psychophysiological-based interfaces to virtual environments and games, it is still 
the case that considerable improvements and revisions are required to enhance these 
interaction pathways. 
1.5.2. Psychophysiological Signal Processing and Classification 
After the stage of recording specific psychophysiological signals, the BCI and 
psychophysiological-based interface systems have to be able to undertake signal-
processing techniques in order to extract related information and perform the required 
interpretations and/or classifications.  
 
Figure 3 – The block diagram of general process of psychophysiological signal computing (Novak et 
al., 2012)  
Figure 3 shows the process of interpretation of psychophysiological signals in a 
workflow diagram (Novak et al., 2012). The second section (highlighted by “2” in 
Figure 3) performs the prerequisites for the data fusion process (e.g. noise removal, 
normalisation, etc.), while the third part (highlighted by “3” in Figure 3) performs the 
data fusion process itself. The feature extraction block processes the incoming raw 
psychophysiological signals and extract some physiologically relevant features2 to 
store them in a feature matrix, consisting of multiple valuable features. These features 
can have a high intra- and inter-subject variability as a result of age, gender, time of 
the day and several other factors (Novak et al., 2012). Normalisation helps to reduce 
this effect and make the feature matrix less variable for the data fusion process. If the 
number of psychophysiological responses were too many, the dimension of feature 
vector would grow exceedingly. The feature matrix will be used in the classification 
                                                
5 https://www.vive.com/sg/ 
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and estimation processes. Thus, the process time would grow exponentially by 
increasing of the dimension of the feature vector. Moreover, a high feature matrix 
dimensionality could cause over-fitting in the classification or estimation process, 
which would attenuate the classification accuracy considerably. To solve this 
problem, a number of features could be removed, either by removing the features 
from the feature matrix, or by removing a particular sensor (Novak et al., 2012).  
1.6. Affective Recognition/Computing 
One of the sub-categories of research into BCI and psychophysiological-based 
interface systems is described as affective computing. During the process of affective 
computing, psychophysiological signals (central and/or autonomic nervous systems) 
from the users are recorded to enable the BCI system to extract data of relevance to 
their emotional and cognitive states. Such an input channel could provide several 
features for an advanced HCI system attempting to support the generation of 
believable immersive experiences. As an illustration, the system could use this 
information to adapt itself to the user’s emotions and, by doing so, increase his/her 
performance and immersion levels during the interaction process. Recently, new 
techniques in HCI-mediated emotional recognition have been developed using non-
interactive, or passive environments, such as listening to music, or the observation of 
videos and imagery (e.g. (Koelstra et al., 2012; Frantzidis et al., 2010; Yazdani et al., 
2009; Rizon et al., 2008; Murugappan et al., 2008; Katsis et al., 2008; Takahashi & 
Tsukaguchi, 2003)). Others are now beginning to focus on virtual realities and more 
interactive environments (e.g. (Parnandi et al., 2013; Wu et al., 2010; Antje et al., 
2005)). 
To date, many studies have been conducted to analyse the psychological and 
physiological responses of humans, in emotional experiences, evoked through videos 
(Soleymani et al., 2012; Soleymani et al., 2015), music videos (Koelstra et al., 2012; 
Soleymani et al., 2011), Images (Frantzidis et al., 2010; Lang et al., 1993), sound 
(Takahashi & Tsukaguchi, 2003; Nardelli et al., 2015) and real life scenarios (Katsis 
et al., 2008; Antje et al., 2005). Whereas less attention has been devoted to 
psychophysiological responses stimulated within Virtual Reality and Games (Wu et 
al., 2010; Rodríguez et al., 2015). To record the psychophysiological responses of the 
users, exposed to affective stimuli (images, video, etc.), various physiological 
recordings have been employed in the literature. To date, the most popular techniques 
with regard to the recording of human affective states have included EEG (Soleymani 
et al., 2012; Soleymani et al., 2015; Soleymani et al., 2011; Koelstra et al., 2012; 
Frantzidis et al., 2010; Takahashi & Tsukaguchi, 2003; Wu et al., 2010; Rodríguez et 
al., 2015), Galvanic Skin Response (GSR) (Soleymani et al., 2011; Koelstra et al., 
2012; Frantzidis et al., 2010; Lang et al., 1993; Antje et al., 2005; Katsis et al., 2008; 
Wu et al., 2010) and Heart Rate (Soleymani et al., 2011; Koelstra et al., 2012; Lang et 
al., 1993; Takahashi & Tsukaguchi, 2003; Nardelli et al., 2015; Antje et al., 2005; 
Katsis et al., 2008; Wu et al., 2010). However, a small number of studies have also 
employed respiratory (breathing) rate, skin temperature, EMG and pupil diameter in 
order to classify affective states (Soleymani et al., 2012; Soleymani et al., 2011; 
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Koelstra et al., 2012; Wu et al., 2010) (for a more in depth literature review, refer to 
Section 5.1).  
1.7. Affective Recognition in Virtual Realities 
Turning briefly to the field of VR and the relevance of issues of affect, to date, 
researchers have studied the implementation of virtual realities in many different 
domains. As well as entertainment, virtual realities and their so-called “serious 
games” counterparts have been used for training purposes (Ahlberg et al., 2007; Zyda, 
2005; Seymour et al., 2002), pain distraction (Mahrer & Gold, 2009; Hoffman et al., 
2000; Hoffman et al., 2004), rehabilitation (Rizzo et al., 2002; Jack et al., 2001) and 
disorder therapy (Parsons & Rizzo, 2008; Difede et al., 2007; Rizzo et al., 2013; 
Kaganoff et al., 2012). The focus of all of these studies has been to engage the human 
users in an interactive virtual environment, and to increase the sense of presence and 
immersion within them, thereby effectively delivering new skills, knowledge, or in 
some cases, acting as a form of clinical distraction. In 2006, Joels suggested that 
changes in the excitement level (depending on a pleasurable or dis-pleasurable 
condition) affect the learning and memory process. He proposed that memory 
performance changes (either improvements or impairments) are highly dependent on 
the time and context of the emotional experience (Joels et al., 2006).  Therefore, the 
recognition of the users’ emotions, when exposed to virtual realities, and controlling 
their affective experiences within the virtual environments (regardless of their 
purpose), can be as important as the VR’s contextual outcome.  
To date two different types of virtual environments have been employed in the 
study of affective recognition systems, to evoke different emotional experiences on 
the part of the users. Some studies have employed classical 2D “Retro Games”6 such 
as “The Pong” (Liu et al., 2009), “Tetris” (Chanel et al., 2011) and “PAC-MAN” 
(Reuderink et al., 2013); whereas others have employed more graphical 3D 
environments, such as “Military-Class Humvee Driving” (Wu et al., 2010), “Race Car 
Driving” (Parnandi et al., 2013) and “Virtual Park” (Rodríguez et al., 2015) (See 
Figure 4).   
In 2009, Lie et al modified the Pong game (Figure 4 – Section A) and employed 
an interactive version of the “Anagram Game” (a word reordering game) to evoke 
anxiety on the users (15 participants). They assessed the anxiety level of the 
participants through a subjective questionnaire. By employing EMG, GSR, heart rate 
and skin temperature signals, they achieved 88.9% accuracy (according to cross-
validation), in classifying the physiological signals of the participants, into 3 classes 
(low, medium and high level of anxiety). By employing the same participants in 
another experiment, they managed to detect the participants’ anxiety levels with 78% 
accuracy, while adapting the game difficulty accordingly (Liu et al., 2009).  
 In 2010, Wu et al employed a military Humvee simulator (Figure 4 – Section 
D) to fluctuate the arousal level of the users (18 participants). The participants were 
instructed to drive the Humvee in low and high threat environments, while performing 
                                                
6 https://en.wikipedia.org/wiki/Retrogaming  
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the Stroop Effect Test7. Instead of assessing the participants’ emotional experience 
through subjective techniques, they estimated their arousal levels by employing the 
“Yerke-Dodson Law” (Yerkes & Dodson, 1908) and measuring the users’ in-game 
performance (according to the number of correct answers in the Stroop Effect test). 
They employed EEG, GSR and heart rate signals to classify the participants’ arousal 
levels, into 2 classes (high and low). Although they were able to achieve 84% 
accuracy in subject-dependent classifiers (tuned, trained and evaluated according to 
each individual), the classifiers performed randomly in subject-independent settings 
(trained on a group of participants and evaluated on the others) (Wu et al., 2010). 
 
Figure 4 – Virtual Environments Employed Within Affective Computing Systems – A) “The Pong” 
(Liu et al., 2009) – B) “Tetris” (Chanel et al., 2011) – C) “PAC-MAN” (Reuderink et al., 2013) – D) 
“Military-Class Humvee Driving” (Wu et al., 2010) – E) “Race Car Driving” (Parnandi et al., 2013) – 
F) “Virtual Park” (Rodríguez et al., 2015) 
In 2011, Chanel et al employed the Tetris game (Figure 4 – Section B) with 
three difficulty levels (easy, medium and hard) to study the emotional experience of a 
number of users (20 participants) under different game difficulties. Although they 
employed a 20-question subjective questionnaire to assess the participants’ emotional 
experiences, the dimensionality of the subjective assessment was reduced to two 
principal components (using Principal Component Analysis – PCA); one related to 
pleasure and the other linked to arousal level. They concluded that the easy and hard 
                                                
7 reading colour word names with different coloured fonts; e.g. RED, Green, etc.  https://en.wikipedia.org/wiki/Stroop_effect  
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difficulty levels are associated with less pleasurable experiences, when compared to 
the medium game difficulty. However, they discovered that the hard settings could 
evoke more arousing experiences, compared to medium levels; while medium settings 
could elicit more exciting experiences, when compared to easy levels. By measuring 
EEG, GSR, heart rate, breathing rate and skin temperature signals, they achieved 63% 
classification accuracy (according to cross-validation) in categorising the participants’ 
emotional experiences, into 4 classes (combining low and high pleasure and arousal 
levels) (Chanel et al., 2011).  
In 2013, Reuderink et al employed the PAC-MAN game (Figure 4 – Section C) 
to evoke frustration in 12 participants. They modified the game to have two different 
settings: (1) one with a normal hand controller and (2) another with faulty and 
unresponsive controller. They employed the Self-Assessment Manikin (SAM) 
(Bradley & Lang, 1994) technique to assess the participants’ emotional experiences, 
through Valence, Arousal and Dominance levels. They concluded that the setting with 
normal controller was associated with more pleasure and dominance level, when 
compared to the faulty controllers. However, they discovered that both settings were 
associated with similar arousal levels. By recording the EEG signals of the 
participants, when exposed to the games, they assessed the brain regional activities, 
according to the two emotional experiences. They concluded that there was a 
significant difference in the brain regional activities, between pleasurable and 
unpleasant, highly arousing, emotional experiences (Reuderink et al., 2013).   
In 2013, Parnandi et al designed a racing car simulator (Figure 4 – Section E) 
with 3 difficulty levels, controlled according to three environmental and interactive 
parameters (weather, steering and the speed of the car). They employed 20 
participants, and recorded their GSR activities while exposed to the racing car 
simulator, in two consecutive sessions; (1) open-loop and (2) close-loop. They 
hypothesised and concluded that the GSR peak frequencies (within 30 second 
windows) were related to variations in arousal levels (high arousing experiences 
generates higher GSR peak frequencies, and vice versa). Therefore in the open-loop 
session the average GSR peak frequency of each individual was recorded, to be 
employed as an emotional set-point (desired arousal level) in the close-loop session. 
The difficulty of the game was controlled in the close-loop session to maintain the 
GSR peak frequency of each individual around his/her corresponding set-point 
(Parnandi et al., 2013).    
In 2015, Rodríguez designed a virtual park (Figure 4 – Section F) to evoke 
sadness and depression on 24 participants. The participants were instructed to 
navigate within the virtual park while depressing music was played at the background 
and a sad woman’s voice guided them through the environment. At some points in the 
VR experience the participants encountered depressing images from the IAPS 
database (Lang et al., 2008), sad movie clips and depressing verbal statements 
appearing around various park locations. A significant decrease in positive emotion 
was recorded using a subjective measurement. Moreover by recording the EEG 
signals of the participants, before and during the VR experience, they concluded that 
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the brain regional activity patterns of the participants, before and during the VR 
experience, are significantly different (Rodríguez et al., 2015).  
1.8. Research Scope and Questions 
As briefly discussed above, the majority of studies have investigated the design 
and implementation of affective computing systems within non-interactive 
environments. In the present study, we investigated the design and implementation of 
an affective computing system, within virtual and interactive environments. In this 
study the following questions have been investigated: 
I. How the emotional experiences can be modelled, assessed and presented 
(Chapter 2)? 
II. Is it possible to design an Affective VR, capable of manipulating the emotional 
states of the users (Chapters 3 and 4)? 
III. Is it possible to design and train an affective computing system to recognise the 
emotional states of a number of users, using psychophysiological measurements 
(Chapter 5)? 
IV. How well does the trained affective computing system (according to a number 
of participants) perform, when implemented within new datasets (new 
participants – Chapter 6)?  
As presented above, there are a number of diverse research topics in this study. 
Each of these topics could require a unique and almost independent introduction and 
literature review. Combining the introductions and literature reviews of these topics, 
within a single chapter was felt by the author to be inappropriate, as it would contain a 
wide range of (almost) unrelated and independent introductory discussions. Therefore, 
in the present thesis, the introduction and literature review of every section (if 
required), is presented within itself. To summarise the scope of the research and the 
subsequent structure of this thesis, to answer the research questions: 
In Chapter 2, we review the literature, defining emotions or so-called Affect, and 
present the two most famous affective models (categorical vs. dimensional), 
representing the emotional space (research question I). Then the possible techniques 
for evaluation and labelling of emotional experiences are discussed in detail. By 
conducting an experiment, containing 120 participants (Experiment 1), the 
relationship between two affective spaces (categorical vs. dimensional) is 
investigated. As a result, the dimensional affective space has been categorised into 4 
Affective Clusters. These clusters have been employed further in the study, to 
manipulate participants’ psychological and physiological reactions.  
In Chapter 3, the design of an Affective Virtual Reality is described, the aim of 
which is to manipulate the participants’ emotional experiences by changing a number 
of internal game parameters (research question II). By conducting a 35-participant 
online survey (the “Pre-Experiment” – Experiment 2), coupled with an approximation 
technique, the emotional effects of the Affective VR variations (called sub-games) 
have been estimated. By employing the sub-games’ approximated emotional powers, 
the 22 most affective sub-games (those which have the highest possibility of evoking 
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a particular emotion) have been identified and were presented to 68 participants (the 
“Preliminary Experiment” – Experiment 4) with different gender, age and gaming 
experiences. The participants were instructed to play the 22 sub-games and report 
their emotional experiences at the end of each sub-game.  
In Chapter 4, the results of the Preliminary Experiment are assessed to evaluate 
the efficiency of the designed Affective VR (research question II). Moreover, the 
approximated affective powers of the sub-games are compared with the subjectively 
reported powers, to evaluate the performance of the designed emotional experience-
forecasting algorithm. Furthermore, sources of individual differences between 
participants, which resulted in various emotional experiences within a single affective 
session, are analysed and highlighted. These sources have been appropriately adjusted 
to minimise emotional variations, among participants, when exposed to a single 
affective session.   
In Chapter 5, first, a deep affective recognition literature review is conducted. 
The review highlights all of the design steps of various affective recognition systems 
(research question III). Then, by employing the designed Affective VR, a 
psychophysiological database, comprising EEG, GSR and heart rates of 30 
participants, exposed to a number of sub-games, has been constructed (the “Primary 
Experiment” – Experiment 4). The psychophysiological database has been divided 
into multiple portions (called windows) with various lengths. Then 743 features have 
been extracted from the windowed psychophysiological database to generate the 
training feature matrices. By employing a feature selection technique, the dimension 
of the training feature matrices has been reduced to 30 features. Then the trimmed 
training feature matrices have been used in the classification process, using four 
classification algorithms. The performance of the trained classifiers has been assessed 
using the cross-validation technique, to reveal the best classification setting 
combination (pre-processing and classification settings). 
In Chapter 6, the performance of the best performing classifiers (in the cross-
validation step) is evaluated within another database containing the physiological 
responses of 15 new participants (“Evaluation Experiment” – Experiment 5– research 
question IV). The classifiers have been unable to perform appropriate classification, 
and, on average, performed either similar to or worse than random classifiers. By 









Abstract – Defining the term “Emotion” or so-called “Affect” can be considered as 
one of the most important challenges of studies, dealing with psychological and/or 
physiological aspects of emotional experiences. So far many definitions and models 
have been presented in the literature, to represent the “Emotion Space”. In this chapter 
the “Dimensional” (Valence vs. Arousal vs. Dominance) and “Categorical” (Emotion 
Labels, e.g. relaxed, stressed, etc.) models of affect are introduced and discussed in 
detail. Also, the possible techniques for assessing and recognising participants’ 
emotional experiences have been introduced and considered. Moreover, by 
conducting a 120-participant experiment the relation between the categorical and 
dimensional affective models have been investigated. The results of the experiment 
suggested that the 2-dimensional affective space (Valence vs. Arousal – also known 
as Circumplex of Affect) is adequate in representing the selected “Emotion Labels”, 
and the entire emotional space. The results highlighted that the entire 2-dimensional 
Circumplex of Affect can be categorised into four “Affective Clusters” (rather than 
four quadrants), some of which share two quadrants. This affective space clustering 




2. Models of Affect and Emotional Experience Assessment 
2.1. Models of Affect 
One of the most important challenges in the study of emotion is the definition 
one adopts. Psychologists have presented several interpretations and definitions for 
emotions (also known as affects), and there are almost as many definitions and 
models for affects and emotions as there are investigators (Bradley & Lang, 2006).  
The common ground amongst all of these emotional models is that emotions impact 
physiological, neurophysiological and cognitive responses, to enable the individual to 
react and perform adequately. In high-tempo, high-pressure contexts, for example, the 
heart rate changes, sweating occurs, the muscles tense, facial expressions change, and 
many other less overt physiological changes take place facilitating the so-called “fight 
or flight” reaction (Bradley & Lang, 2006). To classify and identify the emotional 
experiences, there are two distinct affective models; Categorical (Qualitative) and 
Dimensional (Quantitative).  
1.  Categorical (Qualitative) Model: The Affective Space is presented by using 
an emotion set (a number of “Emotion Labels”), such that the user can be 
“categorised” as experiencing either one or a combination of these Emotion 
Labels. As an illustration, Ekman and Friesen used a qualitative presentation of 
emotions, categorising them as surprise, fear, disgust, anger, happiness and 
sadness (Ekman & Friesen, 2003). Researchers have introduced several emotion 
sets, although there are some common strong emotions, which are present in 
majority of them. These strong emotions include anger, fear, disgust, 
excitement, happiness, sadness and boredom (Bradley & Lang, 2006). 
2.  Dimensional (Quantitative) Models: A number of parameters are employed to 
numerically present emotional experiences within a dimensional space. Both 
Russell and Mehrabian presented two similar dimensional models in the 1980s 
and 1970s. These models define emotions based on two or three continuous 
independent parameters (dimensions or axes) (Russell, 1980; Mehrabian, 1970). 
Mehrabian introduced three independent quantities: Valence, defining pleasure 
and displeasure; Arousal describing the excitation level; and Dominance 
identifying the level of control within a given situation. Russell, on the other 
hand, ignored Dominance, and created a 2-dimensional Circumplex of Affect. 
Mehrabian and Russell believed that representations of verbal labels of 
emotions, within either the 2D or 3D model, would differ between people with 
different cultures, especially those with different languages (Russell, 1980; 
Mehrabian, 1970). In 1980 Russell represented some of the most common 
English verbal labels within his Circumplex of Affect. Figure 5 presents a 
simplified version of the Russell’s Circumplex of Affect, occupying only eight 
Emotion Labels, which were distributed evenly within the model. 
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Figure 5 – Simplified Russell Circumplex of Affect for 8 English Verbal Labels of Emotions (Russell, 
1980) 
2.2. Emotional Experience Assessment 
In the affective psychophysiological database construction process, each 
session, in which participants are exposed to an affective stimulus, has to be tagged 
by an emotional experience state, within an affective space (categorical and/or 
dimensional). This assessment has to be capable of reliably categorising the 
participants’ emotional experience. So far studies have, in the main, employed pre-
affective hypothesis, expert or self-assessments: 
1.  Pre-affective hypothesis: A hypothesis is presented in the study to tag the 
participants’ experience with an affective state. As an illustration, Bailenson et 
al. employed an emotion recognition system as an affective tagging reference, 
which used the participants’ facial gestures to classify the emotional experience. 
They hypothesised that the system classification based on facial gestures is 
reliable enough to be used as the reference point for the physiological affective 
recognition system’s training process (Bailenson et al., 2008). As another 
example, Othman et al. hypothesised that the designed affective stimuli would 
evoke the target emotional experience on all participants (Othman et al., 2013).  
2.  Expert assessments: Here, a psychologist or human emotion expert is 
instructed to evaluate the participant’s affective state, and to categorise it within 
an Affective Space (Katsis et al., 2008). 
3.  Self-assessment: There are two different techniques within this category.  
Firstly the minority of studies employed pre-evaluated affective datasets8, and 
used the stimuli’s average reported affective assessments as the reference point, 
instead of requesting the participants to evaluate their emotional experience 
after each stimulus (Frantzidis et al., 2010; Jenke et al., 2014). In the second 
technique, covering the majority of studies, participants were instructed to 
                                                
8 Like International Affective Picture System (IAPS) (Lang et al., 2008), Digital Sound (IADS) (Bradley & Lang, 1999) and 
affective video clip database (Baveye et al., 2013) 
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evaluate their emotional experience after each stimulus, rather than relying on 
pre-evaluated8 assessments (if available) (Murugappan et al., 2008; Yazdani et 
al., 2009; Koelstra et al., 2012; Antje et al., 2005).  
Employing a pre-affective hypothesis can cause unreliability within the 
database. For instance, a stimulus, hypothesised to evoke a particular emotion, could 
induce a completely different emotion on the part of the users. This mismatch 
between the hypothesised and evoked emotion could invalidate the classification 
process, as there is no emotional feedback to evaluate the reliability and effectiveness 
of the affective stimuli. Moreover, a psychologist or human emotion expert may be 
unavailable to conduct the emotional assessments on the participants who are exposed 
to affective stimuli. Therefore, employing self-assessment techniques, specifically for 
the purposes of emotion assessment, can be considered as the most convenient 
technique in the conduct of affective experiments. Indeed, and according to the 
findings of the literature review, the self-assessment technique has been employed by 
the majority of research studies (Section 5.1.7). 
2.3. Affective Clustering – Subjective Experiment (Experiment 1) 
2.3.1. Self-Assessment 
According to a literature review conducted on 30 affective recognition studies, 
conducted since 2010 (refer to Section 5.1, for more details), it was highlighted that 
40% of the studies employed a categorical model, whilst the other 60% used the 
dimensional system. This outcome left no room for concrete conclusions about the 
popularity of an affective space against the other. Therefore, in the present study, 
both dimensional and categorical affective spaces were investigated, in performing 
participants’ self-assessments. Each axis was defined and presented to the participants 
as shown below: 
1.  Valence: How pleasurable the experience is. High positive values indicated 
more pleasure (e.g. the participant enjoyed it), and high negative values mean 
more displeasure (e.g. the participant did not enjoy it). 
2.  Arousal: How arousing the experience is. High positive values indicated 
greater arousal (e.g. excited, alert, stressful, etc.), and high negative values 
indicated minimal levels of arousal (e.g. relaxed, tired, bored, etc.). 
3.  Dominance: How much control the participant has during the experience. High 
positive values indicated higher control in the situation, and high negative 
values indicated lower control during the situation. 
Furthermore, eight Emotion Labels were also selected, for categorical 
assessments (these were: Relaxed, Content, Happy, Excited, Angry, Afraid, Sad and 
Bored). As the original motivation of this study is to assess the emotional responses of 
participants within virtual environments and games, these eight Emotion Labels were 
selected, as they were assumed, in the judgment of the present authors, to be relevant 
to most VR experiences. These labels were also evenly distributed along the 
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Circumplex of Affect (Figure 5) to ensure that the entire 2-dimensional affective 
space is covered.  
2.3.2. Participants and Method 
To identify the subjective arrangement of selected Emotion Labels within the 
3D affective space, 120 participants (mean age of 23.23 years, and a distribution of 
53% male and 48% gamers – refer to Section 3.4.2, for gamer vs. non-gamer 
definition) completed a questionnaire to place the eight Emotion Labels (Relaxed, 
Content, Happy, Excited, Angry, Afraid, Sad and Bored) within the 3-dimensional 
affective space. These 120 participants have participated in all other experiments 
(Pre-Experiment survey (Section 2.3), Preliminary (Section 3.5), Primary (Section 
5.2) and Evaluation (Section 6.1) Experiments), and completed a questionnaire at the 
end of the experiments. The questionnaire contained eight questions, each of which 
required the participants to locate one of the Emotion Labels within the 3D Affective 
Space (refer to Appendix A). The example given below presents one of the questions, 
assessing the “Relaxed” label. The participants were asked to choose one of the 
integer scalars, (arbitrarily) between -3 to +3, for each parameter. The study was 
reviewed and approved by the University of Birmingham’s Ethical Review 
Committee (Ethical Reference Number: ERN_13-1157). 
 
“What value of these parameters (Valence, Arousal and Dominance) would describe 
the experience of "Being Relaxed" in virtual realities?” 
2.3.3. Results 
Figure 6 presents the position of all eight Emotion Labels within the 3D 
affective space, according to their mean ratings (across all participants), in each 
affective axis. To simplify the 3-dimensional space presentation, three separate graphs 
have been obtained to demonstrate the Valence/Arousal, Dominance/Arousal and 
Valence/Dominance combinations. A Multivariate Analysis of Variance  
(MANOVA)9 showed that the ratings of the eight Emotion Labels are significantly 
different (P < 0.001). By combining the Emotion Labels within each quadrant of the 
Russell’s Circumplex of Affect (Figure 5) four Affective Clusters within the 3D 
Affective Space have been created (i.e. one to contain Relaxed and Content, another 
for Happy and Excited, etc.). A MANOVA10 analysis showed that the ratings of the 
four Affective Clusters are significantly different (P < 0.001), as well. Table 1 
presents the means and ranges of the ratings for both Emotion Labels and Affective 
Clusters, across all participants. As can be obtained from the ratings’ means and 
percentiles, the majority of the ratings are within the Affective Clusters borders (for 
the ratings distribution plots, refer to Appendix B). Moreover, the significant rating 
difference of Emotion Labels and Affective Clusters (investigated through MANOVA 
analyses presented above) enable one to conclude that each Affective Cluster shares 
an insignificant and ignorable overlap with the other three clusters.  
                                                
9 Valence, Arousal and Dominance are considered as dependent variables and Emotion Labels as independent parameter. 
10 Valence, Arousal and Dominance are considered as dependent variables and Affective Clusters as independent parameter. 
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Figure 6 – Subjective Representation of 8 Emotion Labels, within 3D Affective Space – The Dashed 
Squares Present the Affective Clusters’ Boundaries – The Dashed Arrows Present the Affective 
Clusters’ Centre Vectors – Clusters are named as follows: (1) Positive Valence, Low Arousal, Positive 
Dominance (PVLAPD) – (2) Positive Valence, High Positive Arousal, Positive Dominance 
(PVHPAPD) – (3) Negative Valence, Positive Arousal, Negative Dominance (NVPAND) – (4) 
Negative Valence, Negative Arousal, Negative Dominance (NVNAND) 
Table 1 – Mean Value of Valence, Arousal and Dominance Ratings of Emotion Labels and Affective 
Clusters, across all Participants’ Survey Ratings – (A - B) Presents the (A) 25th and (B) 75th Percentiles, 
which Present the Range, and which Contain at Least 50% of the Ratings 
Emotion Mean (25th – 75th Percentiles) Cluster Mean (25th – 75th Percentiles) 
Relaxed 
Valence 1.49 (1 – 2) 
PVLAPD 
Valence 1.50 (1 – 2) 
Arousal -0.49 (-1.5 – 0) 
Dominance 2.11 (1 – 3) 
Arousal 0.04 (-1 – 1) 
Content 
Valence 1.52 (1 – 2) 
Arousal 0.58 (0 – 1) 
Dominance 1.97 (1 – 3) 
Dominance 1.82 (1 – 3) 
Happy 
Valence 2.55 (2 – 3) 
PVHPAPD 
Valence 2.48 (2 – 3) 
Arousal 1.65 (1 – 2) 
Dominance 2.23 (2 – 3) 
Arousal 2.19 (2 – 3) 
Excited 
Valence 2.40 (2 – 3) 
Arousal 2.72 (3 – 3) 
Dominance 2.05 (2 – 3) 
Dominance 1.86 (1 – 3) 
Angry 
Valence -1.04 (-2 – 0) 
NVPAND 
Valence -1.48 (-3 – -1) 
Arousal 1.59 (1 – 3) 
Dominance -1.05 (-3 – 0) 
Arousal 1.45 (0.5 – 3) 
Afraid 
Valence -1.92 (-3 – -2) 
Arousal 1.32 (0 – 2.5) 
Dominance -1.50 (-3 – 0.5) 
Dominance -1.95 (-3 – -2) 
Sad 
Valence -1.83 (-3 – -1) 
NVNAND 
Valence -1.66 (-3 – -1) 
Arousal -0.60 (-2 – 0) 
Dominance -0.95 (-2 – 0) 
Arousal -1.37 (-3 – 0) 
Bored 
Valence -1.50 (-3 – 0) 
Arousal -2.15 (-3 – -2) 
Dominance -0.61 (-2 – 0) 
Dominance -0.27 (-2 – 0) 
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2.3.4. Axes Correlations 
To assess the relationship between the axes of the dimensional affective space, 
the correlations between all possible pairs have been calculated; Valence vs. Arousal, 
Valence vs. Dominance and Arousal vs. Dominance. This analysis has been 
conducted on 4 independent datasets, recorded according to four independent 
experiments (survey, VR, image and sound). 
1.  Survey: This survey contains the subjective distribution ratings of Emotion 
Labels, scattered within the 3-dimensional affective space. By combining the 
ratings of 120 participants (Section 2.3.3), for eight Emotion Labels, 960 
Valence vs. Arousal vs. Dominance ratings were recorded.   
2.  Affective Virtual Reality (VR): In this study the emotional experiences of 68, 
30 and 15 participants, exposed to (respectively) 22, 10 and 5 Affective VR 
environments (Preliminary, Primary and Evaluation Experiments – Chapters 3, 
5 and 6), have been self-assessed and recorded. The ratings have been combined 
and a database, with 1827 Valence vs. Arousal vs. Dominance ratings, was 
created. 
3.  International Affective Picture System (IAPS): This international database 
contains the subjective ratings of an affective picture set. The images’ mean 
males and females ratings of the IAPS database (Lang et al., 2008) have been 
combined to create a database, with 2388 Valence vs. Arousal vs. Dominance 
ratings.  
4.  International Affective Digital Sound (IADS): This international database 
contains the subjective ratings of an affective sound set. The sounds’ mean 
males and females ratings of the IADS database (Bradley & Lang, 1999) have 
been combined to create a database, with 334 Valence vs. Arousal vs. 
Dominance ratings. 
Table 2 presents the correlation coefficients and significance levels of the axes 
correlations, within all four independent affective datasets. As it can be seen in the 
table, there is a high and significant correlation (Pearson's technique) between the 
Valence and Dominance ratings, whereas the correlation between other axes is 
considerably lower. Also this significant correlation is consistence in all four 
independent databases. This correlation renders the “Valence vs. Arousal” and 
“Dominance vs. Arousal” graphs almost identical (Figure 6). Furthermore, as it can be 
seen in Figure 6, the “Negative Valence, Positive Dominance and Positive/Negative 
Arousal” and “Positive Valence, Negative Dominance and Positive/Negative 
Arousal” octants11 (4 octants out of 8) are completely empty (containing no emotion 
label), whilst the other four contain all eight Emotion Labels (see “Valence vs. 
Dominance” graph in Figure 6). From the Valence/Dominance correlation, one could 
conclude that the participants tend to report more pleasurable experiences (positive 
Valence) when they feel more control (positive Dominance) in the situation. 
                                                
11An octant is one of the eight divisions of Euclidean three-dimensional coordinate system, defined based on the signs of the 
coordinates. 
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Similarly, they tend to report more displeasure (negative Valence) when they 
experience low control (negative Dominance) in the situation.  
Table 2 – Axes Correlation Results, Conducted on Four Independent Databases 
Database 
(Number of Samples) Comparison r-value p-value 
Survey 
(960) 
Valence vs. Arousal 0.3376 <0.001 
Valence vs. Dominance 0.6910 <0.001 
Arousal vs. Dominance 0.1317 <0.001 
Affective VR 
(1827) 
Valence vs. Arousal 0.3060 <0.001 
Valence vs. Dominance 0.5595 <0.001 
Arousal vs. Dominance -0.1011 <0.001 
IAPS 
(2388) 
Valence vs. Arousal -0.2087 <0.001 
Valence vs. Dominance 0.8089 <0.001 
Arousal vs. Dominance -0.5173 <0.001 
IADS 
(334) 
Valence vs. Arousal -0.4062 <0.001 
Valence vs. Dominance 0.9282 <0.001 
Arousal vs. Dominance -0.5027 <0.001 
2.3.5. Discussion 
The significant difference between the ratings of the Emotion Labels suggests 
that the dimensional presentation of these eight Emotion Labels are completely 
different from each other, and can be distinguished by the participants. As it can be 
seen in Valence/Arousal graph, in Figure 6, the labels followed the Russell’s 
Circumplex order (Figure 5), whilst the position of “Relaxed” and “Content” were 
associated with slightly higher Arousal states than expected. It can be concluded that 
this reflects the fact that the ratings were undertaken in the context of the virtual 
reality and gaming experience; it is not unreasonable to suggest, or indeed expect that 
relaxing whilst playing a game can be more arousing than simply relaxing, for 
example, on a sofa. 
Due to high and significant correlation between the Valence and Dominance 
axes (Section 2.3.4), in this study, it was decided to disregard the Dominance axis in 
all affective evaluations, and use the 2D Circumplex of Affect, originally presented 
by Russell (Russell, 1980) (Figure 5). Figure 7 presents the subjective positioning of 
eight Emotion Labels within the 2D (Valence vs. Arousal) Circumplex of Affect. 
Therefore, although, the four quadrants12 in Russell’s Circumplex of Affect could be 
employed to classify the emotional responses into four clusters (each of which contain 
two Emotion Labels – as employed by (Frantzidis et al., 2010)), the subjective 
arrangement of the labels within the evaluated Circumplex (Figure 7) categorises 
them into four Affective Clusters, rather than four quadrants, as the PVLA (Positive 
Valence, Low Arousal) and PVHPA (Positive Valence, High Positive Arousal) 
                                                
12 A quadrant is one of the four divisions of Euclidean two-dimensional coordinate system, defined based on the signs of the 
coordinates. 
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clusters share the positive valence and positive arousal quadrant. These four Affective 
Clusters can be employed for emotion recognition processes, categorising the 
affective responses into four clusters (PVLA, PVHPA, NVPA (Negative Valence, 
Positive Arousal) and NVNA (Negative Valence, Negative Arousal)). Also, as the 
combined ratings of the Emotion Labels, into Affective Clusters are significantly 
different, one could conclude that the four Affective Clusters are completely different 
from each other, and could be distinguished by the participants. Table 3 presents the 
Affective Clusters’ centroids, plus defined upper and lower limits. Any rating within 
each cluster’s limit could be tagged by the cluster’s name. Therefore all dimensional 
affective ratings can be categorised, according to the clusters’ limits, into four 
Affective Clusters. 
 
Figure 7 – Subjective Representation of the 8 Verbal Emotions, within the 2D Affective Space – 
Clusters are named as follows: (1) Positive Valence Low Arousal (PVLA) – (2) Positive Valence High 
Positive Arousal (PVHPA) – (3) Negative Valence Positive Arousal (NVPA) – (4) Negative Valence 
Negative Arousal (NVNA) 
Table 3 – Affective Clusters Definition, According to the Clusters’ Centroid, Lower and Upper Limits 
Affective Cluster  Centroid (Cluster’s Defined Lower Limit – Cluster’s Defined Upper Limit) 
PVLA 
Valence 1.5 (0 – 3) 
Arousal -0.85 (-3 – 1.16) 
PVHPA 
Valence 1.5 (0 – 3) 
Arousal 2.14 (1.16 – 3) 
NVPA 
Valence -1.5 (-3 – 0) 
Arousal 1.5 (0 – 3) 
NVNA 
Valence -1.5 (-3 – 0) 
Arousal -1.5 (-3 – 0) 
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2.4. Indirect Emotion Labels Positioning 
In this study the emotional experiences of 113 participants, exposed to various 
number of Affective VR environments, have been self-assessed and recorded 
(Preliminary, Primary and Evaluation Experiments – Chapters 3, 5 and 6). At the end 
of each Affective VR experience the participants were instructed to report their 
emotions according to both dimensional (Valence, Arousal and Dominance) and 
categorical (Relaxed, Content, Happy, Excited, Angry, Afraid, Sad and Bored) 
models. Although in the self-assessments, the participants reported their emotional 
experiences within a particular Affective VR experience; their dimensional and 
categorical ratings could be considered as an indirect and unintended positioning of 
the Emotion Labels within the 3-dimensional affective space (Valence vs. Arousal vs. 
Dominance ratings, beside the corresponding equal Emotion Label). This is in 
contrast with the survey experiment (Experiment 1 – Section 2.3.2), where the 
participants were asked to (directly) position each Emotion Label within the 3-
dimensional affective space.  
Table 4 – Mean Value of Valence and Arousal Ratings of Emotion Labels and Affective Clusters, 
across all Participants’ Affective VR Ratings – (A - B) Presents the (A) 25th and (B) 75th Percentiles, 
which Present the Range, and which Contain at Least 50% of the Ratings 
In total, 1827 ratings were recorded within the Indirect Emotion Labels 
positioning database. We performed an analysis on these ratings to compare the direct 
and indirect positioning of Emotion Labels, within the dimensional affective space. 
Emotion Mean (25th – 75th Percentiles) Cluster Mean (25th – 75th Percentiles) 
Relaxed 
Valence 0.98 (0 – 2) 
PVLA 
Valence 1.04 (1 – 2) 
Arousal -0.98 (-2 – 0) 
Content 
Valence 1.07 (1 – 2) 
Arousal -0.01 (-1 – 1) 
Arousal 0.54 (0 – 1) 
Happy 
Valence 1.79 (1 – 2) 
PVHPA 
Valence 1.82 (1 – 2) 
Arousal 1.53 (1 – 2) 
Excited 
Valence 1.83 (1 – 2) 
Arousal 1.93 (1 – 3) 
Arousal 2.24 (2 – 3) 
Angry 
Valence -1.56 (-2 – -1) 
NVPA 
Valence -1.48 (-2 – -1) 
Arousal 1.26 (1 – 2) 
Afraid 
Valence -0.72 (-2 – 0) 
Arousal 1.28 (1 – 2) 
Arousal 1.43 (1 – 2) 
Sad 
Valence -1.29 (-2 – -0.5) 
NVNA 
Valence -1.17 (-2 – 0) 
Arousal -0.09 (-2 – 1) 
Bored 
Valence -1.15 (-2 – 0) 
Arousal -1.11 (-2 – 0) 
Arousal -1.35 (-2 – -1) 
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According to a MANOVA analysis 13 , the dimensional ratings of the indirect 
positioning of Emotion Labels are significantly different across Emotion Labels 
(PLabels < 0.001 – similar to direct positioning – Section 2.3.5). On the other hand, an 
Analysis of Variance (ANOVA) on each axis14 highlighted that the positioning of 
Emotion Labels on Valence and Arousal axes, in direct and indirect positioning, were 
not significantly different (P(Valence)Direct-vs-indirect = 0.062 and P(Arousal)Direct-vs-indirect 
= 0.934), whereas they were significantly different in Dominance axis 
(P(Dominance)Direct-vs-indirect = 0.01). This could conclude that the participants followed 
the Emotion Labels’ positioning definitions, presented in the direct positioning, when 
assessing their emotional experience, in Valence and Arousal axes; whereas they 
followed a significantly different pattern in Dominance axis. A 3-dimensional 
MANOVA analysis15 highlighted that the direct and indirect positioning of Emotion 
Labels are significantly different (PDirect-vs-indirect = 0.003) in 3-dimensional Affective 
Space. However, a 2-dimentional MANOVA analysis16 highlighted that the direct and 
indirect positioning of Emotion Labels are not significantly different (PDirect-vs-indirect = 
0.171) in 2-dimensional Circumplex of Affect.  
 
Figure 8 – Direct vs. Indirect Labels Positioning Comparison – The Circles and Hexagrams Present 
The Labels Mean Positions According to (Respectively) Survey (Direct) and Affective VR (Indirect) 
Ratings – The Dashed Lines Present the 1 Standard Deviation Interval 
As mentioned in Section 2.3.5, we decided to disregard the Dominance axis and 
employ the 2-dimensioanl Circumplex of Affect. Therefore, as the direct and indirect 
positioning of Emotion Labels are not significantly different in 2-dimensional 
Circumplex of Affect, one could conclude that the participants’ dimensional and 
categorical ratings, under emotional experiences, followed the same relationship 
patterns, highlighted in the direct positioning of Emotion Labels (Section 2.3.5). 
                                                
13 Valence and Arousal as dependent variables, while Emotion Labels fixed factor. 
14 One of the Axes ratings (Valence, Arousal or Dominance) as dependent variables, while different positioning (direct vs. 
indirect) as fixed factors. 
15 Valence, Arousal and Dominance as dependent variables, while different positioning (direct vs. indirect) as fixed factors. 
16 Valence and Arousal as dependent variables, while different positioning (direct vs. indirect) as fixed factors. 
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Figure 8 presents a comparison between the direct and indirect positioning of the 
Emotion Labels. Table 4 presents the mean and ranges of the Valence and Arousal 
ratings of the indirect Emotion Labels and Affective Clusters positions (compare 
Table 1 and Table 4 for direct vs. indirect comparison).  
2.5. Conclusion 
In this chapter, the definition of emotions and their representation models 
(categorical vs. dimensional) have been discussed in detail (Section 2.1). Moreover, 
the processes in which the emotional experiences of human could be assessed and 
labelled (regardless of the employed affective model) have also been considered 
(Section 2.2). As discussed in Section 2.2, we believe that self-assessment techniques, 
specifically for the purposes of emotion assessment, can be considered as the most 
convenient technique in the evaluation process of affective experiments. Furthermore, 
by conducting a survey, the relationship between the 3D affective space (dimensional 
model), and eight Emotion Labels (categorical model) has been investigated (Section 
2.3). The results highlighted a similar distribution of labels within the dimensional 
space, when compared to the 2D Circumplex of Affect, presented by Russell (Section 
2.3.3). However, not only the survey results, but also the datasets recorded in this 
thesis (Preliminary, Primary and Evaluation Experiments – Chapter 3, 5 and 6), and 
other affective databases (IAPS and IADS) presented in the international literatures, 
showed a consistent high and significant correlation between the Valence and 
Dominance axes (Section 2.3.4). These results suggested that the 2D Circumplex of 
Affect needs to be employed in the analysis, as the Dominance axis could not provide 
any additional affective information (Section 2.3.5). Finally, by analysing the datasets 
recorded in this thesis (Preliminary, Primary and Evaluation Experiments – Chapter 3, 
5 and 6), the indirect and direct distributions of the Emotion Labels, within the 3D 
affective space, have been compared (Section 2.4). The analysis suggested that the 
direct subjective allocation of the Emotion Labels within the 2D Circumplex of Affect 
(Valence vs. Arousal) were similar to their indirect allocation (conducted 
unintentionally by participants, while assessing their emotional experience within the 
VRs, according to both dimensional and categorical models). This means that the 
participants have been able to follow almost the same 2D (Valence vs. Arousal) 
distribution pattern for Emotion Labels, presented in their direct survey, when 
assessing their emotional experiences, within the Affective VRs. This also means that 
the defined Affective Clusters, according to the 2D distribution pattern of Emotion 
Labels (Figure 7), are fairly reliable to cluster the emotional experience of the 
participants, accordingly.  
The analyses and findings of this chapter are the foundations of the 
conceptualisation, designing and evaluation process of the affective computing 
system (discussed in Chapters 3, 4, 5 and 6). To be able to conduct any psychological 
or physiological investigation on human emotional behaviour, the foundation, in 
which the affects are modelled, assessed and represented, need to be explored and 
clarified first (research question I presented in Section 1.8).  
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The most important contribution of this chapter is the distribution of Emotion 
Labels, within the 3D affective space, according to VR-based affective experiences. 
As suggested by Russell, and Mehrabian, the distribution of emotion labels, within 
either the 2D or 3D model, would differ between people with different cultures, 
especially those with different languages (Russell, 1980; Mehrabian, 1970). Although 
the labels followed the same order, presented within the Circumplex of Affect, it was 
highlighted that ‘Relaxed’ and ‘Content’ are associated with higher arousal levels 
(compared to the Circumplex of Affect). It also underlined the fact that the 
Circumplex of Affect, according to VR-based affective experiences, cannot be 
clustered into 4 quadrants, as 4 Affective Clusters (one of which sharing two 
quadrants) are required to categorise the continuous affective space.  
Another contribution of this chapter is the identification of the correlation 
between affective axes. Mehrabian and Russell employed a multi-question subjective 
questionnaire to model the emotional behaviour of people. By employing principal 
component analysis (PCA), Mehrabian extracted three components related to the level 
of Valence, Arousal and Dominance, to represent the affective space. Whereas 
Russell concluded that employing Valence and Arousal levels are sufficient, to 
represent human emotions (Russell, 1980; Mehrabian, 1970). In this chapter, we 
encountered a significant high correlation between Valence and Dominance axes, in 4 
different independent affective datasets (two recorded in this study and two presented 
in international literatures). From this one can conclude that Russell’s 2D Circumplex 
of Affect can represent the affective space more efficiently than Mehrabian’s 3D 
affective space.         
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Chapter 3 




Abstract – Detecting and measuring emotional responses whilst interacting with 
Virtual Reality (VR), and assessing and interpreting their impacts on human 
engagement and “immersion”, are both academically and technologically 
challenging.  Whilst many researchers have, in the past, focused on the affective 
evaluation of passive environments, such as listening to music or the observation of 
videos and imagery, virtual realities and related interactive environments have only 
been used in a small number of research studies as a mean of presenting emotional 
stimuli.  This chapter reports the first stage (focusing on participants’ subjective 
responses) of a range of experimental investigations supporting the evaluation of 
emotional responses. To populate the affective space with participants’ emotional 
responses, an “Affective VR”, capable of manipulating users’ emotions, has been 
designed and subjectively evaluated.  The VR takes the form of a dynamic 
“speedboat” simulation, elements (controllable VR parameters) of which were 
assessed and selected based on a 35-respondent online survey, coupled with the 
implementation of an affective power approximation algorithm.  A further 68 
participants took part in a series of trials, interacting with a number of VR variations, 




3. Affective Virtual Reality 
To perform the affective recognition process in virtual realities, a system has to 
be designed, trained and validated with respect to a psychophysiological affective 
database, recorded from a large number of users, exposed to a number of controlled 
and known affective stimuli (considering supervised learning algorithms (Mohri et al., 
2012)). To construct such a database, a number of controlled emotional situations, 
evoking some specific affective states on the part of the users17, would need to be 
presented to participants in an experiment, whilst taking part in a physiological 
measurement paradigm. These recordings, tagged by the corresponding affective 
states, would then be analysed for the design, training and validation of the affective 
recognition system. Therefore, two distinct steps in the psychophysiological affective 
database construction can be considered: (a) evoking controlled emotional 
experiences and (b) the measurement of physiological parameters. It would be 
important to ensure the implementation of strict experimental designs in such a 
paradigm, in order to avoid the development of an inappropriate psychophysiological 
affective database, which would invalidate the recognition system’s training process. 
As an illustration, if the users’ emotional experiences were poorly controlled (e.g., it 
was not possible to state with confidence that anger had been experienced by the users 
during the corresponding session), then the classification techniques would be unable 
to train the affective recognition system properly and the accuracy of the system 
would be affected accordingly. To prevent such incidents, the emotional stimuli must 
be subjectively evaluated and categorised prior to the undertaking of physiological 
measurements, in order to validate their effectiveness in evoking the required 
emotional experiences on the part of all users.   
To date a number of evaluated affective stimuli databases using images (the 
International Affective Picture System – IAPS (Lang et al., 2008)), sounds (the 
International Affective Digital Sounds – IADS (Bradley & Lang, 1999)) and video 
clips (Baveye et al., 2013) have been presented in the literature. These established 
databases provide investigators with a variety of pre-evaluated affective stimuli, 
which (from a subjective outcome perspective) have been found to elicit specific (and 
quite strong) emotions in recipients. However, to the knowledge of the authors, no 
validated Affective VR-based stimuli database has been presented as yet. The 
availability and reliability of such a database of stimuli in form of a virtual reality 
(VR), is crucial in the design and validation of an affective computing system, which 
can be used in VR-based systems. In the present chapter, an Affective Virtual Reality 
and the process by which it was conceptualized, designed and subjected to an early 
validation study is discussed in detail. The Affective VR is capable of eliciting 
multiple emotions within the users, and manipulating their affective experiences 
within the affective space, by controlling the VR’s internal parameters. A number of 
“sub-games” (based on the selection of multiple unique VR parameters) have been 
                                                
17 Such as images that evoke fear and disgust on users – image number 3000 to 3266 in IAPS (Lang et al., 2008) 
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selected using an affective power estimation process, and evaluated in a subjective 
experiment employing 68 participants.  
3.1. Affective VR Design 
Two different approaches are possible for designing an Affective Virtual 
Reality, capable of evoking certain emotions: 
1. Multiple VRs: A number of entirely different VRs can be designed to evoke 
different emotions. The first advantage of this approach is that every VR can be 
designed in a way that would have the maximum impact on the users, in order 
to evoke a particular emotion. The disadvantage of this method is the variability 
between the environments. Different environments may well result in different 
VR experiences, which may in turn lead to too much variability between the 
recorded data. This would leave no ground truth for any comparison between 
the independent situations. Also, each VR would take the form of a new 
environment for the participants and could create an element of surprise in 
every attempt. This issue may decrease or even change the expected emotional 
experience on the part of the participants.  
2. Single VR: A single but well constructed virtual reality can be designed that is 
capable of evoking different emotions by changing the simulated environment’s 
internal properties. The first advantage of this approach is the minimum 
variability between the emotional experiences, as the background environment 
or scenario (or called in the thesis Neutral Scenario of VR – the overall theme, 
environment, interaction process and rules of the VR) for all experiences would 
be the same, and changes in the parameters of the VR and incidents could elicit 
different emotions. Another advantage would be the minimum element of 
surprise on the participants (compared to the multiple-VRs approach). The 
overall VR environment, interaction algorithm and other aspects related to the 
background scenario would stay the same and allow participants to concentrate 
on the affective parameters rather than the changes. The disadvantage of this 
approach is that the effectiveness of emotional experiences may be less 
influential than the first method. The reason for this is that, in a multiple VR 
approach, one scenario can be designed to evoke boredom and another to elicit 
excitement; each in a very powerful way, while in this approach there is only 
one VR scenario, which should be capable of evoking all emotions in an 
effective manner.  
In human-centred experimentation, minimum variability within a single VR 
experience is an extremely important matter, as any acceptable analysis dealing with 
either affects or physiological databases has to be based on changes in emotional 
experiences, due to different environments (between sub-games), rather than different 
personal experiences (between participants). Multiple VRs may create different 
experiences amongst participants, rather than a single VR with an overriding context, 
due to variability between environments. Therefore, in the present project, the Single 
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VR approach has been adopted as the design approach for the virtual affective 
medium.  
A Speedboat Simulation 18  game (Figure 9) was designed for use as the 
background scenario of the Affective VR. As the experimental cohort was anticipated 
to comprise both gamers and non-gamers, it was decided to use a driving-based 
simulation with a simple directional interface style (a speedboat scenario in this case), 
to reduce the amount of prior gaming experiences required for participation (i.e. when 
compared to the skills and experiences typically manifested by players of first person 
combat and strategic games). Also, the creation of an environment with a very basic 
contextual setting in terms of graphical elements drove the choice of a speedboat 
simulation (as opposed to automobile driving, which typically consists of complex 
urban representations). Moreover, the dynamics of the environment would, it was felt, 
provide a wide range of possible parameters and variables that could be implemented 
and controlled in the environment (described in more detail in Section 3.2). 
 
Figure 9 – Speedboat Simulation Environment 
In the neutral speedboat simulation environment, the user is able to navigate a 
small boat, freely, within a coastal virtual environment, originally created for VR 
healthcare research (Stone & Hannigan, 2014). By manipulating the VR parameters 
(described in more detail in Section 3.2), a number of different variations of the 
neutral environment were created. These variations have been called sub-games, in 
this study. In majority of sub-games, there are a number of floating “ring buoys” on 
the water that the users can collect to gain higher scores. In all sub-games, the users 
can either finish the game by passing the finish line at a distance (from where the 
game is started), or continue exploring for as long as they require (only in the sub-
games, which do not have any time limitations). Regardless of the time settings for 
each VR variation, no sub-game is allowed to continue beyond 5 minutes. If the 
participant spends longer than 5 minutes in a particular sub-game, it terminates 
automatically. Depending on the VR settings (Section 3.2), participants can interact 
with the virtual environment using either a mouse or a force feedback joystick. The 
                                                
18 This simulation can be viewed at: https://www.youtube.com/watch?v=pqn-X1Z5AoM  
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joystick is capable of displaying vibration effects according to simulated “water 
turbulence” and, in addition, left/right forces on the grip, simulating simple “water 
resistance” effects, created when the boat is turning. A Samsung 32-inch flat LCD 
screen was used to present the VR scenes, together with a Sennheiser RS-170 wireless 
headphone to play the environmental sound effects. 
3.2. Affective Parameters (“Incidents”) 
In order to evoke multiple emotions in the participants, a number of controllable 
affective parameters need to be identified and implemented within the VR. 
Manipulation of these parameters would (it was hypothesized) evoke different 
emotions within the participants. The general nature of these parameters or 
“incidents” needs to be studied prior to any identification or implementation within 
the environment.  
3.2.1. Categorization of Incidents 
I. VR Aspects: For the purposes of this study, the parameters or incidents presented 
in the speedboat simulation were categorized into 4 major aspects: 
1. Visualization: Any aspect of the game related to visual stimulation, including 
lighting, textures, fidelity, scale of the objects, realism of any action (such as 
avatar animation) and physical behaviours.  
2. Auditory: All features of the game that are related to the auditory sense of the 
users, including the background music, sounds of objects, voices of avatars, and 
so on.  
3. Interaction: Keyboard, mouse, joysticks, voice recognition systems, gestural 
translators, and so on, all fall within the interaction category.  
4. Narrative: Any aspect of the game (visual, auditory and interaction) that is 
presented to the users in a meaningful or contextually relevant way through a 
narrative or background scenario. This aspect can influence the user’s 
perception and change his or her experience quite dramatically. As an 
illustration, even a game created using extraordinary visualizations, auditory 
and interaction factors can have different influences on users simply by the way 
the game’s narrative has been presented. If the background presents a science 
fiction scenario, for example, the user may expect to experience extreme levels 
of action, a high tempo, even fear.  Yet, the same game presented with a real-
life scenario as its background narrative, perhaps one that depicts a desert island 
or peaceful countryside setting, can create a completely different set of 
expectations and perceptions on the part of the user. 
II. Timing Aspects: Each incident in the game can be presented to the users either as 
a single event in the game (“In-Game Discrete Event”, such as a sudden sound, a 
short aggressive attack, a short screen vibration, etc.), or throughout the whole 
duration of a game (“Game-Persistence”, such as a time limitation, a change in the 
input device control law, etc.).  
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Considering the classification of the in-game parameters, according to the VR 
and time related aspects, the in-game parameters, which can be game-persistence, 
could be considered as “Parameters”. However, the in-game discrete events have to 
be considered as “Incidents”, as their short-time presence within a sub-game cannot 
classify them as an in-game parameter.  
3.2.2. Incidents Identification, and Assessment 
According to the speedboat simulation’s environmental capabilities, 21 possible 
incidents were identified for implementation within the Affective VR. These incidents 
were categorised based on their presentation timing, together with the VR aspects. 
Table 5 shows these incidents, clustered with respect to the VR aspect and timing 
classifications. Different combinations of these incidents could create different sub-
games. Combination of elements within the columns can create 1444 different sub-
game combinations (!!  means !!! column – ! !! !! !! !! !! !! !! !! !! !
! !! !! !! !!!!!! ! !""#). As some of these combinations are not possible (e.g., 
no time limitation while the timer is faulty, etc.), the total number of possible 





Table 5 – 21 Incidents Categorization According to VR and Timing Aspect 
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3.3. Affective Virtual Reality 
The speedboat VR is capable of generating all required combinations of 
incidents (described in Section 3.2.2). Figure 10 presents some examples of possible 
sub-game combinations. Each sub-game was allocated an 8-digit code. Each code 
represented the index number within each column of Table 5. As an illustration, code 
“21223111” would set up a sub-game environment with the following settings: 
Mine Avoidance + Time Limitation + Faulty Timer + Invisible Barrier + Joystick with Force Feedback 
+ Normal Controller + Shaking and Blurring the Camera + Colour Screen 
 
 
Figure 10 – Incidents Presentation Examples Within the Affective VR – A) Start Line Flag for Time 
Limitation Scenarios – B) Ramps in the Virtual Environment – C) Mine Avoidance – D) Jumping Over 
Ships – E) Deriving Freely Outside the Ring Buoys Lane – F) Finding Hidden Ring Buoys Inside the 
Bushes, By Using the Radar – G) Torpedo Avoidance – H) Splashing Water to the Flying Ball – I) 
Inverse Black and White Screen in the Torpedo Avoidance Sub-Scenario – J) Black and White Screen 
in Maze Sub-Scenario – K) Finish Line Flag to Terminate the Game on Demand – L) Score 
Calculation at the Game Termination 
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The experimenter generates a list of these codes for the VR, in order to create an 
automated sequential (randomised) experiment. In addition, an interactive 
questionnaire for assessing the affective experience of the participants, according to 
Valence, Arousal and Dominance axes (scaled between -3 to +3 in all axes), followed 
by the 8 Emotion Labels list described earlier, were automatically presented to the 
participants, at the end of each sub-game (Section 2.3.1). The rating results, followed 
by the sub-game information, were saved in a text file during the run-time of the 
experiment, and could be simply extracted after the experiment. 
3.4. Pre-Experiment Survey (Experiment 2) 
3.4.1. Sub-Games Affective Power Approximation 
As explained above (Section 3.2.2), 792 different sub-games can be constructed 
using the 21 incidents. Two different approaches were available to test the emotional 
effect of each sub-game: 
1. Subjective Assessment: In this approach all sub-games need to be played at 
least once, by one of the participants. It is impossible to allow each participant 
to play all 792 sub-games, as no one individual would be able to play all of 
them without experiencing extreme fatigue (even in multiple sessions, over 
different days). Therefore all 792 sub-games can be divided into “m” sub-sets, 
each of which contains a number of sub-games. Then each sub-set can be 
played (I) either by “n” participants, or (II) by only one participant. To be able 
to perform a meaningful affective analysis, the affective power of sub-games 
cannot be assessed by subjective assessment of a single participant (II). 
Therefore, a high number of participants need to be recruited, to enable each 
game to be played by “n” participants (I).   
2. Subjective Estimation: In this method, the emotional effect of each incident, 
rather than each sub-game, would be evaluated, using an approximation 
technique. This means that each participant would estimate the possible 
emotional effect of each incident (all 21 incidents considered), described 
verbally (Section 3.4.2). Then, by employing the approximated emotional 
effects of all incidents, and an estimation technique (Section 3.4.3), the overall 
affective power of each single sub-game, containing a number of incidents, can 
be approximated. 
Due to the high number of possible sub-game combinations, to reduce this 
number to include those affective combinations, which would be most likely to 
manipulate the participants’ emotional status towards all four Affective Clusters 
(described in Section 2.3.5), the Subjective Estimation approach was employed in 
this study. 
3.4.2. Participants and Method 
Subsequently, a subjective survey was designed and presented online to 35 
respondents (with a mean age of 24.72 years, and a distribution of 57% males and 
66% non-gamers). The study was reviewed and approved by the University of 
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Birmingham’s Ethical Review Committee (Ethical Reference Number: ERN_13-
1157). To distinguish gamers from non-gamers, the following description was 
presented to the respondents as part of the online survey to enable them to self-assess 
appropriately: 
“If you follow games in the market regularly and have a lot of experience playing 
games on PC and consoles, you are a gamer.” 
Within the survey, a brief overarching explanation of the VR followed by a 
short video of the environment (as referenced earlier under Footnote 18) was 
presented to the respondents. Then, each incident was described in text form, such as: 
“imagine that you need to drive the boat through mines scattered on the water”, or 
“imagine that the controller used to control the boat is faulty and is not responding to 
your actions”. The respondents were then required to estimate their Valence, Arousal 
and Dominance levels, and to choose one of the eight Emotion Labels (as presented in 
Section 2.3.1), for each incident, by considering themselves within the described 
affective situation (refer to Appendix C). 
3.4.3. Results and Discussion 
Using the mean ratings (across participants) for each incident, the affective 
powers of all VR parameters have been approximated within the 3-dimensional 
affective space and are shown in Figure 11. 
 
Figure 11 – Presentation of Estimated Affective Power of the Incidents Within the 3D Affective Space 
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To analyse and estimate the total emotional power of each sub-game, an 
estimation algorithm was designed based on 2 hypotheses: 
1. Interacting and Additive Effect: Each individual incident can have an effect 
on another incident if they are both presented within the same sub-game. This 
means that incidents can have additive effects on each other. It also means that, 
if several incidents are presented in a sub-game, the overall emotional effect of 
that combination can be considered as the summation of Circumplex values of 
all individual incidents. 
2. Background Game as the Neutral: The background scenario can be 
considered as neutral, with (0, 0, 0) as its 3D emotional effect. This means that 
all possible combinations would be evaluated with respect to the background 
VR scenario. 
Accepting these hypotheses then, the affective power of all 792 sub-games can 
be estimated by adding the approximated 3D affective values of all incidents within 
each combination (sub-game). Figure 12 presents the positioning of all 792 sub-
games within the 3-dimensional affective space. Furthermore, to estimate the 
“Occurrence Probability” (OP) of each categorical label for each game in the future 
subjective experiment, Equation 1 was employed in the analysis. By using this 
equation the probability, in which a particular label can be selected in a specific sub-
game is approximated. 
!" ! !!"#$%#&!!"#$%! ""#$%&"%!!"#$%#&'(!!"!!""!!"#!$%"&'!!"!!!!"#$%&'!!!"#$%&!!"!!"#$%&"#&'! "#!!"!!!!!!"#$%&'!! !!!"#$%&!!"!!"#$%&%!"'$(!!"!!!!!!!"#$%&#'(! 
Equation 1 – Categorical Label Occurrence Probability Estimation Formula 
 
Figure 12 – Presentation of Sub-Games Within the 3D Affective Space – Dots Represent the sub-
games – Circled Dots Represents the 22 Selected Sub-Games 
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3.5. Preliminary Subjective Experiment (Experiment 3) 
3.5.1. Sub-Games Selection for Preliminary Experiment  
After performing the affective power estimation process on the sub-games, the 
post-exposure subjective affective response of the participants to a number of sub-
games can be assessed. This subjective affective evaluation can, firstly, assess the 
accuracy of the approximation process and secondly, identify the subjective emotional 
power of a number of sub-games (rather than their estimated values), for future 
affective experiments. Therefore, a number of sub-games need to be selected to be 
presented to a number of participants, for subjective affective evaluation.  
For this experiment, it was decided to adopt an overall “Experiment Duration” 
(ED) of less than 2 hours (in order to minimise participant fatigue). Considering the 
maximum duration of each sub-game as 5 minutes (no sub-game was permitted to 
take longer than 5 minutes, Section 3.1, although they usually lasted less than this), 
and the training session (Section 3.5.3) duration of between 5 and 15 minutes 
(average 10 minutes), the maximum number of sub-games for the experiment (not to 
exceed 2 hours experiment duration), was calculated as 22 (Equation 2). Therefore the 
22 Most Affective Sub-Games (those, which are most likely to evoke emotional 
experience within the four affective clusters – this term is used throughout the thesis) 
have to been identified (using their approximated values) to be presented in the 
experiment.  
 
!" = !×5 minutes + 10 minutes ≤ 2 hours  
! = !"#$%& !" !"#$%&'! 
! ≤ 22 
Equation 2 – Calculation of the Maximum Required Number of Sub-Games 
3.5.2. Most Affective Sub-Games Selection 
In order to select the most affective combinations, each sub-game was presented 
as a vector, in a 7-dimensional space, presented in Table 6. The Valence, Arousal and 
Dominance values were calculated through the sub-game affective power estimation 
algorithm (Section 3.4.3). In addition, the approximated occurrence probability (OP) 
for each sub-game was used to create the sub-games’ affective vectors (Section 3.4.3). 
In an ideal situation, the most affective sub-game within each cluster would feature 
that cluster’s central values for Valence, Arousal and Dominance (ideally, in the 
dimensional model – Section 2.3.3 – the clusters’ centroids); while all participants 
have chosen one of the two verbal labels within that cluster (i.e. the probability of 
selecting either of the cluster’s labels is 100% – ideally in the categorical model). 





Table 6 – 7-Dimensional Presentation of Sub-Games’ Vectors 















































Table 7 – 7-Dimensional Presentation of Clusters’ Ideal Vectors 













PVLAPD 1.5 -0.85 1.5 100% 0% 0% 0% 
PVHPAPD 1.5 2.14 1.5 0% 100% 0% 0% 
NVPAND -1.5 1.5 -1.5 0% 0% 100% 0% 
NVNAND -1.5 -1.5 -1.5 0% 0% 0% 100% 
 
However, as it was discussed in Section 2.3.5, it was decided to discard the 
Dominance axes in the analysis. Therefore the 7-dimensional space, presented above, 
has been reduced to a 6-dimensional space, by removing the Dominance level. To 
select the most affective sub-games, the Cosine Similarity algorithm (Pang-Ning Tan, 
2005) was employed to find the 4 most similar sub-game affective vectors to the 
clusters’ ideal vectors in each Affective Cluster (refer to Appendix D). Therefore, in 
each cluster the 4 most powerful combinations were selected to consider the 16 most 
affective sub-games, which can cover the entire affects space effectively. 
Furthermore, 5 additional test combinations (added manually – those, which have the 
maximum standard deviation and minimum level of agreement among participants), 
followed by the neutral sub-game (The sub-game with background scenario settings – 
“12111121” combination) were added to create the 22-game experiment. Figure 12 
presents the 22 selected sub-games among 792 combinations, highlighted with circles. 









Table 8 – The 22 Selected Sub-Games’ Settings 



































































































































































































































































































































































































































































































































































3.5.3. Participants and Method 
An experiment was conducted in which the 22 selected sub-games were 
presented to 68 participants (with a mean age of 24.12 years). The participants 
consisted of 4 different groups; male gamers, female gamers, male non-gamers and 
female non-gamers (17 participants for each group – the gaming experience was 
subjectively assessed by the participants, according to the description presented at 
Section 3.4.2). The study was reviewed and approved by the University of 
Birmingham Ethical Review Committee (Ethical Reference Number: ERN_13-1157). 
Each experiment commenced with a training session (Figure 13), to prepare the 
participants for every possible incident within the games. The training introduced the 
game environment to the participants and served to reduce any element of surprise in 
the games. The sessions were performed in a quiet room. All participants were 
provided with a 32-inch Samsung LCD display, a Microsoft Wireless Mouse 5000, a 
Logitech Wingman 3D force feedback joystick and a Sennheiser RS-170 wireless 
headphone. As the purpose of this experiment was to evaluate the emotional effect 
and intensity of the variations of the designed Affective VR, to be employed as the 
affective stimuli in the psychophysiological database construction process (Section 
5.2), it was decided to not to use any form of VR headset, as the participants would 
not be able to wear both EEG sensors and a VR headset at the same time. On average, 
participants spent 58 minutes playing the games, and 1 hour, 46 minutes to complete 
the entire experiment. Therefore, on average, participants spent 48 minutes of the 
experiment to complete the questionnaire, or to rest between the sub-game sessions 
(refer to Appendix E and F for the “Consent Form” and “Information Sheet”). 
 
Figure 13 – Affective VR Training Session – A) Practicing the Manoeuvring Procedures – B) 
Explaining the Radar – C) Describing the Dot Colours in Radar and Their Definitions – D) Presenting 




Table 9 – Estimated Versus Subjectively Reported Dimensional Levels for the 22 Selected Sub-Games 
(SE is the Standard Error) 
 Valence Arousal Dominance 






































































































































































































































































































Table 10 – Estimated Versus Subjectively Reported Categorical Levels for the 22 Selected Sub-Games 
#  Relaxed Content Happy Excited Angry Afraid Sad Bored 
1 
Estimated Percentage 18.41% 14.60% 10.79% 17.46% 5.08% 2.54% 0.00% 31.11% 
Reported Percentage 23.53% 36.76% 17.65% 14.71% 0.00% 1.47% 0.00% 5.88% 
2 
Estimated Percentage 17.14% 13.65% 9.52% 15.56% 5.71% 2.22% 2.22% 33.97% 
Reported Percentage 28.79% 21.21% 28.79% 1.52% 3.03% 0.00% 0.00% 16.67% 
3 
Estimated Percentage 15.87% 12.70% 8.25% 13.97% 13.01% 2.22% 2.54% 31.43% 
Reported Percentage 7.46% 13.43% 10.45% 5.97% 28.36% 1.49% 4.48% 28.36% 
4 
Estimated Percentage 15.24% 12.38% 9.21% 13.97% 14.92% 3.49% 1.90% 28.89% 
Reported Percentage 10.29% 7.35% 2.94% 7.35% 26.47% 1.47% 8.82% 35.29% 
5 
Estimated Percentage 15.87% 13.65% 12.38% 16.51% 5.71% 1.90% 2.22% 31.75% 
Reported Percentage 24.24% 24.24% 19.70% 6.06% 0.00% 0.00% 0.00% 25.75% 
6 
Estimated Percentage 15.55% 13.02% 9.84% 20.32% 5.40% 2.22% 2.22% 31.43% 
Reported Percentage 11.94% 16.42% 28.36% 20.90% 2.99% 1.49% 1.49% 16.42% 
7 
Estimated Percentage 15.24% 12.38% 8.25% 14.29% 13.33% 2.86% 2.86% 30.79% 
Reported Percentage 10.61% 18.18% 13.64% 9.09% 19.70% 3.03% 4.55% 21.21% 
8 
Estimated Percentage 13.97% 11.43% 6.98% 12.70% 20.63% 2.86% 3.17% 28.25% 
Reported Percentage 0.00% 7.46% 8.96% 2.99% 40.30% 1.49% 5.97% 32.84% 
9 
Estimated Percentage 10.16% 10.48% 9.84% 32.38% 9.84% 6.03% 0.32% 20.95% 
Reported Percentage 1.54% 13.85% 26.15% 47.69% 4.62% 3.08% 1.54% 1.54% 
10 
Estimated Percentage 8.25% 9.52% 9.21% 32.70% 15.87% 6.03% 0.32% 18.10% 
Reported Percentage 6.25% 12.50% 15.62% 31.25% 23.44% 3.12% 3.12% 4.69% 
11 
Estimated Percentage 6.35% 8.25% 7.30% 20.95% 29.52% 6.67% 2.54% 18.41% 
Reported Percentage 5.97% 7.46% 8.96% 7.46% 41.79% 5.97% 7.46% 14.93% 
12 
Estimated Percentage 4.76% 6.67% 6.03% 23.17% 33.65% 7.62% 2.86% 15.24% 
Reported Percentage 1.49% 4.48% 4.48% 4.48% 61.19% 5.97% 5.97% 11.94% 
13 
Estimated Percentage 10.16% 10.48% 10.16% 31.43% 10.48% 6.67% 0.32% 20.32% 
Reported Percentage 0.00% 4.62% 15.38% 72.31% 1.54% 1.54% 4.62% 0.00% 
14 
Estimated Percentage 8.25% 9.52% 9.52% 31.75% 16.51% 6.67% 0.32% 17.46% 
Reported Percentage 0.00% 15.15% 10.61% 45.45% 19.70% 1.52% 3.03% 4.55% 
15 
Estimated Percentage 6.35% 8.25% 7.62% 20.00% 30.16% 7.30% 2.54% 17.78% 
Reported Percentage 0.00% 7.46% 2.99% 8.96% 65.67% 2.99% 2.99% 8.96% 
16 
Estimated Percentage 4.76% 6.67% 6.35% 22.22% 34.29% 8.25% 2.86% 14.60% 
Reported Percentage 1.52% 3.03% 1.52% 15.15% 54.55% 6.06% 9.09% 9.09% 
17 
Estimated Percentage 12.38% 12.06% 14.92% 23.81% 6.98% 5.40% 0.32% 24.13% 
Reported Percentage 2.99% 25.37% 35.82% 19.40% 5.97% 0.00% 2.99% 7.46% 
18 
Estimated Percentage 11.11% 11.11% 13.65% 22.22% 14.29% 5.40% 0.63% 21.59% 
Reported Percentage 0.00% 10.61% 10.61% 16.67% 43.94% 1.52% 6.06% 10.61% 
19 
Estimated Percentage 12.06% 11.43% 12.38% 27.62% 6.67% 5.71% 0.32% 23.81% 
Reported Percentage 5.88% 13.24% 32.35% 33.82% 8.82% 0.00% 1.47% 4.41% 
20 
Estimated Percentage 10.79% 10.48% 11.11% 26.03% 13.97% 5.71% 0.63% 21.27% 
Reported Percentage 0.00% 11.94% 7.46% 22.39% 44.78% 1.49% 5.97% 5.97% 
21 
Estimated Percentage 13.97% 12.38% 11.75% 16.83% 8.57% 2.54% 2.54% 31.43% 
Reported Percentage 4.55% 9.09% 12.12% 4.55% 21.21% 3.03% 12.12% 33.33% 
22 
Estimated Percentage 12.38% 10.79% 10.48% 19.05% 12.70% 3.49% 2.86% 28.25% 
Reported Percentage 4.55% 7.58% 3.03% 3.03% 28.79% 1.52% 4.55% 46.97% 
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3.5.4. Results 
Table 9 presents the estimated (Pre-Experiment) and subjectively reported 
(Preliminary Experiment) Valence, Arousal and Dominance levels for each sub-game. 
The estimated values are calculated by adding the incident’s (VR parameter) affective 
values (according to “Interactive and Additive Effect” presented in Section 3.4.1); 
therefore the scaling is different from the sub-games’ measured ratings, which are 
scaled between -3 and +3. Table 10 presents the estimated and reported occurrence 
probability (OP) of the each categorical label in each sub-game. 
3.6. Conclusion 
In this chapter an Affective VR, capable of evoking multiple emotional 
experiences on the users, was conceptualised and designed. The designed dynamic 
and interactive virtual environment can be reconfigured, by setting eight in-game 
parameters, to create up to 792 different sub-games (Sections 3.1, 3.2 and 3.3). By 
conducting an online survey the potential emotional effects of these parameters were 
estimated (Section 3.4). Then by employing an estimation algorithm, the overall 
potential emotional effects of all sub-games (combination of a number of in-game 
parameters) were also predicted (Section 3.4.1). By conducting a subjective 
experiment, the emotional experience of 68 participants, when exposed the 22 most 
powerful combinations (most affective sub-games – identified by the Cosine 
Similarity algorithm), were subjectively evaluated (Section 3.5). By designing the 
Affective VR, the emotional stimulation medium required for construction of the VR-
based psychophysiological database is provided (research question II presented in 
Section 1.8).    
The most important contribution of this chapter is the novelty of the designed 
Affective VR. As discussed in Section 1.7, majority of the designed 3D VRs (Wu et 
al., 2010; Parnandi et al., 2013; Rodríguez et al., 2015) or modified Retro Games (Liu 
et al., 2009; Chanel et al., 2011; Reuderink et al., 2013) attempted to influence either 
a single dimensional axis (either Valence or Arousal level) (Wu et al., 2010; 
Reuderink et al., 2013; Parnandi et al., 2013) or a single emotion label (e.g. evoking 
anxiety or depression) (Liu et al., 2009; Rodríguez et al., 2015). Only Chanel et al 
managed to influence their participants’ Valence and Arousal levels (Chanel et al., 
2011). However, the simplicity of their 2-dimensional Retro Game (Tetris) did not 
exploit the full potential of the virtual environments. The design of the Affective VR 
in this study, on the other hand, is a fully graphical (3D), dynamic and interactive 
(using both normal and force-feedback based controllers) virtual environment, 
capable of evoking multiple emotions on the users. Moreover, the ability to tune the 
settings of the VR easily to generate up to 792 different sub-games, with estimable 
emotional effects, makes this Affective VR extremely unique in the affective 
recognition field. From the literature, it should be remembered that various evaluated 
affective datasets have been presented in the form of images, sounds, music and video 




Analyses of Emotional 




Abstract – The evaluation of the emotional stimulation effectiveness of the Affective 
VR is described in this chapter, prior to any implementation within a physiological 
measurement paradigm. The analysis of the estimated (Pre-Experiment) and 
subjectively evaluated (Preliminary Experiment) affective powers of the VR 
variations (Sub-Games) provides an early level of confidence that this particular 
Affective VR is capable of manipulating individuals’ emotional experiences, through 
the control of its internal parameters. Moreover, the approximation technique proved 
to be fairly reliable in predicting users’ potential emotional responses, in various 
Affective VR settings, prior to actual experiences. Finally, the analysis suggests that 
the emotional responses of the users, with different age, gender and gaming 
experiences, could vary when presented with the same Affective VR situation. It was 
highlighted that the participants, aged between 18 and 30, experience similar 
emotional patterns, within a single affective session, in contrast to the patterns 
demonstrated by others in the 30 to 40 age group. Furthermore it was concluded that 
the female non-gamers’ emotional experience highly deviates from other groups, 
when exposed to a single affective session. 
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4. Analyses of Emotional Experiences Within the Affective 
VR 
4.1. Emotional Experience Forecasting 
Theoretically, there is a debate within the literature surrounding the ability to 
accurately forecast an emotional response to future events. The prediction of future 
emotional reactions of oneself and others influence decision and behaviours in 
different circumstances (Van Kleef, 2009). Therefore emotional prediction plays an 
important role in human social life. Paradigms that assess a participant’s ability to 
predict their emotional responses typically are described verbally (such as the 
responses to the survey conducted in Section 3.4), while responses to current events 
are estimated based on the actual experience of the event.  
Affective forecasting is performed in 2 different ways: based on imagination or 
prior experience. The two modes are not mutually exclusive. Imagination-based 
forecasting means that a person imagines himself or herself in a situation and assesses 
the potential emotional outcome. Experience-based forecasting involves the recall of 
similar past events, to evaluate future reactions. Robinson and Clore suggested that 
simulation and recalling of affective experiences are different in nature; however, 
they are similar in a sense, in that, in both conditions, the person is not actually 
present at the emotional situation (Robinson & Clore, 2001). Nevertheless, regardless 
of the selected technique (simulation or recall), assessment or appraisal of the 
affective situation plays an important role in the process. Fernandez-Duque and 
Landers argue that people are relatively skilled in predicting the type (e.g. 
positive/negative or the category) of the emotional experiences prior to a particular 
event; however, they are less skilled at estimating the intensity (e.g. levels of arousal 
or valence, or of an emotion label) and duration of the affective experiences 
(Fernandez-Duque & Landers, 2008).  
Different studies have attempted to reveal and test the accuracy of human 
affective prediction, for future emotional events. As an illustration, Robinson and 
Clore verbally described 10 images from International Affective Picture System 
(IAPS) to participants and asked them to report their emotional experiences. This was 
undertaken by rating the intensity of 20 Emotion Labels, within 7 distinct clusters. 
Then the 10 images were presented to the participants to rate their emotional 
experience using the same procedure. They found that imagined emotions, based on 
verbal descriptions, are nearly identical to the affective reactions elicited when 
viewing these images (Robinson & Clore, 2001). Fernandez-Duque and Landers 
tested the ability to forecast an emotional response using a loss-reward game. The 
game was verbally described to the participants who were asked to estimate their 
emotional response (specifically regret at the choices they made) to a possible 
winning or losing outcome. They next played the game and were asked to report their 
emotional reactions following the actual experience of the game.  The authors found 
that the experienced and predicted emotions, reported by those who suffered a wide-
margin loss, were highly similar, whereas those with narrow-margin losses, 
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experienced emotions with higher intensities than those they had imagined earlier 
(Fernandez-Duque & Landers, 2008).  
Combining the data of the Pre-Experiments (Section 3.4.1) and the Preliminary 
Experiment (Section 3.4.2) enables one to assess the ability of participants in 
predicting their emotional responses to game scenarios. In Pre-Experiments, 
participants estimated their emotional responses to verbal descriptions of an in-game 
incident. Using an additive model, this provides an overall estimated emotional 
response to the sub-games, created by combining several incidents. In Preliminary 
Experiment, different sets of participants played 22 affective sub-games and provided 
a report of their emotional experience (Section 3.5). The analysis of the current data 
aimed to investigate the following two subjects: 
1.  Affective Forecasting Accuracy of the Entire Sub-Games: We evaluated the 
precision of the affective forecasting algorithm (Section 3.4.1), in predicting the 
affective power of the entire sub-games. 
2.  Affective Models Comparison: We employed different affective models 
(dimensional vs. categorical), to compare their capabilities and accuracy. 
4.1.1. Results 
To compare the estimated vs. reported emotions of the sub-games (using both 
dimensional and categorical models of affect), Table 9 and Table 10 (presented in 
Section 3.5.4) have been analysed. 
Dimensional Model: Figure 14 represents the estimated and reported emotions 
along the three dimensions. The scores of each dimension were normalised (using Z-
Score normalisation technique – 5.1.4) to enable a numerical comparison. As can be 
seen, the estimated emotions (blue triangles), along all three axes showed smaller 
variations relative to the reported emotions (red circles), although both estimated and 
reported had a similar directional change. Moreover, similar directional changes are 
also evident in the reliable strong correlations between estimated and reported, for all 
the three emotional dimensions (Table 11). This is in line with previous observation 
showing a good ability to predict the type but a poor ability to predict the intensity of 
the emotional experiences. To better understand the relationship between predicted 
and reported emotions, we next computed the difference between the two scores 
(estimated value subtracted from the reported level – Figure 15 and Table 12). As can 
be seen, the participants consistently underestimated the intensity of the Valence and 
Arousal levels; while the estimation of Dominance showed a large degree of 
variability across the sub-games and did not show a consistent under- or over-
estimation (Table 12). To assess the accuracy of the emotion estimation technique 
even further, the estimated and reported emotional experiences of the participants, 
within each sub-game, have been presented by 2-dimensional vectors representing 
Valence and Arousal levels (Circumplex of Affect – Section 2.3.5). Then the direction 
of the estimated and reported vectors (colour of the emotions) has been compared, 
using the Cosine Similarity Algorithm (Pang-Ning Tan, 2005) (refer to Appendix D). 
Moreover, the magnitude of the estimated and reported vectors (intensity of the 
emotions) has also been subtracted, to highlight the absolute intensity differences 
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between the estimated and reported emotions. Figure 17 represents the cosine 
similarity and absolute magnitude difference ranges, across all 22 sub-games. As can 
be seen in Figure 16, 70% of the estimated emotional experiences are more than 80% 
similar (cosine similarity level) to the corresponding reported emotional experiences. 
However, the mean absolute magnitude difference (emotional intensity difference) 
across sub-games has been -0.93 (±0.46 – significantly different from zero, P<0.001), 
representing a significant under-estimation.  
Categorical Model: The correlation between estimated and reported 
Occurrence Probability (OP) of the Emotion Labels varied between the labels (Table 
11). There was a strong correlation for Excited, Angry and Content; a moderate 
correlation for Relaxed, Happy, Afraid and Bored; and a weak and unreliable 
correlation for Sad. As all correlations were positive, it again demonstrates that there 
was a good prediction of the type of emotion that would be experienced. The 
difference between estimated and reported labels are reported in Figure 16, with the 
reliability test in Table 12. Participants in the survey reliably used Relaxed, Afraid 
and Bored labels more frequently when classifying their emotions, in comparison to 
those who played the sub-games. In contrast, the participants selected Angry and Sad 
labels less frequently in the survey, compared to when playing the games. There was 
a trend for an under-estimation of the Happy label, with no reliable difference 








Figure 14 – Estimated vs. Reported Emotional Powers of 22 Sub-Games – The Blue-Solid-Triangles 
and Red-Dashed-Circles Represents (Respectively) The Estimated and Reported Affective Powers, 
Within Each Axis 
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Table 11 – Estimated vs. Reported Emotional Power and Occurrence Percentage Correlation 
Coefficients and Significance Level, Within Dimensional and Categorical Spaces (Respectively) 
Axis Correlation Coefficient – r(22) P-Value 
Valence 0.775 <0.001 
Arousal 0.855 <0.001 
Dominance 0.829 <0.001 
Mean Across Axes 0.820 (±0.04) <0.001 
Relaxed 0.689 <0.001 
Content 0.713 <0.001 
Happy 0.576 0.005 
Excited 0.839 <0.001 
Angry 0.885 <0.001 
Afraid 0.562 0.006 
Sad 0.390 0.072 
Bored 0.595 0.003 











Table 12 – Estimated vs. Reported Emotional Power and Occurrence Percentage Difference Mean and 
Range, Within Dimensional and Categorical Spaces (Respectively) – Estimated Values are Subtracted 




Difference Mean  
(25th – 75th Percentiles) 
Stat for Mean 
Significantly Different 
From Zero – t(df)	
P-Value (T-Test) for 
Mean Significantly 
Different From Zero 
Valence -0.51 (-0.95 – -0.31) t(21) = -3.4535 0.002 
Arousal -0.47 (-0.83 – -0.11) t(21) = -3.9903 <0.001 
Dominance -0.18 (-0.88 – 0.98) t(21) = -0.7527 0.459 
Relaxed 4.88% (3.24% – 9.39%) t(21) = 3.5807 0.001 
Content -2.25% (-5.62% – 3.21%) t(21) = -1.5740 0.130 
Happy -4.63% (-7.31% – 3.04%) t(21) = -2.4046 0.025 
Excited 3.35% (1.44% – 11.04%) t(21) = 1.1999 0.243 
Angry -9.97% (-19.66% – 2.41%) t(21) = -3.5335 0.001 
Afraid 2.52% (1.06% – 4.22%) t(21) = 6.4028 <0.001 
Sad -2.71% (-4.92% – -1.15%) t(21) = -4.3588 <0.001 




Figure 15 – Estimated vs. Reported Dimensional Power Difference – Positive and Negative Differences 
Represent, Respectively, Over and Under Power Estimation – The Green Horizontal Line Represents 
the Zero-Difference Level – The Blue Boxes Represent the 25th and 75th Data Points Intervals – The 











Figure 16 – Estimated vs. Reported Categorical Occurrence Percentage Difference – Positive and 
Negative Differences Represent, Respectively, Over and Under-Estimation – The Green Horizontal 
Line Represents the Zero-Difference Level – The Blue Boxes Represent the 25th and 75th Data Points 
Intervals – The Red Lines Represent the Median Points 
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Figure 17 – Estimated vs. Reported Emotion Comparison, Within the Circumplex of Affect – The Blue 
Boxes Represent the 25th and 75th Data Points Intervals – The Red Lines Represent the Median Points 
4.1.2. Discussion 
As shown above, there was a high positive and significant correlation between 
the estimated and reported Valence, Arousal and Dominance levels of the 22 sub-
games. This shows that (as an illustration), if a particular sub-game has been 
estimated to have a high positive arousing effect, the participants, on average, 
reported a high positive arousing experience, and vice versa (similar pattern in all 
axes). Moreover, the majority of the estimated emotional experiences in the 
Circumplex of Affect were highly similar, when compared to their corresponding, 
subjectively reported emotional experiences (high cosine similarity level – similar 
colour of emotion).  However, there was a significant underestimation in Valence, 
Arousal and intensity of the emotions. Therefore, the results suggest that, although the 
estimation algorithm introduced in Section 3.4.3, was (fairly) accurate in estimating 
the colour of the participants’ emotional experiences (high correlation and similarity 
levels), their intensity has always been under-estimated (on average, a 0.5 under-
estimation in Valence and Arousal levels, and a 0.93 under-estimation in the 
emotional experience intensity). This pattern is similar to what has been suggested in 
the literature (Fernandez-Duque & Landers, 2008). Finally, as the mean of the 
Dominance difference is not significantly different from zero, it has been concluded 
that the Dominance levels have been almost equally under- and over-estimated, and 
this finding did not support any clear conclusion. 
Similar to the dimensional analysis, high and significant correlation patterns 
between the estimated and reported occurrence percentages of the Emotion Labels 
have been observed. But the results suggest that, although the emotion estimation 
algorithm was able to (fairly) accurately estimate the tendency of the occurrence 
percentages of the Emotion Labels, Relaxed, Afraid and Bored labels were 
significantly over-estimated, while Happy, Angry and Sad labels were significantly 
under-estimated. Estimated vs. reported occurrence percentage differences of the 
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Content and Excited labels were not significantly different from zero. Therefore, it 
has been concluded that these two labels have been almost equally under- and 
overestimated, and, as before, was unable to support a clear conclusion. 
Finally, as can be observed in the results, the correlation between estimated and 
reported Valence, Arousal and Dominance levels, is not only higher, but also slightly 
more significant, when compared to the same analysis within the categorical model 
(Table 11). One can conclude that the dimensional affective space has been more 
accurate (when compared to the categorical model) in estimating the emotional 
experience of the participants, within any sub-game. Moreover, the dimensional space 
demonstrated a consistent under-estimation pattern, in approximating the emotional 
experience of the participants (in Valence and Arousal levels, and emotional 
experience intensity). In contrast, the categorical model developed both under and 
over-estimated predictions, in different Emotion Labels. Therefore, we can conclude 
that although both dimensional and categorical models could represent the affect 
space, the dimensional model provides a more reliable platform for estimating the 
emotional experience of the participants (accurate colour while reliable under-
estimating the intensity of the emotion), when compared to the categorical model.   
4.2. Affective VR Emotional Stimulation Efficiency 
As discussed in Chapter 3, the designed Affective VR evoked multiple 
emotional experiences in the participants as a result of changes in its internal 
parameters (incidents – Section 3.2). Moreover, it was suggested that the designed 
Affective VR evoked emotions across the entire Circumplex of Affect (Section 2.3.5). 
However, in the context of an active game, it was a challenge to evoke emotions that 
match in intensity to those typically reported in the low arousal high pleasure 
quadrant. Figure 18 presents the distribution of the reported emotions of the 22 sub-
games, within the Circumplex of Affect. Each dot represents the mean Valence vs. 
Arousal subjective ratings (across participants) of a particular sub-game. As can be 
seen in the graph, on average, the Affective VR variations (22 sub-games) evoked a 
wide range of emotions, occupying the entire 2-dimensional Circumplex of Affect, 
although dominating the upper space. This is represented as a robust main effect of 
sub-game in the following analysis, where participants are treated as random 
variables. An Analysis of Variance (ANOVA)19 revealed a significant difference 
among the ratings of sub-games, with respect to each affective axis (Valence, Arousal 
and Dominance – P<0.001). Moreover, 2D20 and 3D21 Multi-variant Analysis of 
variance (MANOVA) highlighted a significant difference between the dimensional 
ratings of the sub-games (P<0.001). On the other hand, Multi-variant Analysis of 
variance (MANOVA) based on the Emotion Labels 22  revealed that there is a 
significant difference among the selected Emotion Labels across the sub-games 
                                                
19 One of the axis (Valence, Arousal and Dominance) considered as the dependent variable, while the game code as the 
independent parameter.  
20 Valence and Arousal considers as dependent variables, while the game code as the independent parameter. 
21 Valence, Arousal and Dominance considers as dependent variables, while the game code as the independent parameters. 
22 The dimensions of an 8-dimensional binary vector, representing the selected Emotion Label within each sub-game, were 
considered as the dependent variables, while the game code as the independent parameter.  
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(P<0.001). From these findings, one can conclude that the single controllable 
Affective VR, designed in this study, has been able to effectively manipulate the 
participants’ emotions, by controlling its internal parameters (incidents). 
 
Figure 18 – Subjective Distribution of 22 Sub-Games Within the 2-Dimensional (Valence vs. Arousal) 
Circumplex of Affect – Each Dot Represents the Mean Valence vs. Arousal Subjective Ratings (Across 
Participants) of a Particular Sub-Game 
4.3. Effects of Individual Differences in Emotional Experience 
Despite the effort to minimise the variability between participants, in each 
individual affective session (sub-game), whilst maximising the variability between 
sessions’ experiences (Section 3.1), emotional experience inconsistencies amongst 
participants, within a single affective sub-game, were observed. In 2003, Eugène et al. 
suggesting that, in the area of emotion recognition and affective computing, the 
individual differences should be considered as the rule rather than the exception 
(Eugène et al., 2003). In a given affective situation, different individuals can respond 
differently, thereby causing too much variability within the affective database 
(Hamann, 2004). Therefore, in the next section, we examined four potential sources 
of these individual differences.  
4.3.1. Sources of Individual Differences 
According to Hamann, individual differences can be categorised into (1) 
Personality, (2) Gender and (3) Experience or Affective Skills, each of which 
differentiating the participants’ emotional experiences, when exposed to a single 
emotional situation (Hamann, 2004). (4) Age, on the other hand, has also been 
identified in various literature sources, as another factor in the differentiation of 
individual affective experiences (Gross et al., 1997; Mroczek, 2001; Combain et al., 
2004; Schubert, 2007).    
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4.3.1.1. Personality 
In 1985, Eysenck introduced two emotional traits described as Extraversion 
and Neuroticism. They believed that individuals classed as extroverts have a higher 
susceptibility in experiencing positive affect, while neurotic characters have a higher 
susceptibility in experiencing negative affects (Eysenck & Eysenck, 1985). As an 
illustration, in an uncertain affective situation (e.g. when one notices that one’s boss is 
watching), an extrovert is more likely to experience a positive emotion (e.g. “someone 
has notice my hard work”), whereas, a neurotic individual is more likely to feel a 
negative emotion (e.g. feeling nervous and insecure) (Zelenski & Larsen, 1999). In 
1991, Larsen and Ketelaar investigated the relationship between the theory, 
introduced by Eysenck, and affective experiences. They presented a number of 
affective texts to a group of participants and asked them to rate their emotional 
experiences, using 12 affective labels (e.g. Sad, Happy, etc.). They concluded that 
different personalities are prepared to respond with specific and different emotions, 
when presented with the same stimuli. They further suggested that extroverted 
individuals are prepared to respond with stronger positive emotions rather than 
negative emotions; while neurotic persons are more likely to experience negative 
emotions rather than positive emotions, given similar affective circumstances (Larsen 
& Ketelaar, 1991).  
4.3.1.2. Gender 
To date, many studies have investigated the emotional differences between 
males and females. In 1993, Grossman and Wood performed two separate 
experiments. In the first experiment, they asked participants to report the frequency 
and intensity of their day-to-day emotions. They concluded that women report more 
intense and more frequent emotional experiences than men. In the second experiment, 
they presented a number of images from the International Affective Picture System 
(IAPS) collection to a number of participants and asked them to report how positive 
or negative (pleasured/displeasured) they felt after each image. They also measured 
the participants’ heart rates and EMG signals, while viewing the affective images. 
They concluded that females report more intense emotions and also generate more 
extreme physiological reactions than males (Grossman & Wood, 1993). Moreover, 
Karing and Gordon investigated this difference, by showing affective video clips to a 
number of participants, while recording their GSR and facial expressions (through 
image processing). They also employed the Valence/Arousal affective space, plus a 4-
label emotional questionnaire as their subjective affective assessment. They 
concluded that women are more expressive than men.  However, they do not 
experience significantly stronger emotion, compared to men (Kring & Gordon, 1998). 
Furthermore, Bradley et al. used IAPS images to evoke a number of emotional states 
on a number of participants, while recording their GSR, heart rate and EMG 
responses. The 3-dimensional Valence/Arousal/Dominance affective space, together 
with a 24-lable emotional questionnaire, was also employed as their subjective 
affective measure. They found a level of agreement among the male and female 
subjective ratings. However, in different picture clusters, they identified a significant 
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difference between male and female in both subjective ratings and physiological 
responses (Bradley et al., 2001). In 2001, Wild et al. performed a similar experiment 
and presented a number of affective images to a group of participants. They asked 
them to rate their emotional experiences, using Valence and a 6-lable emotional 
questionnaire.  They concluded that females report positive images as more pleasant 
and negative pictures as more unpleasant, when compared to males (Wild et al., 
2001).  
4.3.1.3. Experience or Affective Skills 
The emotional response, in an affective situation, can vary according to the 
individual’s emotional regulation strategy and expertise. As an illustration, the 
emotional experience of an experienced rugby or cricket audience would be different, 
compared to an inexperienced audience, comprising those who neither know the rules, 
nor have had any past exposure to the games; although, both may experience the same 
circumstances, in a single game. In 2005, Bigand et al. examined this relationship, by 
playing a number of music tracks to participants with and without musical training. 
They defined the affective skills based on academic musical training, and selected 
them from graduate music students. They instructed the participants to subjectively 
assess the emotional effect of each excerpt, according to a number of emotional 
labels, at the end of the experiment. Participants were allowed to listen to the musical 
tracks as many times as they wished. They concluded that affective responses to 
music do not strongly depend on the level of musical training or experience (Bigand 
et al., 2005). On the other hand, Kantor-martynuska & Horabik repeated the same 
experiment (using the same music employed by (Bigand et al., 2005)), while 
employing different definitions for “experience” (someone who is capable of playing 
an instrument). In contrast to (Bigand et al., 2005), they identified a strong positive 
correlation between emotional responses and musical expertise level (Kantor-
martynuska & Horabik, 2015). In 2009 Pollak et al. performed an experiment to 
compare the emotional response of children to a number of affective facial 
expressions, presenting five basic emotions (Scared, Sad, Happy, Surprised, and 
Angry). They employed normal children and a group of abused children, who had 
been exposed to high levels of parental anger.  They conclude that the two groups did 
not differ in recognising Scared, Sad, Happy and Surprised emotions, whereas abused 
children were able to recognise Angry expressions earlier than normal children 
(Pollak et al., 2009). In 2011, Silvia & Berg examined the “expertise effect” on 
emotional responses in movies, by presenting a number of film clips to a number of 
participants with different level of expertise (critics vs. normal audience). They 
concluded that experts found movies more interesting and less confusing, compared 
to inexperienced individuals. They claimed that the experts’ level of interest could be 
predicted by the movie complexity, more accurately than inexperienced participants 
(Silvia & Berg, 2011).  
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4.3.1.4. Age 
In 1997, Gross et al. conducted a survey about the intensity and control level of 
the daily emotional experiences of 258 participants with various age, ethnical and 
cultural diversities. They concluded that age is a significant factor in creating different 
levels of intensity and control of daily emotional experiences. They stated that older 
participants reported fewer negative emotional experiences and higher emotional 
control, when compared to younger people (Gross et al., 1997). In 2001, Mroczek 
analysed the Midlife in the United States (MIDUS) survey, and concluded that older 
people (compared to younger individuals) report stronger positive affects, while 
experienced weaker negative emotions (Mroczek, 2001). Moreover, Schubert 
employed 5 western romantic pieces of music, and compared the emotional responses 
of 65 participants, with various ages. They concluded that older people tend to exhibit 
more positive emotions, with generally lower emotional intensity, compared to 
younger individuals (Schubert, 2007).  
4.3.2. Results 
In the present study, the participants’ gender, age and gaming experience (see 
the gamer vs. non-gamer definition in Section 3.4.2) were recorded before each 
experiment (refer to Appendix E). However, as the personality of the participants was 
not assessed as part of the experimental design, we were unable to analyse the 
personality effect on the emotional experiences. As discussed earlier (Section 3.5.3), 
the participants consisted of 4 different groups; male gamers, female gamers, male 
non-gamers and female non-gamers (17 participants for each group). Moreover, the 
age of the participants was classified into 4 classes (12-18, 18-24, 24-30 and 30-40 
years old). Unlike the gender and gaming experience groups, the participants within 
the age groups are not evenly distributed. Overall 40 participants belonged to the 18-
24 age group, 20 to the 24-30 age group and only 8 to the 30-40 age group. No 
participant, aged between 12 and 18, was recruited to take part in this experiment.  
A 2D23 and 3D24 Multi-variant Analysis of Variance (Table 13) highlighted a 
significant difference between the dimensional ratings of the participants, with 
various gaming experiences (gamers vs. non-gamers) and ages (18-24 vs. 24-30 vs. 
30-40). However the same analysis revealed a marginally significant gender 
difference between male and female participants in the 2D Circumplex of Affect, 
while there were no significant differences among participants with various genders 
in 3D Affective Space. Moreover, the analysis revealed a significant interaction effect 
between experience, gender and age (except gender vs. age in both 2D and 3D and 
gender vs. experience in 2D affective space – refer to Table 13). Therefore we 
concluded that experience, age and gender could be considered as significant 
variables in creating individual differences in emotional experiences (in both 2D and 
3D affective spaces), given a particular affective stimulus25. 
                                                
23 Valence and Arousal considers as dependent variables, while the game code, experience, gender and age as the independent 
parameters. 
24 Valence, Arousal and Dominance considers as dependent variables, while the game code, experience, gender and age as the 
independent parameters. 
25 In both 2D and 3D MANOVA analyses, the game code has been identified as a significant factor, as discussed in Section 4.2.  
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Table 13 – Game Code, Experience, Gender and Age Effects on 2D and 3D Dimensional Affective 
Space (MANOVA Analysis) – a, b and c Represent Significant, Marginally Significant and Insignificant 
Result, Respectively 
Single/Interactive Factor 2D MANOVA P-Value 3D MANOVA P-Value 
Game Code <0.001 a <0.001 a 
Experience 0.026 a 0.026 a 
Gender 0.055 b 0.121 c 
Age <0.001 a <0.001 a 
Experience * Gender 0.129 c 0.063 b 
Experience * Age 0.011 a 0.038 a 
Gender * Age 0.426 c 0.290 c 
Experience * Gender * Age <0.001 a <0.001 a 
 
To be able to compare the emotional experiences of various groups with 
different age, gender and gaming experiences, two distinct analyses have been 
conducted, based on the calculation of (i) the absolute differences of the affective 
powers (dimensional model), occurrence percentages (categorical model), (ii) the 
cosine similarity (emotional colour comparison) and magnitude absolute differences 
(emotional intensity comparison) of emotional experiences. As the distribution of 
participants with different ages is not evenly allocated among participants with 
different genders and gaming experiences, the above analyses (i and ii) have been 
conducted separately on (a) different genders and gaming experiences (four classes: 
male gamer, male non-gamer, female gamer and female non-gamer) and (b) distinct 
ages (three classes: 18-24, 24-30 and 30-40). Table 14 presents the means and ranges 
of the absolute differences of the emotional powers and occurrence percentages, for 
various age comparisons. Moreover the table presents the means and ranges of cosine 
similarities and absolute magnitude differences of various age comparisons. As an 
illustration, the reported Valence levels of participants, aged 18-24 and 24-30, are (in 
average) 0.38 different (either higher or lower) across all 22 games (the absolute 
difference is calculated to reveal the total intensity difference). Whereas, the 
differences between the reported Valence levels of participants, aged 30 to 40 years, 
are much larger when compared to 18-24 or 24-30 year-old individuals (0.88 and 0.99 
respectively). Table 15 presents the same analyses, across participants with different 
genders and gaming experiences (male gamers, female gamers, male non-gamers and 























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































As shown above, participants’ gender, age and gaming experience are 
significant factors in creating various emotional responses, in a particular affective 
stimulation. The results presented in Table 14 suggest that the Valence, Arousal and 
Dominance difference levels of 18-24 and 24-30 year-old participants, across the 22 
sub-games, are lower when compared to 30-40 year-old individuals. The same pattern 
can be observed in the occurrence percentage differences of Emotion Labels, across 
the sub-games. Moreover, the Cosine Similarity technique highlighted a significantly 
higher emotional colour similarity, and a minor magnitude (emotional intensity) 
difference between the 18-24 and 24-30 groups, when compared to the individuals 
aged between 30 and 40. These results suggest that the emotional responses of 18-24 
and 24-30 year-old participants are similar, in contrast to those of the 30-40 year-old 
individuals. Therefore, to minimise the differences among individuals’ emotional 
responses, it was decided to recruit only 18 to 30 year-old participants for any further 
physiological experiments (Chapter 5 and 6). 
 On the other hand, the comparisons between participants with different genders 
and gaming experiences (Table 15) highlighted consistent difference levels in the 
occurrence percentages of Valance, Arousal and Emotion Labels. This means that, as 
an illustration, the reported Valence levels of any group (male gamer, male non-
gamer, female gamer and female non-gamer) have been (on average, across the sub-
games) 0.45 lower or higher than the other groups. This feature resulted in almost 
identical cosine similarity and magnitude difference levels in 2-dimensional affective 
space (except higher cosine similarity levels in male gamer vs. male non-gamer 
groups – refer to Table 15). The Dominance difference levels of the non-gamer 
females, on the other hand, have been significantly higher (in average across the sub-
games) when compared to other groups (refer to Table 15). Therefore, conducting the 
same similarity analysis, in 3-dimensional affective space, resulted in significantly 
lower cosine similarity and higher magnitude difference levels, when comparing non-
gamer females, with other groups (refer to Table 15). This means that the non-gamer 
females have the least overall emotional experience similarity, when compared to the 
others. Therefore, to minimise the between-participant differences, when exposed to a 
particular affective stimulation, it was decided to avoid recruiting non-gamer females 
for any further physiological experiments (Chapter 5 and 6). 
4.4. Conclusion 
In this chapter, the designed Affective VR has been evaluated, through 
subjective assessments of 68 participants, with different age, gender and gaming 
experiences. It was highlighted that the designed Affective VR is capable of evoking 
the emotions, which were estimated using an approximation technique (Section 4.1). 
Moreover it was concluded that the designed Affective VR is capable of covering the 
entire Circumplex of Affect, by evoking multiple emotional experiences (Section 4.2 
– research question II presented in Section 1.8). Furthermore, the analysis highlighted 
a significant individual difference, among the emotional experience of the 
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participants, with different age, gender and gaming experiences, when exposed to the 
same sub-game (Section 4.3). Conducting this evaluation provided the required 
confidence level about the capabilities of the designed Affective VR in influencing its 
users’ emotional experiences effectively. It also provides insight into the potential 
differences between participants’ emotions, when exposed to similar affective 
stimulation. The findings of this chapter have been employed to select the most 
powerful sub-games, which have the highest probability of evoking the required 
emotional experiences in the psychophysiological database construction process. 
Moreover, according to the identified individual differences, it was decided to recruit 
only gamers, aged between 18 and 30, to participate in the psychophysiological 
database recording experiment, in order to minimise the emotional differences 
between participants.     
The most important contribution of this chapter is the identification of the 
significant individual differences among participants with different age, gender and 
gaming experiences. It was highlighted that the female non-gamers could have a 
significantly different emotional experience, within a single game, when compared to 
other male (gamer or non-gamer) and female gamer users. Moreover, it was 
concluded that all participants aged above 30 years old (regardless of their gender and 
gaming experience) could experience a completely different emotion while exposed 
to a single game, when compared to other participants, aged between 18 and 30. 
These findings, coupled with the emotion estimation technique presented, could 
provide invaluable insights about the potential emotional response of the users to a 
new game (in the gaming industry), prior to its distribution. A capability of being able 
to identify the potential users (their gender, age and gaming experience) could provide 
extremely beneficial commercial and marketing information for the diffusion and 











Abstract – Detecting emotional responses in multimedia environments is an 
academically and technologically challenging research issue. Over the past 20 years, 
researchers in the domain of “Affective Computing” have investigated various 
psychophysiological parameters, in order to detect and quantify a wide range of 
human affective states. In this chapter, we present a detailed literature review of over 
30 affective computing studies, undertaken since 1993. All aspects of these studies 
(stimuli type, pre-processing, windowing, features, classification technique, etc.) have 
been reported in detail. Moreover, a psychophysiological database, cataloguing the 
EEG, GSR and heart rate of 30 participants, exposed to an affective virtual 
environment, has been constructed (Primary Experiment – Experiment 4). 743 
features were extracted from the physiological signals. Then, by employing a feature 
selection technique, the dimensionality of the feature space was reduced to a smaller 
subset, containing only 30 features. Four classification techniques (KNN, SVM, 
Discriminant Analysis (DA) and Classification Tree) were employed to classify the 
affective psychophysiological database into four Affective Clusters (derived from a 
Valence-Arousal space) and eight Emotion Labels. By employing cross-validation 
techniques, the performances of more than a quarter of a million different 
classification settings (under various pre-processing and classification settings) were 
investigated. The results suggested that the physiological signals could be employed 
to classify emotional experiences, with high precision. The KNN and SVM 
outperformed both Classification Tree and DA classifiers; with 97.01% and 92.84% 
mean accuracies, respectively. 
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5. Affective Recognition System Designing 
In Chapter 3 and 4 we conceptualised, designed and evaluated an Affective Virtual 
Reality (Affective VR), capable of evoking various emotional experiences on the part 
of the human user. In the present chapter, by employing the designed Affective VR, 
an affective computing system is conceptualised, designed and evaluated. To do this, 
the relationship between psychophysiological signals and human emotions, evoked 
through the designed Affective VR, has been the focus of investigation. To support 
this research: 
1.  A detailed literature review over 30 affective recognition studies, published 
since 1993, has been conducted. (Section 5.1 of the present chapter). 
2.  A psychophysiological experiment has been conducted, in which simple EEG, 
GSR and Heart Rate signals of 30 participants have been recorded, whilst 
playing the most affective games. These physiological signals provided a 
comprehensive database for further analysis and for the construction and 
evaluation of an Affective Recognition system (Section 5.2 of the present 
chapter). 
3.  A number of overlapping windows of the raw physiological signals were 
separated for the feature extraction process. 743 physiological features were 
identified and extracted from the recorded database (Section 5.3 of the present 
chapter).  
4.  By employing a feature selection technique, a small number of the most optimal 
features have been identified, to reduce the dimensionality of the database to a 
smaller subspace, to be used in the emotion classification process (Section 5.4 
of the present chapter). 
5.  By employing four classification algorithms (K-Nearest Neighbour (KNN), 
Support Vector Machine (SVM), Discriminant Analysis (DA) and 
Classification Tree), the performances of a quarter of a million different 
classification settings (various window lengths and types, different number of 
features, etc.) have been evaluated and compared, using the 10-fold cross-
validation technique (Sections 5.5 to 5.7 of the present chapter). 
5.1. Related Research 
To design the affective recognition system, in this study initially a detailed 
literature review over 30 affective recognition studies, published since 1993, has been 
conducted (refer to Table 1 in Appendix G). All aspects of these affective computing 
studies (e.g. stimuli type, physiological signal pre-processing, filtering, windowing, 
feature extraction, etc.) have been organised and reported, in detail, in seven sub-
sections. 
5.1.1. Stimuli and Physiological Measurements 
As discussed earlier (Chapter 3), to analyse the emotional response of humans 
and their physiological responses, a psychophysiological affective database, recorded 
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from a number of users exposed to a number of controlled and known affective 
stimuli, is required. So far various affective stimuli types have been employed in 
order to perform human emotional experience assessment and classification (refer to 
Table 2 in Appendix G). These are: 
1.  Videos and Music Videos: A considerable number of studies have 
concentrated on affect analysis and recognition, evoked during watching either 
videos26 (Soleymani et al., 2012; Soleymani et al., 2015; Murugappan et al., 
2008; Rizon et al., 2008; Bailenson et al., 2008; Koelstra & Patras, 2013; Wen 
et al., 2013; Yazdani et al., 2009), or music videos27 (Soleymani et al., 2011; 
Koelstra et al., 2012). The average videos and music videos duration was 
reported as 142.76 seconds (±144.7, minimum 35 and maximum 591 seconds).  
2.  Images: The majority of the studies used images as their affective stimuli, 
employed extracts from the International Affective Picture System database 
(IAPS (Lang et al., 2008)) (Frantzidis et al., 2010; Lang et al., 1993; Jenke et 
al., 2014; Kukolja et al., 2014; Frantzidis et al., 2010); whilst a smaller number 
were found to employ other image datasets, such as affective face gestures 
(Othman et al., 2013). The average image presentation duration was reported as 
14.5 seconds (±22.88, minimum 1 and maximum 60 seconds). 
3.  Sound: Studies, which used sound as their affective stimuli, employed either 
music (Takahashi & Tsukaguchi, 2003; Kim & Andre, 2008), or extracts from 
the International Affective Digital Sound database (IADS (Bradley & Lang, 
1999)) (Nardelli et al., 2015). The average sound duration was reported as 210 
seconds (±112.24, minimum 60 and maximum 330 seconds). 
4.  Virtual Reality Scenarios and Games: A number of studies employed games 
and virtual reality scenes as their stimuli (Wu et al., 2010; Rodríguez et al., 
2015; Parnandi et al., 2013; Reuderink et al., 2013; Chanel et al., 2011; Liu et 
al., 2009). The average games and VRs duration was reported as 226 seconds 
(±106.44, minimum 120 and maximum 350 seconds). 
5.  Real Life Scenario: There are some studies, which employed real life scenarios 
(e.g. racing car driving) to elicit and measure various emotional experiences 
(Antje et al., 2005; Katsis et al., 2008; Rani et al., 2007; Rainville et al., 2006). 
The average stimuli duration was reported as 170 seconds (±75.5, minimum 90 
and maximum 240 seconds). 
Different forms of physiological measurements have been implemented in the 
emotional experience assessment and classification research area. The majority of 
studies, reviewed, measured central nervous system signals, such as EEG (Wu et al., 
2010; Soleymani et al., 2012; Rodríguez et al., 2015; Frantzidis et al., 2010; 
Soleymani et al., 2015; Rizon et al., 2008; Murugappan et al., 2008; Koelstra & 
Patras, 2013; Yazdani et al., 2009; Soleymani et al., 2011; Koelstra et al., 2012; Jenke 
et al., 2014; Frantzidis et al., 2010; Othman et al., 2013; Takahashi & Tsukaguchi, 
2003; Reuderink et al., 2013; Chanel et al., 2011; Sutton & Davidson, 2010), and 
                                                
26 Short clips from various movies scenes 
27 A short video integrating a combination of a particular song and imagery  
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autonomic nervous system signals, such as heart rate (either through ECG or PPG 
signals) (Wu et al., 2010; Lang et al., 1993; Bailenson et al., 2008; Wen et al., 2013; 
Soleymani et al., 2011; Koelstra et al., 2012; Kukolja et al., 2014; Takahashi & 
Tsukaguchi, 2003; Kim & Andre, 2008; Nardelli et al., 2015; Liu et al., 2009; Antje et 
al., 2005; Katsis et al., 2008; Rani et al., 2007; Rainville et al., 2006) and GSR (Wu et 
al., 2010; Frantzidis et al., 2010; Lang et al., 1993; Bailenson et al., 2008; Wen et al., 
2013; Soleymani et al., 2011; Koelstra et al., 2012; Kukolja et al., 2014; Kim & 
Andre, 2008; Parnandi et al., 2013; Chanel et al., 2011; Liu et al., 2009; Antje et al., 
2005; Katsis et al., 2008; Rani et al., 2007; Rainville et al., 2006) to detect affective 
states. There are other autonomic nervous system signals, which have been employed 
by a minority of studies (when compared to EEG, heart rate and GSR), such as 
respiratory (breathing) rate (Wu et al., 2010; Soleymani et al., 2011; Koelstra et al., 
2012; Kukolja et al., 2014; Kim & Andre, 2008; Chanel et al., 2011; Katsis et al., 
2008), skin temperature (Bailenson et al., 2008; Soleymani et al., 2011; Koelstra et 
al., 2012; Kukolja et al., 2014; Chanel et al., 2011; Liu et al., 2009; Rani et al., 2007; 
Antje et al., 2005), EMG (Lang et al., 1993; Soleymani et al., 2011; Koelstra et al., 
2012; Takahashi & Tsukaguchi, 2003; Katsis et al., 2008; Kim & Andre, 2008; Liu et 
al., 2009; Rani et al., 2007; Rainville et al., 2006), blood pressure (Bailenson et al., 
2008; Soleymani et al., 2011; Chanel et al., 2011) and pupil diameter (Soleymani et 
al., 2012; Antje et al., 2005) (refer to Table 2 in Appendix G).  
5.1.2. Pre-processing (Artefact Removal and Filtering) 
The signals recorded from the central nervous system are highly susceptible to 
noise and unwanted artefacts (Sanei & Chambers, 2009). In addition, all physiological 
signals recorded from the autonomic nervous system can be accompanied by 
unwanted noise. As an illustration, heart rate, measured using PPG, can carry 
unwanted noise due to harsh or rapid movements on the part of the subject’s finger. 
Almost all studies reviewed in this paper did not apply any form of filtering on 
autonomic nervous system signals28 (refer to Table 3 in Appendix G). However, to 
eliminate noise in EEG signals, two key techniques were found to have been 
employed by those studies reviewed (refer to Table 3 in Appendix G): 
1.  Artefact Removal: Muscle, eye and head movements and blinking are the main 
sources of noise in EEG signals (Sanei & Chambers, 2009). To minimise this 
type of noise, all reviewed studies instructed the participants to minimise 
movements as far as was possible, and to avoid excessive blinking. Half of the 
studies employed other artefact removal techniques, in addition, to minimise the 
effects of these types of noises even further.  For example, (Wu et al., 2010; 
Rodríguez et al., 2015; Yazdani et al., 2009; Soleymani et al., 2011; Reuderink 
et al., 2013) employed Electrooculography (EOG) signals to attenuate eye and 
muscle movement. (Chanel et al., 2011; Sutton & Davidson, 2010) employed 
visual checking techniques, to discard portions of the EEG signal with high 
                                                
28 Only (Wen et al., 2013) applied a band-pass filter 0.5Hz to 35Hz on heart rate signal, and a low-pass filter 10Hz on GSR 
signal. 
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muscular and eye movement noises. (Frantzidis et al., 2010; Koelstra et al., 
2012; Frantzidis et al., 2010) adopted other artefact removal techniques to 
attenuate eye and muscle movements (e.g. Least Mean Square (LMS) and Blind 
Source Separation (BSS) algorithms). 
2.  Filtering: Applying low, high and band-pass filters are a common technique in 
reducing unwanted oscillations in a signal. To minimise noises in the EEG 
signals, all studies applied a band-pass filter to the raw signals, with various cut-
off frequencies. The majority of studies set either 4Hz or 5Hz as the lower-band 
cut-off frequency (Soleymani et al., 2012; Rodríguez et al., 2015; Soleymani et 
al., 2015; Koelstra & Patras, 2013; Soleymani et al., 2011; Koelstra et al., 2012; 
Takahashi & Tsukaguchi, 2003; Chanel et al., 2011), whilst others employed a 
variety of even lower frequencies (0.5Hz, 1Hz, etc.) (Wu et al., 2010; Frantzidis 
et al., 2010; Rizon et al., 2008; Murugappan et al., 2008; Yazdani et al., 2009; 
Jenke et al., 2014; Frantzidis et al., 2010; Reuderink et al., 2013). For the upper-
band cut-off frequency, the majority of studies adopted 40Hz or 45Hz 
(Soleymani et al., 2012; Rodríguez et al., 2015; Frantzidis et al., 2010; 
Soleymani et al., 2015; Rizon et al., 2008; Koelstra & Patras, 2013; Soleymani 
et al., 2011; Koelstra et al., 2012; Frantzidis et al., 2010; Takahashi & 
Tsukaguchi, 2003; Chanel et al., 2011), whilst others employed other 
frequencies (30Hz, 70Hz, etc.) (Wu et al., 2010; Murugappan et al., 2008; 
Yazdani et al., 2009; Jenke et al., 2014; Reuderink et al., 2013; Sutton & 
Davidson, 2010). This was due to the fact that eye-blinking artefacts are mainly 
observed in frequencies lower that 4Hz, as people rarely blink more than 4 
times a second. Thus selecting 4Hz as the lower-band cut-off frequency 
attenuates blinking effects, present in the raw EEG signals. Moreover, the 
brain’s high frequency rhythms (Gamma range) can be observed between 30Hz 
and 45Hz (Sanei & Chambers, 2009). Therefore selecting 45Hz as the upper-
band cut-off frequency attenuates all higher unwanted frequencies.  
5.1.3. Windowing and Physiological Feature Extraction 
To perform affective recognition, a number of psychophysiological features 
need be extracted from the autonomic and/or central nervous system, while the 
participant is exposed to a number of affective stimuli (Section 5.1.1). These features 
need to be related to the affective states, as they will ultimately be employed within 
the affective recognition system to predict the emotional response of the users, when 
experiencing a specific affective situation. These features can be: 
1.  The statistical analysis (e.g. mean, standard deviation, etc.) of the raw signals 
(e.g. average GSR value, mean of the heart rate peaks, etc. (Wu et al., 2010; 
Rani et al., 2007; Rainville et al., 2006)). 
2.  The frequency analysis of physiological signals to extract specific rhythms (e.g. 
alpha, beta, gamma rhythm power within an EEG signal (Soleymani et al., 
2012; Kim & Andre, 2008)). 
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3.  The detection of specific patterns, such as Event Related Potentials (ERP – such 
as the P300, N100, and others (Frantzidis et al., 2010; Frantzidis et al., 2010; 
Yazdani et al., 2009)).  
4.  Other exclusive measurements (e.g. EEGw35 (Chanel et al., 2011)).  
Table 16 presents a list of affective features, employed by the reviewed 
studies, which have been reported to be related to emotional states. Only the features 
extracted from the most commonly used physiological signals (EEG, GSR and Heart 





Table 16 – Affective Features Related to Emotional States, Reported in the Reviewed Literature 
Feature Used in Studies Feature Used in Studies 
EEG Single Channel 
Theta Rhythm 
(Wu et al., 2010), 
(Soleymani et al., 2012), 
(Rodríguez et al., 2015), 
(Soleymani et al., 2015), 
(Koelstra & Patras, 
2013), (Soleymani et al., 
2011), (Koelstra et al., 
2012), (Jenke et al., 
2014), (Chanel et al., 
2011) 
GSR Minimum (Wu et al., 2010) 
EEG Single Channel 
Slow Alpha Rhythm 
(Soleymani et al., 2012), 
(Soleymani et al., 2015), 
(Koelstra & Patras, 
2013), (Soleymani et al., 
2011), (Koelstra et al., 
2012), (Jenke et al., 
2014) 
GSR Maximum 
(Wu et al., 2010), (Wen 
et al., 2013), (Liu et al., 
2009), (Rani et al., 
2007) 
EEG Single Channel 
Alpha Rhythm 
(Wu et al., 2010), 
(Soleymani et al., 2012), 
(Rodríguez et al., 2015), 
(Soleymani et al., 2015), 
(Koelstra & Patras, 
2013), (Soleymani et al., 
2011), (Koelstra et al., 
2012), (Jenke et al., 
2014), (Reuderink et al., 
2013), (Chanel et al., 
2011), (Sutton & 
Davidson, 2010) 
GSR Standard Deviation 
(Wen et al., 2013), (Kim 
& Andre, 2008) 
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EEG Single Channel 
Beta Rhythm 
(Wu et al., 2010), 
(Soleymani et al., 2012), 
(Soleymani et al., 2015), 
(Koelstra & Patras, 
2013), (Soleymani et al., 
2011), (Koelstra et al., 
2012), (Jenke et al., 
2014), (Chanel et al., 
2011) 
GSR Mean of the First 
Derivative 
(Wen et al., 2013), 
(Soleymani et al., 2011), 
(Koelstra et al., 2012), 
(Kim & Andre, 2008), 
(Chanel et al., 2011), 
(Liu et al., 2009), 
(Katsis et al., 2008), 
(Rani et al., 2007) 
EEG Single Channel 
Gamma Rhythm 
(Soleymani et al., 2012), 
(Soleymani et al., 2015), 
(Koelstra & Patras, 
2013), (Soleymani et al., 
2011), (Koelstra et al., 
2012), (Jenke et al., 
2014) 
GSR Mean of the 
Negative Values in the 
First Derivative 
(Soleymani et al., 2011), 
(Koelstra et al., 2012), 
(Chanel et al., 2011) 
EEG Paired Channel29 
Theta Rhythm 
(Soleymani et al., 2012), 
(Koelstra & Patras, 
2013), (Soleymani et al., 
2011), (Koelstra et al., 
2012), (Jenke et al., 
2014) 
GSR Mean of the Peak 
Values 
(Soleymani et al., 2011), 
(Koelstra et al., 2012) 
EEG Paired Channel29 
Slow Alpha Rhythm 
(Koelstra & Patras, 
2013), (Jenke et al., 
2014) 
GSR Low Frequency30 
Spectral Power 
(Soleymani et al., 2011), 
(Koelstra et al., 2012) 
EEG Paired Channel29 
Alpha Rhythm 
(Soleymani et al., 2012), 
(Koelstra & Patras, 
2013), (Soleymani et al., 
2011), (Koelstra et al., 
2012), (Jenke et al., 
2014) 
Heart Rate Mean 
(Wu et al., 2010), 
(Bailenson et al., 2008), 
(Wen et al., 2013), 
(Soleymani et al., 2011), 
(Koelstra et al., 2012), 
(Takahashi & 
Tsukaguchi, 2003), 
(Kim & Andre, 2008), 
(Nardelli et al., 2015), 
(Liu et al., 2009), (Antje 
et al., 2005), (Katsis et 
al., 2008), (Rani et al., 
2007), (Rainville et al., 
2006) 
EEG Paired Channel29 
Beta Rhythm 
(Soleymani et al., 2012), 
(Koelstra & Patras, 
2013), (Soleymani et al., 
2011), (Koelstra et al., 
2012), (Jenke et al., 
2014) 
Heart Rate Standard 
Deviation 
(Wen et al., 2013), 
(Soleymani et al., 2011), 
(Koelstra et al., 2012), 
(Kukolja et al., 2014), 
(Nardelli et al., 2015), 
(Rani et al., 2007), 
(Rainville et al., 2006) 
                                                
29 Subtraction of the two channels’ raw signals 
30 GSR low frequency is 0Hz to 2.4Hz 
 69 
EEG Paired Channel29 
Gamma Rhythm 
(Soleymani et al., 2012), 
(Koelstra & Patras, 
2013), (Soleymani et al., 
2011), (Koelstra et al., 
2012), (Jenke et al., 
2014) 
Heart Rate Mean of the 
Peak Values 
(Liu et al., 2009) 
Asymmetric Spectral 
Power Density31 Using 
Alpha Rhythm 
(Rizon et al., 2008), 
(Murugappan et al., 
2008) 
Heart Rate Mean of the 
First Derivative 
(Wen et al., 2013), (Kim 
& Andre, 2008) 
Asymmetric Spectral 
Variance Density32 
Using Alpha Rhythm 
(Rizon et al., 2008), 
(Murugappan et al., 
2008) 
Heart Rate Low 
Frequency33 Spectral 
Power 
(Bailenson et al., 2008), 
(Soleymani et al., 2011), 
(Koelstra et al., 2012), 
(Kukolja et al., 2014), 
(Kim & Andre, 2008), 
(Nardelli et al., 2015), 
(Rainville et al., 2006) 
Event Related 
Potentials (EPR) 
(Frantzidis et al., 2010), 
(Yazdani et al., 2009), 
(Frantzidis et al., 2010) 
Heart Rate Medium 
Frequency34 Spectral 
Power 
(Bailenson et al., 2008), 
(Soleymani et al., 2011), 
(Koelstra et al., 2012), 
(Kukolja et al., 2014), 
(Kim & Andre, 2008), 
(Nardelli et al., 2015), 
(Rainville et al., 2006) 
EEGw35 (Chanel et al., 2011) 
Heart Rate High 
Frequency36 Spectral 
Power 
(Bailenson et al., 2008), 
(Soleymani et al., 2011), 
(Koelstra et al., 2012), 
(Kukolja et al., 2014), 
(Kim & Andre, 2008), 
(Nardelli et al., 2015), 
(Rainville et al., 2006) 
GSR Mean 
(Wu et al., 2010), 
(Bailenson et al., 2008), 
(Wen et al., 2013), 
(Soleymani et al., 2011), 
(Koelstra et al., 2012), 
(Kukolja et al., 2014), 
(Kim & Andre, 2008), 
(Chanel et al., 2011), (Liu 
et al., 2009), (Antje et al., 
2005), (Katsis et al., 
2008), (Rani et al., 2007), 
(Rainville et al., 2006) 
Heart Rate Spectral 
Power Ratio37 
(Soleymani et al., 2011), 
(Koelstra et al., 2012), 
(Kukolja et al., 2014), 
(Nardelli et al., 2015) 
                                                
31 Asymmetric Spectral Power Density = !!"#$!!!"#!!!!"#$!!!"#!! , While “P” is the spectral power in “Alpha” frequency rhythms. 
32 Asymmetric Spectral Variance Density = !!"#$!!!"#!!!!"#$!!!"#!! , While “V” is the spectral power in “Alpha” frequency rhythms. 
33 Heart Rate low frequency is 0.01Hz to 0.04Hz. 
34 Heart Rate Medium frequency is 0.04Hz to 0.15Hz. 




) , While “N” is the number of channels. θ, α and β are Theta, Alpha and Beta frequency rhythms. 
36 Heart Rate High frequency is 0.15Hz to 0.5Hz. 
37 Heart Rate Spectral Power Ration = !"#$%& !"#$%#&'( !"#$%&'( !"#$%!"#$ !"#$%#&'( !"#$%&'( !"#$%  
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To extract the affective features (employing statistical, spectral, pattern or/and 
other measurements), a portion (called a Window) of the corresponding raw 
physiological signal is extracted and analysed. Any affective feature, extracted from 
this portion of the physiological signal, has to be able to be confidently tagged by a 
specific emotional experience. The emotionally labelled affective features, extracted 
from this period, are employed as a single observation, within the affective database, 
for the emotion recognition training process. Three main algorithms have been 
employed in the literature, to extract the appropriate periods of the physiological 
signals, which can be confidently tagged by a specific affective state (refer to Table 4 
in Appendix G): 
1. Window with Entire Stimuli Length: 46% of the reviewed studies extracted 
the features from the entire duration of the stimuli, regardless of the length. As 
an illustration, if participants were exposed to affective images for 5 seconds, 
the affective features were extracted from the 5-second affective period. 
Similarly, if participants were exposed to affective music videos for 60 seconds, 
the affective features were extracted from the 60-second affective period 
(Rodríguez et al., 2015; Rizon et al., 2008; Murugappan et al., 2008; Bailenson 
et al., 2008; Koelstra & Patras, 2013; Jenke et al., 2014; Kukolja et al., 2014; 
Othman et al., 2013; Takahashi & Tsukaguchi, 2003; Reuderink et al., 2013; 
Liu et al., 2009; Rainville et al., 2006; Sutton & Davidson, 2010). 
2. Window Shorter than Stimuli Length: 36% of the reviewed studies extracted 
the features from multiple windows within each stimulus (i.e. shorter than the 
overall stimuli duration). The majority of these studies employed non-
overlapped windowing techniques (Wu et al., 2010; Wen et al., 2013; Yazdani 
et al., 2009; Kim & Andre, 2008; Nardelli et al., 2015; Parnandi et al., 2013; 
Chanel et al., 2011; Katsis et al., 2008), and minority have used windows with 
50% overlap (Soleymani et al., 2012; Soleymani et al., 2015).  
3. Window Longer than Stimuli Length: Only 18% of the studies included the 
post or/and pre-stimuli periods, and extracted the features from windows longer 
than the stimuli length (Frantzidis et al., 2010; Lang et al., 1993; Soleymani et 
al., 2011; Koelstra et al., 2012; Frantzidis et al., 2010). 
5.1.4. Normalisation 
Physiological signals can, of course, be subject-sensitive. As an illustration, 
different skull thickness could cause various EEG voltage levels (Lehtinen et al., 
1996). To compensate for these types of variations, 43% of reviewed studies 
employed normalisation techniques, on either extracted features or raw signals, to 
enable proper comparison. However, 57% of the reviewed literature did not apply any 
normalisation techniques, in their study. So far, it has been found that researchers, in 
the main, have employed three different normalisation techniques (refer to Table 2 in 
Appendix G). Consider !! !  as a signal recorded over time: 
1.  Min-Max Normalisation: The min-max normalised !!(!) can be calculated 
using Equation 3 (“min” and “max” represent the minimum and maximum 
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values of !!(!), respectively, over time). The extreme values of the normalised 
signal would be between 0 and 1. (Wu et al., 2010; Soleymani et al., 2012)  
employed this technique to normalise the extracted features across all 
participants’ observations, while (Yazdani et al., 2009; Liu et al., 2009) used 
this algorithm to normalise the raw recorded signals within each participant’s 
observation (either within each window or across the entire stimuli duration). 
!! ! =
!! ! −min (!! ! )
max !! ! −min (!! ! )
 
Equation 3 – Min-Max Normalisation Equation 
2.  Z-Score Normalisation: The z-score normalised !!(!) can be calculated using 
Equation 4 (“mean” and “std”, represent the average and standard deviation of 
!!(!), respectively, over time). The extreme values of the normalised signal 
would be between about -3 and 3 (Kreyszig et al., 2010). (Soleymani et al., 
2015; Takahashi & Tsukaguchi, 2003; Jenke et al., 2014) employed this 
technique to normalise the extracted features across all participants’ 
observations, while (Rizon et al., 2008; Murugappan et al., 2008; Wen et al., 
2013; Kim & Andre, 2008) used this algorithm to normalise the raw recorded 
signals within each participant’s observation (either within each window or 
across the entire stimuli). 
!! ! =
!! ! −mean (!! ! )
std (!! ! )
 
Equation 4 – Z-Score Normalisation Equation 
3.  Log-Transformation: The log-transformed !!(!)  can be calculated using 
Equation 5 (α and β are two constant arbitrary values). The log-transformation 
makes highly skewed distributions less skewed, as any 1% changes in !! !  
values would cause an average of !!"" unit changes in !! !  (Lane et al., 2013). 
(Sutton & Davidson, 2010) employed this technique to normalise the extracted 
features across all participants’ observations, while (Lang et al., 1993) used this 
algorithm to normalise the raw recorded signals within each participant’s 
observation (either within each window or across the entire stimuli). 
!! ! = ! + !!"#!"(!! ! ) 
Equation 5 – Log-Transformation Equation 
5.1.5. Affective Analysis, Classification and Validation 
Only 13% of the reviewed papers investigated the significance of extracted 
affective features’ variations with respect to the emotional states (using t-Test, 
Analysis of Variance (ANOVA), correlation, etc.) (Othman et al., 2013; Parnandi et 
al., 2013; Reuderink et al., 2013; Antje et al., 2005); while the remaining papers 
performed affective recognition. 13% of the reviewed papers employed regression 
algorithms to design continuous emotion detection systems (Lang et al., 1993; 
Soleymani et al., 2015; Soleymani et al., 2011; Liu et al., 2009). The other 74% 
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designed and trained classifiers to detect emotional responses, according to a number 
of defined affective clusters. Table 17 presents the different types of classifiers 
employed in the reviewed studies. On average, studies recruited 25.1 participants 
(±20.6, with a minimum of 3 and a maximum of 101), to train and validate their 
affective recognition system (refer to Table 2 in Appendix G). 
Table 17 – Classifiers Employed in Studies 
 
5.1.6. Classification/Regression Performance Evaluation 
Cross-validation techniques are considered to be one of the most popular 
algorithms in classification performance evaluation processes. This is due to the fact 
that in the majority of cases, the entire recorded database is employed as both the 
training and test dataset. All studies, which were found to perform either classification 
or regression, have been subjected to cross-validations to assess the performance of 
their affective recognition systems. However, there are 3 different types of cross-
validation techniques, which are described in the literature: 
1. K-Fold: In this technique, the dataset is divided into K randomly selected 
folds38. Then K iterations are executed to train a classifier using K-1 folds of the 
data and to evaluate its performance on the remaining fold. The performance of 
the classifier is reported according to the average performances of all K 
                                                
38 If a dataset is divided into a number of symmetrical portions (subsamples), each portion is called a fold.   
Classifier Used in Studies Classifier Used in Studies 
Support Vector 
Machine (SVM) 
(Wu et al., 2010), 
(Soleymani et al., 2012), 
(Frantzidis et al., 2010), 
(Takahashi & 
Tsukaguchi, 2003), 
(Chanel et al., 2011), 
(Liu et al., 2009), (Katsis 
et al., 2008) 
Neural Network (NN) 





(Yazdani et al., 2009), 
(Jenke et al., 2014), (Kim 
& Andre, 2008), (Chanel 
et al., 2011), (Rainville et 
al., 2006) 
Gaussian Naïve Bayes 
(GNB) 
(Koelstra & Patras, 
2013), (Koelstra et al., 
2012) 
Classification Tree 
(Wu et al., 2010), 
(Frantzidis et al., 2010), 
(Liu et al., 2009), (Rani 
et al., 2007)  
Random Forest (Wen et al., 2013) 
Kth Nearest Neighbour 
(KNN) 
(Kukolja et al., 2014), 
(Liu et al., 2009) 
Quadratic Bayes Normal 
(QBN) 
(Nardelli et al., 2015) 
Fuzzy C-Mean 
(Rizon et al., 2008), 
(Murugappan et al., 
2008) 
Fuzzy Logic (Rani et al., 2007) 
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iterations (Frantzidis et al., 2010; Chanel et al., 2011; Koelstra & Patras, 2013; 
Soleymani et al., 2015).      
2. Leave-One-Observation/Session-Out: In this method, one single observation 
or session is taken out of the dataset. Then a classifier is trained using the 
remaining data and tested on the subtracted single observation or session. The 
performance of the classifier is reported according to the average performances 
of all iterations (equal to the number of observations or sessions) (Takahashi & 
Tsukaguchi, 2003; Rainville et al., 2006; Rani et al., 2007; Katsis et al., 2008; 
Kim & Andre, 2008; Liu et al., 2009; Soleymani et al., 2011; Parnandi et al., 
2013; Jenke et al., 2014; Kukolja et al., 2014).    
3. Leave-One-Participant-Out: In this approach, the entire observations, 
generated by a single participant, are taken out of the dataset. Then a classifier 
is trained using the remaining data and tested on the subtracted participant. The 
performance of the classifier is reported according to the average performances 
of all iterations (equal to the number of participants) (Bailenson et al., 2008; Wu 
et al., 2010; Soleymani et al., 2012; Koelstra et al., 2012; Wen et al., 2013; 
Nardelli et al., 2015).       
The studies, which implemented classification algorithms for emotion 
recognition processes (Table 17), reached an average of 77.89% classification 
accuracy (±11.53%, with minimum of 59.7% and maximum of 96.5%), calculated 
through cross-validation techniques (refer to Table 2 in Appendix G). 
5.1.7. Emotion Assessment 
As discussed in Chapter 2, two distinct affective models could be employed to 
perform emotion assessments; dimensional and categorical. Almost 40% of the affect 
analysis and recognition papers reviewed in this study, employed a categorical model 
of emotion to perform emotional assessments (Rodríguez et al., 2015; Murugappan et 
al., 2008; Rizon et al., 2008; Bailenson et al., 2008; Wen et al., 2013; Yazdani et al., 
2009; Kukolja et al., 2014; Chanel et al., 2011; Liu et al., 2009; Katsis et al., 2008; 
Rani et al., 2007; Rainville et al., 2006); whereas the other 60% employed the 
dimensional model of affect to perform emotion assessments (Wu et al., 2010; 
Soleymani et al., 2012; Frantzidis et al., 2010; Lang et al., 1993; Soleymani et al., 
2015; Koelstra & Patras, 2013; Soleymani et al., 2011; Koelstra et al., 2012; Jenke et 
al., 2014; Frantzidis et al., 2010; Othman et al., 2013; Takahashi & Tsukaguchi, 2003; 
Kim & Andre, 2008; Nardelli et al., 2015; Parnandi et al., 2013; Reuderink et al., 
2013; Antje et al., 2005). Moreover, as discussed in Section 2.2, to perform the 
emotional experience assessment (regardless of the employed model of affect), three 
different techniques have been employed by the studies. 13% of the studies employed 
pre-affective hypothesis (Bailenson et al., 2008; Othman et al., 2013; Takahashi & 
Tsukaguchi, 2003; Parnandi et al., 2013) and only one study employed expert 
assessment (Katsis et al., 2008). However, majority of the studies (83%) employed 
self-assessment techniques (Frantzidis et al., 2010; Jenke et al., 2014; Frantzidis et al., 
2010; Nardelli et al., 2015; Soleymani et al., 2011; Soleymani et al., 2012; Soleymani 
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et al., 2015; Rodríguez et al., 2015; Lang et al., 1993; Rizon et al., 2008; Murugappan 
et al., 2008; Koelstra & Patras, 2013; Wen et al., 2013; Yazdani et al., 2009; Koelstra 
et al., 2012; Kukolja et al., 2014; Reuderink et al., 2013; Chanel et al., 2011; Liu et 
al., 2009; Antje et al., 2005; Rani et al., 2007; Rainville et al., 2006; Sutton & 
Davidson, 2010) (refer to Table 2 in Appendix G). 
5.2. Psychophysiological Database Construction             
(Primary Experiment – Experiment 4) 
5.2.1. Material  
5.2.1.1. Affective Virtual Reality 
In the present study, the two most affective games, in each of the four Affective 
Clusters 39  introduced in Section 2.3.5, have been identified using the Cosine 
Similarity Algorithm (Pang-Ning Tan, 2005) as implemented in Section 3.5.2 (refer to 
Appendix D).  As a result of this analysis, the eight most affective games (those, 
which have the highest probability of driving the emotional experience of the 
participants toward all affective clusters) have been identified. Following the 
identification of the most affective games, two ‘neutral games’ were added in the 
experiment (the neutral game in Section 3.5.2, plus the game close to (0, 0, 0) with the 
highest standard deviation). Therefore, overall, 10 affective games have been 
identified for presentation to the participants in the present experiment.  
5.2.1.2. Participant Selection 
One of the most important challenges of designing any affective 
psychophysiological database is the minimisation of variability between participants, 
in each individual affective session, whilst maximising the variability between 
sessions’ experiences. This is due to the fact that, in any human-cantered experiment, 
minimum variability between participants’ experiences, in a single affective session is 
an extremely important issue. Any acceptable analysis, dealing with either affects or 
physiological databases, should, intuitively, be based on changes in emotional 
experiences, due to different environments, rather than different personal 
experiences. As discusses in Section 4.3.3, the Multi-variant Analysis of variance 
(MANOVA) highlighted significant differences between the four participant groups 
(male gamers, male non-gamers, female gamers and female non-gamers). The 
analysis showed that male gamers, male non-gamers and female gamers show marked 
similarities in their affective experiences, when compared to female non-gamers. 
Therefore, in the present study, in order to minimise between participants variability, 
it was decided to recruit only male and female gamers in the experiment. Recruiting 
the male non-gamers (despite their highest level of similarity compared to the others) 
in the experiment would disturb the comparison, as no female non-gamers were to be 
recruited. Moreover, it was highlighted that the participants, aged between 18 and 30 
had more similar emotional responses, when compared to those who were 30 to 40 
                                                
39 (1) Positive Valence and Low Arousal (PVLA) – (2) Positive Valence and High Positive Arousal (PVHPA) – (3) Negative 
Valence and Positive Arousal (NVPA) – (4) Negative Valence and Negative Arousal (NVNA) – Table 3. 
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years old. Therefore, 30 gamer participants of both genders (15 of each), aged 
between 18 and 30 years old (mean age=22.76), were recruited to take part in this 
experiment. Each participant received a £10 gift voucher at the end of each 
experiment. The study was reviewed and approved by the University of 
Birmingham’s Ethical Review Committee (Ethical Reference Number: ERN_13-
1157). 
5.2.1.3. Physiological Signal Recording 
As discussed in Section 5.1.1, the majority of studies have employed EEG, 
Heart Rate and GSR signals to perform affective analysis and recognition. Therefore, 
in the present study it was decided to record data using these three techniques, for the 
purposes of supporting the psychophysiological database construction process. 
Participants were required to wear an EMOTIV EPOC40 headset to record EEG 
signals, as well as Shimmer+ wearable sensor technologies41 to record GSR and heart 
rate activities. The EMOTIV EPOC records the EEG signals, with a 128Hz sampling 
frequency, from 14 channels42. The electrodes are arranged according to the 10-20 
EEG system. The GSR and heart rate data are also recorded using the Shimmer+ 
wearable sensor technologies, with a 512Hz sampling frequency (refer to Appendix 
H).   
A program was developed to function in parallel with the game, to establish a 
connection with the Shimmer+ and EMOTIV EPOC devices (through the software 
development tool kits (SDKs) provided by the manufacturers), as soon as each game 
was started. As well as signal recording, the program performed time synchronisation, 
to align the outputs received from the devices, prior to data storage. Furthermore, a 
wireless real-time monitoring application (tablet-based) was implemented, to enable 
the experimental supervisor to monitor the software functionality and signal qualities 
of the recording devices, without any distraction to the participants’ experiences (refer 
to Appendix H).    
5.2.2. Method 
The experiment was performed in a quiet room. All participants were provided 
with a 32-inch Samsung HD LCD display, a Microsoft Wireless Mouse 5000, a 
Logitech Wingman 3D force feedback joystick and Sennheiser earphones. Each 
experiment commenced with a training session to prepare the participants for every 
possible incident within the games (as presented in Section 3.5.3). The training 
introduced the game environment to the participants and served to reduce any element 
of surprise in the games. After the participants had completed the training session, 
they progressed to the two neutral games, followed by the other eight in a random 
order. At the end of each game the participants were instructed to self-assess their 
average emotional experience, based on both dimensional (Valence, Arousal and 
Dominance) and categorical (according to eight Emotion Labels: Relaxed, Content, 
                                                
40 http://emotiv.com/  
41 http://www.shimmersensing.com/  
42 AF3, AF4, F3, F4, F7, F8, FC5, FC6, T7, T8, P7, P8, O1 and O2, while P3 (Common Mode Sense – CMS) and P4 (Driven 
Right Leg – DRL) are used as the reference channels. 
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Happy, Excited, Angry, Afraid, Sad and Bored) models of affect (as presented in 
Section 2.3.1). The participants were given a 5- to 15-minute break, after playing the 
first five games, in order to reduce the fatigue factor caused by wearing the 
physiological sensing equipment. On average, each game lasted for three minutes, and 
the complete experiment took approximately 1.5 hours (refer to Appendix E and I for 
the “Consent Form” and “Information Sheet”). 
5.2.3. Results (Psychophysiological Database) 
Of a possible total of 300 affective sessions, 290 were recorded, as 10 sessions 
were not attended by participants. During the affective sessions, the raw EEG signals 
from all 14 channels were recorded. Furthermore, the signal quality of each EEG 
channel was available from the EMOTIV EPOC headset43 and was therefore recorded 
alongside the raw channel data. The raw Photoplethysmogram (PPG) output was 
recorded by the Shimmer+ device, mounted on the participant’s index finger. The 
Shimmer+ software uses the estimation techniques introduced in (K. Nakajima, 1996) 
to approximate the heart rate of the participants using the PPG signal. Moreover, the 
GSR signal was also recorded using two finger straps mounted on the middle and ring 
fingers. These raw data sources were synchronised according to the master clock of 
the main system and stored in Microsoft Excel files during the run-time of the 
experiment (refer to Appendix H). The emotional ratings of the participants were 
recorded and stored separately at the end of each game. 
5.3. Feature Matrix Construction 
In this study, all pre-processing, windowing and data analyses have been 
implemented using MATLAB software (version R2015b).     
5.3.1. Pre-Processing 
5.3.1.1. Filtering 
As discussed in Section 5.1.2, the majority of affective recognition studies 
applied no filtering technique to heart rate and GSR signals recorded from the 
participants. Therefore in this study, we also decided to use the heart rate and GSR 
signals without applying any filter. However, and as discussed in Section 5.1.2, the 
majority of previous studies employed a band-pass filter (majority using 4Hz to 
45Hz) in their EEG filtering process. Eye-blink artefacts are typically observed in 
frequencies lower than 4Hz, as humans rarely blink more than 4 times a second. In 
addition, high-frequency rhythms in the brain (Gamma range) can be observed from 
30Hz up to 45Hz (Sanei & Chambers, 2009). Therefore, in the present study, a 5th 
order Butterworth band-pass filter was applied to the raw EEG signals, whilst the 
lower-band was set to 4Hz and the upper-band was fixed at 45Hz.  
As discussed in Section 5.1.2, the majority of artefact removal techniques were 
performed either by the use of Electrooculography (EOG) signals, or by using 
computationally expensive EEG artefact removal algorithms, such as those based on 
                                                
43 According to five classes; good, fair, poor, very bad and disconnected. 
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Least Mean Square (LMS) and Blind Source Separation (BSS). Due to the absence of 
EOG signal recording in this study, and the high computational expense of other 
artefact removal algorithms, it was decided to apply NO EEG artefact removal 
technique. 
5.3.1.2. Normalisation 
As discussed in Section 5.1.4, almost half of the reviewed studies employed a 
normalisation technique. However, half of the studies, which employed normalisation 
techniques, normalised the recorded raw signals, while the rest normalised the 
extracted features. Normalisation can improve the accuracy of regression or 
classification techniques, as it can minimise the between-participants differences, 
which could be present in any physiological measurements (e.g. average heart rate 
can vary between people, different skull thicknesses could change the power of the 
EEG signals (Lehtinen et al., 1996), etc.). However, any normalisation technique 
needs to be calibrated according to a recorded dataset 44  (Section 5.1.4). 
Implementation of normalisation techniques can be considered as an advantage for 
offline classifiers, as the required features or raw signals would be extracted from the 
pre-recorded raw signals, before the classification process. This can provide all of the 
required data for the normalisation technique for the calibration process. Whereas in 
online classifiers the required features need to be extracted from the progressing raw 
signals, while the classification is in progress. This issue can turn the normalisation 
leverage to a disadvantage, as the normalisation calibration process could perform 
inadequately in the absence of the entire required dataset.  
In the present study, we decided to avoid feature normalisation techniques. 
However, before performing a spectral analysis on the raw signals (Fast Fourier 
Transform (FFT) – refer to Section 5.3.3.1), we applied the z-score normalisation 
technique (Section 5.1.4) within EEG channels, to standardise the spectral analysis. 
As an illustration, the thickness of one part of a participants’ head may vary from 
another, or the channels’ signal contact quality45 may slightly vary. These small 
changes could result in considerable variation between the signal powers of the EEG 
channels (Lehtinen et al., 1996). Therefore, applying normalisation on the raw signals 
can standardize the power spectrum comparison between channels, as the overall 
power of each normalised channel could be between around -3 and 3 (Section 5.1.4), 
regardless of the corresponding skull thickness and signal contact quality.     
5.3.2. Windowing 
As discussed in Section 5.1.3, different affective stimuli with various durations 
have been employed in the studies. Therefore it has not been possible to use the 
available literature to define the most appropriate window length, with respect to the 
affective stimuli duration.  
                                                
44 Such as minimum or maximum values of the signal in min-max normalisation technique, α and β in log-transformation 
algorithm (Equation 5), etc. 
45 The signal quality of the channels depends on the wetness of the EEG electrodes foams. Although the appropriate preparations 
have been conducted, at the beginning of each experiment, to ensure proper channels’ signal quality; it cannot be stated, with 
confidence, that all channels are recorded with exactly equal contact quality (i.e. exactly equal wetness).  
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5.3.2.1. Window Length 
As the majority of the studies have employed window lengths that are either 
equal to, or shorter than the stimuli duration (Section 5.1.3), we decided to disregard 
the post- or pre-stimuli duration and, thus, to avoid any window length longer than the 
stimuli durations. To assess the efficiency of different window lengths, we selected 28 
arbitrary durations according to two different algorithms: 
1. Fixed Duration: In this method, the duration of windows would be a fixed 
value in all sessions, for all participants, regardless of the stimuli duration. In 
this method we arbitrarily selected the following (17) fixed window durations: 
2, 3, 4, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 100, 150 and 200 seconds (if 
applicable; i.e. the window length is not longer than the game duration).  
2. Relative Duration: In this method, the duration of the windows would be 
calculated in every session, independently, according to the session duration. To 
do so, a global relative value was selected (as a percentage of the stimuli 
duration), to enable the system to calculate the window length according to the 
duration of the stimuli. In this method we arbitrarily selected the following (11) 
relative window durations: 5%, 10%, 15%, 20%, 25%, 30%, 35%, 40%, 60%, 
80% and 100%.  
All relative durations would be shorter than the stimuli duration, except the 
100% window length, which behave as a window with the entire stimuli duration. 
Therefore, in this study, both windowing techniques, with durations equal to and 
shorter than stimuli length, have been implemented and evaluated.  
5.3.2.2. Window Type 
To perform spectral analysis on the signals, we employed a Fast Fourier 
Transform (FFT) technique (Section 5.3.3.1). One of the hypotheses of the FFT 
analysis technique is the periodicity of the target signal (Press et al., 1992). However, 
the recorded physiological signals are not periodic waves. Applying FFT on non-
periodic signals would cause a Spectral Leakage effect, which results in non-zero 
spectral powers in high frequencies, which may not belong to the original signal 
(Harris, 1978). To eliminate this effect, weighting window functions can be applied 
to the signal before FFT analysis takes place (Harris, 1978). If the weighting window 
function is made of ! elements, there are ! coefficient weights (called ! vector) for 
all corresponding elements within the window. In the present study, two weighting 
window functions are implemented and evaluated: 
1.  Hamming Window: This window multiplies the values closer to the centre of 
the window by a coefficient close to one, and the values closer to the edges by a 
weight closer to zero.  Equation 6 and Figure 19 present the Hamming window 
coefficients formula, and shape, respectively (Harris, 1978). 
! ! = 0.54+ 0.46 !"# 2! !! , 0 ≤ ! ≤ ! 
Equation 6 – Hamming Window Coefficient Formula 
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Figure 19 – Hamming Window With 100 Coefficients 
2.  Tukey Window: This window is similar to a rounded-edge rectangular 
window, with a parameter !, which can be tuned between 0 and !. Equation 7 
and Figure 20 present the Tukey window coefficients formula, and shape, 
respectively (Harris, 1978). In the present study, we fixed the value of ! at !! . 
! ! !
!!! !! !"# !!! ! !
!
! !!!!!!!!!!!!!!!!!!!!! ! ! !
!
!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !! ! ! ! ! !
!
!!




! ! ! ! !
 
Equation 7 – Tukey Window Coefficient Calculation Formula 
 
Figure 20 – Tukey Window With 100 Coefficients, While ! ! !! ! !" 
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5.3.2.3. Window Overlap 
As explained above (Section 5.3.2.2), the signal values are attenuated, due to 
the window coefficient weights, before spectral analysis46. Therefore, by applying 
non-overlapped windows, almost 50% and 30% of the signal values, passed through 
Hamming and Tukey windows, respectively, would be attenuated by 50%. 
Consequently, this significant attenuation could result in considerable database signal 
loss. To resolve this issue, overlapping windows are employed to share the attenuated 
signal points with other windows. Figure 21 presents five Hamming windows, with 
50% overlap, with 100 samples, over 200 data points. The overlapping areas are the 
most attenuated data points in the entire windowed signal, as they are attenuated on 
both windows. In the present study it was decided to avoid any maximum attenuation, 
larger than (around) 5%, at all signal points. To achieve that, the Hamming window 
was shifted every !!  samples, to create 83.34% overlap, with about 5.5% maximum 
attenuation; and the Tukey window was shifted every !!  samples, to create 50% 
overlap, with about 0.5% maximum attenuation.  
 
Figure 21 – 50% Overlapped, 100-Sample Hamming Windows, Over a 200-Sample Signal 
5.3.2.4. Windowing Parameters 
As discussed in Sections 5.3.2.1, 5.3.2.2 and 5.3.2.3, there are two parameters in 
the windowing process; (1) Duration and (2) Type. For duration, there are 28 
arbitrary choices, which have been implemented in this study; (I) fixed (we used 17 
arbitrary lengths) and (II) relative (we used 11 arbitrary values). There are two 
window types that have been used in this study; (I) Hamming and (II) Tukey 
                                                
46 50% of the signal values in Tukey window, with ! ! !! , are attenuated with values smaller than 1, and only 1 point (window 
centre value) in the Hamming window would not be attenuated. 
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windows. Therefore, the combinations can create 56 different windowing processes47. 
The optimum selection of these parameters is investigated in Section 5.6.2. 
5.3.3. Training Features Matrix  
The training features matrix is an n by m matrix, where n represents the number 
of observations (windows) and m signifies the number of features. Each row 
represents m features (!! = !!! … !!" !×! , !!!  observation), extracted from a 
single window, with observed output, !!. Equation 8 presents the relationship between 
the training feature matrix and the predicted outputs. Function ! (classifier, regression 
function, etc.) predicts ŷ!, at any given point, given the corresponding features matrix 
!! (Murphy, 2012, pp.2-12). To construct the training affective features matrix, four 
steps have been followed in the present study: 
1. The essential affective features, for all physiological measurements have been 
identified and extracted, for each window (!! - in total 743 features per window 
– Sections 5.3.3.3, 5.3.3.4 and 5.3.3.5).  
2. Each row of the features matrix is time-stamped with its corresponding window 
centre time. 
3. Each row of the features matrix is tagged by the affective rating, self-reported 
by the participant at the end of each game (Section 5.3.3.6). 
4. The defective rows of the features matrix have been identified and deleted from 










Equation 8 – Training Features matrix Vs. Outputs Function 
5.3.3.1. Spectral Analysis 
In this study, the Fast Fourier Transform (FFT) technique (Press et al., 1992) 
was employed, for the extraction process of all spectral features. To extract any given 
frequency bandwidth power, four calculation techniques have been implemented. In 
all 4 equations, !"#$%!" indicates the FFT power of a specific frequency (!"). 
1.  Power Summation: In this technique, the power of all frequency samples 
within the required frequency bandwidth (from frequency !"! to !"!), are added, 
to generate the overall power summation (Equation 9). This measurement 
derives the simple accumulative power, within a particular frequency 
bandwidth. 




Equation 9 – Power Summation Equation 
                                                
47 2× 17 + 11 = 56 
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2.  Power Ratio: In this technique the squared power of all frequency samples 
within the required bandwidth (from frequency !"! to !"!) are added, and then 
divided by the accumulated squared power of all frequency bandwidths in the 
signal (from frequency !"!"# to !"!"#), to generate the overall power ratio 
(Equation 10). This measurement derives a fractional power unit, within a 





Equation 10 – Power Ratio Equation 
3.  RMS Power: In this technique the Root Mean Square (RMS) power of all 
frequency samples within the required bandwidth (from frequency !"! to !"!) is 
calculated (Equation 11). !  is the number of frequency samples, available 




Equation 11 – RMS Power Equation 
4.  RMS Power Ratio (db): In this technique, the logarithmic measure of the Root 
Mean Square (RMS) power is calculated. To do so, the RMS power of the 
required frequency bandwidth (from frequency !"! to !"!) is calculated. Then, 
the logarithmic measure of this value, divided by the RMS power of all 
frequency bandwidths (from frequency !"!"# to !"!"#), is calculated. ! and ! 
are the number of frequency samples, available within the corresponding 
bandwidth and all bandwidths, respectively (Equation 12). The unit in this 
measurement is the decibel (db). This measurement derives a normalised power 
unit of the RMS power of a frequency bandwidth, respect to the RMS power of 
all frequency bandwidths48. 






Equation 12 – RMS Power Ratio (db) Equation 
                                                
48 The Log-Transformation, discussed in Section 5.1.4, while ! = 10 and ! = −10!"#!"
(!"#$%!")!!"!"#!"!!"!"#
!  as a reference 
point. 
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5.3.3.2. Participant-Related Features 
In total, three features, related to the participant, have been extracted, in each 
window. These are the gender (male vs. female), hand preference (right vs. left 
handed) and age (four classes: 12-18, 18-24, 24-30 and 30-40 years old), each of 
which has been recorded within the features matrix (refer to Appendix J for features 
indices and the corresponding values specifications – Features Indices 2 to 4).  
5.3.3.3. EEG Features 
Table 18 presents all features extracted from the EEG signals. 13 out of 14 EEG 
features, presented in Section 5.1.3, have been extracted from the EEG signal within 
each window. Only the event-related potentials (EPR) have not been employed in this 
study. This was due to the fact that the affective stimulations were presented during 
the game period, whereas EPR features need to be extracted according to specific 
stimuli presentation instances. In addition to the 13 EEG features introduced in 
Section 5.1.3, the !"#ℎ! − !"#$ !"#$% measurement, presented in Equation 13, has 
been implemented in this study. According to (Sanei & Chambers, 2009), Alpha 
waves can indicate a relaxed awareness, without any attention or concentration, 
whereas Beta waves can be associated to active thinking, active attention or solving 
concrete problems. Therefore, this ratio can indicate an “attention measure” in a 
location of the brain (large !"#ℎ! − !"#$ !"#$% indicates high alpha activities and 
lower beta activations, signifying lower attention and concentration, and vice versa).  
 
!"#ℎ! − !"#$ !"#$% = !"#ℎ! !"#$%&$'ℎ !"#$%!"#$ !"#$%&$'ℎ !"#$%  
Equation 13 – Alpha-Beta Ratio Equation  
All spectral powers, in all frequency ranges (theta, slow-alpha, alpha, beta and 
gamma), have been extracted four times, using one of the power calculation formulae 
presented in Section 5.3.3.1 (Equation 9, Equation 10, Equation 11 and Equation 12). 
Therefore all related measurements (e.g. asymmetric ratio49, EEGw50, etc.) have been 
calculated four times, using all four power calculation formulas. Consequently, in 
total, 707 features have been extracted from all fourteen single and seven paired 
channels of EEG signals (refer to Appendix J for features indices and the 




                                                
49 Asymmetric Spectral Power Density = !!"#$!!!"#!!!!"#$!!!"#!! , While “P” is the spectral power in either “Alpha” or “Slow-Alpha” 
frequency rhythms (Murugappan et al., 2008), (FRANTZIDIS, Christos A. et al., 2010). 




) , While “N” is the number of channels. θ, α and β are Theta, Alpha and Beta frequency rhythms, 
respectively (Chanel et al., 2011). 
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Table 18 – Extracted EEG Features List – All Features Were Extracted From Each Window 
5.3.3.4. GSR Features  
Table 19 presents all features extracted from the GSR signals. All GSR features, 
presented in Section 5.1.3, have been extracted from the raw GSR signal, within each 
window. In addition, three extra features have been introduced in the present study 
and have been extracted from the GSR signal: (1) mean of the positive values in the 
GSR first derivative, as well as negative values (employed by (Soleymani et al., 2011; 
Chanel et al., 2011; Koelstra et al., 2012)) have been extracted; (2) mean of the GSR 
first derivative’s peak values (local maxima), as well as the average peaks of the 
original signal (employed by (Soleymani et al., 2011; Koelstra et al., 2012)) have 
been recorded; (3) the GSR fluctuation frequency has also been extracted, using 
Equation 14 (!!(!) is the !!!  element of the first derivative of the GSR signal; and 
                                                
51 Average signal quality of two symmetric channels, within the corresponding window 
52 Average channel’s signal quality, within the corresponding window 
53 Voltage subtraction of two symmetric channels 
54 Average signal quality of all target channels, within the corresponding window 
Feature Description Feature Description 
14 Single Channels 
Theta Rhythms 
4Hz to 8Hz Frequency 
Range Power 
7 Paired Channels51 
Signal Quality 
As Reported by 
EMOTIV EPOC, in 5 
Classes 
14 Single Channels 
Slow-Alpha Rhythms 
8Hz to 10Hz Frequency 
Range Power 
7 Asymmetric Power 
Ratio49 Using Slow-
Alpha Rhythms 
7 Symmetric Channel 
Pairs 
14 Single Channels 
Alpha Rhythms 
8Hz to 13Hz Frequency 
Range Power 
7 Asymmetric Power 
Ratio49 Alpha Rhythms 
7 Symmetric Channel 
Pairs 
14 Single Channels 
Beta Rhythms 
14Hz to 26Hz Frequency 
Range Power 
Left Frontal EEGw50 
AF3, F3, F7 and FC5 
Channels 
14 Single Channels 
Gamma Rhythms 
30Hz to 45Hz Frequency 
Range Power 
Right Frontal EEGw50 
AF4, F4, F8 and FC6 
Channels 
14 Single Channels52 
Signal Quality 
As Reported by 
EMOTIV EPOC, in 5 
Classes 
Left Parietal EEGw50 P7 and O1 Channels 
7 Paired Channels53 
Theta Rhythms 
4Hz to 8Hz Frequency 
Range Power 
Right Parietal EEGw50 P8 and O2 Channels 
7 Paired Channels53 
Slow-Alpha Rhythms 
8Hz to 10Hz Frequency 
Range Power 
Frontal EEGw50 
AF3, AF4, F3, F4, F7, 
F8, FC5 and FC6 
Channels 
7 Paired Channels53 
Alpha Rhythms 
8Hz to 13Hz Frequency 
Range Power 
Parietal EEGw50 
P7, P8, O1 and O2 
Channels 
7 Paired Channels53 
Beta Rhythms 
14Hz to 26Hz Frequency 
Range Power 
Overall EEGw50 All 14 Channels 
7 Paired Channels53 
Gamma Rhythms 
30Hz to 45Hz Frequency 
Range Power 
7 Signal Quality for all 
Measurements54 
As Reported by 
EMOTIV EPOC, in 5 
Classes 
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!"#$ !  presents the sign function). The fluctuation frequency signifies the number 
of times the signal changes direction (i.e. increase to decrease and vice versa).  




Equation 14 – Signal Fluctuation Frequency Equation 
The spectral power has been extracted four times, each time by using one of the 
power calculation formulas presented in Section 5.3.3.1 (Equation 9, Equation 10, 
Equation 11 and Equation 12). Consequently, in total, 14 features have been extracted 
from the raw GSR signals (refer to Appendix J for features indices and the 
corresponding values specifications – Features Indices 750 to 763). 
Table 19 – Extracted GSR Features List – All Features Were Extracted From Each Window 
5.3.3.5. Heart Rate Features 
Table 20 presents all features extracted from the heart rate signals. Seven out of 
eight heart rate features, presented in Section 5.1.3, have been extracted from the raw 
heart rate signal, within each window. The sampling frequency of the Shimmer+ 
device (512Hz) did not provide the appropriate frequency resolution required for 
Feature	 Description	 Feature	 Description	
Mean	
Average of the GSR 
Signal 
Mean of the Positive 
Values in the First 
Derivative 
Average of the 
Positive Values of the 
First Derivative of the 
GSR Signal 
Minimum	
Minimum Value of GSR 
Signal 
Mean of the Negative 
Values in the First 
Derivative 
Average of the 
Negative Values of 
the First Derivative of 
the GSR Signal 
Maximum	
Maximum Value of GSR 
Signal 
Mean of The First 
Derivative Peaks 
Average of the Peak 
Values (Local 
Maximums) of the 
First Derivative of the 
GSR Signal 
Standard Deviation	
Standard Deviation of the 
GSR Signal 
GSR Low Frequency 
Spectral Power 
0Hz to 2.4Hz 
Frequency Range 
Power 
Mean of The Peaks	
Average of the Peak 
Values (Local 
Maximums) of the GSR 
Signal 
Fluctuation Frequency 
Frequency of the GSR 
Signal Direction 
Changing 
Mean of The First 
Derivative	
Average of the First 




extracting low frequency spectral power55 from the heart rate signal. Six additional 
features have also been implemented in this study and were extracted from the heart 
rate signal: (1) minimum and (2) maximum heart rate values within a window are 
extracted; (3, 4) mean of both positive and negative values of the first derivative of 
the heart rate signals are also recorded; (5) the mean of the peak values (local 
maxima) of the first derivative of the heart rate is extracted from each window; (6) the 
heart rate fluctuation frequency is also obtained, using the algorithm presented in 
Equation 14 (Section 5.3.3.4). The spectral powers have been extracted four times, 
using one of the power calculation formulae presented in Section 5.3.3.1 (Equation 9, 
Equation 10, Equation 11 and Equation 12). Consequently, in total, 22 features have 
been extracted from the raw Heart Rate signals (refer to Appendix J for features 
indices and the corresponding values specifications – Features Indices 727 to 748). 
Table 20 – Extracted Heart Rate Features List – All Features Were Extracted From Each Window 
Feature Description Feature Description 
Mean 
Average of the Heart 
Rate Signal 
Mean of the Negative 
Values in the First 
Derivative 
Average of the 
Negative Values of the 
First Derivative of the 
Heart Rate Signal 
Minimum 
Minimum Value of the 
Heart Rate Signal 
Mean of The First 
Derivative Peaks 
Average of the Peak 
Values (Local 
Maximums) of the 
First Derivative of the 
Heart Rate Signal 
Maximum 
Maximum Value of the 
Heart Rate Signal 
Heart Rate Medium 
Frequency Spectral 
Power 




Standard Deviation of 
the Heart Rate Signal 
Heart Rate High 
Frequency Spectral 
Power 
0.15Hz to 0.5Hz 
Frequency Range 
Power 
Mean of The Peaks 
Average of the Peak 
Values (Local 
Maximums) of the Heart 
Rate Signal 
Heart Rate Spectral 
Power Ratio56 
Fractional Ratio of the 
Heart Rate Medium 
and High Spectral 
Power 
Mean of The First 
Derivative 
Average of the First 
Derivative of the GSR 
Signal 
Fluctuation Frequency 
Frequency of the GSR 
Signal Direction 
Changing 
Mean of the Positive 
Values in the First 
Derivative 
Average of the Positive 
Values of the First 
Derivative of the GSR 
Signal 
– – 
                                                
55 0.01Hz to 0.04Hz as presented in (Soleymani et al., 2011; Koelstra et al., 2012; Bailenson et al., 2008; Kukolja et al., 2014; 
Kim & Andre, 2008; Nardelli et al., 2015). 
56 Heart Rate Spectral Power Ratio =  !"#$%& !"#$%#&'( !"#$%&'( !"#$%!"#$ !"#$%#&'( !"#$%&'( !"#$%  
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5.3.3.6. Affective Tagging 
Each affective feature vector !! (each row of the features matrix, extracted from 
a single window) has to be tagged by the corresponding emotion (!!), which has been 
experienced by the participant. As discussed in Section 5.2.2, participants were asked 
to self-assess their average emotional experience during each game, using both 
dimensional and categorical models, at the end of each sub-game. The dimensional 
ratings (using Valence and Arousal axes) are converted into one of the four Affective 
Clusters 57  (PVLA, PVHA, NVPA and NVNA – Section 2.3.5). As the self-
assessments are conducted at the end of each game, rather than continuously during 
the gameplay, the below hypothesis has been presented in this study. According to 
this hypothesis, we divided the emotional experience of the participants, during a 
single session (game), into two affective periods:  
1. “Emotion Build-Up” Period: This period occurs during the first part of each 
sub-game. Within this period, the emotional experience of the participant can be 
unpredictable, as it can be representative of a residual state from a previous sub-
game or some other pre-cognitive state.  
2. “Emotion Persistence” Period: This period occurs during the last part of each 
sub-game. Within this period, the emotional experience of the participant has 
been influenced by the current sub-game, and can be (reasonably) confidently 
labelled by an affective cluster or label. This means that all emotional 
experience variations within this period are considered as minimal. This also 
means that the affective experience of the participants within this period is 
always close to the average affective label and cluster, reported by the 
participants at the end of the sub-game. 
Then, we hypothesised that the first 30% duration of each game constitutes the 
Emotion Build-Up Period, while the last 70% can be considered as the Emotion 
Persistence Period. As the emotional experience of the participants can be 
unpredictable during the Emotion Build-Up period, all windows, which have a centre 
time-stamp within the first 30% period of the each game, have been deleted from the 
features matrix. Then, all windows, which have a centre time-stamp within the last 
70% period of the each game, have been tagged by the Affective Cluster and Emotion 
Label reported by the participants, at the end of that game (refer to Appendix J for 
features indices and the corresponding values specifications – Features Indices 16 to 
19). 
5.3.3.7. Defective Data Removal 
All windows exhibiting EEG signals with an average signal quality below “fair” 
(according to the EMOTIV EPOC signal quality classes43) have been removed from 
the features matrix. Furthermore, all windows exhibiting infinity or NAN (Not-A-
Number) values have also been removed from the features matrix.  
                                                
57 The cluster is determined according the dimensional ratings of the participants at the end of each game and the cluster 
boundaries, presented in Section 2.3.5. 
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5.4. Feature Selection 
5.4.1. Minimal-Redundancy-Maximal-Relevance (mRMR) 
As discussed in Section 5.3.3, a total of 743 features have been extracted from 
the raw physiological signals. To be able to perform emotion classification, the 
dimension of the features matrix has to be reduced to a subspace. This subspace has 
fewer features (labelled Most optimal features), while they can adequately capture the 
essence of the data (Murphy, 2012, pp.2-12). To perform the feature selection, the 
minimal-redundancy-maximal-relevance (mRMR) (Peng et al., 2005) technique has 
been employed. Consider the features matrix of ! ∈ ℝ!×!, while ! is the number of 
observations and ! is the number of features. The mRMR algorithm finds the most 
optimal subset !! ∈ ℝ!×!, such that ! ≪ !, and !! can optimally characterise !. 
The mRMR algorithm employs Shannon’s Entropy (Murphy, 2012, p.57) to 
identify those features, which are mutually exclusive with respect to each other 
(minimal redundancy), whilst remaining mutually inclusive with respect to the 
classification clusters (maximal relevance – Affective Clusters or Emotion Labels in 
this study) (Peng et al., 2005). To perform the analysis, the database has to be 
discretised prior to the Shannon’s Entropy calculations. Therefore, all features were 
discretised according to 3 classes (-1, 0 and 1 – as conducted by Peng et. al.), with 
respect to the features’ mean and standard deviation values58 (Peng et al., 2005).  
5.4.2. Feature Selection Parameters 
In the present study, 30 arbitrary values have been used as the number of 
required features (d – 1 to 30), each of which could be selected according to either 
Affective Clusters or Emotion Labels. Furthermore, the mRMR technique can 
produce various lists of 30 Most optimal features, according to different windowing 
techniques employed in the features matrix construction process (28 different window 
lengths for either Hamming or Tukey windowing techniques – Section 5.3.2.4). This 
combination can create 1680 different settings (2×28×30 = 1680), for classification 
according to either Affective Clusters or Emotion Labels59.  
5.4.3. PCA-Correlation-Based Feature Selection 
In the present study, another feature selection technique has been designed, by 
the present authors, and implemented to select the most optimal features. The 
designed feature selection technique employs Principal Component Analysis (PCA) to 
detect the most optimal features, which can explain majority of the dataset’s variation. 
Moreover the technique employs a correlation-based analysis to eliminate the 
features, which have high dependencies, respect to each other. A detailed description 
of the technique has been presented in Appendix K. The mRMR technique 
outperforms the designed PCA-Correlation-based feature selection algorithm, by 
                                                
58 !"#$%&'"#&( !!" =
1                                                        !!" > !"#$ !! + !"# !!
0            !"#$ !! − !"# !! ≤ !!" ≤ !"#$ !! + !"# !!
−1                                                     !!" < !"#$ !! − !"# !!
 , while “mean” and “std” are the average and 
standard deviation of !! , respectively (Peng et al., 2005).  
59 E.g. (1) most optimum feature for the 2-second Hamming window, (2) 2 most optimal features for the 2-second Hamming 
window, … , (1680) 30 most optimal features for the 100% Tukey window. 
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considerable margins (to compare the classification performances, compare Table 22 
in Section 5.7.3 and Table 2 in Appendix K). Therefore, only the mRMR technique 
has been implemented within the present study, for the feature selection process. 
5.5. Classification and Affective recognition 
5.5.1. Classification Techniques 
As discussed in Section 5.1.5, Support Vector Machine (SVM) (Murphy, 2012, 
pp.498-507), Discriminant Analysis (DA) (Murphy, 2012, pp.103-12) and 
Classification Trees (Murphy, 2012, pp.546-54) have been employed by the majority 
of the studies, reviewed. In the present study, we evaluated the performance of these 
classifiers (SVM, DA and Classification Tree), plus the K-Nearest Neighbour (KNN) 
classifier (Murphy, 2012, pp.16-18), in the affective recognition process. All 
classifications and cross-validations have been implemented within MATLAB 
software (version R2015b), using the Statistics and Machine Learning Toolbox60. 
5.5.1.1. Support Vector Machine (SVM) 
Support Vector Machines are supervised classification and regression methods, 
originally designed for binary classifications, but with the capability for extension to 
be implemented in multi-class and regression applications. The SVM classifier is a 
Kernelized algorithm, which attempts to cluster a feature space according to a number 
of known labels, with maximum possible distance between the clusters’ borders, by 
using a kernel function (Murphy, 2012, pp.498-507). There are various Kernel 
functions that could be implemented in SVM classification algorithms (Murphy, 
2012, pp.481-88). In the present study, the Linear, 2nd Order Polynomial (Quadratic), 
3rd Order Polynomial (Cubic) and Gaussian Kernel functions have been implemented 
and evaluated in the SVM classification. Twenty-four arbitrary Kernel Scales, for the 
Gaussian Kernel function, have been selected and evaluated in the cross-validation 
process (0.005, 0.01, 0.015, 0.02, 0.025, 0.03, 0.035, 0.04, 0.045, 0.05, 0.1, 0.15, 0.2, 
0.25, 0.3, 0.35, 0.4, 1, 1.4, 2, 3, 4, 5 and 5.7).  
5.5.1.2. Discriminant Analysis (DA) 
Discriminant Analysis is a supervised discrimination (classification) algorithm, 
which categorises feature spaces into binary or multi-class clusters (Murphy, 2012, 
pp.103-12). In the present study, Linear (LDA) and Quadratic (QDA) Discriminant 
Analyses have been implemented and evaluated in the affective recognition process.  
5.5.1.3. Classification Trees 
Classification Trees (also known as Decision Trees) are supervised 
classification algorithms، which are defined by separating and partitioning a feature 
space, using multiple rules (called Splits), and defining a local model, into which 
feature spaces can be categorised as binary or multi-class clusters. The number of 
Splits in a tree can be defined as its complexity level. As an illustration, a tree with 50 
Splits is five times more complex than a tree with only 10 Splits (Murphy, 2012, 
                                                
60 http://uk.mathworks.com/help/stats/index.html  
 90 
pp.546-54). In the present study, twenty different arbitrary Splits numbers have been 
selected and evaluated in the cross-validation process (5 to 100 with step size of 5).  
5.5.1.4. K-Nearest Neighbour (KNN) 
K-Nearest Neighbour is a supervised classification algorithm, which categorises 
feature spaces into binary or multi-class clusters. To do so, the algorithm employs a 
training dataset to classify further data points according to the K closest data points in 
the training dataset (K nearest neighbours – using Euclidean distance61) (Murphy, 
2012, pp.16-18). In the present study, 30 different arbitrary K values have been 
implemented and evaluated in the cross-validation process (1 to 30).  
5.6. Hyper-Parameters Tuning 
As explained in Section 5.3.2.4, 56 different windowing settings can be applied 
(each of which with different length and type) to generate 56 various feature matrices. 
The feature selection algorithm, presented in Section 5.4, is capable of identifying 
different sets of the most optimal features, by employing different feature matrices 
constructed from various window lengths and types, to classify the physiological 
affective space. On the other hand, the feature selection algorithm, presented in 
Section 5.4, can generate 30 feature sets, each of which containing between 1 and 30 
of the most optimal features. This will result in 1680 different training matrices for 
the classification process (Section 5.4.2). By employing the Affective Clusters (4 
clusters – dimensional assessment) and Emotion Labels (8 labels – categorical 
assessment), the classifiers could categorise the physiological responses into four or 
eight classes, respectively (Section 5.2.1.1). 
The performance of the classifiers, trained according to each training matrix, 
vary in terms of the classification accuracy. These variables are the hyper-parameters 
of the affective recognition system. Hyper-parameters are the restrictions of learning 
algorithms, which can be tuned prior to the training process, resulting in various 
classification performances (Bergstra & Bengio, 2012). The process, in which the best 
set of hyper-parameters, which can produce the best classification performance, is 
identified, is called hyper-parameters tuning (Bergstra & Bengio, 2012). In machine 
learning algorithms, cross-validation is mainly used as a measure in the hyper-
parameters tuning process. However, various searching algorithms (e.g. grid or 
random search) are employed in addition, in order to identify the best set of hyper-
parameters, which generate the best classification accuracy (Bergstra & Bengio, 
2012).   
It is almost impossible to train each classifier according to all possible hyper-
parameter variations, as there are infinite combinations (considering all possible 
window lengths, rather than a finite number of arbitrary selections). Therefore, by 
selecting the arbitrary window lengths (Section 5.3.2.4), the number of required 
features (Section 5.4.2) and the classification settings (Section 5.5.1.1, Section 
5.5.1.2, Section 5.5.1.3 and Section 5.5.1.4), the number of possible hyper-parameters 
                                                
61 !"#$%&'() !"#$%&'( = !!! − !!! !!!!!  , while f1i  and f2i  are the ith features of the 1st and 2nd points respectively. And “D” 
is the number of features, employed to present each point in the affective space.  
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tuning variations have reached to 132,72062 for each classification process (according 
to either Affective Clusters or Emotion Labels – 265,440 in total). According to 
(Bergstra & Bengio, 2012), this small subset of the infinitely larger settings space 
may be sufficient in the hyper-parameters tuning process, as the majority of the 
hyper-parameters variations do no matter much, as only those which result in high 
accuracy actually matter. To assess the performance of different classifications 
settings, the accuracies of the classifiers have been estimated through a 10-Fold 
(random folding) Cross-Validation technique (Murphy, 2012, p.209). To train and 
cross-validate the performance of all 265,440 classifiers, a processing farm service 
(HPC63) was employed to speed up the process.  
To perform the comparison, the scatter plots of the classification accuracies, for 
each setting, have been analysed. As an illustration, the scattered dots in Figure 22 
define different classifiers with various settings. For example, if the classifier employs 
five features for the classification, different window types (Hamming vs. Tukey), 
window lengths (28 different window lengths), classifier settings (different K-value in 
KNN, etc.), and so on, can result in various accuracies (all scattered dots presented in 
a vertical manner for five features). However, as the best performing classifier in each 
setting has to be selected, the settings, which generate the maximum classification 
accuracy is identified and highlighted (e.g. the line, highlighting the maximum values 
in Figure 22). The analyses of different hyper-parameters variations are presented in 
Sections 5.6.1, 5.6.2 and 5.6.3. The best performing classifiers (with the highest 
accuracy) have been identified and presented in Section 5.7.1.   
5.6.1. Number of Features Evaluation 
Figure 22 and Figure 23 present the performance of the classifiers with respect 
to the different number of features, according to Affective Clusters and Emotion 
Labels, respectively. As it can be obtained by the graphs, the performance pattern of 
each classification technique, with respect to the number of features, are similar by 
employing either Affective Clusters or Emotion Labels. The DA performance has not 
been changed considerably, by employing more or less features, whereas employing 
more features has increased the accuracy of the Classification Tree. The accuracy of 
both KNN and SVM classifiers, with respect to the number of employed features, 
increases by employing more features, while saturating around 98%. As it can be seen 
in the graphs, the accuracy of KNN and SVM classifiers has increased around 0.6% 
by increasing the number of features from 20 to 30. By increasing the number of 
features, the complexity of the classifier grows, which consequently increases the 
classifier’s processing and timing expense. Therefore, we decided to not to employ 
more than 30 features in the classification process.    
 
                                                
62 (1680×27)!"# + (1680×2)!" + (1680×20)!"#$$%&%'#(%)* !"## + (1680×30)!"" = 132,720 




Figure 22 – Classifiers Performance (Cross-Validation) Respect to Different Number of Features, 
According to Affective Clusters  
 
Figure 23 – Classifiers Performance (Cross-Validation) Respect to Different Number of Features, 
According to Emotion Labels 
5.6.2. Windowing Settings Evaluation 
As discussed in Section 5.3.2.4, there are two tuning parameters for the 
windowing process; window type (Hamming vs. Tukey) and length (17 fixed vs. 11 
relative). As shown in Figure 24 and Figure 25, the performances of KNN, SVM and 
Classification Tree (according to both Affective Clusters and Emotion Labels) are 
slightly better when using the Hamming window, compared to the Tukey window. 
The DA classifier performance did not change considerably by employing either the 
Hamming or Tukey window.  
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Figure 24 – Window Type Vs. Classifiers Accuracy (Cross-Validation), According to Affective 
Clusters 
 
Figure 25 – Window Type vs. Classifiers Accuracy (Cross-Validation), According to Emotion Labels 
Figure 26 and Figure 27 present the classification accuracies of the classifiers, 
respect to different fixed window lengths, according to Affective Clusters and 
Emotion Labels, respectively. Figure 28 and Figure 29 on the other hand, present the 
classification accuracies of the classifiers, with respect to different relative window 
lengths, according to Affective Clusters and Emotion Labels, respectively. As it can 
be seen in the graphs the performance of KNN, SVM and Classification Tree 
classifiers have been increased by employing shorter windows (in both fixed and 
relative windowing techniques). However, the DA performance has not been changed 
considerably by using different window lengths (except for the relative windowing 
technique, in classification respect to Emotion Labels). 
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Figure 28 – Window Relative Length Vs. Classifiers Accuracy (Cross-Validation), According to 
Affective Clusters 
 
Figure 29 – Window Relative Length Vs. Classifiers Accuracy (Cross-Validation), According to 
Emotion Labels 
5.6.3. Classifiers Settings Evaluation 
As discussed in Section 5.5.1, each classifier can be tuned according to a 
parameter. As can be seen in Figure 30 and Figure 31, the performance of the KNN 
classifier is slightly attenuated, whilst “K” is increased. This means that the KNN 
classifier performs better when considering fewer neighbours in the affective space, in 
its attempts to classify the affective features. According to this analysis the 1st Nearest 
Neighbour (K=1) has the highest accuracy, compared to other “K” values. In contrast, 
as shown in figures, the accuracy of the Classification Tree is boosted, while the 
number of Splits is increased. This means that the Classification Tree performs better, 
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if more conditions are defined and a more complex tree is generated. According to the 
analysis, the Classification Tree has its maximum accuracy if 100 Splits are generated 
in the Tree. On the other hand, the performance of the DA classifier is attenuated in 
Affective Clusters if a 2nd order polynomial (quadratic instead of linear) function is 
employed; whereas it did not change considerably, by employing linear or quadratic 
functions, in Emotion Labels. 
 
Figure 30 – KNN, Classification Tree and DA Classifiers Settings vs. Accuracy (Cross-Validation), 
According to Affective Clusters 
 
Figure 31 – KNN, Classification Tree and DA Classifiers Settings Vs. Accuracy (Cross-Validation), 
According to Emotion Labels 
Figure 32 and Figure 33 present the performance of the SVM classifier, 
according to four different Kernel functions; linear, 2nd order polynomial (quadratic), 
3rd order polynomial (cubic) and Gaussian function with 24 different Kernel scales. 
As illustrated by the graphs, the performance of the SVM classifier is boosted when a 
higher order non-linear Kernel function is employed. The Gaussian Kernel function 
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with relatively large kernel scales (either 2 or 3) performed better than the Linear and 
Quadratic Kernel functions. The Cubic Kernel performance was very similar to the 
Gaussian function, but only 10% of the best performing classifiers (Section 5.7.1) 
employed the Cubic Kernel. 
 
Figure 32 – SVM Classifier Settings Vs. Accuracy (Cross-Validation), According to Affective Clusters 
– The Right Top Graph Presents the Kernel Scale Between 0.005 and 5.7 – The Bottom Graphs 






Figure 33 – SVM Classifier Settings Vs. Accuracy (Cross-Validation), According to Emotion Labels – 
The Right Top Graph Presents the Kernel Scale Between 0.005 and 5.7 – The Bottom Graphs Presents 
Magnified Versions, with Kernel Scale Between 0.005 and 0.4 (Left) and 0.4 and 5.7 (Right) 
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5.7. Discussion 
5.7.1. Best Performing Classifiers 
To be able to compare the performance of all classification techniques, the best 
performing classifier setting (e.g. K value in KNN, etc.), for each window length, has 
been identified. As a result, 28 settings for each classification technique (KNN, SVM, 
DA and classification tree) have been identified. Figure 34 presents the best 
classification accuracy, for each classifier, in each window length. The horizontal axis 
of the figure presents 28 different window lengths; 17 Fixed (left side of the vertical 
dashed line) and 11 Relative (right side of the vertical dashed line). An Analysis of 
Variance (ANOVA)64 showed that the different windowing techniques (fixed vs. 
relative) is not a significant factor in changing the classification performances 
(PWindowing = 0.691). However, the performances of different classification techniques 
are significantly different, in terms of their classification accuracy (PClassification < 
0.001). The KNN (96.78% (±1.42%) and 97.24% (±1.14%) mean accuracy, for 
Affective Clusters and Emotion Labels respectively, across all window lengths) and 
SVM (92.77% (±3.42%) and 92.91% (±3.97%) mean accuracy, for Affective Clusters 
and Emotion Labels respectively, across all window lengths) perform better than the 
Classification Tree (61.54% (±2.46%) and 51.06% (±3.62%) mean accuracy, for 
Affective Clusters and Emotion Labels respectively, across all window lengths). The 
DA classifier performs worst than the other three, with 48.28% (±0.96%) and 44.53% 
(±1.98%) mean accuracy, for Affective Clusters and Emotion Labels respectively, 
across all window lengths. But all performed significantly better than random 
classifiers. 
 
Figure 34 – Classification Methods Comparison (Cross-Validation), According to Affective Clusters 
and Emotion Labels – The Horizontal Axes Presents 28 Different Window Lengths; 17 Fixed (Left 
Side of the Vertical Dashed Line) and 11 Relative (Right Side of the Vertical Dashed Line) 
As there is a high and significant negative correlation between the window 
durations and the accuracies of the KNN and SVM classifiers (!!"#$% !" ! !!!!" 
and !!"#$%&'" !! ! !!!!", P<0.001 – for both Affective Clusters and Emotion 
Labels), one could conclude that, by decreasing the window length, the accuracy of 
the KNN and SVM classifiers can be improved. In the fixed windowing technique, 
                                                
64 Classifiers accuracy is considered as the dependent variables, while relative vs. fixed windowing technique and different 
classifiers as the independent parameters. 
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the KNN classifier achieved its best performance by the 2-second window with 
98.61% accuracy, for both Affective Clusters and Emotion Labels. The SVM 
classifier achieved its best performance using the same 2-second window, with 
98.07% and 98.30% accuracy, for Affective Clusters and Emotion Labels, 
respectively. In the relative windowing technique on the other hand, the KNN and 
SVM classifiers achieved their best performance by the 5% window with 98.7% and 
97.47% accuracy, for Affective Clusters and Emotion Labels, respectively. 
5.7.2. Most Optimal features 
As discussed in Section 5.4, 743 features were extracted from the recorded 
physiological signals, while no more than the 30 most optimal features were selected, 
for the classification process, using the mRMR algorithm. There are 56 different 
windowing techniques (different length and type – Section 5.3.2.4), which result in 56 
various sets of most optimal features. Furthermore, depending on the classification 
class (either Affective Clusters of Emotion Labels) provided for the mRMR 
algorithm, different sets of most optimal features could be nominated (Section 5.4). 
The mRMR algorithm guarantees to find the d most optimal features, which have 
minimum mutual information amongst each other (minimum redundancy), whilst 
maximum mutual information with respect to the classification classes (maximum 
relevance – Affective Clusters or Emotion Labels). Therefore, in total, 112 different 
sets of the most optimal features65 (each of which containing 30 features – Section 
5.4.2) have been identified by the mRMR algorithm.  
On the other hand, to consider the performance of classifiers as well (according 
to the cross-validation accuracies), the sets of most optimal features, extracted from 
the Tukey-based windows, were excluded66. Therefore, 56 different sets of the most 
optimal features were analysed and the unique features, which are present in at least 
one of the 56 sets, were identified. This Unique Most Optimal features List contains 
250 features, out of the 743 features, identified at the beginning of the process. 
Furthermore, by considering the best performing KNN and SVM classifiers67 in each 
window, the features, which have not been employed in the classification process, 
have been excluded, and the number of features in the Unique Most optimal features 
List has been reduced to 230 features. This guarantees that these sets of optimum 
features are those, which not only preserve the maximum relevance and minimum 
redundancy aspect of the mRMR results, but also generate the best classification 
accuracies, according to both Affective Clusters and Emotion Labels.  
Analysing this list can highlight the superiority of each feature against the 
others. To do so, the popularity of all features of the Unique Most optimal features 
List (containing the 230 features), within the 56 different sets of most optimal 
features68, have been calculated. This value has been reported as a percentage, 
signifying the portion of windows (among all 56 windows) that employed a particular 
                                                
65 28 sets for Hamming and 28 sets for Tukey windows, for both Affective Clusters and Emotion Labels (28×4 = 112). 
66 All classifiers with the highest accuracy (Section 5.7.1) employed Hamming window technique. 
67 The KNN and SVM classifiers outperformed the Classification Tree and DA classifiers, considerably (Section 5.7.1), so only 
these 2 were considered in this process.  
68 28 Hamming windows for classification according to Affective Clusters and 28 according to the Emotion Labels. 
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feature. This analysis has not been used in the classification process, and has only 
been developed for appropriate presentation purposes. Table 21 presents the Unique 
Most optimal features List, grouped according to their measurement categories. The 
table presents the frequency percentages as well, and these signify the occurrence 
frequency ranges in which each feature group has been employed within a windowing 
and classification technique (among all 56 windows).  
Table 21 – Selected Features According to the mRMR algorithm and the Best Performing Classifiers 
Feature Group Detail Frequency Percentage (25th – 75th Percentiles) 
Age Participants age according to 4 classes 100% 
GSR Minimum Mean Fluctuation Frequency 100% 89.29% 67.86% 
Heart Rate Maximum 55.36% 
Alpha Rhythm 
Asymmetric Ratio All 7 paired channels 43.82% (21.42% - 65.62%) 
Heart Rate Fluctuation Frequency 39.29% 
Slow-Alpha Rhythm 
Asymmetric Ratio All 7 paired channels 38.52% (25.44% - 54.91%) 
EEG Gamma Rhythms 
6 paired channels (Excluding F7-F8) 
8 single channels (Excluding AF3, F3, F4, F7, 
F8, P8) 
33.93% (7.14% - 58.92%) 
Heart Rate Mean of the Peaks 30.36% 
Hand Preference Participants dominant hand 28.57% 
EEGw 
4 paired channels (Excluding F7-F8, FC5-FC6, 
O1-O2) 
7 single channels (Excluding F3, F4, F7, F8, 
FC6, T8, P8) 
28.57% (8.48% - 43.75%) 
GSR Low Frequency Power 23.21% 
Heart Rate Medium Frequency Power 23.21% 
EEG Theta Rhythm 5 paired channels (Excluding F3-F4, T7-T8) 3 single channels (AF4, P7, O2) 22.77% (6.25% - 26.78%) 
EEG Alpha Rhythm 
5 paired channels (Excluding F3-F4, P7-P8) 
8 single channels (Excluding AF3, AF4, F3, F4, 
T7, P8) 
20.19% (8.48% - 26.78%) 
Alpha-Beta Ratio 
All 7 paired channels 
8 single channels (Excluding F3, F4, F8, FC6, 
T7, O1) 
17.38% (9.37% - 19.64%) 
EEG Beta Rhythm 
6 paired channels (Excluding T7-T8) 
7 single channels (Excluding AF3, F3, F7, F8, 
FC5, T8, P8) 
15.93% (3.57% - 30.35%) 
Heart Rate Power Spectral Ratio 12.5% 
Gender Male or Female 10.71% 
Heart Rate Mean 10.71% 
EEG Slow-Alpha 
Rhythm 
6 paired channels (Excluding FC5-FC6) 
6 single channels (AF3, AF4, T8, P7, O1, O2) 10.71% (2.67% - 8.92%) 
GSR Mean of the first derivative 3.57% 
Heart Rate Minimum High Frequency Power 3.57% 1.79% 
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Among participant-related features, “Age” has been employed by all windows, 
as the most optimum feature, to classify the participants’ emotional experiences 
(according to both Affective Clusters and Emotion Labels). This signifies the fact that 
the participants’ age can provide a substantial amount of information, to classify their 
emotional experiences. This relationship has been addressed by other studies, as well 
(Section 4.3.1.4).   
On the other hand, and as discussed in Section 5.3.3.1, four different calculation 
techniques have been employed in performing the spectral analysis. In Table 21 the 
rhythms measured with various techniques have been combined. As an illustration, 
the alpha rhythm asymmetric ratio for the AF3-AF4 paired electrodes has been 
employed by 68% of the windowing and classification techniques, whilst 17.5% 
measured the powers through Summation (Equation 9), 3% based on the Power Ratio 
(Equation 10), 1.5% according to the RMS Ratio db (Equation 12) and the remaining 
46% through the RMS (Equation 11) technique. To compare the frequency 
percentages of the spectral measurements according to all 4 techniques (Equation 9, 
Equation 10, Equation 11 and Equation 12), an Analysis of Variance (ANOVA)69 was 
conducted. The analysis showed that there is no statistical difference between the 
spectral power calculation techniques (PMeasurment_Technique = 0.542). One can conclude 
that, no spectral analysis technique is superior when compared to the others. 
5.7.3. Affective Clusters vs. Emotion Labels Classification  
 
Figure 35 – Accuracy (Cross-Validation) Comparison of KNN and SVM Classifiers, According to 
Both Affective Clusters and Emotion Labels – Refer to Appendix L for the Classifiers Specifications 
Figure 35 presents the accuracies of KNN and SVM classifiers, while 
classifying the features space with respect to Affective Clusters and Emotion Labels. 
An Analysis of Variance (ANOVA)70 showed that the performance of the classifiers, 
in categorising the emotions into either Affective Clusters or Emotion Labels is not 
statistically different (PClusters=0.569). However, the performances of KNN and SVM 
classifiers are significantly different, in terms of their classification accuracy 
(PClassification<0.001). On average, KNN (97.01% (±1.3%) mean accuracy across 
different windowing techniques, Affective Clusters and Emotion Labels) 
                                                
69 The popularity percentage as the dependent variable, while the measurement technique as the independent parameter. 
70 Classifiers accuracy is considered as the dependent variables, while different classifiers and Affective Clusters vs. Emotion 
Labels classification technique as the independent parameters. 
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outperformed the SVM algorithm (92.84% (±3.67%) mean accuracy across different 
windowing, Affective Clusters and Emotion Labels) with around 4% (Refer to 
Appendix L for the classifiers specifications).  
As well as the classification accuracy, the F1-Score is another measure that 
could evaluate the performance of a classifier. Equation 15 presents the F1-Score 
formula, which is the harmonic mean of Precision (the fraction of the identified 
instances that are relevant), and Recall (the fraction of relevant instances that are 
identified) (Murphy, 2012, pp.184-86). The accuracy alone cannot accurately evaluate 
the performance of classifiers. As an illustration, consider a database containing 990 
samples of class “A” and 10 of class “B”. Now consider a classifier, which identifies 
all samples as class “A” in that database. The accuracy of this classifier (which does 
not do anything at all) is 99%. However, its F1-Scores for class “A” and “B” are 
99.5% and 0%, respectively. The average F1-Score for both classes is 49.75%, which 
is a better measurement to evaluate the classifier’s performance, when compared to 
the accuracy measurement. Therefore, the F1-Score is also employed to assess the 
classifiers’ performance in more detail.  
!!!!"#$% ! !!!"#$%&%'(!!"#$%%!"#$%&%'( ! !"#$%%  
Equation 15 – F1-Score Equation (Murphy, 2012, pp.184-86) 
 
Figure 36 – KNN and SVM Mean F1-Score (Cross-Validation) Across All Clusters – Refer to 
Appendix L for the Classifiers Specifications 
Figure 36 presents the KNN and SVM classification F1-Score, averaged across 
classes71. No game in the experiment has been able to evoke sadness on the part of the 
participants. Therefore, the classifiers, trained according to Emotion Labels, have not 
been able to classify any part of the features space into the “Sad” Label.  To be able to 
compare the performance of the classifiers (with respect to their F1-Score), an 
Analysis of Variance  (ANOVA)72 has been conducted. The analysis highlighted a 
significant difference in F1-Score generated by different classifiers (PClasifier < 0.001) 
and classification according to either Affective Clusters or Emotion Labels 
(PClassification-Class < 0.001). This means that the classifiers’ F1-Score, in categorising the 
                                                
71 F1-Score is calculated within each class. Therefore in each windowing technique, 4 and 8 F1-Score for each (respectively) 
Affective Cluster, and Emotion Label, are calculated.   
72 The F1-Score as the dependent variable, while the classification class and the classifier as the independent parameters. 
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emotions into either Affective Clusters or Emotion Labels, is statistically different 
(unlike the accuracy analysis). Table 22 presents the mean F1-Scores for Affective 
Clusters, Emotion Labels and classifiers. On average, KNN outperformed the SVM 
classifier, while the classification according to Affective Clusters performed better, 
when compared to Emotion Labels (Refer to Appendix L for the classifiers 
specifications).  
Table 22 – Mean F1-Scores (Cross-Validation) Across Classifiers, Classes and All Windowing 
Techniques – (A - B) Presents the (A) 25th and (B) 75th Percentile – Refer to Appendix L for the 
Classifiers Specifications 
5.8. Conclusion 
In this chapter the steps of designing and evaluation (cross-validation) of an 
affective computing system have been discussed in detail (research question III 
presented in Section 1.8). By conducting a deep literature review, various signal 
recording, pre-processing, windowing, feature extraction and classification 
techniques, employed by 30 affective computing studies, conducted since 1993, have 
been investigated (Section 5.1). Then by conducting an experiment, the 
psychophysiological responses of 30 participants, exposed to the Affective VR, have 
been recorded (Section 5.2). Various features, pre-processing, windowing and 
classification techniques under different tuning settings have been employed to train 
more than a quarter of a million different classifiers (Sections 5.3, 5.4 and 5.5). By 
conducting Hyper-Parameter tuning, 112 best performing classifiers, under 28 
different windowing techniques, have been selected (Figure 35, Figure 36 and Table 
22 – Section 5.6 and 5.7). The results suggested that the KNN and SVM classifiers 
outperformed the DA and Classification Tree classifiers. The KNN classifiers 
achieved 96.78% (±1.42% – 98.5% maximum accuracy) and 97.24% (±1.14% – 
98.5% maximum accuracy) mean accuracies, for Affective Clusters and Emotion 
Emotion 
Label 
Mean F1-Score  
(25th – 75th Percentiles)  
Affective 
Cluster 
Mean F1-Score  
(25th – 75th Percentiles) 
Relaxed 95.50% (94.31% - 98.07%) 
PVLA 94.73% (92.81% - 97.56%) 
Content 95.06% (93.78% - 97.74%) 
Happy 94.12% (92.50% - 97.27%) 
PVHPA 95.35% (94.34% - 97.34%) 
Excited 95.61% (94.04% - 97.94%) 
Angry  94.40% (91.69% - 97.63%) 
NVPA 94.82% (93.28% - 97.42%) 
Afraid 93.11% (89.86% - 97.25%) 
Sad Not Available 
NVNA 90.76% (87.78% - 96.12%) 




Mean F1-Score  




Mean F1-Score  
(25th – 75th Percentiles) 
KNN 96.94% (96.23% - 98.09%) KNN 96.29% (95.29% - 97.66%) 
SVM 92.40% (89.81% - 96.19%) SVM 91.54% (88.70% - 95.42%) 
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Labels respectively (across all window lengths), while the SVM classifiers reached 
92.77% (±3.42% – 98% maximum accuracy) and 92.91% (±3.97% – 98% maximum 
accuracy) mean accuracies, for Affective Clusters and Emotion Labels respectively 
(across all window lengths).  
As discussed in Section 1.7, three (out of six) previous studies, which employed 
virtual environments as their affective stimulation medium, have conducted affective 
classification (Liu et al., 2009; Wu et al., 2010; Chanel et al., 2011); while the others 
only investigated the brain’s regional activity variation patterns, under different 
emotional experiences (Reuderink et al., 2013; Parnandi et al., 2013; Rodríguez et al., 
2015). Liu et al managed to achieve 88.9% cross-validation accuracy, according to 3 
clusters (low, medium and high anxiety) (Liu et al., 2009), while Wu et al achieved 
84% accuracy in a subject-dependent setting and random classifications in a subject-
independent setting, according to 3 clusters (low, medium and high arousal level) 
(Wu et al., 2010). Chanel et al achieved 63% classification accuracy, according to 4 
clusters (combining low and high pleasure and arousal levels) (Chanel et al., 2011).  
The purpose of this chapter was to design an affective computing system, 
capable of detecting and classifying human emotions through psychophysiological 
behaviours, with high precision. In this chapter we were able to design and train 
multiple affective computing systems with maximum classification accuracy of 
98.5%. This maximum cross-validation accuracy is 2% higher than the maximum 
cross-validation accuracy, achieved by the affective computing studies conducted 
since 1993 (refer to Section 5.1.5). Moreover the maximum accuracy of the designed 
classifiers (according to cross-validation) is much higher than the cross-validation 
accuracy achieved by the previous studies that conducted affective classification 
within virtual environments.  
The most important contribution of this chapter is the employment of all 
affective computing techniques, which are implemented within different steps of the 
classification process, by various studies in the past 25 years (e.g. different 
windowing and classification techniques, all features employed in various studies, 
etc.), and integrating them within more than a quarter of a million different classifiers, 
to identify the best performing affective classifiers. We believe that this contribution 
not only summarises the breadth of research over the past 25 years, but also serves to 
clarify various significant aspects and details of this increasingly valuable and 
relevant research area.  
Another contribution of this chapter is the implementation of affective 
computing systems within virtual environments. As mentioned earlier, only a 
minority of the affective computing studies conducted since 1993 have employed VR 
in the emotion stimulation processes (considering the fact that half of those studies 
employed 2D Retro games, rather than 3D environments). The resurrection of interest 
in Virtual Reality (VR) over recent years has motivated us to investigate the 
implementation of affective recognition systems within virtual environments, in 
ongoing attempts to increase immersion and engagement levels. Therefore, as this 
study tackles this academically challenging issue, we believe that this chapter delivers 








Abstract – In Chapter 5, by employing the cross-validation technique, 112 classifiers 
(using KNN and SVM) were trained to classify the physiological database into either 
Affective Clusters or Emotion Labels, under various pre-processing settings. 
However, the performances of the trained classifiers need further evaluation within 
new datasets. To do this, in the present chapter, another physiological experiment, 
logging the EEG, GSR and heart rate of 15 participants who did not take part in any 
of the previous experiments, was conducted. The analysis highlighted that the trained 
classifiers perform either similar to, or worst than random classifiers, within the new 
dataset. The analysis also demonstrated a significant individual difference between 
participants, which prevented the classifiers to be generalised within new datasets. 
Although it was concluded that the presented affective computing systems could be 
considered as subject-dependent classifiers; it was also highlighted that identification 
and elimination of the sources of these individual differences should be considered as 




6. Individual Psychophysiological Differences 
6.1. Psychophysiological Evaluation Database Construction 
(Evaluation Experiment – Experiment 5) 
6.1.1. Participants and Method 
To evaluate the performance of the affective recognition system described in 
Chapter 5, using new datasets (rather than cross-validation), another physiological 
experiment has been conducted. In this experiment, the Cosine similarity algorithm 
(Pang-Ning Tan, 2005) has been employed to identify the most affective sub-game, in 
each Affective Cluster (as described in Section 3.5.2). Moreover, the neutral game in 
the Preliminary Experiment (Experiment 3 – Section 3.5.2) has been added to the four 
most affective sub-games (one sub-game in each Affective Cluster). Fifteen gamer 
participants were recruited to participate in this experiment (9 males and 6 females – 
24 (±5) years old – none had participated in the previous experiments). The same 
room, equipment and experiment software, employed in the physiological experiment 
(Section 5.2) were used in this experiment. Firstly, the participants completed a 
training session (Section 3.5.3) and the neutral sub-game (Section 3.5.2). Then they 
played the four most affective games in a random order. The EEG, GSR and heart 
rates of the participants, while playing the sub-games, were recorded and stored in 
Microsoft Excel files (as described in Chapter 5 – refer to Appendix H). The 
participants were instructed to self-assess their emotional experiences, at the end of 
each sub-game, using both dimensional and categorical models (Section 2.3.1). The 
study was reviewed and approved by the University of Birmingham’s Ethical Review 
Committee (Ethical Reference Number: ERN_13-1157). 
6.1.2. Results 
The EEG, GSR and heart rates of the participants, during all 75 affective 
sessions73, were recorded and tagged by the emotional experience of the participants, 
self-assessed at the end of each affective session. The filtering, normalisation, 
windowing, feature extraction and defective data removal steps, as described in 
Section 5.3, were performed on the raw physiological database, to construct the 
evaluation feature matrix. However, instead of all 743 features (extracted as described 
in Section 5.3.3), only the unique most optimal features (230 features identified in 
Section 5.7.2) were extracted in the evaluation feature matrix construction process. 
This was due to the fact that only the unique most optimal features are employed by 
the best performing classifiers (Section 5.7.3 and Appendix L), and are required to 
perform the evaluation process. As the best performing classifiers (Section 5.7.3 and 
Appendix L) employed the Hamming windowing technique, all 28 Hamming-based 
windows were employed in the windowing process. Therefore, 28 evaluation feature 
matrices (according to 28 windowing techniques – Section 5.3.2.1), each of which 
consisted of all 230 unique most optimal features, were generated. These evaluation 
feature matrices were used in the affective recognition system assessment process.  
                                                
73 15 !"#$%&%'"($)  × 5 !"# − !"#$% = 75 (!""#$%&'# !"##$%&#) 
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6.2. Evaluation of the Affective Recognition System 
6.2.1. Results 
All of the 112 best performing KNN and SVM classifiers74 (Section 5.7.3 and 
Appendix L), trained according to the training feature matrices (Section 5.3), have 
been assessed within the evaluation feature matrices (Section 6.1.2). To do this, the 
required features for each classifier have been extracted from the corresponding 
evaluation feature matrix (according to the window length –Refer to Appendices J 
and L). Then, the classification results of the classifiers (either the identified Affective 
Cluster or Emotion Label), within the final 70% of a single sub-game (Section 
5.3.3.6), have been compared to the self-assessment of the participant, at the end of 
that particular sub-game. To conduct the performance evaluation, the system’s 
classification accuracy and F1-Score have been measured. 
Figure 37 presents the accuracies of the classifiers, with respect to different 
window lengths. The dashed horizontal lines present the accuracy of random 
classifiers, categorising the physiological responses into either Affective Clusters75 or 
Emotion Labels76. On average, the KNN and SVM classifiers achieved (respectively) 
a 30.43% (±3.58) and 39.16% (±3.45) classification accuracy with respect to the 
Affective Clusters. However, they achieved considerably lower classification 
accuracies (KNN=16.92% (±2.66) and SVM 19.25% (±3.02)) when employing the 
Emotion Labels. Indeed, the accuracies of the classifiers were significantly higher 
than the corresponding random classification accuracy (P<0.00177).  
 
Figure 37 – Accuracy Comparison of KNN and SVM Classifiers, According to Both Affective Clusters 
and Emotion Labels Within the Evaluation Feature Matrix – The Dashed Vertical Line Separates the 
Fixed and Relative Windows – The Dashed Horizontal Lines Present the Accuracies of a Random 
Classifiers (25% and 14.3% for Classification According Affective Clusters and Emotion Labels, 
Respectively) 
Figure 38, on the other hand, presents the performance of the classifiers, 
according to their mean F1-Scores (across the Affective Clusters or Emotion Labels). 
                                                
74 28 for each KNN and SVM classifiers, according to both Affective Clusters and Emotion Labels 
75 As there are 4 classes in Affective Clusters, a random classification is expected to result a 25% (!!!!"" ! !"! accuracy. 
76 As there are 7 classes in Emotion Labels (sadness was not evoked by any game), a random classification is expected to result a 
14.3% (!!!!"" ! !"!!! accuracy. 
77 According to a one-sample T-Test, to check if the mean accuracy (across windows) of each classifier is significantly different 
from the corresponding random classification accuracy. 
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Moreover, Table 23 presents the mean F1-Scores for Affective Clusters, Emotion 
Labels and classifiers. The F1-Scores of the KNN classifier, when employing the 
Affective Clusters, were slightly better than random classification (PAffective_Clusrter 
=0.01978), but were not significantly different from a random classifier, when 
employing Emotion Labels (PEmotion_Labels =0.28078). The F1-Scores of the SVM 
classifier, on the other hand, were significantly worse than random classifiers 
(P<0.00178), with respect to either Affective Clusters or Emotion Labels. 
 
Figure 38 – F1-Score Comparison of KNN and SVM Classifiers, According to Both Affective Clusters 
and Emotion Labels Within the Evaluation Feature Matrix – The Dashed Vertical Line Separates the 
Fixed and Relative Windows – The Dashed Horizontal Lines Present the F1-Scores of a Random 
Classifiers (25% and 14.3% for Classification According Affective Clusters and Emotion Labels, 
Respectively) 
Table 23 – Evaluation Mean F1-Scores Across Classifiers, Classes and All Windowing Techniques – 
(A - B) Presents the (A) 25th and (B) 75th Percentile 
                                                
78 According to a one-sample T-Test, to check if the mean F1-Score (across windows) of each classifier is significantly different 
from the corresponding random classification F1-Score. 
Emotion 
Label 
Mean F1-Score  
(25th – 75th Percentiles)  
Affective 
Cluster 
Mean F1-Score  
(25th – 75th Percentiles) 
Relaxed 5.77% (0.24% - 9.38%) 
PVLA 46.90% (40.77% - 50.07%) 
Content 14.56% (10.88% - 18.80%) 
Happy 6.09% (0% - 10.19%) 
PVHPA 26.02% (18.05% - 35.08%) 
Excited 18.35% (11.75% - 24.52%) 
Angry  27.04% (22.08% - 30.75%) 
NVPA 16.87% (9.58% - 22.71%) 
Afraid 3.53% (0% - 6.59%) 
Sad Not Available 
NVNA 7.63% (0% - 13.63%) 




Mean F1-Score  




Mean F1-Score  
(25th – 75th Percentiles) 
KNN 13.82% (12.73% - 15.71%) KNN 26.67% (23.70% - 29.14%) 
SVM 9.56% (7.48% - 10.38%) SVM 22.04% (18.82% - 25.01%) 
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6.2.2. Discussion 
As can be seen from the results, the performances of the classifiers, within the 
new dataset, have been considerably poorer, when compared to their performances 
according to the cross-validations (compare Table 22 and Table 23). Although the 
accuracies of the classifiers were significantly higher than random classification 
accuracies79, their F1-Scores were, on average, either similar to or worse than random 
classifiers. To be able to compare the datasets80, first the training (Experiment 4 – 
Section 5.3) and evolution (Experiment 5 – Section 6.1.2) feature matrices were 
combined. Then, 28 subsets of features (for 28 different window lengths) were 
separated. Each of these 28 subsets contains the training and evaluation feature 
matrices (containing up to 30 features – refer to Section 5.4), employed by the 
corresponding KNN and SVM classifiers, for a particular window length (refer to 
Appendices J and L). Then a Multivariate Analysis of Variance (MANOVA) 81 has 
been conduced 56 times, each of which within one of the 28 subsets, for both 
Affective Clusters and Emotion Labels. As multiple significance levels assessments 
have been conducted, the P-value critical level has been corrected, using the 
Bonferroni Correction algorithm (Hommel, 1983) (P value critical level = !.!"!" =
0.0008). The analysis highlighted no significant difference between the training 
(Experiment 4 – Section 5.3) and evaluation (Experiment 5 – Section 6.1.2) feature 
matrices, in any of the 28 subsets (P>0.99 for all 28 subsets). Therefore one can 
conclude that this significant classification performance attenuation could be due to 
significant psychophysiological individual differences, rather than feature matrix 
variations.   
6.3. Individual Differences 
6.3.1. Significant Physiological Range Differences 
As discussed in Section 3.1, variability between affective experiences, rather 
than differences among individuals, has been the focus of this study. To minimise the 
variability between individual emotional experiences (psychological responses), a 
single controllable Affective VR scenario has been designed, to minimise the 
background scenario variations (the “Speedboat” simulation) within affective 
sessions. It was discussed that variable background scenarios could result in 
extremely inconsistent individual emotional experiences (Section 3.1). On the other 
hand, as discussed in Section 4.3.3, significant individual differences in emotional 
experiences among participants with different age, gender and gaming experience 
have been highlighted. To minimise the individual differences even further, only 
gamers (from both genders) aged between 18 and 30 were recruited (in both 
Experiment 4 and 5), as they showed minimum differences in emotional experiences. 
                                                
79 25% and 14.3% when performing random classification according to (respectively) Affective Clusters and Emotion Labels. 
80 In case there is a significant difference between the datasets, recorded in two spate experiments. As an illustration, in case the 
EEG recordings of Experiment 4 are significantly different from Experiment 5, due to some sort of hardware issues. 
81 The features were considered as the dependent variables, while the Experiment (Training vs. Evolution), Subject ID (a unique 
code for all 30 and 15 participants in Experiment 4 and 5) and Emotion Classes (either Affective Clusters or Emotion Labels) as 
the independent parameters. 
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These efforts would, it was proposed, attenuate the individuals’ psychological 
differences, as the sources of affective variations (VR variations, age, gender and 
gaming experiences) have been adjusted accordingly. However, the physiological 
responses of the participants could vary with respect to various biological factors 
(Section 5.1.4).  
To analyse these differences, the combined training and evaluation feature 
matrices (Section 6.2.2) have been employed. A Multivariate Analysis of Variance 
(MANOVA)81 analysis highlighted a significant difference between physiological 
responses of the participants, within different Affective Clusters and Emotion Labels 
(P<0.000182 for all 28 subsets – Section 6.2.2). This variation highlights the fact that 
different sub-games not only resulted in significantly different psychological reactions 
(Section 4.2), but also caused significantly different physiological responses. From 
this, one can conclude that the Affective VR designed for this research has been 
effective in the manipulation of participants’ emotional experiences (in terms of both 
their psychological and physiological responses).  
On the other hand, the same Multivariate Analysis of Variance (MANOVA)81 
analysis highlighted a significant difference between different individuals as well 
(P<0.000182 for all 28 subsets – Section 6.2.2). Moreover, the intercept of the 
participants and emotional experiences (Affective Clusters or Emotion Labels) has 
been identified as an extremely significant factor in the variation of physiological 
responses (P<0.000182 for all 28 subsets – Section 6.2.2). These significant factors 
highlight the fact that, in a single Affective Cluster or Emotion Label, the 
physiological response of each participant is significantly different from the others.  
6.3.2. Significant Psychophysiological Pattern Differences 
As discussed above (Sections 6.2.2 and 6.3.1), the trained classifiers performed 
almost randomly, while detecting the emotional experiences of new participants, due 
to significant individual differences in psychophysiological behaviours. As the 
classifiers employ high dimensional feature spaces (17 to 30 features, refer to 
Appendix L) in the classification process, demonstrating graphical representation of 
individual differences in the feature spaces is almost impossible. Therefore, two of the 
most optimal features (“GSR Fluctuation Frequency” and “Maximum Heart Rate”), 
selected by majority of the classifiers (refer to Table 21), have been selected to create 
a 2-dimensioanl feature space. Figure 39 presents the 2D feature space scatter plots of 
four randomly selected participants. As can be seen in the scatter plots, the 
distribution range and patterns of the features, with respect to the Affective Clusters, 
are different. Moreover, a MANOVA83 analysis concluded that the 2D feature space 
of each individual is different from the others (P<0.001). As an illustration, Table 24 
presents the participants’ distribution range of the GSR fluctuation frequency and 
maximum heart rate, according to NVNA Affective Cluster. As can be obtained from 
Table 24 and Figure 39, not only the distribution range, but also the variation pattern 
                                                
82 Considering the Bonferroni correction P-value critical value (0.0008). 
83 The features were considered as the dependent variables, while the Subject ID and Affective Clusters as the independent 
parameters. 
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of the GSR fluctuation frequency and maximum heart rate of these four randomly 
selected participants, when they are labelled within a particular Affective Cluster, are 
significantly different.  
Table 24 – Participants’ Distribution Range of the GSR Fluctuation Frequency and Maximum Hear 
Rate According to NVNA Affective Cluster 
 
Figure 39 – Raw 2D Feature Space (“GSR Fluctuation Frequency” and “Maximum Hear Rate”) Scatter 
Plot for 4 Randomly Selected Participants – The Colour of the Dots Represents the Affective Cluster, 
in Which the Dot belongs to 
By combining the 2D feature matrices of these four participants, an SVM 
classifier has been trained to classify their emotional experiences, according to the 
Affective Clusters. The classifier achieved 77.8% accuracy (F1-Score = 76.3%), 
according to a 10-fold cross-validation. However, by conducting a leave-one-
participant-out validation84 (to assess the performance of the classifier against a new 
participant), the classifier achieved 17.16% (F1-Score = 10.33%) accuracy. Then an 
SVM classifier has been trained on every individual separately to create 4 subject-
dependent classifiers, according to the Affective Clusters. Table 25 presents the 
performance (accuracy and F1-Score) of the four subject-dependent classifiers, 
according to a 10-fold cross-validation. As can be obtained from the results, the 
classifiers performed well according to cross-validations, while they performed worse 
than random classifiers, when new participants are presented to them.  
These results present an early demonstration that the physiological pattern of 
the participants, within different emotional experiences, could vary quite highly. 
                                                
84 A SVM classifier has been trained on 3 participants and tested on the remaining one. This process has been repeated 4 times to 
have every participant as the test subject, at least once. 
Participant Maximum Heart Rate Range GSR Fluctuation Frequency Range 
1 81 to 102 1000 to 8550 
2 88 to 109 280 to 8500  
3 99 to 104 370 to 2580 
4 68 to 105 210 to 8250 
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Therefore, as concluded in Sections 6.2.2 and 6.3.2, and demonstrated in the above 
example, the psychophysiological range and pattern differences between individuals, 
prevent any trained classifier from performing better than a random classifier, when 
new participants are introduced into the prediction process.  
Table 25 – Subject-Dependent SVM Classifier Performances According to 2D Feature Space (“GSR 
Fluctuation Frequency” and “Maximum Hear Rate”) – The Presented F1-Score is the Mean of the 
Classification F1-Scores, Within Each Affective Cluster 
6.4. Normalisation 
As discussed in Section 5.1.4, normalisation techniques are employed in highly 
variable datasets to eliminate participant-related variation ranges. However, as 
discussed in Section 5.1.4, these techniques require calibration processes, which are 
highly dependent on their training datasets and could vary dramatically by adding 
new samples85. On the other hand, the normalisation process could be performed on 
either the raw physiological data or the feature space. Moreover, the parameters of the 
normalisation technique85 (Section 5.1.4) could be tuned with respect to either each 
individual or to the entire space. As an illustration, Figure 40 presents the normalised 
(according to Z-Score technique – see Section 5.1.4 and Equation 4) 2D feature space 
scatter plots of the four randomly selected participants (as presented in Section 6.3.2 
and Figure 39), according to each individual (subject-based)86. Figure 41, on the other 
hand, presents the normalised (according to Z-Score technique – see Section 5.1.4 and 
Equation 4) 2D feature space scatter plots of all four participants combined 87.  
The normalised feature spaces have been employed to train an SVM classifier to 
classify the emotional experiences of these four participants, according to the 
Affective Clusters. The classifiers achieved 76.4% (F1-Score = 77.44%) and 77.5% 
(F1-Score = 78.46%) accuracies, according to the 10-fold cross-validation technique, 
for subject-based86 (Figure 40) and combined87 (Figure 41) normalised datasets, 
respectively. However, by conducting a leave-one-participant-out validation84 the 
classifier achieved an average of 15.73% (F1-Score = 6.9%) and 16.17% (F1-Score = 
7.02%) accuracies, for subject-based (Figure 40) and combined (Figure 41) 
normalised datasets, respectively. Although these results are not sufficient enough to 
demonstrate any concrete conclusion, they present an early demonstration that the 
normalisation may not be able to improve the significant classification performance 
attenuations, in new datasets. This is due to the fact that, although, the normalisation 
                                                
85 As an illustration the mean and standard deviation of the heart rate could be changed considerably, if new participants with 
extremely low or high heart tempos are added to the database (Z-Score Normalisation – Equation 4).  
86 The mean and standard deviation of each participant, separately, have been employed to conduct the Z-Score normalization 
process. 
87 The mean and standard deviation of all participants, combined, have been employed to conduct the Z-Score normalization 
process. 
Participant Classification Accuracy Classification F1-Score 
1 80.90% 80.17% 
2 83.00% 82.42% 
3 70.50% 68.43% 
4 78.70% 78.68% 
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techniques can eliminate the significant range differences between the participants (as 
the normalised data, according to Z-Score technique, ranges between -3 and 3 – refer 
to Section 5.1.4); the psychophysiological behavioural pattern differences between 
participants (as presented in Figure 39, Figure 40 and Figure 41) could not be altered.       
 
Figure 40 – Subject-Based Normalised 2D Feature Space (“GSR Fluctuation Frequency” and 
“Maximum Hear Rate”) Scatter Plot for 4 Randomly Selected Participants – The Colour of the Dots 
Represents the Affective Cluster, in Which the Dot belongs to 
 
Figure 41 – Normalised (All 4 Participants Combined) 2D Feature Space (“GSR Fluctuation 
Frequency” and “Maximum Hear Rate”) Scatter Plot for 4 Randomly Selected Participants – The 
Colour of the Dots Represents the Affective Cluster, in Which the Dot belongs to 
6.5. Cross-Validation Limitations 
As stated in Section 5.6, this study employed a 10-fold cross-validation 
technique to conduct the classification performance evaluation process. As various 
windowing techniques (28 windows – Section 5.3.2.4) have been employed in this 
study, for each affective session (sub-game) there have always been more than two 
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extracted samples in the feature matrix88 (except the 100% window). Also, as the 
random folding cross-validation technique has been employed in this study, the 
classifiers have been able to observe the variation pattern of all participants in the 
training process. This is due to the fact that, by employing the random folding 
technique in the cross-validation process, there is an extremely low chance that no 
window from a particular participant is selected in the training fold, and all extracted 
windows, from all affective sessions of that particular participant, are used in the 
evaluation fold89. As further evidence for this claim, the cross-validation accuracy of 
the classifiers is attenuated when a longer window is employed (Section 5.7.3). This 
can be due to the fact that, in shorter windows, the classifiers have a higher chance of 
comprehending and memorising larger portions of the participants’ variation patterns, 
and could perform better when assessed against the evaluation fold. Therefore, the 
classifiers have been able to classify the training feature matrix with high accuracies; 
while they are highly vulnerable to new datasets with new variation patterns. 
As discussed in Section 5.1.6, other cross-validation techniques have been 
employed in the literature. The K-fold and leave-one-session/observation-out methods 
show a high level of similarity, as they both employ a large portion of all participants’ 
data for the training process (K-1 folds in K-fold and N-1 sessions/observations in 
leave-one-session/observation-out approach), and the rest for testing purposes. These 
two techniques have been employed by 72% of the reviewed studies (refer to Section 
5.1.6). This is in contrast with the leave-one-participant-out approach, as it employs 
N-1 participants for the training process, and all observations from a single participant 
for testing purposes. This technique has been employed by 28% of the reviewed 
studies (refer to Section 5.1.6). In the present study, the trained and cross-validated 
(10-fold) classifiers according to 30 participants (Section 5.7.3 and Appendix L) have 
been evaluated against 15 new participants (Section 6.2.2). This two-stage validation 
technique has not been employed by any affective computing study conducted since 
1993.  
To be able to perform a proper literature comparison, the results of the studies 
that employed leave-one-participant-out technique have been compared against the 
results of the present study. This is due to the fact that the leave-one-participant-out 
cross-validation approach resembles a high level of similarity with the two-stage 
validation technique conducted in this study (as it employs each individual separately 
for the testing process). Half of the studies, which employed the leave-one-
participant-out cross-validation technique, achieved near or worse than random 
classification accuracies (Bailenson et al., 2008; Wu et al., 2010; Koelstra et al., 
                                                
88 E.g. 2 80% overlapping windows are extracted from all affective sessions, while around 175 2-second overlapping windows 
are extracted from a 60 seconds affective session.  
89 Around 3% of the samples within the database contain the physiological responses of a participant within all 10 affective 
sessions (as there are 30 participants in the training database – Section 5.2). There is a low chance that the randomly selected 
10% of the database for the evaluation process contains no window from a particular participant. E.g. considering at least 20 80% 
windows for each participant. In all affective sessions, there are !""!!"!× !""!!! ! possibilities to select 10% of the database for the 
evaluation fold. While there are !"#!!"!× !"#!!" ! possibilities to select 10% of the database, which does not contain any window for a 
particular participant, for the evaluation fold. Therefor, in 80% window, there is an almost (3.84×10!!")% probability that the 
training fold contains no window from a particular participant. By decreasing the window length, this chance is exponentially 
attenuated.  
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2012). However, the other half that employed this technique and achieved high 
classification accuracies employed extensive normalisation techniques. They all 
achieved random classification accuracies, when minimal normalisations were applied 
on the datasets. They all concluded that, in real case scenarios, where the entire 
dataset is not available for normalisation parameters’ tuning process, the classifiers 
perform almost randomly when new participants are presented (Soleymani et al., 
2012; Wen et al., 2013; Nardelli et al., 2015).  
6.6. Robustness to Individual Differences  
Turning briefly to experiences in the field of Automatic Speech Recognition 
(ASR), since the introduction of the ASR in 1950s, various studies have tried to 
minimise the speaker-dependency of recognition systems (Juang & Rabiner, 2006). 
The early attempts in the 1950s performed recognition on a limited number of 
syllables, for a single speaker, and could not be generalised for other individuals 
(Davis et al., 1952; Olson & Belar, 1956). It was not until the 1970s that ASR systems 
started to recognise wider ranges of vocabularies, for commercial purposes, with 
speaker-independency features (Juang & Rabiner, 2006). However, even the most 
recent systems have demonstrated limited robustness to variability in different 
aspects, such as: recorder and environmental noise, physical distance of the sound 
source and the recorder, various accents and grammars, spontaneous-speech 
phenomenon, individual differences in acoustic characteristics, etc. (Juang & Rabiner, 
2006; Omologo et al., 1998). Various filtration, noise cancellation and recognition 
techniques have been introduced and implemented in the past decades, to improve the 
performance of ASR systems (with minimum speaker-dependency), to enable them to 
be reliably employed in commercial applications90 (Juang & Rabiner, 2006; Omologo 
et al., 1998).     
The affective computing system, designed in the present study, achieved 98.5% 
maximum cross-validation accuracy. This accuracy is 2% higher than the maximum 
cross-validation accuracy, achieved by the previous studies reviewed (Section 5.1.5). 
However, it was concluded that the trained classifiers perform extremely poorly when 
assessed within new datasets (Section 6.2.2). It has almost been 20 years since the 
term “Affective Computing” has been introduced into the literature (Picard & Picard, 
1997). There are many unexplained physiological individual differences, which 
considerably minimise the robustness of the designed systems and prevent any further 
systems generalisation. There is a serious need to identify these sources, to be able to 
appropriately generalise the classification process. Similar to those endeavours 
evident within the Automatic Speech Recognition community, the affective 
computing field requires many further improvements, to be able to introduce robust 
systems with minimal dependency on individual difference.  
6.7. Subject- Independent vs. Subject-Dependent Classifiers 
In machine learning two types of classifiers can be trained to perform the 
classification processes: subject-independent and subject-dependent. Subject-
                                                
90 E.g. Google Now (http://www.google.co.uk/landing/now/) and Apple iOS Siri (http://www.apple.com/uk/ios/siri/). 
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independent classifiers are designed to analyse variation patterns of datasets to learn 
and to establish a classification technique to categorise these variation patterns 
accordingly, regardless of the participants. This means that introducing more or less 
participants to the dataset should not dramatically alter the classifier performance. In 
contrast, subject-dependent classifiers perform the same process, but on each 
individual participant. This means that each classification model is trained according 
to a specific participant (or a specific set of participants) and can classify his/her (or 
that particular set of participants’) variations, if new observations are recorded. 
Subject-dependent classifiers are one of the initial enhancement solutions for poor 
performing classifiers, which do not have any robustness against individual 
differences. Moreover, it has to be considered that subject-dependent classifiers and 
learning algorithms could also be considered as reliable machine learning techniques 
for both academic (Tapia et al., 2007) and commercial91 purposes. The subject-
dependent affective computing technique has been employed by various studies in the 
past years (Rani et al., 2007; Soleymani et al., 2011; Parnandi et al., 2013; Jenke et 
al., 2014). Other studies have employed subject-dependent classifiers, either to 
considerably improve the accuracy of their classifiers (Kim & Andre, 2008), or to 
enhance their subject-independent classifiers, with random classification accuracies 
(Bailenson et al., 2008; Wu et al., 2010). Finally, Liu et al. (2009) implemented their 
subject-dependent classifiers (trained on 15 participants) within a new experiment, 
with the same participants, to detect their anxiety level in real-time, and to change the 
game difficulty accordingly. They concluded that, although there was a noticeable 
drop in the real-time classification accuracy of the classifiers (from 88.9% cross-
validation accuracy to 78% real-time accuracy), the overall satisfaction level of the 
participants was increased considerably, with the emotion-based difficulty adaptation 
process (Liu et al., 2009).  
The initial purpose of the present study was to design a subject-independent 
affective computing system, capable of classifying participants’ emotional 
experiences through psychophysiological measurements. However, we concluded that 
the designed classifiers (Section 5.7.3 and Appendix L) are highly dependent on the 
participants, as the individual psychophysiological differences restrain the 
generalisation process of the classification models. Therefore it can be concluded that 
the designed classifiers can be considered as subject-dependent, and could be 
employed in real-time affective computing applications, to detect the emotional 
experiences of the same participants that have been recruited in the Primary 
Experiment (Experiment 4 – Section 5.2). However, it has to be remembered that not 
only are the classifiers extremely vulnerable to new participants (as demonstrated in 
Section 6.2.2), they could also be highly susceptible to new emotional patterns. This 
means that, if the same participants generate different psychophysiological variation 
patterns (e.g. more intense psychophysiological reaction to stronger emotional 
experiences, compare to what they have experienced, previously, in the sub-games), 
the classifiers may not be able to classify their affective experiences accurately.   
                                                
91 SwiftKey app that tries to learn the typing habits of a smartphone user, to predict and suggest words, for easier and faster 
typing experiences: https://swiftkey.com/en/company/ 
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6.8. Conclusion 
The original intention of the present study was to design an affective computing 
system, capable of detecting human emotions within virtual environments, through 
psychophysiological measurements. During the first stage of this study (Chapter 5), a 
number of affective computing systems (with different pre-processing and 
classification settings – refer to Section 5.7.3 and Appendix L), with high cross-
validation accuracies, have been designed. In this chapter the affective computing 
systems have been assessed with new participants, to investigate if the systems have 
the potential to be implemented within real-time affect recognition applications 
(Section 6.1 – research question IV presented in Section 1.8). The evaluation process 
concluded that the trained classifiers perform randomly when new participants are 
presented (Section 6.2). The analyses highlighted significant individual differences, in 
both the range and pattern of participants’ psychophysiological behaviours (Section 
6.3.1). By employing a small portion of the database (two physiological 
measurements from four randomly selected participants), an early demonstration was 
presented to discuss the extent of the individual differences (Section 6.3.2). Moreover, 
two normalisation techniques have been employed as well, to expand this early 
demonstration, addressing the possibility of improving the classifier performances 
within new datasets. According to the results, it was concluded that the normalisation 
of the dataset could not be considered as a reliable solution to enhance the poor 
performance of the classifiers within new datasets (Section 6.4). By analysing the 
limitations of the previously reported cross-validation and evaluation techniques, it 
was highlighted that the vulnerability of the classifiers within new datasets, due to 
individual differences, had not been appropriately exploited in the literature (Sections 
6.5 and 6.6). Finally it was suggested that the designed classifiers could be considered 
as subject-dependent classifiers and be implemented within affective computing 
systems, which employ the same participants, in their real-time recognition process 
(Section 6.7).  
The main contribution of this chapter is the design and implementation of the 
classifier evaluation process, within new datasets (Sections 6.1 and 6.2). As discussed 
in Section 6.5, the majority of the studies employed cross-validation techniques, to 
evaluate the performance of their affective recognition systems. This is in contrast 
with the two-stage evaluation process, implemented within this study, to assess the 
performance of the designed and cross-validated affective recognition systems, within 
new datasets. Although, the minority of the affective computing studies employed a 
leave-one-participant-out cross-validation technique, to simulate the evaluation 
process within new datasets (as the classifiers are trained on N-1 participants and 
tested on the remaining one), they applied extensive normalisation techniques on the 
entire recorded dataset. Therefore, as the normalisation techniques could not be 
accurately applied in new datasets or real-time applications (as the normalisation 
parameters need to be calibrated on the entire dataset), it is believed that conducting 
this two-stage performance evaluation process has highlighted a significant 
classification issue, in the area of affective computing and recognition. This 
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contribution has demonstrated a serious need to identify the sources of the individual 
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7. Conclusions and Future Work 
7.1. Conclusions 
The human-computer interface has become one of the most important research 
topics in computer science since the introduction of the first “computers” (calculators) 
in the 17th century. Today, highly complex real-time computer-based systems and 
their interfaces with human operators are undergoing an evolution on a hitherto 
unheard-of scale, in what has become a quest to ensure that they become synergistic, 
even symbiotic with their human users – transparent, usable, intuitive, sensitive and 
reactive. As a key part of this evolution, psychophysiological interfaces generally, and 
Brain-Computer Interaction (BCI) techniques specifically, have introduced new 
dimensions to the human interaction process, by the introduction of direct human-to-
computer connections. Enhancing this symbiosis is, today, both technically and 
ethically possible. Affective computing systems, as one the sub-classes of BCI 
research endeavours, have the potential to be exploited in the measurement of users’ 
emotions and affective experiences. Furthermore, by incorporating such systems 
within advanced simulation-based technologies, such as, for example, Virtual Reality, 
it may be possible – in the near-term future – to enhance participants’ sense of 
“immersion” and engagement. In the present study, the design, conceptualisation and 
evaluation of an affective computing system has been demonstrated, implemented in 
the form of an experimental, dynamic and highly reconfigurable virtual environment. 
In Chapter 2 of the thesis, the two most influential models of emotion 
(Categorical vs. Dimensional), representing the affective space, were discussed 
(research question I presented in Section 1.8). By conducting a 120-participant 
experiment, the dimensional affective space (Valence, Arousal and Dominance) was 
categorised into four Affective Clusters, containing eight selected Emotion Labels 
(Relaxed, Content, Happy, Excited, Angry, Afraid, Sad and Bored). Moreover, by 
employing the results of the experiments described in Chapters 3, 5 and 6, and 
presented in two other studies (International Affective Picture System (IAPS) (Lang 
et al., 2008) and Digital Sound (IADS) (Bradley & Lang, 1999)), it was concluded 
that the Dominance dimension, introduced by Mehrabian (Mehrabian, 1970), has a 
high correlation with the Valence axis. Furthermore, it was highlighted that the 
subjective positioning of the eight Emotion Labels, within the 3-dimensional affective 
space, only occupies four octants of the space, leaving the other four completely 
empty (“Negative Valence, Positive Dominance and Positive/Negative Arousal” and 
“Positive Valence, Negative Dominance and Positive/Negative Arousal”). Therefore, 
it was concluded that the Circumplex of Affect (Valence vs. Arousal), originally 
introduced by Russell (Russell, 1980), is capable of representing the eight Emotion 
Labels, adequately, and the Dominance axis could be discarded in the affective 
assessment process.  
In Chapter 3, the development of an adaptive virtual reality system, capable of 
manipulating the emotional responses of participants, by changing its internal 
parameters (incidents), was described (research question II presented in Section 1.8). 
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The Affective VR is capable of generating 792 different variations (sub-games), with 
potentially different affective powers. By employing the results of a parameter-
estimation survey, comprising the responses of 35 participants, coupled with an 
overall sub-game-approximation algorithm, the affective powers of the sub-games 
have been estimated. To manipulate the participants’ emotions within the entire 
affective space, the sub-games, which have the highest probability of “pushing” the 
participants’ emotions toward each Affective Cluster, have been identified and 
selected using the Cosine Similarity algorithm. Consequently, 22 sub-games were 
presented to 68 participants, with various age, gender and gaming experiences. The 
most important contribution of this chapter is the design of the fully graphical (3D), 
dynamic and interactive Affective VR system, capable of evoking multiple emotions 
on the users. From the literature, it should be remembered that various evaluated 
affective datasets have been presented in the form of images, sounds, music and video 
clips, to evoke various emotional experiences. To date, no form of Affective VR has 
been presented.  
In Chapter 4, the results of the experiment conducted in Chapter 3, were 
analysed (research question II presented in Section 1.8). It was concluded that the 
designed Affective VR is capable of manipulating the participants’ emotional 
experiences, by changing its internal parameters. Moreover, it was concluded that the 
emotion forecasting technique is fairly accurate in predicting the colour of the 
emotional experiences, but underestimated their intensities. However, it was 
concluded that the dimensional space, when compared to the categorical model, is 
more reliable in predicting the participants’ emotional experiences. On the other hand, 
it was concluded that the gender, age and gaming experience are significant sources in 
fluctuating the participants’ emotional experiences, when exposed to a single affective 
stimulus. It was further concluded that participants aged 18 to 24 and 24 to 30, have 
similar emotional experience patterns when compared to those aged between 30 and 
40. Moreover, it was highlighted that the female non-gamers have the least similarity 
level (in both colour and intensity of the emotion), when compared to the other groups 
(male gamers, male non-gamers and female gamers). These findings could be 
considered as the most important contribution of this chapter, as they could provide 
invaluable insights about the potential emotional response of a user population 
exposed to a new game (in the gaming industry), prior to its distribution. A capability 
of being able to identify the potential users (their gender, age and gaming experience) 
could provide extremely beneficial commercial and marketing information for the 
diffusion and deployment of the designed games. 
In Chapter 5, first a deep literature review, conducted by 30 affective computing 
studies since 1993, was presented, with the goal of discussing in detail the various 
stimuli types, physiological measurements, artefact removal and filtering techniques, 
windowing processes, feature extractions, normalisation algorithms, classification and 
validation techniques. Then the physiological signal acquisition, pre-processing and 
feature extraction steps, reviewed in the literature, were implemented in a 
physiological experiment, consisting of 30 gamer participants (15 male and 15 
female, aged between 18 and 30). Following this, 28 feature matrices (developed by 
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employing 28 arbitrary windowing settings), each of which contained 743 features, 
were extracted from the recorded physiological database. Next, by employing a 
feature selection technique (minimal-Redundancy-Maximal-Relevance – mRMR), 
only the 30 most optimal features (those, which have the maximum relevance to the 
classification clusters, with minimum redundancy) were selected. Finally, four 
classification techniques (KNN, SVM, DA and Classification Tree) were employed to 
perform the classification process. The performances of more than a quarter of a 
million classification settings (under various classification and pre-processing 
settings) were evaluated using the cross-validation technique. The cross-validation 
results suggested that the KNN (mean classification accuracy 97.01% (±1.28)) and 
SVM (mean classification accuracy 92.84% (±3.69)) classifiers outperformed the 
Classification Tree (mean classification accuracy 56.3% (±3.04)) and DA (mean 
classification accuracy 46.4% (±1.47)) classifiers. Moreover, the cross-validation 
results suggested that, on average, the classification according to Affective Clusters 
performed better, when compared to Emotion Labels. The main contribution of this 
chapter is the employment of all affective computing techniques, which are 
implemented within different steps of the classification process, by various studies in 
the past 25 years, to identify the best settings that could generate the best performing 
classifiers. Another contribution of this chapter is the implementation of affective 
computing systems within virtual environments (research question III presented in 
Section 1.8). The resurrection of interest in VR over recent years has provided the 
motivation for the present research to investigate the implementation of affective 
recognition systems within virtual environments, in ongoing attempts to increase 
immersion and engagement levels. Therefore, in tackling this academically 
challenging issue, it is believed that this chapter delivers a valuable contribution to the 
field of affective computing and emotion recognition. 
In Chapter 6, another physiological experiment, containing 15 new participants, 
was designed and conducted (9 males and 6 females, all aged between 18 and 30, 
none participated in previous experiments). The resulting physiological database was 
employed in another analysis, to evaluate the performance of 112 best performing 
classifiers (28 classifiers for each windowing settings, for KNN and SVM classifiers, 
according to both Affective Clusters and Emotion Labels – refer to Appendix L – 
research question IV presented in Section 1.8). The results suggested that the trained 
classifiers perform highly accurately when cross-validated with the training dataset, 
but performed poorly (either worse than, or similar to a random classifier) when 
tested against a new dataset. Although the results suggested a significant difference 
between the physiological responses of participants experiencing different emotions, 
they also highlighted a significant difference amongst individuals as well. It was 
concluded that, although the Affective VR was able to manipulate participants’ 
emotions and consequently their physiological responses, the unexplained individual 
differences prevented the classifier training process to be generalised for new 
datasets. It was concluded that the identification and appropriate adjustment of the 
sources of these individual differences are extremely important issues for future 
researchers. Similar to the situation for early automatic speech recognition (ASR) 
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systems, affective computing systems are highly vulnerable to individual differences, 
and need further improvements to increase their robustness and minimise their 
individual-dependency. Moreover, it was suggested that affective computing systems 
could be employed as subject-dependent recognition systems, to recognise the 
emotional experiences of the same participants, recruited for the training process 
(Experiment 4 – Section 5.2), in real-time applications. It is believed that conducting 
this two-stage performance evaluation process has highlighted a significant 
classification issue, in the area of affective computing and recognition. This is due to 
the fact that all of the studies in the past 25 years which investigated the affective 
computing process, employed cross-validation techniques in the evaluation process. 
This contribution has demonstrated a serious need to identify the sources of the 
individual psychophysiological differences, to be able to appropriately generalise the 
affective classification process. 
7.2. Future Work 
To identify the sources of individual differences, the resting state sessions (i.e. 
those sessions in which no emotional experience is evoked on the part of the 
participants) need to be analysed further. There could exist some physiological 
variation patterns, which are uniquely related to the standard biological variations92 of 
a single individual, rather than a particular physiological response of that individual to 
an emotional experience. By identifying these baseline biological deviations, the 
physiological variation patterns that are highly related to affective responses can be 
highlighted and classified. However, the physiological variation patterns, after 
removing the baseline biological deviations, could also be highly variable between 
participants, and they may need further generalisation. Nevertheless, it can be 
concluded that the identification and elimination of individual differences in 
physiological datasets play a vital role in performing affective classifications.  
As discussed in Section 6.7, the affective computing system designed during the 
present research could be implemented in subject-dependent emotion recognition 
processes. Therefore, Experiment 5 (Section 6.1) should be repeated with the same 
participants recruited in Experiment 4 (Section 5.2), to assess the performance of the 
classifiers, when the same participants in a new experimental setting have been 
exposed to the Affective VR variations. This future work could clarify the 
capabilities, robustness and limitations of the subject-dependent emotion recognition 
systems, designed in this study, in a new affective experience, with the same 
participants.  
Moreover, as another possibility for future research, the possibility of 
employing regression techniques for designing continuous affective computing 
systems93 need to be investigated. The main issue in this investigation is the affective 
tagging process. As discussed in Section 5.3.3.6, the reported emotional experiences 
of the participants at the end of each sub-game have been categorised into one of the 
                                                
92 E.g. heart rate variations according to a heart characteristic or condition. 
93 In contrast with the designed affective classification systems, which classify the emotional experience of the participants into 
either Affective Clusters or Emotion Labels.  
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four Affective Clusters, to be assigned as the average affective label of all windows, 
extracted from the corresponding sub-game. This process has been conducted by 
considering the “emotion persistence period”, which assumes that the emotional 
experience of the participants could be variable during a sub-game, but always stays 
within the categorised Affective Cluster (during the last 70% part of the sub-game – 
refer to Section 5.3.3.6). To be able to appropriately train regression models, to 
continuously detect the participants’ emotions, another affective tagging technique 
needs to be considered to assign the 2D emotional experiences (Valence vs. Arousal) 
to each extracted window. The new affective tagging technique has to consider the 
possible emotional variations of the participants, within a sub-game, as the reported 
affective experience at the end of each sub-game is the mean emotional experience of 
the participants, during a particular sub-game. 
The final motivation of the present research is to implement the designed 
affective recognition system, into an Adaptive Virtual Reality (Adaptive VR) 
demonstration, capable of adapting its internal environment according to human 
users’ emotions. Such a development could have significant implications for the 
development of dynamic human-centred interface techniques, supporting efficient 
human-system communication styles in a wide range of real-world applications.  For 
example, in command and control for military or counter-insurgency operations, it 
may be possible to endow multi-input situational awareness display systems with the 
capability to support end users’ decision-making capabilities, generating responses 
and outcomes based on their instantaneous workload, stress and emotional 
characteristics, as remote military incidents evolve and crucial tactical and strategic 
decisions need to be made.  Also in the healthcare domain, where the successful use 
of Virtual Reality in the delivery of real and imaginary scenes to support patients’ 
cognitive restoration or physical/mental rehabilitation depends significantly on their 
emotional status and their motivation to engage.  These are but two applications 
domains where the complexity of the human perceptual, motor and cognitive 
subsystems are only now being given the academic and scientific attention they 
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Appendix A
5. What value of these parameters would describe the experience of "Being Afraid" in 
virtual realities? 
 
 -3 -2 -1 0 1 2 3 
Valence 
(Displeasure/pleasure) ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
Arousal 
(Sleepy / Aroused) ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
Dominance 
(No Control on Game / 
Full Control on Game) 
☐ ☐ ☐ ☐ ☐ ☐ ☐ 
 
6. What value of these parameters would describe the experience of 
"Being Angry/Annoyed" in virtual realities? 
 
 -3 -2 -1 0 1 2 3 
Valence 
(Displeasure/pleasure) ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
Arousal 
(Sleepy / Aroused) ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
Dominance 
(No Control on Game / 
Full Control on Game) 
☐ ☐ ☐ ☐ ☐ ☐ ☐ 
 
7. What value of these parameters would describe the experience of "Being Sad" in virtual 
realities? 
 
 -3 -2 -1 0 1 2 3 
Valence 
(Displeasure/pleasure) ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
Arousal 
(Sleepy / Aroused) ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
Dominance 
(No Control on Game / 
Full Control on Game) 
☐ ☐ ☐ ☐ ☐ ☐ ☐ 
 
8. What value of these parameters would describe the experience of "Being Bored" in 
virtual realities? 
 
 -3 -2 -1 0 1 2 3 
Valence 
(Displeasure/pleasure) ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
Arousal 
(Sleepy / Aroused) ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
Dominance 
(No Control on Game / 
Full Control on Game) 





Emotion Labels Ratings Distribution: 
Figure 1 to Figure 8 Show the distribution of the Emotion Labels ratings, within 
the 3-dimensional affective space. The red dashed rectangle presents the borders of 
the Affective Cluster, which contain the corresponding Emotion Labels. However, the 
blue dashed rectangles present the other Affective Clusters. The purple dots represent 
the distribution of the Emotion Labels ratings, while the dot sizes present the 








































Figure 2 – The Rating Distribution of Content Label 
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Figure 4 – The Rating Distribution of Excited Label 
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Figure 6 – The Rating Distribution of Afraid Label 
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Figure 8 – The Rating Distribution of Bored Label 
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Appendix D 
Cosine Similarity: 
Cosine similarity is a measure of similarity between 2 vectors in an n-
dimensional space (Figure 1). The cosine of the angle between two vectors compares 
the directions in which each vector is pointed out. As an illustration, if the vectors 
were in the same direction, the !"# ! !would be maximised!"!"# ! ! !#$!whereas 
if they are in complete opposite directions, the!!"# ! !will be minimised!"!"# ! !
!! #%! Figure 2! &'()(*+)! ,! )-.-/0'-+1! /(2(/! 34.&0'-)4*)! 5(+6((*! +64! 78
9-.(*)-4*0/! 2(3+4')%! In an n-dimensional space the cosine similarity could be 




Figure 1 – Two 2-dimensional Vectors – ! Represents the Angle Between These 2 Vectors 
 
Figure 2 – Cosine Similarity For !=0, !=90 and !=180 
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Equation 1 – Cosine Similarity Formula in n-Dimensional Spaces – !!and !! Represent the ith Elements 
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In addition, we ask you to choose the most appropriate emotion label, from a list, that 




Please try to assess your emotional experience during the game, and try not to answer 
the questioner based on the outcome of the game.  
Experiment Duration:  
The experiment will last at most 100 minutes. After each questioner, you can rest as 
long as you prefer and start the next game as soon as seems appropriate. Although, we will 
appreciate if you finish the experiment completely, you are allowed to leave the experiment 
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1 Minimum Movement Instruction 4 45 NA NA NA NA
2 Minimum Movement Instruction 4 45 NA NA NA NA
3 Minimum Movement Instruction + Eye Artefact Removal Using EOG 4 45 None Applied None Applied None Applied None Applied
4 Deleting Periods with High Artefact 0 200 NA NA NA NA
5 Minimum Movement Instruction + Eye Artefact Removal Using EOG 5 45 NA NA NA NA
6 NA NA NA NA NA None Applied None Applied
7 None 0.05 45 NA NA NA NA
8 None 0.05 70 NA NA NA NA
9 None 4 45 None Applied None Applied None Applied None Applied
10 Eye and Muscle Artefact Removal Using EOG 1 30 None Applied None Applied None Applied None Applied
11 Eye and Muscle Artefact Removal Using EOG 0.2 128 NA NA NA NA
12 Adaptive Filter Based on The LMSs Algorithm 0.5 40 None Applied None Applied None Applied None Applied
13 NA NA NA None Applied None Applied None Applied None Applied
14 NA NA NA 100 500 Moving Average Moving Average
15 NA NA NA None Applied None Applied None Applied None Applied
16 Visually Checked 4 45 None Applied None Applied Moving Average Moving Average
17 NA NA NA None Applied None Applied None Applied None Applied
18 NA NA NA None Applied None Applied None Applied None Applied
19 NA NA NA None Applied None Applied None Applied None Applied
20 NA NA NA None Applied None Applied 0 0.2
21 NA NA NA None Applied None Applied None Applied None Applied
22 Eye Artefacts Removal Using Blind Source Separation Technique 4 45 None Applied None Applied None Applied None Applied
23 None 0.1 100 NA NA NA NA
24 None 4 45 NA NA NA NA
25 NA NA NA None Applied None Applied NA NA
26 NA NA NA None Applied None Applied None Applied None Applied
27 NA NA NA 0.5 35 0 10
28 None None Applied None Applied NA NA NA NA
29 Adaptive Filter Based on The LMSs Algorithm 0.5 40 NA NA NA NA
30 Minimum Movement Instruction + Eye Artefact Removal Using EOG 1 12 NA NA NA NA
Paper 
Index
HR Filter GSR FilterEEG Filter
iv























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Physiological Experiments Technical Report 
(Software and Hardware) 
1. Physiological Recording Equipment 
1.1. Physiological Signal Recording Devices Identification: 
To perform the physiological signals recording process (EEG, GSR and heart 
rate), a number of recording kits need to be identified and assessed. Table 1, Table 2 
and Table 3 show the available devices and their capabilities. To be able to implement 
the devices in the experiments and work automatically with the VR functions, 
availability of Software Development Kits (SDK – preferably in C#, for optimum 
performance as the VR codes have been implemented in C#), was one of the most 
important required features. Moreover, to increase the experiment comfort, 
availability of wireless connection capabilities had been considered as another 
important feature, as well. According to the recording kits’ capabilities, design and 
accuracy, the EMOTIV EPOC headset, to record EEG, and Shimmer+, to record GSR 
and heart rate, have been selected. A summary of the recording kits is presented in 
Sections Error! Reference source not found. and 1.1.2. 



















3 USB NO NONE NONE Headset 
NeuroSky2 4 Bluetooth YES C NONE Headset 
EMOTIV 
EPOC3 









                                                
1 https://www.amazon.co.uk/OCZ-NIA-Neural-Impulse-Actuator/dp/B00168VU4U  
2 http://neurosky.com/biosensors/eeg-sensor/biosensors/  
3 http://emotiv.com/ 
4 http://www.neuroelectrics.com/products/enobio/  
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NO NONE NONE Wristband 
eSence7 USB NO NONE NONE Wristband 
Table 3 – Heart Rate Recording Kits Comparison 













NO NONE NONE Wristband 
Scosche Rhythm 
HRM 8 
Bluetooth NO NONE NONE Wristband 
Nordictrack9 Bluetooth NO NONE NONE Wristband 





1.1.1. EMOTIV EPOC 
To record EEG signals, the EMOTIV EPOC3 recording kit has been selected. 
This EEG recording kit provides 16 electrodes/channels (AF3, AF4, F3, F4, F7, F8, 
FC5, FC6, T7, T8, P7, P8, O1 and O2, while P3 (Common Mode Sense – CMS) and 
P4 (Driven Right Leg – DRL) are used as the reference channels) based on the EEG 
international 10-20 system. The kit is designed in form of a headset and can be placed 
easily on the head. The locations of the electrodes have been pre-set on the headset, 
although it usually requires some small adjustments after placing it on the head. The 
electrodes are considered as dry electrodes. Meaning that they do not require any 
conductive paste to adjust electrodes conductance. However, the foams on the 
electrodes demand lens-washing solution to keep the electrodes conductance level, 
acceptably high.    
The kit provides a 14-bit Analogue to Digital Convertor (ADC) chipset, with 
0.51μv accuracy, and 128 Hz sampling rate. The hardware has a number of integrated 
filters to remove some environmental noises (50 Hz, 60 Hz, etc.). It also provides a 
wireless connection with the computer and transmits 128-sample packages for all 
electrodes, every second. The system employs an internal timer to provide time 
stamps for each package of data. The kit provides SDK packages to enable the users 
                                                
5 http://www.shimmersensing.com/  
6 https://www.fishersci.com/us/en/brand/n/neulog.html  
7 https://www.mindfield.de/en/Biofeedback/Products/Mindfield%C2%AE-eSense-Skin-Response.html  
8 http://www.scosche.com/rhythm-plus-heart-rate-monitor-armband  
9 https://www.nordictrack.co.uk/accessories.html  
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to implement customised functions (in C#) to accomplish the required purposes. Also 
the headset provides a 2-axes gyroscope, as well, to determine any head movements 
or rotations. Figure 1 shows the EMOTIV EPOC headset and how it is placed on the 
head. Figure 2 shows the location of the EMOTIV EPOC electrodes (channels) on the 
head, according to the international 10-20 system.  
 
Figure 1 – EMOTIV EPOC3 
 
Figure 2 – EMOTIV EPOC Electrodes Locations, according to the International 10-20 System  
1.1.2. Shimmer+ 
To record heart rate and GSR signals, the Shimmer+ kit5 has been selected. This 
device provides a wireless platform to record GSR (by 2 finger straps) and PPG (by a 
light sensor on a finger strap). Figure 3 shows the Shimmer+ kit attached to the right 
hand. Shimmer+ kit provides a recording platform with adjustable sampling 
frequency and a 16-bit Analogue to Digital Convertor (ADC). The device has an 
internal 3-axes gyroscope, accelerometer and magnetometer sensors, as well. The kit 
 iv 
provides SDK package to enable the users to develop customised interfaces (in C#), 
according to their requirements. The system provides internal system time stamps for 
each package of data. The heart rate can also be extracted from the PPG raw by 
performing some signal analysis (K. Nakajima, 1996). 
 
Figure 3 – Shimmer+ Kit with the GSR and PPG sensors connected 
1.2. Recordable Game Events Identification 
It was decided to record a number of game events, as well as the physiological 
signals. In the following Sections 1.2.1, 1.2.2, 1.2.3 and 1.2.4, Controllable Incident 
is referred to VR incidents (Discussed in Chapter 3); while Normal Incident is 
referred to other normal game events that can happen during any game play (such as 
game sounds, scores, etc.).  
1.2.1. Narrative 
During the game play, the user can notice the Time Limitation and 
Normal/Faulty Timer controllable incidents, as the game time is presented on the 
game screen. The Current Game Score (presented on the game screen) would show 
whether the user has gained any score or achievements. Moreover, the Boat Health 
(presented on the game screen) presents the amount of sustained damages on the boat 
(by colliding to any mine or torpedo). These 3 game events could be considered as 
narrative related events, as the importance of task completion timing, game lost and 
achievements are defined within the context of the game rather than, visualisation, 
auditory or interactive aspect of the game. Therefore the Presented Time, Current 
Game Score, Boat Health, as 3 narrative-based events, have been recorded during 
the game play (Table 4). 
1.2.2. Auditory 
Among the controllable incidents, the Torpedo Approaching incident creates 
and alarm sound indicating the presents and distance of an incoming torpedo. This 
auditory game event can be recorded to identify the moments that the torpedo alarm is 
on. The sound of explosion can also be considered as another important game event, 
while it is related to 4 different controllable or normal incidents. The torpedo and 
mine detonation create an explosion sound. Moreover, the collision of the boat to the 
invisible barriers would also create an explosion sound. Furthermore, the ship on fire, 
at the finish line, also creates repetitive explosion sounds in the game play. To 
 v 
distinguish them, 2 game events are recorded while the user is playing the game; 
Explosion, recording mines, torpedo and invisible barriers collision explosions 
sounds and Ship on Fire, recording the repetitive finish line ship’s explosions sounds. 
Despite of the continues sea and wave sounds, which is present in all games, there are 
3 other sounds that can be temporally heard. Score Collection, Ramp Jump and 
Water Splash sounds can be heard when (respectively) a life tube (score) is 
collected, the boat drives on a ramp to jump and the boat hits the water surface, after a 
jump. These 3 auditory-related incidents are also recorded in game playtime alongside 
the other events (Table 4).  
1.2.3. Visualisation 
Torpedo Approaching can also create a visualisation game event, while the 
torpedo is in sight of the player’s view. This event is recorded during the game run 
time. The camera shaking and blurring controllable incidents would change the user 
visualisation. Therefore the Camera Blurring and Vibration game event was 
recorded during the game. On the other hand, in mine avoidance scenarios, the user 
may decide to go outside the normal boat track and reach the finish line. If this 
scenario is played in this manner, the user would not encounter any mine, as he/she is 
trying to avoid the mine field itself. To detect whether the user is experiencing high 
precision driving within the mine field, the Number of Surrounding Mines was 
calculated in real time and recorded as a game event. Depending on how far the boat 
is from the finish line, the ship near the finish line flag may be visible by the user. 
Therefore, the Distance to Finish Line and Ship on Fire Visible auditory-related 
game events are also calculated and recorded in game run time (Table 4).  
1.2.4. Interactive 
In the interactive controllable incidents, if the user is using the joystick with 
force feedback, he/she will experience haptic interaction with the controller. 
Therefore, Vibration and Handle Force are recorded as game events during the 
gameplay.  Moreover, whether the controller works normally or faulty, the user would 
have different controlling experiences. Therefore, the Controller Functionality 
Status records this game event in playtime. The controller movement (regardless of 
the type – either mouse or joystick) could also be recorded as an interactive game 
event. Therefore the Controller Throttle, which records the speed of the boat 
(received from either mouse or joystick), and the Controller Movement, which 
records the right or left commands received from the user, are also recorded as 
interactive game events (Table 4). 
1.2.5. Game Events List 
Table 4 shows all recorded game events, which have been calculated and 
recorded during the game playtime, alongside their format and possible values. This 
table can be used as a guide, to identify the game events that have been calculated and 















































2. Real Time Synchronisation 
As discussed in Sections 1.1 and 1.2, there are 3 independent recording systems 
(Shimmer, EMOTIV EPOC and PC to record game events) that are going to be 
employed to record all physiological signals and game events. Each of these systems 
employs its own internal timer, to mark each sample with the corresponding time 
stamp. To be able to relate the recording of these systems, a time synchronisation 
process has to be conducted. To perform the time synchronisation, 2 distinct stages, 
covered in Sections 2, need to be conducted.  
2.1. Synchronisation Stages 
2.1.1. Stage 1 – Start Time Synchronisation 
Consider System A and B, recording packages with their own time stamps. Now 
lets consider that the timing of each of these two systems, is absolutely reliable and 
has an ignorable non-linear drag or error respect to each other. Now consider the two 
sets of data shown in Table 5. 
Table 5 – Data Time Stamp Synchronisation Example 
 
Package 0 Package 1 Package 2 Package 3 Package 4 
Data Time Data Time Data Time Data Time Data Time 
System A A0 TA0 A1 TA1 A2 TA2 A3 TA3 A4 TA4 
System B B0 TB0 B1 TB1 B2 TB2 B3 TB3 B4 TB4 
 
 The first data sets that have arrive from both system A and B are labelled with 
“0” index. Equation 1 shows the relationship between each time stamp and the 
starting time stamp TX0. The starting time stamp (TX0) is the first time stamp that 
each recording system generates as soon as a recording session is started. 
 
!"!  =  !"! + ! ×  
1
!"!
        ,        !"!  = !"#$%& ! !"#$%&'() !"#$%#&'( 
!"! =  !"! + ! ×  
1
!"!
        ,        !"!  = !"#$%& ! !"#$%&'() !"#$%#&'( 
Equation 1 – Independent Recorded Data Timing Formula 
As it can be seen in Equation 1, the starting time stamps are the systems’ off-set 
that could divide the systems’ time instances. Even if the start commands, for both 
systems, arrive exactly at the same time, the relationship between TA0 and TB0 can 
vary, as each system can have its unique start-up period. Therefore it can be 
concluded that it is most likely to have !"! ≠ !"! rather than !"! = !"!. Now 
consider a particular time in the data recording for both systems, such that !"! =
!"!. Now if !"! = !"! then the corresponding packages from both systems are 
representing the same time in the recording process. But if !"! > !"!, then !!was 
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recorded after !!, and vice versa. This issue concludes that the first synchronisation 
stage should be carried out to calculate the starting time stamp for each system. To do 
so, two approaches can be selected.  
1.  One of the Systems as the Reference System: In this approach one of the 
systems is chosen to act as the reference timer. Then the !"! of the other 
systems can be calculated respect to the receive time of the packages according 
to the chosen reference system. It has to be remembered that in this approach 
the fastest system, which always starts sooner than the others, has to be selected 
as the reference system. As an illustration, imagine that System A is chosen to 
act as the reference system. Then at time !"! the first data arrives from system 
B. In that situation the !"! should be equal to !"!, while !"! is set to zero. 
Now the relationship, shown in Equation 2, present the links between !"! and 
!"! as their starting time has been synchronised according to System A.  
!"!  =  ! ×  
1
!"!
        ,        !"!  = !"#$%& ! !"#$%&'() !"#$%#&'( 
!"! =  !"! + ! ×  
1
!"!
        ,        !"!  = !!"#$% ! !"#$%&'() !"#$%#&'( 
Equation 2 – Dependent, Device Related, Recorded Data Timing Formula 
2.  Master System as the Reference System: In this approach the start time of 
both systems will be synched according to a master system. To do so, a master 
system, which controls both System A and B, would be considered as the 
reference timer for both systems. Imagine !"!  represents the master time 
stamps. Now consider that the first data package arrives from System A at 
!"!!, and then from System B at !"!!. Therefore Equation 3 would govern 
the relationship between the master and system A and B time stamps.  
!"!  =  !"!! + ! ×  
1
!"!
        ,        !"!  = !"#$%& ! !"#$%&'() !"#$%#&'( 
!"! =  !"!! + ! ×  
1
!"!
        ,        !"!  = !"#$%& ! !"#$%&'() !"#$%#&'( 
Equation 3 – Dependent, Master System Related, Recorded Data Timing Formula 
2.1.2. Stage 2 – Sampling Time Synchronisation 
As it was explained in Section 2.1.1, the starting times could be synchronised, 
according to 2 distinct approaches, to imply common meanings at time stamps of all 
systems. However, respect to various sampling frequencies, the systems’ time stamps 
can be separated as well. There are 4 types of time separation scenarios (discussed 
below). Consider the same systems introduced at Table 5.  
1.  Type 1: One of the systems is considered as the reference system (approach 1 in 
Section 2.1.1 – Equation 2 should be applied), and both systems are operating 
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with equal sampling frequencies. Therefore Equation 4 is going to govern both 
systems’ timing.  
!"! = !"!   
! ×  1!"!









! − ! ×!" = !"! 
! = ! −!   !"   !"! = !×!" 
Equation 4 – Type 1 Time Synchronisation Process – n and k are Particular Indices in Package A and B 
2.  Type 2: One of the systems is considered as the reference system (approach 1 in 
Section 2.1.1 – Equation 2 should be applied), while each system is operating 
with different sampling frequencies. Therefore if !"! = !×!"!, then "!" should 
be an integer number to enable the overall system to have a kth element in B for 
each nth element in A. Equation 5 shows the mathematical calculations.  
!"! = !"!   
! ×  1!"!




!"! ≠ !"!   =>     !"! =
1
!"!




!!"! − !!"! = !"! 
!"     !"! = !×!"!    !ℎ!"     !"! =
!"!
!  
! − !! =
!"!
!"!
         ,         !"! = !×!"!        =>         ! −
!
! = ! 
! = ! −! ×!  => ! ℎ!" !" !" !" !"#$%$& !" !"#"$%&" !"#$%$& ! 
Equation 5 – Type 2 Time Synchronisation Process – n and k are Particular Indices in Package A and B 
3.  Type 3: The Master system is considered as the reference system (approach 2 in 
Section 2.1.1 – Equation 3 should be applied), and both systems are operating 
with equal sampling frequencies. Equation 6 shows the mathematical 
calculations to find the kth element in B, which shares the same time stamp with 
nth package in A. Equation 6 shows that unlike Type 1 and 2, the kth element is 
going contain an error element. If ∆! is equal to zero, it means that system B is 
started exactly at a time instance of system A (!"!! = !"!). In this case the 
systems would be governed according to Equation 5 rather than Equation 6. But 
if ∆! is non-zero (which is mostly likely to happen in majority of cases – No 
!"!  exist for !"!!), then it means that the first sample of system B has 
happened in between 2 samples of system A (!"! ≠ !"! or !"! ≠ !"!!!). 
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As the systems are going to be synched together then to identify the kth sample 
in B, which shares the same time stamp in A, !"! should be pushed either back 
to !"! or forward to !!!!!. This can be decided according to the amount of 
error (options 1 or 2 in Equation 6). In this case there would be always a small 
amount of error in the system, which is equal to ± !"! . 
!"! = !"!   
!"!! + ! ×  
1
!"!









! − ! ×!" = !"!! − !"!! 
! = ! + !"!! − !"!!!"    
!"!! − !"!! = !×!" + ∆! ,!"#$%: ! !"#$%&! !"#! ! ∆! ,!ℎ!"#   0 < ∆! < !" 
!ℎ!": ! = ! + !"!! − !"!!!" = ! + ! +
∆!
!"   
 ∆!!" = !""#" =>   0 < !""#" < 1 
! = ! + ! + !""#"  
1) 0 < ∆! < !"!   =>   ! = ! + ! 
2) !"! ≤ ∆! < !" =>   ! = ! + ! + 1 
Equation 6 – Type 3 Time Synchronisation Process – n and k are Particular Indices in Package A and B 
4.  Type 4: The Master system is considered as the reference system (approach 2 in 
Section 2.1.1 – Equation 3 should be applied), while each system is operating 
with different sampling frequencies. This case is similar to Type 3, and the only 
difference is that the systems are not working with the same speed. As it can be 
obtained from Equation 7, the only difference is that the kth element in B, which 
shares the same time stamp in nth package in A, is "!" times larger than the 
Equation 6, and this is due to this fact that system B is now "!" times faster than 
system A. But as it can be seen the error element is still in the equation and 
causes some inaccuracy in synchronisation process, in terms of  ± !"!!  second.  
!"! = !"!   
!"!! + ! ×  
1
!"!




!"! ≠ !"!   =>     !"! =
1
!"!




!×!"! − !×!"! = !"!! − !"!! 
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!"     !"! = !×!"!    !ℎ!"     !"! =
!"!
!  
! = !× ! + !"!! − !"!!!"!
 
!"!! − !!!! = !×!"! + ∆! ,!"#$%: ! !"#$%&! !"#$ ! ∆! ,!ℎ!"#   0 < ∆! < !"! 
!ℎ!": ! = !× ! + !"!! − !"!!!"!




= !""#" =>   0 < !""#" < 1 
! = !×(! + ! + !""#") => ! ℎ!" !" !" !" !"#$%$& !" !"#"$%&" !"#$%$& ! 
1) 0 < ∆! < !"!!   =>   ! = !×(! + !) 
2) !"!! ≤ ∆! < !"!  =>   ! = !×(! + ! + 1) 
Equation 7 – Type 4 Time Synchronisation Process – n and k are Particular Indices in Package A and B 
2.2. Experiment Devices Synchronisation 
In this experiment, the EMOTIV EPOC and Shimmer+ can be controlled by 
their system development kits; meaning that the start and stop command can be 
initiated at any instances. However, the system responses can vary according to 
different hardware and software (SDK) processes. In this case, there is almost no way 
to guarantee that the systems start working at the same time instance. Therefore, the 
main system (the mother software – Section 3.2) would acts as the master system to 
assign the starting time of the each system accordingly, as soon as each system is 
started (approach 2 in Section 2.1.1 – Equation 3 should be applied).  
On the other hand, the EMOTIV EPOC comes with a single non-adjustable 
sampling frequency, which is 128Hz. The Shimmer+, on the other hand, comes with 8 
adjustable sampling frequencies. The game events can be recorded with any required 
frequencies (Section 3.5). Table 6 shows the availability of specific sampling 
frequencies for each system. The game event recording speed was set to be equal to 
the EMOTIV EPOC sampling rate (128Hz). As Shimmer could not operate with a 
128Hz sampling frequency option, the smallest available option, which is "!" (an 
integer value) times larger than 128Hz sampling rate, is 512Hz. Therefore the Type 4 
synchronisation process (Equation 7) has been employed in the time stamp alignment. 
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Table 6 – Shimmer, EMOTIV EPOC and Game Event Data Recording Sampling Frequency choices 
 
3. Recording Software Structure 
As it was explained earlier, the recording program is responsible of recording 
and synchronising the required signals from 3 systems; EMOTIV EPOC, Shimmer 
and the game event recorder (see section 1.1 and 1.2.5). One of the system 
requirements is to allow the experiment supervisor to control and monitor the 
performance of the systems. While the participant is playing the game, the screen is 
completely occupied with the game display, and any additional information, which is 
irrelevant to the game itself and would assist the supervisor, would distract the 
participant, and disturb the affective stimulation process. There are some system 
parameters that need to be monitored during the experiment run time, which would 
help the supervisor to ensure that the performance of the recording system is 
appropriate. In case of any error or problem (system stops saving the data into the file 
due to an internal error, one of the devices disconnects, etc.), the supervisor should be 
able to stop the game from the monitoring system, and fix the issues before restarting 
the game again. This will ensure that the database is recorded completely without any 
data missing or recording corruption. This Section describes the designing stages of 
this complex system. 
In the experiment, there are 3 major operations that have to be performed 
simultaneously; the game software, the recording process and the monitoring system. 
Each of these systems has to be able to be run separately, without causing any delay 
or disturbance on the other. As it was explained earlier, the monitoring system needs 
to be run separately from the game environment, and any interaction with the 
monitoring system should not create any disturbance on the participants. Therefore, a 
tablet-based application has been designed to monitor the recording process, through 
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a wireless (wifi) network. Figure 4 and Table 7 present the recording system’s black 
box diagram and symbol guide. As it can be seen from the diagram, there are 5 sub-
systems that are running separately. Each sub-system is described briefly in Sections 
3.2 to 3.9.  
 
Figure 4 – Physiological Signal Recording Experiment, System Black-Box Diagram 
Table 7 – Physiological Signal Recording Experiment, Black-Box Diagram Symbol Guide 
 
3.1. .NET (C#) Multi Threading Algorithm 
Multithreading and threaded programing is usually used in multitasks systems. 
In this programing technique the independent tasks, called threads, which does not 
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require the completion of another to be completed, could be run simultaneously. One 
of the most important features of this technique is the ability of using single resource 
for multiple threads in a process at the same time (as long as there is no access 
interference, such as updating a field while another is trying to access it). To achieve 
multithreading in a process, the process has to be carefully segmented (threaded) to 
perform the tasks, which can be handled independently and simultaneously. Then an 
instance of the required threads can be run, controlled and terminated in parallel with 
a number of other threads, within a process. The multithreading feature can have 
several advantages, which some of them have been addressed below10 (Agafonov, 
2013). 
1.  Responsiveness: In processes that the system has to be responsive to multiple 
input/output interfaces, this ability enables the systems to stay active and handle 
all interfaces, without creating any delays, queues or freezing situations, on the 
others. Moreover the system can handle intercommunications, calculations and 
data manipulations, while other threads manage interfaces simultaneously 
without causing any delays.  
2.  Faster Execution: Segmenting the tasks and operating them simultaneously, 
speed up the overall process considerably, as the tasks do not cause any queuing 
delays to be completed. 
3.  Lower Resources (Memory) Consumption: In this approach, multiple threads 
can share the required resources and minimise the memory usage. During 
memory and resources sharing, it should be remembered that no conflicts 
between the threads could happen. As an illustration, if two threads try to 
modify or update some parameters at the same time, a data hazard can occur. To 
prevent conflict hazards the “lock” statement11 can be used to queue any 
simultaneous access to specific parameters, according to their time of access 
(first attempt is allowed to have the first access). 
The most important drawback of multithreading, is the synchronisation process. 
As in multitask processes, which use multithreading algorithms, tasks have to be 
executed at specific timings, which can be controlled by either the main (master) 
process, or another thread. Moreover the data accessing timings and 
intercommunications also needs to be synched to enable the pipeline (the overall 
structure of the system) to perform appropriately. Furthermore, the termination of 
some threads has to be monitored or in some cases forced, to prevent any system 
freezing incidents. To achieve these demands, the .NET “Thread” class12 has been 
used to execute and terminate the threaded tasks (see Figure 4) within the recording 
process. 
                                                
10 Joseph Albahari, Threading in C# Online Book: http://www.albahari.com/threading/  
11 https://msdn.microsoft.com/en-us/library/c5kehkcz.aspx  
12 https://msdn.microsoft.com/en-us/library/system.threading(v=vs.110).aspx  
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3.2. Master Program 
This sub-system carries the main structure of the recording process. This section 
would control all threads and parallel programs that would be simultaneously running 
alongside of the main system. Also this sub-system would ensure that all connections 
have been established. Moreover, in case of receiving the termination command, this 
section makes sure that all remaining data in RAM is copied into the corresponding 
Excel file, before performing any overall termination.  
3.3. Game Application 
The game is an independent application that is run at the beginning of the 
experiment. This application is responsible to run the affective VR experience, as 
described in Chapter 3. The game would start the recording application (.exe file) 
within itself, as a new controllable process, each time a game session is started (not in 
the introduction scenes, emotion assessment pages and the training sessions). The 
.NET “Process” class 13  has been employed to start, control and terminate the 
recording program, remotely, from the game software. The game monitors the status 
of the recording program. In case of any unexpected termination, the program would 
stop the game and return to the diagnoses page (Section 3.10). Moreover, when the 
game is going to be finished (after passing the finish line), a termination command 
will be sent to the recording program. This will allow the recording program to stop 
the recording process, copy all the remaining data into the storage files, and terminate 
itself.   
As soon as the recording application is executed by the game software, the 
master program minimises the console windows and maximises the game (make sure 
the game is always at the top – the Maximising Game sub-system – Section 3.4). The 
console window is accessible by both programs (the game and the recording program 
– The Game Communicator sub-system). This would provide a platform for both 
systems to communicate with each other through string-based commands. As during 
the run time the game acts as the master system, while the recording program as the 
slave, all commands would come from the game software. A commands-table has 
been created in each system to allow both systems to send and interpret string-based 
commands appropriately. 
3.4. Maximising the Game 
This part of the system would be run as a parallel thread at the beginning of the 
program. The section is responsible to make sure that the game interface always stays 
as the top window and other programs are considered as background applications. 
This sub-system ensures that the gameplay is not interrupted due to any minimisation 
action and the screen is always occupied with the game interface. 
                                                
13 https://msdn.microsoft.com/en-us/library/System.Diagnostics.Process(v=vs.110).aspx  
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3.5. Game Events Recorder  
As it was explained earlier, there are 19 game evens that need to be recorded 
(see section 1.2.5). The game itself is rendered by the game engine during the run 
time, in 25 to 50 frame per-second. Within each frame the game events can be 
updated. However, the frame-rendering rate can vary according to the system 
specification (GPU and CPU), and the game environment. As an illustration, the 
frame rate is higher in “Free Environment Exploring” scenarios, when compared to 
the “Torpedo Avoidance” scenario (according to high processing requirement). As the 
game events have to be calculated and recording at each frame, then the sampling 
frequency for game events would vary between 25 to 50 Hz. To solve this issue a 
thread has been created to sample the game event data pool (Game Events Logger) 
within the system. The data pool sampling frequency has been fixed at 128Hz, while 
the data pool itself would be updated according to the game frame rendering 
frequency. This would fix the variability and speed issues in the recording process. 
To calculate the game events, the event recorder program within the game 
(which has access to the corresponding objects, which carry the required events 
within the game) would calculate the game events status in each rendered frame and 
transfer them to the recorder program through the recording program console window 
(Section 3.3). 
3.6. EEG Data Recorder 
This sub-system is responsible of establishing a connection with EMOTIV 
EPOC headset and start receiving the data packages. The EMOTIV EPOC provides a 
.NET based (C#) system development kit (SDK) to provide the required functions to 
establish connection with the headset and provide the communication protocols to 
receive data packages. This sub-system will be executed as a parallel thread and 
would establish connection to the headset. After that it would receive a package of 
128 samples, in every second. The samples within the packages are time stamped with 
the EPOC sampling time. After establishing connection, the system time14 is used to 
save the system recording start time (Section 2). After that all samples’ time stamps 
are recalculated according to the system and device start time to create the correct, 
aligned and synched time stamp, for each sample. Equation 8 shows the 
synchronisation process that is carried out by the EEG recording thread. The packages 
with recalculated time stamps are stored in EEG temporarily data-pool to be stored 
into Excel files accordingly. EMOTIV EPOC employed an internal algorithm to 
provide signal quality measures. These quality measures have been employed in the 
feature matrix construction process, to discard the low quality portions.  
 
!"! => !ℎ! !"#$#%&' !!! !"#$%& !"#$ !"#"$%"& !"#$ !"#$ !"#$%"& 
!"! => !ℎ! !"#$!%&'( !"#$" !"#$, !"#$% !" !ℎ! !"!#$% !"#$ 
!"! => !ℎ! !"#$ !" !ℎ! !"#$% !"#"$%"& !"#$%& !"#$ !"#$ !"#$%"& 
!"! => !ℎ! !"##$!%$& !!! !"#$%& !"#$ 
                                                
14 https://msdn.microsoft.com/en-us/library/System.DateTime(v=vs.110).aspx  
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!"! − !"! = !×!! => !!! !"#$%& !"#$% !"#$!%&'( !"#$" !"#$ 
!"! = !"! + !"! − !"! = !"! + !×!!  – (!"" Equation 7) 
Equation 8 – EEG Time Calculation Formula 
3.7. GSR, PPG and HR Data Recorder 
This sub-system is responsible for establishing a connection with the Shimmer+ 
device and start receiving the data packages. The Shimmer+ provides a .NET based 
(C#) system development kit (SDK) to provide the required functions to establish 
connection with the device and provide the communication protocols to receive data 
packages. As soon as the recording is started, the device starts recording with the 
specified sampling frequency (512Hz). The device marks the recorded data with the 
device internal timer and transfers the time stamped package through a Bluetooth 
connection. Each package would be received and stored into a temporarily data-pool 
to be stored in the Excel files accordingly. The timing of each package would be 
recalculated according to Equation 8 algorithm.  
The Shimmer+ provides “-1” for the heart rate during the periods, which either 
the PPG to heart rate conversion calibration process are carried out, or the PPG signal 
quality is low. However no quality measures have been provided by Shimmer+ or 
implemented by the authors to investigate the quality of the GSR signals.  
3.8. Excel File Writer 
This sub-system has access to “Game Data Recorder”, “EEG Data Recorder”, 
“GSR, PPG and HR Data Recorder” and the temporarily data-pools. This thread 
would be run as a parallel thread from the “Recorder” threads, and copy the data into 
the corresponding Excel files and clear the threads temporarily data-pools. In case of 
any Excel file corruption or access denial, the thread creates another Excel file and 
copies the future data into the new file. This makes sure that no data is lost due to any 
file corruption, and the data can be used later by concatenating the Excel files to each 
other.  
3.9. App Data Logger 
This sub-system contains the most recent information about the recording 
process. This information would be sent to the monitoring app (by the “wifi Network 
Server” thread), through a personal wifi network. The purpose of the monitoring app 
is to enable the supervisor, to inspect the performance of the each session individually 
in real time to be able to restart the session or adjust some parameters, in case of any 
recording disturbance or sudden system failure.  
3.9.1. Wifi Network Server 
This sub-system is run as a parallel thread at the start of the recording program. 
As it was stated earlier, the most important requirement of this system is to enable the 
supervisor to monitor the system performance, without causing any distortion in both 
game experiencing and recording processes. Therefore, this thread would work 
independently, from the recording threads, and in case of any failure or absence of 
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any table connection, it does not cause any interrupt or disturbance in other threads. 
This thread would open a TCP-IP protocol based socket through the active wifi 
network (using Microsoft Windows ad-hoc wifi network15) as a host, and waits for 
incoming client to get connected. In case of a connection request, the client would be 
considered as the monitoring app and the content of the “App Data Logger” would be 
transferred regularly to the app, through text-based messages. To achieve these 
demands, the .NET “Socket” class16 has been used to manage the connection and data 
transfer process. The “Wifi Network Server” thread can receive only the restart 
command from the app client. In case of receiving this command, the thread informs 
the game and the recording master program, to shut down the recording process and 
terminate the game and move to a diagnoses page (see section 3.10). 
3.9.2. Tablet (iPad) Application 
To design and implement the monitoring app on an ios-based tablet (iPad), the 
XCode software17 has been employed. Moreover to be able to install and run the 
designed app on an iPad, a developer account was purchased through the Apple 
Company website18. The application establishes a TCP-IP protocol based connection 
through the main wifi with the computer. Then it receives system performance 
parameters, from the recording program (“wifi Network Server” thread), to update 
some visual information on the app screen, to enable the supervisor to assess the 
performance of the recording system.  
Figure 5 shows an example of the iPad application screen in the run time. As it 
can be seen the subject heart rate is 67 beats per-minute. Also both Shimmer and 
EPOC headset are connected properly and have fairly strong signals. The data 
streaming is in progress for both devices, however the channels signal quality for 
some of the EPOC electrodes are not acceptably high (Green colour).  
The supervisor is able to use the app tutorial, designed within the application, to 
review the PC-iPad connection process. During the Process the IPV4 address (Internet 
Protocol Version 4 – TCP-IP addressing Protocol) of the network should be identified 
and added to the app’s interface. Figure 6 shows the IPV4 identification process, and 
inserting the retrieved address into the iPad application to establish the wireless 
connection. 
The storyboard of the app behaviour is created within the XCode software to 
manage the performance of the application accordingly. Figure 7 shows the designed 
and implemented storyboard within the XCode software. 
 
                                                
15 http://windows.microsoft.com/en-gb/windows/set-computer-to-computer-adhoc-network#1TC=windows-7  
16 https://msdn.microsoft.com/en-us/library/system.net.sockets(v=vs.110).aspx  
17 https://developer.apple.com/xcode/  
18 https://developer.apple.com/  
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Figure 5 – iPad App Monitoring Screen Example 
 
Figure 6 – Identification and Implementation of IPV4 Address 
 xx 
 
Figure 7 – iPad Application Storyboard 
3.10. Diagnoses Page 
This system is specifically designed to report the causes behind a session crash. 
In case of any unexpected errors or sudden termination in the system, unsuccessful 
device connection attempt, any noticeable low signal quality in the EEG channels, or 
a restart command received from the monitoring app, the game would be terminated 
and this page would be presented. Then the source(s) of the failure would be 
presented on the screen for the supervisor to handle the situation and restart the 
session after solving the problem. Figure 8 and Figure 9 show 2 examples of the 
possible errors and the diagnoses reports.   
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Figure 8 – Diagnoses Page Example 1 – Failed to connect to Shimmer and EMOTIV EPOC Headset 
 
Figure 9 – Diagnoses Page Example 2 – Low signal quality on some EMOTIV EPOC Channels 
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be	 presented	 with	 10	 games,	 each	 of	 which	 last	 between	 2-5	 minutes	 and	 has	 its	 own	
characteristics	 and	 objectives.	 You	 are	 asked	 to	 fill	 in	 a	 questioner	 after	 each	 game	 to	 assess	






be	 recorded.	 Then	 you	 will	 pass	 a	 training	 session	 to	 be	 familiarised	 with	 the	 games.	 The	




























2. Arousal:	 How	 arousing	 this	 game	 experience	was.	 Higher	 positive	 value	means	more	
aroused	 (e.g.	 excited,	 alert,	 stressful,	 etc.)	 and	higher	negative	 value	means	negatively	
aroused	(e.g.	relaxed,	sleepy,	tired,	bored,	etc.).		
3. Dominance:	 How	much	 control	 you	 have	 on	 the	 game.	 Higher	 positive	 value	 means	




























	 All	 Physiological	 signals	 are	 measured	 by	 non-invasive	 devices.	 This	 means	 that	 all	 the	
recording	devices	are	passive	and	do	not	create	any	direct	contact	with	the	nerve	system.	Although	





































































































































































































































































































































































































































































































































































































































































































































Integer Number From -3 to 3
Integer Number From -3 to 3
Integer Number From -3 to 3
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Float Value Between 0 and 4 










































































































































































































































































































































































































































































































































































































































Float Value Between 0 and 4 
Float Value Between 0 and 4 













































































































































































































































































































































































































































































































Float Value Between 0 and 4 
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Iterative Feature Selection Technique: A PCA-
Based Feature Selection 
1. Features Selection 
As discussed in Chapter 5, in total, 743 features have been extracted from the 
physiological raw signals. To be able to perform emotion classification, the dimension 
of the features matrix has to be reduced to a subspace. This subspace has fewer 
dimensions (called Most Optimal Features throughout the appendix), while it can 
adequately capture the essence of the data (Murphy, 2012). To do so the following 
steps have been conducted.  
1.1. Principal Component Analysis (PCA) 
Consider the features matrix of ! ∈ ℝ!×! , while !  is the number of 
observations and ! is the number of features. Also consider the emotion vector 
! ∈ ℝ!, while ! is the number of observations. Consider that !!" is the !!! feature of 
the !!!  observation, and !! presents the observation’s corresponding emotional label 
(either in dimensional or categorical model). A matrix ! ∈ ℝ!×! could be constructed, 
such that ! is the rotated version of !, while ! and ! are the number of observations 
and variables, respectively. Therefore a conversion matrix ! ∈ ℝ!×!  needs to be 
constructed, such that !! =!×!!. The Principal Component Analysis (PCA) finds 
the most optimal !  matrix, which can convert the features to a set of linearly 
uncorrelated variables, called principal components (Murphy, 2012). Each principal 
component (!!") can be constructed, by a linear mixture of all corresponding features 
(Equation 1 – !!" is the !!!  principal component of the !!!  observation). Moreover, 
the PCA algorithm guarantees that matrix W is an Orthonormal matrix (!!! = !). 
This means that the rows of matrix W are linearly independent. This concludes that all 
!!" within a row (corresponding weights of !!") could be linearly compared, while 
they cannot be compared to other weights, in other rows of matrix W, as they are 
linearly independent.  
On the other hand, if ! is equal to !, meaning that the number of constructed 
principal components is equal to the number of features, then both ! !"# ! ∈ ℝ!×!. 
In that case the ! matrix will be a square matrix, such that ! ∈ ℝ!×!. Now if the 
rows of ! are sorted in a descending order, according to the eigenvalues of the 
covariance matrix of the features matrix !1; the columns of the principal component 
matrix ! would be in order of decreasing components’ variance. This guarantees that 
the first principal component would have the maximum variance compared to the 
others; the second principal component would have a larger variance compared to the 
                                                
1 Meaning that the row, which has the larger eigenvalue, would be the first row of the ! and so on. 
 ii 
others, except the first component, and so on (Murphy, 2012). The PCA analysis was 
implemented using MATLAB software (version R2015b), which provides the ! 























Equation 1 – Features to Principals Components Conversion Using PCA Rotation Matrix “W” 
1.2. Sparse PCA 
The corresponding weights for each principal component is a value between -1 
and 1, and could indicate the contribution of each feature, within the construction of 
each principal component. As an illustration, if the weights of features !! and !!, for 
construction of principal component !!, are -0.8 and 0.1 respectively, it could be 
concluded that the contribution of !!, in construction of !!, is considerably more than 
!!. A “PCA Weight Threshold” function was defined to set all !!", which their 
absolute values is smaller than a threshold value (! – Equation 2), to zero and the rest 
to one (similar to the Sparse PCA algorithm applied by (Cadima & Jolliffe, 1995)). 
As shown in Equation 2, matrix ! is a binary matrix, identifying the features, which 
mostly contribute to each principal component by one, and the rest by zero 
(considering the contribution threshold !). Matrix ! is called the Sparse PCA matrix. 
Therefore, the first row of ! ( !!! … !!! ) presents the features’ contribution 
pattern to the most important principal component, while the second row 
( !!" … !!! ) presents the features’ contribution pattern to the second most 











!(!×!) = !ℎ!"#ℎ!"# !(!×!),! =
0, |!!"| < !
1, |!!"| ≥ ! 
Equation 2 – PCA Threshold Function 
1.3. Correlation of Features 
As discussed in Chapter 5, several measurements for a single physiological 
signal have been extracted. As an illustration, minimum, maximum and average heart 
rate are extracted from each window, while these measurements are highly correlated. 
As another example, measuring the frequency bandwidth power using all four 
 iii 
equations, presented in Chapter 5, creates highly correlated features, as they are all 
different measures of a single variable. This issue concludes the fact that the features 
matrix carries a number of highly correlated features. As a numerical examples, the 
average GSR values and the mean of the GSR peaks in windows are significantly 
(P<0.001) correlated, with 0.97 as the correlation coefficient. Or the Alpha rhythm 
power in channel O1, measured with the summation formula is significantly 
(P<0.001) correlated with the same power measured in RMS, with 0.9 as the 
correlation coefficient.  
These high correlation within the features matrix, means that a high number of 
features can be considered as redundant, as the other correlated counterparts could be 
predicted without direct measurement. Therefore, selecting a fewer number of 
uncorrelated features can reduce the dimensionality of the features matrix 
considerably.  
1.4. Iterative Feature Selection 
To design a technique, which can reduce the dimensionality of the dataset and 
select the most relevant features, that could provide sufficient information to classify 
the physiological affective space, the following requirements have been defined: 
1.  Contribution to Principal Components: The selected features must have the 
highest contributions to the most important principal components. This means 
that the features, which contribute more to the first principal component, have a 
higher priority to be selected in the feature selection process, compare to the 
features, which contribute more to the second component.    
2.  Minimum Correlation: The selected features should have minimum 
correlation with each other. This is due to the fact that selecting two highly 
correlated features creates redundancy in the feature space, as the other 
correlated counterparts, can be predicted without direct measurement.  
3.  Adjustable Number of Features: The algorithm has to be able to select the d 
most relevant features (adjustable, from 1 to D).  
To be able to satisfy these requirements, an iterative feature selection technique 
has been design. This algorithm is constructed of two separate steps; (1) feature 
sorting according to their contribution to the principal components and (2) rejecting 
the correlated features. 
1.4.1. Feature Sorting 
Equation 3 presents the pseudo codes of the feature sorting process. First all 
features, which their corresponding values in the first row of the sparse PCA matrix ! 
are one, are identified and added to an empty matrix !. Then Matrix ! is sorted, in a 
descending order, according to first row of matrix !, such that, the features with 
higher absolute weights (!!!) appear first, compared to those, which have smaller 
absolute weights. After that matrix ! is appended to matrix !, which carries the final 
selected features. In the second step, all features, which their corresponding values in 
the second row of the sparse PCA matrix ! are one, are identified and added to the 
 iv 
empty matrix !, if they have not been selected in the previous iteration (not in matrix 
I). Then the sorted matrix ! is added to matrix !. This process is repeated until all 
rows of the sparse PCA matrix ! are analysed.  
for  i=1,…,d 
  for  j=1,…,d 
        if ( (sij = 1)  AND  (fj ∉ I) ) 
              Add fj to P 
 Sort P Respect to abs(Wi), in a Descending Order 
 Append P to I 
Clear P 
Equation 3 – Pseudo Codes For Features Sorting According to their Contribution to The PCs 
The sorting process, according to the PCA weights’ absolute values, is 
conducted separately at each row of matrix !. This is due to the fact, that the rows of 
matrix ! are linearly independent (Section 1.1), and the sorting have to be conducted 
independently, within each row of the matrix !. At the end of this process matrix !, 
which carries all features in order of their contributions to the principal components, 
would be created. This means that the first feature in matrix ! is the most important 
feature, which has the highest contribute to the first principal component. The second 
feature in matrix !, on the other hand, is less important than the first feature, while 
more important than the rest of the features, and so on.  
1.4.2. Correlated Features Elimination  
To eliminate the highly correlated features, another iterative algorithm has been 
designed and implemented in this study. Equation 4 presents the designed pseudo 
codes for “highly correlated features” elimination process. As it can be seen in 
Equation 4, the correlation of all features is assessed in their importance order. This 
means that, in case there is a high significant correlation between the !!!  and !!!  
features2 (larger than or equal a threshold, α), the !!! element is eliminated in case ! is 
larger than !. This is due to the fact that, in the sorted feature vector !, the !!! feature 
has a higher contribution to the physiological affective space, than the !!! feature, if ! 
is larger than !. Therefore, if there is a high correlation between !!! and !!! features, 
the feature with less contribution in the physiological affective space needs to be 
eliminated. The correlation significance level is evaluated using the Bonferroni 
Correction algorithm (Hommel, 1983). Hence, the correlation of the first most 
important feature is compared to all others, and in case of a high and significant 
correlation, the less important feature is eliminated. This comparison is continued, 
until all features are compared with the others. The final “I” vector contains all 
minimally correlated features (considering the correlation threshold α), which are 
sorted in terms of their contributions to the physiological affective space.  
 
 
                                                
2 The !!!  and !!!  feature within vector I. 
 v 
 
for all  fi ∈ I ,  fj ∈ I 
      if( (abs( corr (fi , fj)) ≥ α ) AND (Significant Correlation)  AND  (j > i) ) 
            Remove  fj   from  I 
Equation 4 – Pseudo Codes For Eliminating Highly Correlated Features – “abs” Means the Absolut 
Value – “corr(fi , fj)” Means the Correlation Coefficient of the ith and jth Features – Significant 
Correlation Means that the Correlation P-Value is Smaller than the Critical Threshold (using 
Bonferroni algorithm)  
1.4.3. Final Feature Selection 
Finally the first d features from vector ! can be selected, as they are the most 
important features (maximum contribution to the most important principal 
components) and minimally correlated, and could provide sufficient information to 
classify the physiological affective space.  
1.5. Iterative Feature Selection Parameters  
As it was explained in Sections 1.2, 1.3 and 1.4, there are three parameters in 
this algorithm, that can be adjusted, in order to select a number of most relevant 
features, that could provide sufficient information to classify the physiological 
affective space; (1) PCA Weight Rejection Threshold (β), (2) Correlation Coefficient 
Rejection Threshold (α) and (3) Number of Required Features (d). We arbitrary 
selected eight values (0.01, 0.02, 0.03, 0.04, 0.05, 0.1, 0.15, 0.2), for the PCA weight 
rejection threshold (β). Also, we selected 19 arbitrary correlation coefficient rejection 
thresholds (α – 0.05 to 1 with step size of 0.05). Moreover, 30 arbitrary values have 
been used as the number of required features (d – 1 to 30). The combinations can 
create 4560 different settings (8×19×30 = 4560) for the iterative variable selection 
process. The optimal selection of these parameters is investigated in Section 2.1. 
2. Hyper-Parameters Tuning 
By considering all four classifiers (SVM, DA, Classification Tree and KNN – as 
presented in Chapter 5), there are around 19.5 million different classifiers3, which 
could be trained according to various windowing techniques, feature selection and 
classification settings. As it is almost impossible to consider all 19.5 million settings, 
we performed a selective grid search (Bergstra & Bengio, 2012) (as discussed in 
Chapter 5). In this selective grid search, the feature selection parameters (α as the 
correlation coefficient threshold and β as the PCA weight threshold) have been 
assessed through a 100,000-element grid search, employing only KNN classifier. This 
was due to the fact that, in the physiological database, the KNN classifiers always 
outperforms other techniques, with higher accuracy and shorter training time (refer to 
Section 3.2). Then other classifiers have been evaluated, using another 200,000-
element grid search, by fixing the feature selection parameters (α and β), identified 
                                                
3 56 Window type and length  × 4,560 α, β and D = 255,360 (Windowing and Feature Selection Settings) 
  24 SVM + 2 DA + 20 Classification Tree + 30 !"" = 76 (!"#$$%&%'#(%)* !""#$%&) 
   255,360 Windowing and Feature Selection Settings  × 76 !"#$$%&%'#(%)* !"##$%&' = 19,407,360 (!"#$$%&%'($) 
 vi 
from the best performing classifiers, in the former 100,000-element grid search (refer 
to Section 2.1). As a result, in this study, we covered only (around) 2% of all possible 
hyper-parameters’ variations, to evaluate the performance of the different settings. 
According to (Bergstra & Bengio, 2012), this small subset of the larger settings space 
could be sufficient in the hyper-parameters tuning process, as majority of the hyper-
parameters variations do no matter much, as only those, which result in high 
accuracy, matter. To assess the performance of different classifications settings, the 
accuracies of the classifiers have been estimated through a 10-Fold (random folding) 
Cross Validation technique (Murphy, 2012). 
2.1. Feature Selection Settings Evaluation 
As discussed in Section 1.5, the iterative feature selection algorithm can be 
tuned, using three parameters; α as the correlation coefficient rejection threshold, β as 
the PCA weight rejection threshold and d as the number of features, employed to 
perform the classification process. As it was mentioned in Section 2, the α and β 
parameters are tuned respect to the KNN classifier. Figure 1 presents the performance 
of the KNN classifier, respect to different values of PCA weight rejection threshold 
(β). As it can be obtained by the graph, the accuracy of the classifiers is not affected 
significantly by changing this value (β). The maximum accuracies for all PCA 
rejection thresholds are around 92% (overall maximum KNN classification accuracy, 
employing four features – Figure 4). Therefore, the middle value (β=0.1) has been 
selected for the PCA weight rejection threshold. Figure 2 presents the accuracies of 
the KNN classifier, respect to different correlation coefficient rejection thresholds. As 
it can be obtained by the graph, the maximum accuracy of the classifiers increases at 
α=0.2; while it does not change for larger correlation coefficient rejection thresholds. 
As it can be seen the maximum accuracy for all α values, larger than 0.2, is around 
92% (overall maximum KNN classification accuracy employing four features – 
Figure 4). This is due to the fact that for large α values, the best classifiers employ 
highly correlated features. These highly correlated features could be almost the mirror 
of the four most optimal features, which result in 92% classification accuracy. To 
resolve this issue, we repeated the analysis, using only the classifiers, which employ 
less than or equal to 4 features (Figure 3). As it can be obtain by Figure 3, the most 
optimal interval for the correlation coefficient rejection threshold (α) is between 0.2 
and 0.55. To ensure that only minimally correlated features are selected in the feature 
selection algorithm, the smallest possible α (0.2) has been selected as the correlation 
coefficient threshold.  
 vii 
 
















Figure 3 – Correlation Coefficient Rejection Threshold (!) Vs. All Classifiers’ Accuracies – For 1 to 4 
Features 
 
Figure 4 – Classifiers Performance Respect to Different Number of Features, Employed to Perform 
The Classification Process 
Figure 4 presents the performance of classifiers according to different number 
of features. As it can be obtained by the graphs, the DA performance has not been 
changed considerably, by employing more or less features. The Classification Tree 
accuracy, on the other hand, has been increased by 10% after employing more than 15 
features. The classification accuracy of both KNN and SVM classifiers, respect to the 
number of employed features, have almost the same behaviour. The optimal number 
of features for both KNN and SVM classifiers, to perform with highest accuracy, is 
four features.  
 ix 
2.2. Windowing Settings Evaluation 
As it was discussed in Chapter 5, there are two tuning parameters for the 
windowing process; window type (Hamming vs. Tukey) and length (fixed vs. 
relative). As shown in Figure 5, the performance of KNN, SVM and Classification 
Tree is slightly better, while using Hamming window, compared to the Tukey 
window. Only the DA classifier performed slightly better, by employing the Tukey 
window.  
 
Figure 5 – Window Type Vs. Classifiers Accuracy 
Figure 6 presents the classification accuracies of the classifiers, respect to 
different fixed window lengths. The maximum accuracy of the KNN is by employing 
the 10 seconds windowing process; although, the accuracy of the 5, 3 and 4 seconds 
windows are very similar to the 10 seconds window (less than or equal 1% 
difference). The Classification Tree performs best, by employing the 2 seconds 
windowing technique. The maximum accuracy of the SVM is with the 5 seconds 
windows, while the accuracy of the 3 and 4 seconds windows are very similar to the 5 
seconds window (less than or equal 1.5% difference). The DA accuracy is less 
dependant to the window length, and its best performance is by employing the 55 
seconds windowing algorithm.  Figure 7 presents the classifiers performance, respect 
to different relative window lengths. Except DA classifiers, all classification 
algorithms perform better with relatively smaller windows, and achieve their 
maximum accuracy with window length equal to 5% of the stimuli duration. On the 
contrary, the DA classifier performs slightly better with relatively longer windows, 
and achieves its maximum classification accuracy with window length equal to the 
stimuli length. 
Overall the performances of the KNN and SVM classifiers are better in relative 
windowing technique (compared to fixed). The performance of the DA classifier, 
using the fixed windowing technique, is not significantly different from the relative 
window lengths. Whereas the performance of the Classification Tree does not vary 
 x 
significantly, while using fixed (except 2 seconds window) or relative windowing 
techniques.   
 
Figure 6 – Window Fixed Length Vs. Classifiers Accuracy 
 
Figure 7 – Window Relative Length Vs. Classifiers Accuracy 
3. Discussion 
3.1. Most Optimal Features 
As discussed is Section 2.2, the Hamming window outperforms the Tukey 
technique in majority of the classification techniques. Therefore, we decided to 
consider the Hamming technique, to identify the most optimal features. As a result, 28 
 xi 
different sets of the most optimal features4 were extracted and the unique features (66 
unique features), which are present in at least one of the 28 sets, were identified. To 
be able to sort unique features, according to their importance level, a ranking 
algorithm has been implemented. In this ranking algorithm, each of these 66 features 
is ranked with a value between 0 and 10. Equation 5 presents the feature ranking 
formula. Those, which ranked closer to 10, have appeared more frequently as the 
most important features (1st or 2nd) in different window lengths. Whereas, those, 
which ranked closer to zero, have appeared rarely as the less important features (30th, 
29th, etc.) within a few window lengths. Table 1 presents these features, sorted 
according to their ranks. The rankings have not been used in the classification 
process, and have only been developed for appropriate presentation purposes.  
 
!"#_!"#$(!) = 31−!"#!_!"#(!)
! !"# !"" !" !"#$%!&
 
!"#$%&'()*_!"#$(!) =  !"#_!"#$(!)− 128×30 − 1 ×10 
!"#$%_!"#$(!) =  !"#$%&'()*_!"#$(!)×!"#_!"#$_!"#$#%&#(!)28  
Equation 5 – Feature Rank Formula – 28 presents the 28 different window length and 30 presents the 
30 most important features, that are extracted from each window length – !"#!_!"#(!) presents the 
importance level of a particular feature. E.g. if f1 is the most relevant affective feature in window 1 and 
the 13th most relevant affective feature in window 2, then !!"!_!"#(!!) = 1 and !"#!_!"#(!!) = 13 
– !"#_!"#$_!"#$#%&#(!) counts the number of windows, which a particular feature is identified as 
one of the 30 most optimal features in. 
 
Table 1 – 66 Most Relevant Features Identified From 28 Different Windowing Techniques – Each Row 
Presents One or a Set of Features, Sorted According to Their Relevance Rank – A-B Presents the 
Subtracted Pair of two Symmetric Electrodes A and B – A & B Presents the Non-Subtracted Pair of 
two Symmetric Electrodes A and B  
Feature Rank (0-10) 
GSR Low Frequency Power Squared Summation 10 
GSR Fluctuation Frequency 9.2 
GSR Minimum 6.82 
Heart Rate Spectral Power Ratio 5.46 
Alpha-Beta RMS Ratio db F7 4.63 
GSR Mean of the First Derivative 4.11 
Alpha-Beta RMS Ratio db 
AF3-AF4 4.09 
AF3 F7-F8 3.87 3.43 
Heart Rate Maximum 3.21 
Alpha-Beta RMS Ratio db 
AF4 T7 3.15 2.92 
F3-F4 O1-O2 2.82 2.7 
                                                
4 The 30 most relative features in Hamming windows with for fixed (17) and relative (11) variations. 
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F8 P7 2.48 2.33 
F3 FC5 2.31 2.19 
O1 1.99 
Asymmetric Power RMS Ratio db	in Alpha Rhythms T7 & T8 1.84 
FC5-FC6 Channels Pair EEGW (Power Summation) 1.58 
Alpha-Beta RMS Ratio db 
O2 FC6 1.52 1.49 
F4 1.42 
Asymmetric Power RMS Ratio db	Alpha Rhythms AF3 & AF4 0.88 
Heart Rate Minimum 0.64 
Asymmetric Power RMS Ratio db	Slow-Alpha Rhythms T7 & T8 0.56 
Alpha-Beta RMS Ratio db T8 T7-T8 0.55 0.43 
Asymmetric Power RMS Ratio db Slow-Alpha Rhythms AF3 & AF4 0.42 
Asymmetric Power RMS Ratio db Alpha Rhythms FC5 & FC6 0.42 
Asymmetric Power RMS Ratio db Slow-Alpha Rhythms P7 & P8 0.27 
Alpha-Beta RMS Ratio db P8 0.24 
Asymmetric Power RMS Ratio db Slow-Alpha Rhythms FC5 & FC6 0.24 
Asymmetric Power RMS Ratio db	Alpha Rhythms F3 & F4 P7 & P8 0.24 0.21 
Asymmetric Power RMS Ratio db Slow-Alpha Rhythms F7 & F8 0.12 
Alpha-Beta RMS Ratio db P7-P8 0.1 
Asymmetric Power RMS Ratio db Slow-Alpha Rhythms	 O1 & O2 0.1 
Gamma Power Summation	 AF3-AF4 0.07 
Beta Power Summation	 F7-F8 AF3-AF4 0.06 0.05 
Asymmetric Power RMS Ratio db Alpha Rhythms	 O1 & O2 0.04 
Beta Power Summation	 T7 0.04 
Gamma Power RMS Ratio db	 AF3 0.04 
Asymmetric Power RMS Ratio db Alpha Rhythms	 F7 & F8 0.03 
Gamma Power Summation	 FC5 0.03 
Beta Power Summation	 FC5 0.02 
Gamma Power Summation	 T7 FC6 0.01 0.01 
Gamma Power RMS Ratio db	 O1-O2 0.01 
Gamma Power RMS Ratio db	
O2 F3-F4 <0.01 <0.01 
P7 T7 <0.01 <0.01 
T7-T8 <0.01 
AF3-AF4 F7 <0.01 <0.01 
Asymmetric Power RMS Ratio db Slow-Alpha Rhythms	 F3 & F4 <0.01 
Beta Power Summation	
AF4 F8 <0.01 <0.01 
FC5-FC6 <0.01 
Gamma Power Summation	 FC5-FC6 F7-F8 <0.01 <0.01 
Beta Power RMS Ratio db	 P7-P8 <0.01 
 xiii 
As it can be seen in Table 1, the five most relative features are heart rate and 
GSR related measurements; whereas, the EEG related features are identified as less 
relevant features for affective states classification. The most important EEG-based 
features are the Alpha-Beta ratios, measured from all single and paired channels. 
Moreover, the EEGW feature measured from the FC5-FC6 channels pair is identified 
as another considerably important EEG feature, for affective classification. 
Furthermore, the asymmetric power ratio measured in both Alpha and Slow-Alpha 
powers, from all single and paired channels, are another important EEG-based 
features. The Beta and Gamma brain rhythms have also been identified, with 
significantly low rankings, as less important features, related to affective states. On 
the other hand, the table suggests that, the Summation and RMS Ratio db algorithms 
(Chapter 5) have proved to be the most reliable methods to extract spectral powers.  
3.2. Best Performing Classifiers 
To be bale to compare the performance of all classification techniques, the best 
performing classifier (with the highest accuracy), for each window length, has been 
identified (Section 2.2). For all classifiers, α and β (for the feature selection 
algorithm) have been fixed to 0.2 and 0.1, respectively (Section 2.1). Also only the 
Hamming window technique has been investigated, due to its higher accuracy 
(Section 2.2). Therefore, the most optimal classifier setting (e.g. K value in KNN, 
etc.) and the most optimal number of features, within any window length, which 
results in highest classification accuracy, have been identified. As a result, 28 settings 
for each classification technique (KNN, SVM, DA and classification tree) have been 
identified. Figure 8 presents the best classification accuracy, for each classifier, in 
each window length. The horizontal axis of the figure presents 28 different window 
lengths; 17 Fixed (left side of the vertical dashed line) and 11 Relative (right side of 
the vertical dashed line). An Analysis of Variance  (ANOVA)5 showed that relative 
windowing technique is significantly different from fixed windowing algorithm 
(P<0.001). Moreover, the performances of different classifiers are significantly 
different, in terms of their classification accuracy (P<0.001). In average relative 
windowing technique, with a mean accuracy (across all classifiers) of 65.36%, 
slightly outperformed the fixed algorithm, with a mean accuracy (across all 
classifiers) of 61.13%. On the other hand, KNN (81.54% mean accuracy, across all 
window lengths) and SVM (75.13% mean accuracy, across all window lengths) 
perform better than classification tree (58.09% mean accuracy, across all window 
lengths). The DA classifier performs worst than the other three, with 38.22% mean 
accuracy, across all window lengths.  
                                                
5 Classifiers accuracy is considered as the dependent variables, while relative vs. fixed windowing technique and different 
classifiers as the independent parameters. 
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Figure 8 – Classification Methods Comparison – The Horizontal Axes Presents 28 Different Window 
Lengths; 17 Fixed (Left Side of the Vertical Dashed Line) and 11 Relative (Right Side of the Vertical 
Dashed Line) 
3.3. Four Affective Clusters vs. Eight Emotion Labels Classification  
Figure 9 presents the performance of KNN and SVM classifiers, while 
classifying the features space, respect to both four Affective Clusters and eight 
Emotion Labels. An Analysis of Variance  (ANOVA)6 showed that classification 
according to four Affective Clusters is significantly different from eight Emotion 
Labels (P=0.001). Moreover, the performances of KNN and SVM classifiers are 
significantly different, in terms of their classification accuracy (P<0.001). In average 
KNN (79.28% mean accuracy across different windowing techniques respect to both 
four and eight clusters) outperformed the SVM (71.96% mean accuracy across 
different windowing techniques respect to both four and eight clusters) algorithm. On 
the other hand, classification respect to four Affective Clusters (77.53% mean 
accuracy across all windowing and both classification techniques) performed slightly 
better than eight Emotion Labels (73.71% mean accuracy across all windowing and 
both classification techniques).  Figure 10 presents the KNN and SVM classification 
F1-Score, averaged across classes7. No game in the experiment has been able to evoke 
sadness on the part of the participants; therefore, the classifiers, trained according to 
Emotion Labels, have not been able to classify any part of the features space, into 
“Sad” cluster. 
To be able to compare the performance of the classifiers, according to their F1-
Score, in each Affective Cluster or Emotion Label, an Analysis of Variance  
(ANOVA)8 has been conducted. The analysis highlighted a significant difference in 
F1-Score generated by different classifiers and classification according to either 
Affective Clusters or Emotion Labels. Table 2 presents the mean F1-Scores for 
Affective Clusters, Emotion Labels and classifiers. In average the classification 
according to four Affective Clusters performed better, compared to eight Emotion 
Labels.    
                                                
6 Classifiers accuracy is considered as the dependent variables, while different classifiers and 4 affective clusters vs. 8-emotion 
labels classification technique as the independent parameters. 
7 F1-Score can be calculated within each class. Therefore in each windowing technique, 4 and 8 F1-Score for each (respectively) 
Affective Cluster, and Emotion Label, are calculated.   
8 Classifiers F1-Score is considered as the dependent variables, while four Affective Clusters vs. eight Emotion Labels 
classification and different classifiers as the independent parameters.  
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Figure 9 – Accuracy Comparison of KNN and SVM Classifiers, Considering Both 4 Affective Clusters 
and 8 Emotion Labels Classifications 
 
Figure 10 – KNN and SVM Mean F1-Score Across All Clusters  
Table 2 – Mean F1-Scores Across Classifiers and All Windowing Techniques – (A - B) Presents the 
(A) 25th and (B) 75th Percentile 
Emotion 
Label 
Mean F1-Score9  
(25th – 75th Percentiles)  
Affective 
Cluster 
Mean F1-Score9  
(25th – 75th Percentiles) 
Relaxed 73.55% (69.13% - 78.24%) 
PVLA 79.77% (75.64% - 83.42%) 
Content 74.05% (68.93% - 78.01%) 
Happy 68.95% (62.75% - 76.58%) 
PVHPA 76.43% (72.73% - 80.74%) 
Excited 75.50% (71.67% - 79.54%) 
Angry 73.15% (66.77% - 79.22%) 
NVPA 76.10% (74.00% - 80.97%) 
Afraid 66.04% (59.34% - 74.58%) 
Sad Not Available 
NVNA 71.38% (63.62% - 78.54%) 




Mean F1-Score10  




Mean F1-Score10  
(25th – 75th Percentiles) 
KNN 76.99% (73.63% - 80.49%) KNN 79.85% (76.78% - 83.57%) 
SVM 67.79% (63.06% -73.66%) SVM 71.99% (68.13% - 77.29%) 
 
                                                
9 Across different window lengths and classifiers. 
10 Across different window lengths and classes. 
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Table 1 to 4 present the 112 best performing KNN and SVM classifiers’ 
settings, according to the Affective Clusters and Emotion Labels. The “Number of 
Required Features” column presents the number of affective features, which are 
employed by the classifiers to conduct the classification process. Moreover, the 
“Features Index Number” column represent the features indices, within the feature 
matrix (refer to Appendix J for the features indices), which are employed by the 
classifiers to conduct the classification process.  
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