The paper concerns new aspects of generalized differentiation theory that plays a crucial role in many areas of modern variational analysis, optimization, and their applications. In contrast to the majority of previous developments, we focus here on generalized differentiation of parameterdependent objects (sets, set-valued mappings, and nonsmooth functions), which naturally appear, e.g., in parametric optimization and related topics. The basic generalized differential constructions needed in this case are different for those known in parameter-independent settings, while they still enjoy comprehensive calculus rules developed in this paper.
Introduction
During the recent years, modern variational analysis has been well recognized as a rapidly growing and fruitful area of mathematics with numerous applications; see particularly the books [4, 10, 11, 19] and the references therein. One of the major motivations for developing basic tools of variational analysis came from optimization-related problems, although nowadays variational methods play a crucial role in the study of a broad spectrum of theoretical and applied problems of non-variational nature. Since advanced variational principles and optimization techniques naturally generate nonsmooth behavior of the corresponding functions/mappings and sets, generalized differentiation theory lies at the very heart of variational analysis and its applications; see, e.g., the books mentioned above.
Previous developments on generalized differentiation mainly concerned nonsmooth objects that do not depend on parameters. However, parameter-dependent (or moving) objects " naturally appear, in particular, the framework of parametric optimization (see, e.g., m with the references therein) while requiring a special attention from the viewpoint of generalized differentiation. Some attempts in this direction are undertaken in [2, 12, 15, 16] (with particular applications to multiobjective optimization, optimal control, and economics), and the main results obtained are summarized in {11, Section 5.3] .
In this paper we present a systematic study of the basic generalized differentiation constructions for sets, set-valued mappings, and extended-real-valued functions and develop for them new calculus rules in both finite-dimensional and infinite-dimensional settings. Furthermore, we establish new results on the so-called normal compactness properties for moving objects that are automatic in finite dimensions while playing a very significant role in infinite-dimensional variational analysis and generalized differentiation. In particular, this paper contains new sufficient conditions for the fulfillment of the extended normal compactness properties and develops general results on the preservation of these properties under various operations; such calculus results are especially important for applications. Our main driving force for developing calculus rules for both generalized differentiation and normal compactness is the extremal principle of variational analysis; see {10, Chapter 2] and Section 3 below for its limiting version in the parameter-dependent setting.
The rest of the paper is organized as follows. In ·section 2 we present the basic definitions and also some preliminaries needed for the main results of the paper. Section 3 contains a new version of the exact/limiting extremal principle for moving sets. Section 4 is devoted to the basic calculus rules for extended normals, coderivatives, and subgradients of parameterdependent sets, set-valued mappings, and nonsmooth functions. The final Section 5 presents new verification and calculus results for extended normal compactness.
Our notation mainly follows the book {10]. Recall that, given a set-valued mapping (multifunction) F: X =t X* between a Banach space X and its topological dual X*, the sequential Painleve-Kuratowski upper/outer limit ofF as x--+ x with respect to the norm topology of X and the weak* topology w* of X* is Lims_upF(x) := {x* EX* I 3 sequences Xk--+ x and xk ~ x* X->X with xk E F(xk) for all k E IN}. We use IBx to denote the closed unit ball of X, where the subindex "X" is omitted when there is no confusion; JB* stands for the closed unit ball of the dual space in question.
Basic Definitions and Preliminaries
Developing a geometric dual-space approach to variational analysis and generalized differentiation as in [10, 11] , we start with normals to arbitrary sets and proceed with generalized derivatives (coderivatives) for set-valued mappingsfmultifunctions, and then with subdifferentials of extended-real-valued functions.
Consider a nonempty subset n C X of a Banach space and recall the construction of s-normals to 0 at x E X defined by and by Ne(x; n) := 0 for X¢ n, e;::: 0. When e = 0, the set (2.1) is a cone called prenormal cone or Frechet normal cone ton at x and denoted by N(x; 0).
Throughout the paper, T stands for our underlying index/parameter set, which is a metric space with the distance function d7.
Let f E T, and let {Ot}teT be a collection of subsets in X with x E nt. The each of its separable subspace has a separable dual. Recall that the class of Asplund spaces is sufficiently broad containing, in particular, all reflexive Banach spaces and all spaces with separable duals; see [17] for more information and references on the geometric theory of Asplund spaces and [10, 11] where in contrast to (2.4) the strong convergence y* --+ y* is used on Y*, while the weak* convergence on X* is used in both cases (2.4) and (2.6). As in the case of (2.2), we can equivalently put e = 0 in (2.4) and {2.6) if both spaces X andY are Asplund and if the graph of Ft is locally closed around (x, y) for all t E T near t. Observe in this respect that the product of Asplund spaces is also Asplund [17] ; this fundamental property of Asplund spaces is often used in the sequel.
Let us associate with any extended-real-valued function <p: X --+ IR := ( -oo, oo] the corresponding epigraphical multifunction E'P: X =t JR defined by
Given the parametric family of functions { <pt}ter from X to JR with <pt(x) < oo for some t E T and x EX, we define the extended subdifferential 8cpf(x) and the extended singular subdifferential 8 00 <pf(x) of <pf at x-or of <p at (f, x)-by, respectively,
(2.7)
Based on (2.4) and similarly to [10, Theorem 1.89], we can represent the extended subdifferential 8w(x) in (2.7) via sequential limits of Frechet-like e--subgradients of locally lower semicontinuous (l.s.c.) functions <pt around x in Banach spaces, with e = 0 in the Asplund space setting. Likewise, it is possible to do it for the extended singular subdifferential aoo <pf(x) in Asplund spaces; cf. [10, Theorem 2.38]. We are not going to use these representations in the paper and leave this to the reader.
Denote by On the indicator function of the set n equal 0 for X E n and 00 otherwise.
Then we easily get from (2.5) and (2.7) that (2.8)
It has been well recognized that the main results of infinite-dimensional variational analysis and generalized differentiation require some "normal compactness" properties of sets and mappings whose main purpose is to compensate, in the framework of variational analysis, the natural lack of compactness in infinite dimensions. Properties of this type are comprehensively studied and applied in [10, 11] (see also the references therein) for the case of parameter-independent objects. The main attention in {10, 11] is paid to the so-called sequential normal compactness (SNC) properties, which seem to be the least restrictive among all the known properties of this type. Let us now define appropriate counterparts of the SNC properties for the case of parameter-dependent sets that naturally generate the corresponding properties for (set-valued and single-valued) mappings and extended-realvalued functions. These extended SNC properties are studied in more detail in Section 5. Note that we can equivalently put e = 0 in both parts of the following Definition 2.1 in the case of locally closed sets in Asplund spaces. 
Based on Definition 2.1, we can define the corresponding ESNC notions for parametric families of mappings and extended-real-valued functions {Ft}teT their graphs and epigraphs, respectively. In particular, we say that the family of set-valued mappings {FtheT is PESNC (resp. strongly PESNC) at (t, x,Y) E gphFr if the family of sets {gphFt}teT is PESNC {resp. strongly PESNC) at (t, x, y) with respect to X; The family of extended-real-valued functions { <pt heT is said to be ESNEC (i.e., extendedly sequentially normally epi-compact) at (t, x) if the epigraphical family {epicpt}teT is ESNC at (t,x,cpr(x)).
It is clear that all the above ESNC properties are automatic in finite dimensions. In Section 5 we discuss these properties in more detail, present efficient conditions implying their validity in infinite-dimensional spaces and their relationships with other properties of this kind, and also derive calculus rules ensuring their preservations under various operations. In the next two sections we establish several results on the extremal principle for systems of moving sets and on calculus rules for generalized differentiation of parameter-dependent objects that involve the ESNC assumptions in their formulations and proofs.
Exact Extremal Principle for Moving Sets
It has been well recognized that the so-called extremal principle for systems of sets is one of the cornerstones in modern variational analysis and their applications; see, e.g., the books (10, 11] , which revolve to a large extent around the extremal principle. In this paper we use the following fuzzy intersection rule for systems of sets, which is derived in (13] from the approximate extremal principle (see also (10, Lemma 3.1]) and then is shown (20] to be equivalent to as yet another characterization of Asplund spaces~ The afore-mentioned approximate extremal principle for systems of fixed sets is given in terms of Frechet normals (2.1). Its exact/limiting counterpart formulated via basic normals (2.2) at the point in question is given in [10, Theorem 2.22] under the SNC assumptions on the (all but one) sets involved. In a number of applications (in particular, to multiobjective optimization problems; see, [11, Section 5 .3]) we need a better version of the limiting extremal principle for systems of fixed sets in product spaces established in [13] .
On the other hand, some versions of the extended extremal principle, in both approximate and limiting forms, are established in [12] for systems of moving sets; see also {11, Subsection 5.3.3] . The main goal of this section is to derive a new refined version of the exact extended extremal principle for systems of moving sets in product spaces. The new version obtained below exploits the partial ESNC properties introduced in Definition 2.1(i,ii) that take into account the product structure of the space in question.
First we recall some notions and results from [11, 12] used in what follows. Let 1i be a metric space with the distance di and let { Si,t }teT;, i = 1, 2, be a collection of subsets in X. We say that xis an extended local extremal point of the system {Sl,t,S2,t} at (fbf2)
provided that x E S 1 ,t 1 n S 2 ,t 2 and there exists a neighborhood U of x such that for every c > 0 there is (tb t2) E 1i. x 72 with
The following versions of extended extremal principle hold:
Versions of the Extremal Principle for Moving Sets [11, 12] . Suppose that X is an Asplund space, that x is an extended local extremal point of the system { S1,t, S2,t} at (fb f2), and that the sets Si,t are locally closed around x for all ti E 1i around ti, i = 1, 2.
Then for every c > 0 there are elements
satisfying the conditions If in addition one of families { Si,the7i is ESNC at the corresponding point (ti, x) as i = 1, 2, then there is a dual vector x* E X* satisfying
The next result establishes a new version of the exact extended extremal principle {3.3) for moving sets that takes into account the product structure of the space in question. extremal point of the system { S1,t, S2,t} at (t1,f2) and that the sets Si,t are locally closed around x for all t E 1i near ti, i = 1,2. Given I1.I2 ,C I:= {1, ... ,p} with I1 UI2 =I, assume that one of the families { S1,the1i and { S2,the12 is PESNC at (t~, x) with respect to {Xi I i E Il} and the other is strongly PESNC at (t~.x) with respect to {Xi I i E I2}.
Then there is x* EX* satisfying relationships (3.3) of the exact extremal principle.
Proof. Take an arbitrary sequence ck ! 0 and find, by the approximate version (3.1) and
Since X is an Asplund space, its dual unit ball is sequentially compact; see, e.g., [17] .
Therefore we can find w*-convergent subsequences of {uk} and {vk}. Without loss of generality, assume that (uk,vk) ~ (u*,v*) ask ~ oo. Now passing to the limit in the first relationship of (3.4) as k ~ oo and taking into account the lower semicontinuity of the norm functions in the sequential weak* topology of X*, we get u* + v* = 0. Thus letting x* := u* = -v* and using the definition of the extended normal cone {2.2), we arrive at It remains to show that u*=/= 0 under the PESNC assumptions imposed in the theorem.
To proceed, suppose the contrary, i.e., that u* = v* = 0. Without loss of generality, assume that the family {Sl,the1i is PESNC at {Sl,the1i while the family {S2,the12 is strongly PESNC with respect to {Xi I i E I2}. Taking into account that I1 UI2 =I, we represent uk and vk componentwisely in the product structure:
The strong PESNC property of { s2,thET2 with respect to {xi I i E I2} yields that llvi,k II ~ 0 ask~ oo for all i E I2. By the first relationship of (3.3) we have that !lui kll ~ 0 ask~ oo , for all i E I2. Then using the assumed PESNC property of the family {Sl,the'Ji, we get that lluhll ~ 0 as k ~ oo for all i E I1. Since I1 U I2 = I by the assumption of the , theorem and the first relationship in (3.4), this gives that llukll, llvkll ~ 0 as k ~ oo for the whole sequences {uk} and {vk} in (3.5), which clearly contradicts the second relationship in (3.4) and thus completes the proof of the theorem.
b.
Extended Calculus of Generalized Differentiation
In this section we derive extensive calculus rules dealing with the extended generalized differential constructions for parameter-dependent objects introduced in Section 2. Our geometric approach is similar to that developed in [11, 13] for parameter-independent sets, set-valued mappings, and extended-real-valued functions. We start with the intersection rule for the extended normal cone (2.2) that requires new normal qualification conditions (in both finite and infinite dimensions) together with the PESNC conditions in infinite dimensions introduced in Section 2.
The following basic qualification conditions extend those from (13] and [10, Subsection 3.1.1] to the case of parameter-dependent systems of sets. Since in this paper we apply these conditions only to locally closed sets in Asplund spaces, we avoid sequences ek ! 0 in their limiting formulations and representations. Let {Oj,t}teT, j = 1, 2, be two parametric families of subsets in X, and let x E 0 1 ,tn 02,t· We say that:
It follows from the afore-mentioned representation of the extended normal cone (2.2) to locally closed sets in Asplund spaces that the extended normal qualification condition (4.1) can be equivalently presented in the limiting form: for any sequences tk -+ t, Xj,k E Oj,t,., w• ~ and xj,k-+ xj such that xj,k E N(xj,ki Oj,t,.) as j = 1, 2 and k-+ oo one has which shows that (4.1) is more restrictive than (4.2), although the former is expressed in the more convenient point based form. In what follows we will see significant advantages of (4.2) in comparison with (4.1) in the case of extended coderivative calculus for mappings between infinite dimensions, where the strong convergence in (4.2) leads to a better pointbased qualification condition in term of mixed coderivatives generated by ( 4.2) in spaces with natural product structures of graphical sets.
The next result gives the basic intersection rule for the extended normal cone (2.2) in products of Asplund spaces. Theorem 4.2 (basic intersection rule for extended normals in product spaces). Let X1, ... , Xp be Asplund spaces, and let {Oj,t}teT, j = 1, 2, be two parametric families of subsets in X 1 x ... x Xp with x E 0 1 ,t n 0 2 ,t such that each Oj,t is locally closed around x for all t E T near f. Given I1oi2 C I:= {1, ... ,p} with I1 UI2 =I, assume that: {i) One of the families {Ol,tlteT and {02,tlteT is PESNC with respect to {Xi I i E I1} at (t,x) while the other is strongly PESNC with respect to {Xi I i E I2} at (t,x).
. .
(ii) The system {Oj,theT, j = 1, 2, satisfies the extended limiting qualification condition ( 4. 2) at (t, x).
Then the following intersection rule holds:
Proof. Pick an arbitrary element x* E N(x; n 1 ,rnn 2 ,r)· Since the intersection set fh,tnn2,t is locally closed around x for all t E T near f, we use the afore-mentioned representation of the extended normal cone (2.2) to it in Asplund spaces and find sequence (tk, Xk) ~ (t, for all k E IN. By the classical uniform boundedness principle, the sequence {xk} is bounded in X*, and so are the sequences {uk} and {vk} due to (4.6). Since the unit ball in duals to Asplund spaces is weak* sequentially compact, the sequences { uk} and { vk} contains w* -convergent subsequences. Without loss of generality, suppose that ut ~ u* E X*, vZ ~ v* E X*, and )..k ~ ).. ~ 0 for all k ~ oo. Then we have by passing to the limit in ( 4.5) and ( 4.6) as k ~ oo and using the extended normal cone definition (2.2) and the lower semicontinuity of the norm function in the sequential weak* topology of X* that u* E N(x; Ol,t), v* E N(x; 02,f), and A.x* = u* + v*.
The latter immediately implies the required relationship ( 4.3) provided that ).. i= 0.
Suppose on the contrary that ).. = 0 and then arrive at contradiction with the qualification and PESNC conditions assumed. Indeed, in this case ( 4.6) implies that iiuk + vZ II ~ 0 as k ~ oo, and hence u* = v* = 0 by the extended limiting qualification condition (4.2).
Thus we have the componentwise limiting relationships (4.7)
By the strong PESNC condition imposed on {02,theT in the theorem, we have llvi,kll ~ 0 for all i E I2. By the first relationship in (4.6) this implies that llui,kll ~ 0 for all i E I2. Consequently, the assumed PESNC property of {Ol,theT yields that llui,kll ~ 0 for all i E I1. Therefore llukll ~ 0 ask~ oo for the whole sequence {uk} in (4.7). This clearly contradicts the second relationship in ( 4.6) and completes the proof of the theorem.
/::,.
If the product structure is not imposed on X, the obtained Theorem 4.2 admits the following efficient simplification, which however is less precise in comparison with the full statement of the theorem.
.. Observe that extended inner semicompactness is an essentially less restrictive assumption in comparison with extended inner semicontinuity; in particular, the former automatically holds for any family {SthET of set-valued mappings with (locally) uniformly bounded values in finite-dimensional spaces. On the other hand, imposing extended inner semicontinuity allows us to get better (more precise) calculus rules.
The next calculus result for extended normals gives two independent versions of the summation rule under the extended inner semicompactness and inner semicontinuity assumptions, respectively. Note that we do not impose any qualification and/or ESNC conditions as in the intersection rule ofTheorem 4.2. It is easy to see that (xk, Yk) E 01,tk n 02,tk for all k E IN. Furthermore, observe from the construction of xk and the structures of (4.13) that
D.

(xk,O) E Nek((xk,Yk)in1,tk nn2,tk) for all k-E IN.
Thus, by passing to the limit as k ~ oo, we get {4.14)
It follows from the structure of the set collections in (4.13) that all the assumptions of Theorem 4.2 are satisfied for the sets under consideration. Thus ( 4.3) applied to ( 4.14) ensures the existence of (xi, -yi) E N({x,Y);gphFt) and Y2 E N(y;9t) such that (x*, 0) = (xi, -yi) + {0, y2), which implies that x* =xi and Yi = Y2 and completes the proof of the theorem.
6.
Theorem 4.6 allows us, in particular, to obtain useful representations of extended normals to parametric families of sets given by the inequality and/or equality constraints, which are especially important in applications to parametric mathematical programming. In the next result we consider the two types of such sets given separately by Ot := {x E XI 'Pt(x) 50} and Ot := {x E XI 'Pt(x) = o}, Cf't(x) is l.s.c. at (t, x) , and that the qualification
Corollary 4. 7 (extended normals to parametric inequality and equality constraints). In the notation above, the following assertions hold: (i) Let Ot be given by the inequality constraint in (4.15), and let (t,x) E T x X be such that Cf't(x) = 0. Assume that X is Asplund, that Cf't is l.s;c. around x for all t E T near t, that the function of two variables (t, x) ~---+
(ii) Let Ot be given by the equality constraint in {4.15), and let (t, x) E T X nf. Assume
that X is Asplund, that Cf't is continuous around x for all t E T near t, that the function of two variables (t,x) ~---+ Cf't(x) is continuous at (t,x), and that the qualification condition
Proof. Assertion (i) follows from Theorem 4.6 with Ft = E'Pt and 8t = ( -oo, 0]. In this case, the qualification condition (4.11) and inclusion (4.12) of the theorem reduce to the corresponding statements in (i) due to relationships {2.7). The extended inner semicompactness and local closedness assumptions of the theorem obviously correspond to those imposed in the corollary for the case under consideration. The next theorem presents general sum rules for both extended normal and mixed coderivatives of set-valued mappings. Observe that the qualification condition ( 4.17) in both cases is formulated in terms of the extended mixed coderivative; it actually follows from the extended limiting qualification condition from Definition 4.1 for parametric systems of sets.
Given two parametric families of set-valued mappings Fj,t: X =t Y, t E T, j = 1, 2, define the auxiliary family St: X x Y =t Y x Y, t E T, by
St(x,y) := {(YI.Y2) E Y 2 1 Yl E Fl,t(x), Y2 E F2,t(x), Yl +Y2 =y}. 
(i) Either {H,theT is PESNC at (t,x,'ih}, or {F2,theT is PESNC at{t,x,jh).
(ii) The following qualification condition holds:
Then for all y* E Y* one has the inclusions (4.17) lf (F 1 ,t+F2,t) 
Define the two parametric families of sets in
X x Y x Y by O.j,t := {(x,y17y2) EX x Y x Yl (x,yj) E gphFj,t}, j = 1,2.X x Z =t Y, t E T, by St(x, z) := Gt(x) n Ft- 1 (z) = {y E Yl y E Gt(x), z E Ft(y) }.(i) Either {Gt" 1
}teT is PESNC at (t,y,x), or {Ft}teT is PESNC at (t,y,z). (ii) The mixed coderivative qualification condition is satisfied:
The one has the extended coderivatives chain rules (4.28) where the inclusions hold for all argument z* E Z* on both sides.
Proof. We only prove the normal coderivative chain rule (4.27) observing that the proof of ( 4.28) can be furnished by combining this procedure with the arguments used in the proof of the mixed coderivative sum rule (4.19) Similarly to the case of parameter-independent objects [10, Sections 3.1 and 3.2], we can derive from Theorem 4.10 other calculus rules for extended coderivatives and subdifferentials of parameter-dependent mappings and functions.
Extended Normal Compactness in Variational Analysis
In this section we study in detail the extended sequential normal compactness (ESNC) properties, with their partial modifications, introduced in Section 2. As seen in Sections 3 and 4, these properties are present in the major calculus results for extended normals, coderivatives, and subdifferentials of parameter-dependent objects. Thus the sufficient conditions for the fulfillment of the ESNC properties obtained in what follows ensure the validity of the generalized calculus results derived above. Furthermore, in this section we develop basic results of ESNC calculus, which ensure the preservation of ESNC properties under various operations performed on sets, mappings, and functions. The latter calculus is one of the most important ingredients of infinite-dimensional variational analysis and its applications.
Let us start with a simple while important observation showing that the extended generalized differential and sequential normal compactness properties introduced in Section 2 are invariant with respect to "sequentially mill perturbations." Given a parametric family {xtheT of elements in a Banach space X, we say that it is sequentially null at t E 7 if
Xtk -+ 0 whenever tk -+ 0 as k -+ oo. The above observation illuminates an important fact on the extended differential constructions and sequential normal compactness properties of Section 2: these constructions and properties are not essentially related to the graph gph!1 = {(t,x) E 7 xXI x E !1t, t E 7}, (5.1) since the graph can be altered without affecting the underlying constructions and properties. This implies, in particular, that it does not make much sense to seek relationships between the ESNC properties of parameter-dependent objects and the corresponding SNC properties of their (parameter-independent) graphs (5.1). Let us present some simple examples that illustrate this observation. Recall that the SNC and PSNC properties of sets in these examples are understood in the sense of [10] , i.e., as in Definition 2.1 with {!1t} = n. We can directly check that gph !1 is SNC at (0, 0) and !11 = X is also SNC at x = 0.
However, the family {!1(t)}teT is not ESNC at (0, 0).
(ii) LetT be an infinite-dimensional Banach space, and let X = JR. Define Ot to be 0 when t = 0, and the empty set otherwise. It is obvious that {OtheT' is ESNC at (0, 0), while gph F is neither SNC nor PSNC at this point.
It happens that the ESNC properties for moving objects are implied by certain uniform counterparts of Lipschitzian properties of sets and mappings. The following definition postulates appropriate parametric uniform versions of the epi-Lipschitzian [18] and compactly epi-Lipschitzian (CEL) [3] properties of parameter-independent sets. In [5, 6, 10] the reader can find more information about the latter properties and relationships between them. 
The family {flther is said to be
can be selected as a singleton.
The next proposition establishes the relationship between the uniform CEL and ESNC properties of parametric families of sets in arbitrary Banach spaces and also justifies sufficient conditions for the fulfillment of the uniformly epi-Lipschitzian and hence all the other properties under consideration. Proof. The proof of (i) is similar to that given in [10, Theorem 1.26] for the case of nonparametric sets; see also [9] for a somewhat simplified version. We can easily check that this family is uniformly epi-Lipschitzian around (0,0), while the intersection set in Proposition 5.4(ii) has no interior points.
Let us next present some sufficient conditions ensuring the fulfillment of partial (and strong partiaQ ESNC properties from Definition 2.1. These properties take into account the product structure of the space in question and, as shown in Section 4, are the most efficient in the case of (graphs of) set-valued mappings F: X =t Y, which are naturally associated ·with to the product space X x Y. We now formulate appropriate uniform counterparts of certain Lipschitzian properties of set-valued mappings that imply the validity of the partial and strong partial versions of ESNC.
We say that a parametric family {Ft}teT of set-valued mappings from X toY is uniformly Lipschitz-like around (t, x, fi) with ( x, fi) E gph Fr if there exist £ ;::: 0, a neighborhood U of x, and a neighborhood V of fi such that
This property reduces to Aubin's Lipschitz-like (or "pseudo-Lipschitzian") property of F: X =t Y around (x, fi) for parameter-independent mappings; see [1, 10, 19] .
Further, we say that the family of set-valued mappings {FtheT uniformly partial GEL around (t, x, fi) with (x, y) E gph Fr if there exist a neighborhood U of (x, y), a neighborhood 0 of the origin in X, and a neighborhood V of t, as well as a compact set C c X and a number 'Yt > 0 for each t E V such that
This property is a uniform extension of the partial CEL property of [8] to parametric families of set-valued mappings. The following proposition establishes relationships between the partial ESNC and above Lipschitzian properties of multifunctions. (ii) The family {FtheT is strongly PESNC at (t,x,Y) if it is uniformly partially GEL around this point.
Proof. To establish (i), we proceed similarly to the proof of [10, Theorem 1.43] given in the case of parameter-independent mappings. The proof of (ii) is similar to that of {10, Theorem 1.75] in the parameter-independent case; cf. also [8] for the latter result. Next we establish the principal rules of ESNC calculus that give efficient conditions ensuring the preservation of these properties under various operations. It happens that the major conditions of ESNC calculus are extended qualification conditions similar to (while generally different from) those developed in Section 4 for calculus rules of extended generalized differentiation. The reader can compare the results and proofs given in this section with SNC calculus rules derived in [14] and [10, Section 3.3] for nonparametric objects.
As usual, we start with considering properties of sets and formulate the basic qualification condition of ESNC calculus. Since the results obtained in this section concern only Asplund spaces, we avoid ek ! 0 in all the formulations. Observe that the following mixed qualification condition, in contrast to those from Definition 4.1, essentially exploits the product structure of the spaces in question. (ii) Either {Ql,t} is strongly EPSNC at (t, x) with respect to {xi I i E Il \I2}, or {f22,t} is strongly EPSNC at (t,x) with respect to {Xi I i E I2\I1}·
(iii) The system of sets {Qj,t}teT 1 j = 1, 2, satisfies the extended mixed qualification condition at (t,x) with respect to {Xi I i E (I1\I2) U (I2\I1)}. Then the family {nl,t n n2,theT is EPSNC at (f, x) with respect to {Xi I i E Il n I2}·
Proof. It follows the way of proving [10, Theorem 3.79 ] (see also [14] ) by employing the arguments to deal with extended normals and qualification conditions developed in Section 4. Note that the driving force here is again the extremal principle via the usage of the equivalent Lemma 3.1.
6.
Let us present two important consequences of Theorem 5.7. The first one provides an efficient specification of the general result in the case of two space products. 
Assume that one of these families is ESNC at (t,x,y) while the other is PESNC at (t,x,y)
with respect to X. Assume also that the extended mixed qualification condition holds for the system {Qj,theT, j = 1, 2, at (t, x, y) with respect toY. Then {Ql,t n Q2,theT is PESNC at (t, x) with respect to X.
Proof. Suppose that the first family {Ql,theT is ESNC at (f, x). Then the result follows from Theorem 5.7 with p = 2, X1 =X, X2 = Y, I1 = {1,2}, and I2 = {1}.
6.
The next corollary of Theorem 5.7 concerns the preservation of the ESNC property under intersections of finitely many parametric families of sets in Asplund spaces without imposing any product structure of the space in question. Then the intersection family {Ql,t n ... n Qn,theT is ESNC at (f, x).
Proof. For n = 2 this follows from Corollary 5.9 by putting Y = {0}, i.e., with no product structure. The general case is justified by induction. Similarly to the above results on the preservation of the PESNC and ESNC properties under set intersections, we get the following intersection rule for preserving the strong PESNC property under the normal qualification condition of Definition 4.1(i). We present the result in products of two Asplund spaces. The next theorem ensures the preservation of the ESNC property under summation of sets. Observe that, in contrast to the previous results, it does not require any qualification condition. For brevity we formulate this theorem only for the case of extended inner semicompactness of the auxiliary mapping below; the case of extended inner semicontinuity is formulated and treated similarly to Theorem 4.5. and assume that { BtheT is extendedly inner semicompact at (f, x) and that for each point (x1.x2) E Bt(x) one of the families {Oj,t}teT, j = 1,2, is ESNC at (t,xl) and (t,x2), respectively. Then the summation family {nl,t + n2,theT is ESNC at (f,x).
Proof. We start with the ESNC definition and then proceed similarly to the proof of Theorem 4.5 while applying the PESNC intersection rule from Corollary 5;8 to the sets fi1,t := n1,t x x, n2,t := x x n2,t, t E T, in the product space X x X.
Let us now present several ESNC calculus results involving the associated ESNC properties for set-valued mappings and extended-real-valued functions under qualification conditions in terms of the extended coderivatives and singular subdifferentials of Section 2. Due to the space limitation, we omit proof details referring the reader to the corresponding arguments in [14] and [10, Section 3.3] for parameter-independent objects and to the procedures to deal with parameter-dependent objects developed in Section 4.
The next theorem provides sufficient conditions ensuring the ESNC property of inverse images (4.10) . Observe that the qualification condition in this result is formulated via the extended normal coderivative (2.4), in contrast to the mixed one in (4.11). (ii) The normal qualification condition holds:
ker 75* Ft(x, fi) n N(y; 9t) = {0}.
Then the inverse image family {Ft-1 (9tHteT is ESNC at (t,x).
Proof. Follows the scheme in the proof of [ (ii) Let the parametric family of sets {OtheT be given by the equality constraint in Finally in this section, we obtain calculus results on the preservation of ESNC properties under various compositions involving parametric families of set-valued mappings and extended-real-valued functions. Let us start with the PESNC property for sums of general multifunctions between Asplund spaces. Theorem 5.14 (PESNC and ESNC properties for sums of set-valued mappings). Let Fj,t: X =t Y, t E T, j = 1, 2, be families of set-valued mappings between Asplund spaces, and let (x,y) E gph(F1,f+ F2,f). Assume that the family {StheT from (4.16) is extendedly inner semicompact at (t, x, fi) and that for every (fill fi2) E St(x, fi) the graphs of F1 and F2 are locally closed around (x, fil) and (x, fi2), respectively, for all t E T near t and that (i) Each {Fi,theT is PESNC at (l,x,jii), j = 1,2.
(ii) The qualification condition ( 4.17) holds.
Then {H,t + F2,theT is PESNC at (l,x,fi). Furthermore, if each {Fi,theT is ESNC at (l,x,jJi), j = 1,2, and {4.17) is replaced by the normal coderivative qualification condition D* Fl,t(x, fil){O) n ( -75* F2,t(x, fi2){0)) = {0}, then { F1,t + F2,theT is ESNC at (l, x, fi).
Proof. Follows the proof of (10, Theorems 3.88 and 3.90] for nonparametric objects with taking into account the parametric structures under consideration similarly to the proof of Theorem 4.8 above.
