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I. INTRODUCTION
Multimedia services over broadband DSL
access and aggregation networks such as
Broadcast TV and Video on Demand have
gained a lot of popularity in the last few years.
Operators who want to maximise their revenue
try to manage the service quality as perceived
by the end user, commonly described as the
Quality of Experience (QoE). This QoE man-
agement is further complicated by the hetero-
geneity of today’s access and aggregation net-
works, triggering a QoE management on a per
service or per subscriber basis. This introduces
the need for detailed knowledge about users
and services. In our research, we are focusing
on an architecture for effectively partitioning
this knowledge in an autonomic management
environment.
The problem of organising knowledge in an
autonomic network has been addressed through
the Knowledge Based Network paradigm [1].
In a Knowledge Based Network, producers of
information describe the available information
through ontologies. Consumers subscribe to
this information through semantic queries. The
work presented in this paper complements this
approach: while the KBN work focuses on se-
mantic clustering of information [2] and aug-
menting the semantic capabilities of existing
solutions [3], we focus on the automatic gen-
eration of the semantic queries, which we call
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Figure 1. Architecture for effective knowledge com-
munication.
filter queries, through a cognitive model.
The remainder of this paper is structured as
follows. Section II discusses the integration of
the cognitive model within the KBN architec-
ture. In Section III, the automatic generation of
filter queries based on information in the cog-
nitive model is discussed for the employed im-
plementation. Section IV concludes this paper.
II. ARCHITECTURE DESCRIPTION
An overview of the employed architecture,
which is responsible for collecting the neces-
sary knowledge for each node by querying in-
formation present in other remote nodes, is
given in Figure 1. At the heart of the archi-
tecture lies the information model which repre-
sents all knowledge needed for the higher layer
functions. Conceptually, the architecture splits
the information model of every node into dif-
ferent sub models. Every node X has a dedi-
cated information model and several derived in-
formation models, containing parts of the infor-
mation model of other nodes. The dedicated in-
formation model consists of knowledge which
is local to node X . The derived information
models contain parts of the information models
of other nodes and typically contain knowledge
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Figure 2. Schematic overview of the concepts and
relationships introduced in the cognitive model.
which can aid in the reasoning process of node
X . The derived models are constructed through
filter queries, defining which part of the knowl-
edge is requested from other nodes.
The cognitive model comprises information
about the capabilities of each node and de-
scribes which kind of knowledge is gener-
ated by each node. Additionally, the cognitive
model provides information about the require-
ments of the local reasoning process by stating
what kind of information is needed to reason
upon.
The information available in the cognitive
model is used to select the data that needs to be
extracted from other information models. This
is done in the Knowledge Partitioner, a third
component in the architecture, which automat-
ically generates the filter queries.
III. AUTOMATIC GENERATION OF QUERIES
To automatically generate the necessary
queries, the Knowledge Partitioner relies on
knowledge about the reasoning process defined
through the cognitive model. The cognitive
model used in our implementation is illustrated
in Figure 2. The illustrated concepts can be
divided into three groups. A first group (a),
provides information about the reasoning pro-
cess itself. The cognitive model describes how
reasoning is performed on this node and what
knowledge is needed. In the second group (b),
the cognitive model describes how this infor-
mation is treated by the reasoning process. The
cognitive model allows for applying policies on
the generation process and supports that infor-
mation can be modified or constrained. The
third part of the cognitive model (c) describes
which concepts are modelled on remote infor-
mation models. This information is needed to
know where the filter queries need to be redi-
rected to and if the requested knowledge is
available or not.
The knowledge available in the cognitive
model can be easily added by investigating the
reasoning process of each entity. For example,
for a rule based engine, the facts needed to trig-
ger rules can be seen as the InputClauses of
the cognitive model. Depending on how this
information occurs in the rules, they may or
may not be aggregated. Based on this cog-
nitive model, constructing the filter queries is
straightforward. Each individual of the Input-
Clause concept is mapped to a filter query that
and through the is isLocatedOn and hasModel
relationships the Knowledge Partitioner knows
which information model to contact.
IV. CONCLUSIONS
We discussed how filter queries in Knowl-
edge Based Networks can be automatically
generated through the use of a cognitive model.
The cognitive model defines the knowledge re-
quirements of each node by identifying the rea-
soning processes running on each node and de-
scribing the information they need to perform
their task. The structure of the cognitive model
allows to easily map the information onto filter
queries.
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