Bags of visual words are the most studied image description technique in the last years. This representation of images raised new possibilities as well as new research issues. In particular, it is important to automatically determine which visual words are the most relevant to describe the images, and which ones should be ignored. This issue is a classical problem of textual information retrieval, usually addressed by the use of weighting schemes. In this paper, the most common weighting schemes from text retrieval are applied to the case of visual word-based retrieval. New weighting schemes are also proposed, and several Minkowski-like distances are tested. The experiments are performed on four different datasets that correspond to two different retrieval tasks; it allows us to bring to light some properties of visual words and weighting schemes. This study results in several findings. It first shows that the optimal setting for distances and weighting schemes depends on the nature of the visual content of the images considered. Especially, raw frequency can be the most effective weight when dealing with complex datasets; it questions the habit to systematically use the tf . idf weighting scheme. It also shows that weighting schemes and Minkowski distances have similar effect and should be used together in a consistent way. Based on these findings, general guidelines for the choice of distances and weighting schemes are proposed.
I. INTRODUCTION
I MAGE retrieval has been an active research field for many years now, and the recent and dramatic growth of image collections, due to the popularization of image acquisition devices such as camera cellphones, raises the need for effective retrieval systems able to handle large quantities of data. In the last years, the use of quantized local descriptors as an image description has received a huge interest, and most of modern image retrieval systems rely on this technique, referred to as bag of visual words or bag of features. Such systems have shown excellent capabilities in various tasks such as particular object or Manuscript received August 23, 2013;  revised March 19, 2014;  revised September 29, 2014;  accepted September 30, 2014. scene retrieval [2] , [3] , image categorization [4] and image annotation [5] , but also raised new research issues. One of these is: how to automatically determine which visual words best describe the images? This problem has been widely studied in the field of text retrieval and, since bag of visual words are inspired from the bag of words used to describe textual documents, many solutions exist that can be adapted to images. One of these is the use of weighting schemes: they allow to control the importance of words in the description of documents, depending on how representative of document contents they are. The most popular of these weighting schemes, called tf . idf, has been part of visual word-based systems since the seminal work of [2] ; however there is no comprehensive study about the relative performance of the available weighting schemes. This is the issue addressed in this paper: the statistical properties of visual words are studied from a text retrieval perspective, and many of the weighting schemes available in the text retrieval literature, as well as some new ones, are applied in the context of image retrieval, providing experimental results for 84 different weighting configurations. Different Minkowski metrics are used to compare document vectors, showing the relationship between weights and distances. This study is performed on four datasets covering two distinct retrieval tasks to provide a global overview of the problem. This paper is an extended version of [1] . It provides a more complete background analysis with empirical evidence of the claims that fund this work (Section III). Additional experimental results are provided (Section VII), together with more detailed analyses (Sections VIII-A, VIII-B and VIII-C) and discussions (Sections IX-C and IX-D) of the overall results. Finally, it provides some new guidelines for the choice of appropriate weighting schemes (Section X).
First, the bag of visual words approach is presented (Section II). Some elements about the relation between visual word-based image retrieval and text retrieval are provided, and some fundamental differences that must be taken into account when working with weighting schemes are detailed (Section III). Then, the datasets used in this study (Section IV) are presented, followed by the distances (Section V) and the weighting schemes tested in the experiments (Section VI). Some new, image-specific, weighting schemes are also proposed (Section VI-C). Finally, the experimental settings and the results of the experiments are detailed (Section VII), analyzed (Section VIII) and discussed (Section IX). Based on this discussion, Section X presents some general guidelines to choose appropriate weighting schemes. Related work from the literature is reviewed in Section XI.
II. THE BAG OF VISUAL WORDS MODEL

A. Definition
The visual word-based representation of image relies on a finite number of image elements, named visual words, that are combined to obtain a global representation of images. The construction of the bag of visual words of an image includes two steps (see Fig.1 ):
1) the construction of a visual vocabulary, i.e. of the set of possible visual words describing an image. This vocabulary is unique for the whole image dataset, so images are all described using the same elements. The vocabulary is therefore computed once, although some authors combine several vocabularies to represent images [6] . 2) the construction of the bag of visual words representing an image, by counting the number of occurrences of each visual word in the image to construct a vector of visual word counts.
Construction of the visual vocabulary: First, local descriptors (e.g. SIFT descriptors [7] ) are extracted from a set of images and grouped using a clustering algorithm (e.g. k-means). Each of the resulting clusters corresponds to one visual word. The number of clusters, i.e. the vocabulary size, is set manually since most clustering algorithms cannot determine an optimal cluster number. There is no rule to pick the vocabulary size, although some claim that the larger the vocabulary, the better [8] . Typically, the vocabulary size stands between a few thousands and one million words. Although it is computed only once, this step raises some efficiency issues because of the large amount of input descriptors required, their high dimensionality and the high number of clusters used.
Construction of the visual word vector: Given an image and a vocabulary, a visual word vector is built to describe this image. Local descriptors are extracted from the image and matched with the centroids of the vocabulary to find which clusters they fall in. Each descriptor counts for one occurrence of the corresponding visual word, building an histogram of visual word occurrences. Generally, the number of image descriptors is smaller than the vocabulary size, resulting in a sparse vector.
B. Advantages of the Bag of Visual Words Model
1) Relation to text retrieval: The visual word vectors are similar to the vectors used in the vector space model (VSM) of information retrieval: sparse vectors of element occurrences. Many techniques from text retrieval can therefore be applied to images, e.g. pLSA [9] , inverted index [2] or query expansion [10] .
2) Efficiency and effectiveness: Visual word vectors, especially when coupled to index structures such as an inverted index, can provide search results quickly. They are more efficient than previous approaches relying on local descriptors (e.g. [11] ) while remaining effective, thanks to the expressiveness of local descriptors and histogram sparsity.
3) Generalization capabilities: It is often assumed that quantizing local descriptors allows to group visually similar features that would not have been matched by regular matching algorithms, making them more robust to some appearance variations.
C. Major Issues
1) Independence of the visual words: Visual word occurrences are usually considered independent, which is not always realistic (see Section III-B). Some authors have proposed to group occurrences to overcome this limitation (e.g. [12] , [13] ).
2) Relative importance of the visual words: While some visual words are very descriptive of the image content, some of them are of poor interest (e.g. visual words that occur in the background). This is the main issue addressed in this paper. More details are available throughout the paper, including a literature review (Section XI).
3) Construction of an optimal vocabulary: The vocabulary construction is an essential step, but complex clustering methods cannot be used due efficiency limitations. Several authors propose methods to get better vocabularies [14] or quicken the clustering step [15] . However, there is no consensus on how to build an optimal vocabulary. 4) Loss of precision: The quantization process allows to get faster systems, but this approximate descriptor matching can be prejudicial to some applications. This has been studied in the literature (e.g. [3] , [16] ). It can seem opposed to the supposed generalization capabilities of this approach, but it applies to different tasks (near duplicate retrieval vs. image categorization).
III. ON THE RELATION BETWEEN VISUAL WORDS AND TEXTUAL WORDS
As stated in Section II-B, the bag of visual words model is very close to the standard VSM of text retrieval. This similarity allows us to apply text retrieval techniques to images, as we do in this paper. To do so, some differences existing between textual and visual words must be stated in order to better understand the results obtained. This is especially true when working on weighting schemes, which rely on the distribution of visual words within and over documents. 
A. Nature of the Vocabulary
The first notable difference is the way the vocabulary is obtained. In the case of textual corpora, the vocabulary is provided implicitly by the data: it contains all the words occurring in the dataset, and can be further optimized using natural language processing tools (e.g. stemmers). In contrast, a visual vocabulary is built explicitly during a process involving many parameters; it is possible to build many different vocabularies from a single dataset.
B. Meaning of the Visual Words
Textual and visual words have different meanings. On the one hand, a textual word conveys its own meaning (for instance house, computer. . . ), making text retrieval systems able to work under the word independence assumption, which states that words can be considered as occurring independently from each other. Although this is not always true (e.g. White House has meaning that differs from White and House taken separately), most systems still yield good results under this assumption. On the other hand, visual words are not meaningful on their own, and rather make sense when considered as a whole, as shown in Fig.1 where the face can only be identified by considering its subparts. This insight can be confirmed from simple statistics on visual word distributions. Considering a small dataset containing 5,415 images divided into 6 object categories, the number of categories in which each visual word occurs is calculated. The results are reported in Table I(a) . Clearly, most of the visual words of the 6,556-word-vocabulary can occur in any category. Hence, they do not correspond to specific parts of a single object. The same statistics on a text dataset with comparable size (Reuters R8 dataset [17] , 8 categories, 7,674 documents) reveal that most words occur in only one category (Table I(b) ). This shows that visual vocabularies contain much more polysemous words (i.e. words with several meanings) than textual vocabularies. 
C. Length of the Documents
In text retrieval, the length of a document corresponds to the number of word occurrences in it. Generally, the more words a documents contains, the more information it contains (either more topics or more precisions about a given topic). Moreover, the longer the document, the the larger its vocabulary, and the more each word occurs.
These facts motivated much work about document normalization. In images, the length of a document obeys to different laws, which are more difficult to define formally. At least three parameters can affect it:
• the size (or resolution) of the image: the larger the image (or the higher its resolution), the higher the number of regions provided by interest point detectors. As an illustration, Fig.2 shows the number of regions detected using a Hessian-affine detector on an image scaled at 3 different sizes; • the visual content of the image: since interest point detectors react to the heterogeneity (or homogeneity) of the image to determine where the most interesting regions are, the nature of the image has a strong influence on the number of regions detected. Fig.3 illustrates this, by indicating the number of regions detected by a Hessian-affine detector on four images with different visual contents. On the first one, very few regions are detected, due to the homogeneity of the content. On the second one, few regions are detected because of the obscurity. On the last two, many regions are detected, due to the complexity of the objects and/or backgrounds; • the detector parameters: the detector itself influences the number of regions detected, since it is generally possible to tune its sensitivity; however, it does not constitute a major issue, as the same detector and parameters are used for every image of the dataset.
D. Visual Word Frequencies Within a Document
In text documents, word frequencies (i.e. number of occurrences) are usually interpreted as follows: the more frequent a word, the more specific to the document it is. Frequency reflects the importance of that word in this document. As for document length, visual word frequency can be due to several factors.
• The intra-document frequency of a word will be higher if the object containing this visual word occupies a bigger proportion of the image. Also, if the object occurs several times, visual word frequencies will also increase. This is somewhat similar to text documents, but two remarks should be made. First, a bigger object will show more details and tend to contain visual words that would have not appeared at a smaller scale. Also, the fact that an object takes up a large area on the image, or appears more than once, does not necessarily mean that this object is important to describe the picture, as shown on the third picture of Fig.3 where repeated objects belong to the background, which is often of little interest. • Intra-document frequency is also related to the properties of interest point detectors. It should especially be noted that many detectors tend to raise the same region several times, at the same or multiple scales. Fig.4 illustrates this, where the same image region is detected several times, increasing the frequency of the corresponding visual word. • A visual word can appear in several objects of an image, making it difficult to handle correctly the frequencies due to each object. Occlusions also modify frequencies. • Intra-document frequencies of visual words depend on the size of the vocabulary: the larger the vocabulary, the lower the average frequencies of the visual words; however, this property becomes negligible once the vocabulary size is set, as it applies to the whole collection.
E. Visual Word Frequencies Within a Collection
The frequencies of words within text collections are typically interpreted as follows: the more documents a word occurs in, the less specific it is to these documents. The document frequency of a word (i.e. the number of documents in which it occurs) is a direct measure of its specificity [18] . This assumption, which motivates the well-known idf weighting scheme, has been shown to be theoretically valid [19] . In the case of visual words, the same approach is adopted, based on this assumption: visual words that occur in many documents mostly represent the background of the images, so they do not describe objects. It has shown its effectiveness when retrieving specific objects in videos [2] , where scene backgrounds tend to appear more frequently over the movie than specific objects. Although the idf weight is regularly used in the literature, no proof exists that its underlying assumption holds in the general case. As mentioned in Section III-B, visual words taken separately are usually not specific to a single object. It is possible that a visual word occurs both in objects and backgrounds, making its statistics over the collection difficult to interpret.
F. Queries
Image queries are different from text queries. Indeed, text queries are usually short (typically, tens of words in TREC 1 tracks) or very short (about two words on average for web queries). By contrast, image queries are whole images, or cropped images, which contain hundreds to thousands of words, which implies that:
• inverted files are much less efficient, as much more documents will be retrieved for a given query. Some authors overcome this limitation by modifying the inverted file structure [20] , while others use only small regions to query the system [2] ; • the query has to be normalized like any document, which is rarely the case in text retrieval. In particular, probabilistic retrieval models do not include such normalization (see Section VI-B).
IV. DATASETS USED IN THIS STUDY
Datasets are a major issue in image retrieval, as particular datasets can include biases or are not as complex as in real-world retrieval scenarios. The content of image datasets often determines implicitly the nature of the retrieval task considered, depending of the properties picked as defining visual relevance. Among common image retrieval datasets, two tasks prevail:
• particular scene (or near-duplicate) retrieval: relevant images are images from a given scene or object, with variations in scale, orientation, illumination, occlusions, but not in the aspect (shape, color and texture) of the scenes or objects. This task is illustrated in Fig.5 ; • category retrieval: relevant images represent objects from a given category (airplanes, watches. . . ). In addition to the aforementioned transforms, changes in object shapes, colors or textures occur. This is illustrated in Fig.6 . This task is more difficult to handle than the first one, considering the intra-class variations of the objects.
In this paper, both tasks are considered, and two datasets used for each.
A. Datasets for Particular Scene Retrieval
We selected two datasets that have been intensively used in the literature for this task: [15] : it contains 10,200 images divided into groups of four relevant images. The results are usually evaluated using a specific evaluation score which is equivalent to a precision after 4 documents (including the query among the results). Since the ground truth is provided for all documents, any of them can serve as a query; • Oxford dataset [10] : it contains, among others, images of Oxford buildings. It contains 5,063 images and provides 55 queries with their associated ground truth. The relevant documents associated to each query are classified into good, OK and junk categories, depending of the proportion of the building present on the image. In our experiments, all categories are considered as relevant whatever its relevance category to ensure the consistency of the evaluation protocol. For the same reason, full images are taken as queries, instead of the cropped queries provided in the ground truth.
B. Datasets for Object Category Retrieval
We selected two datasets that are generally devoted to image categorization rather than image retrieval, because they are usually used to evaluate visual word-based systems on this task (e.g. [12] ).
• Caltech6: it is a subset of the classical Caltech datasets. It contains 5,415 images split into 6 categories: airplanes, backgrounds, faces, cars, motorbikes and guitars. Each class contains 450 to 1,155 images.
• Caltech101 [21] : it contains 8,196 images split into 101 classes. Each category contains 31 to more than 800 images. This dataset is the most difficult to deal with, as it presents strong intra-class variations and some visually similar categories.
C. On the Properties of the Datasets Used
Although these datasets are not real-world datasets, their properties are helpful to provide comprehensive conclusions about the evaluated systems. Especially, some of the issues mentioned in Section III can be avoided, which allows us to focus on the distributions of visual words with respect to the nature of the image content only. Moreover, these datasets are widely used in the literature, which makes the comparison with other studies possible.
1) Size of the datasets: The datasets are of reduced size, especially compared to some large-scale datasets recently used (up to 10 million images [22] ). However, the whole ground truth is known on these datasets, making the evaluation more reliable. Moreover, their limits and properties allows them to highlight some facts about our systems that would have not been obvious in more diverse datasets.
2) Size of the images and objects: The images within each dataset are of similar size and generally present single objects at a similar scale. It limits the effects that image size, object scale. . . have on visual word statistics that were mentioned in Section III, so the analysis of the results can focus on visual word statistics related to scene or object appearance only.
V. DISTANCES
Minkowski distances are usually used to compute the similarity between visual word vectors. The general equation of a Minkowski distance is provided by (1) . The parameter k of these distances allows one to define different distances with different properties. In particular, k does not have to be an integer value. Distances so that k < 1, called fractional distances (although they are actually semimetrics), have interesting properties in high dimensional spaces [23] , and are effective in image retrieval tasks [24] . They have two remarkable properties:
• they reduce the impact of the curse of dimensionality; • they can handle, to some extent, the presence of noise in the data; however, Aggarwal et al. [23] showed that when the data is too noisy, they tend to be equivalent, whatever the value of k. In practice, L 1 and L 2 are the most used in visual wordbased image retrieval, and especially L 1 since it was reported as providing better performance [15] , although this was observed on a single dataset and not further investigated. To our knowledge, fractional distances have never been tested in this context.
VI. WEIGHTING SCHEMES Weighting schemes are very popular and powerful tools of text retrieval. Their goal is to consider not only the presence or absence of words in the documents, as done in former information retrieval models such as boolean models [25] , but also their importance with respect to the content of the document. The basic idea is to assign higher weights to the words that best describe documents. Such weights provide finer descriptors, so that retrieval performance can be improved.
In this section, the weighting schemes that are tested in the experiments are presented. First, some weighting schemes traditionally used in the context of the vector space model (VSM) are introduced, then weighting schemes adapted from probabilistic models, along with a framework to adapt them to the VSM. These weighting schemes follow the traditional assumptions about the distribution of words in texts, mentioned in Section III. Finally, some new weighting schemes are proposed, based on some of the specific properties of visual words that were provided in Sections III-B and III-D. Table II presents the notations used throughout the paper, and Tables III and IV list the weighting schemes considered. In the following, the word term, common in the information retrieval literature, stands for any kind of word (textual or visual). 
A. Weighting Schemes from the VSM
The weights w ij used in the VSM are generally based on empirical observations rather than complex models, but this is generally sufficient to provide significant improvements of the retrieval performance. The three most common assumptions are:
• the more frequent a term in a document, the best it describes this document. It is based on Luhn's first observations about the statistical description of documents [26] ; • the less documents a term appears in, the more specific it is to these documents. This observation is due to [18] ; • the longer a document, the higher the frequencies of its terms. Hence the need for normalization techniques. 
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Inverse document frequency These observations lead to the following formulation of weights:
where l ij represents the local importance of t i in document d j (based on Luhn's observation), g i represents a global weight reflecting the specificity of t i in the collection (based on Spärck-Jones' observation) and n j is a normalization factor depending on document d j . The remaining of this section describes the most common alternatives used to compute these components. Their mathematical formulation are provided in Table III . 1) Local Weights: a) Frequency: This is the raw term frequency tf ij , i.e. the number of occurrences of visual word t i in document d j .
b) Frequency logarithm: It limits the highest word frequencies. Indeed, if a document contains a high number of occurrences of a given term, it will tend to be returned for any query containing this term, making the contribution of other terms negligible. This weight overcomes this issue [27] . c) Normalized augmented frequency: It is another means to limit the effect of high-frequency terms. Its contains two parts: one corresponds to the presence of the term only, the other corresponds to its frequency. Tuning the value of a provides more importance to one part or the other [28] . In the experiments, a = 0.5 is chosen, so that both parts have equal importance. d) Binary weighting: It takes into account the mere presence of the term, discarding any frequency information. e) Squared frequency: It emphasizes the importance of frequent visual terms.
2) Global Weights: a) Inverse document frequency: Inverse document frequency (idf) is born from the observation that words occurring in few documents are specific to the content of these documents, whereas words that occur in many documents are more general, therefore less descriptive. It is inversely proportional to the document frequency df i (number of documents where t i occurs). This weight is widely used in the visual word literature [2] . b) Squared idf: Squared idf increases the weight of rare (i.e. specific) words, which can improve the precision of retrieval systems [29] .
3) Normalization Factor: The role of the normalization factor is twofold:
• it provides weights that are relative to the document length. This effect is also provided by some local weights, e.g. normalized augmented frequency; • it ensures that all document vectors have the same norm, so that query-document distances can be compared consistently. The norm used depends on the distance. In the case of Minkowski distances, the normalization factor associated to distance L k is:
where d j = (w 1j , w 2j , . . . , w mj ) is the vector of term weights.
B. Weighting Schemes from Probabilistic Models
Introduced by Robertson, probabilistic models rely on his probability ranking principle (PRP) [30] : If retrieved documents are ordered by decreasing probability of relevance on the data available, then the system's effectiveness is the best to be gotten for the data. This intuitive principle is the basis for any probabilistic retrieval system, no matter what kind of information (textual, visual. . . ) it deals with; however, it does not tell how to compute relevance probabilities. Several models of relevance have been proposed and validated on text data. To our knowledge, none of them has been applied to visual words. This paper focuses on two popular probabilistic models. Before presenting them, we explain how they can be fit into the VSM, making them more flexible.
1) From Probabilistic Models to the VSM:
The probabilistic models presented here can be seen as specific cases of the VSM. Indeed, the relevance probability of a document to a query depends only on the match of their terms under the independence assumption, raising this general probabilistic matching (PM) measure:
where q i = 1 if term t i is present in query q, and q i = 0 otherwise. This is equivalent to computing a scalar product between two vectors, with the following properties:
• the query vector contains only some information of term presence and absence. This is suited to text retrieval since the queries are usually short and do not contain repeated words. However, as stated in Section III-F, it does not apply to image retrieval, where queries are longer and terms can be repeated. Moreover, the query vector is not normalized, which is not suited to image queries neither; • the document vector contains the probabilities of occurrence of terms in the document, which can be interpreted as a term weight in the VSM.
This scalar product is itself the main component of the most popular similarity measure of text retrieval, the cosine similarity 2 , which is basically a normalized scalar product. It must be noted here that the probabilistic term weights are implicitly normalized, since probabilities always sum to 1. By considering the term probabilities as weights, these probabilistic models can be used within the VSM in a more flexible way, as:
• query terms can be weighted in the same way as document terms; • any distance can be used, provided the vectors are properly re-normalized (see Section VI-A.3).
2) Weighting Schemes from Best Match Models:
The most popular probabilistic model is the best match (BM) model proposed by Robertson, and especially the BM25 version, that yields excellent results during TREC evaluations [31] and is considered as a reference system. The complete BM25 formula includes some relevance information, which can be obtained, for instance, by (pseudo-)relevance feedback; however, as (pseudo-)relevance feedback is beyond the scope of this paper, only a simplified version of BM25, where relevance information is dis- 2 The cosine similarity is itself equivalent to distance L 2 when computed on normalized vectors: d L 2 (x, y) = 2. (1 − cos(x, y) ).
carded, is considered:
and k 1 and b are constant values. In the experiments, the following default values are used: k 1 = 1.2 and b = 0.75. From this formulation, the following weighting scheme can be extracted:
It is the combination of a local weight and a global weight (detailed in Table III ). The local weight is derived from the 2-Poisson model proposed by [32] to represent the distribution of terms within a document [33] . The second part, derived from the PRP, is known to provide optimal global weights when relevance data is provided [19] .
It is close to the idf weight, and sometimes named probabilistic idf .
3) Weighting Schemes from Divergence from Randomness Models: Introduced by Amati and van Rijsbergen [34] , divergence from randomness (DFR) models rely on the following assumptions:
• the distribution of terms in a collection is a random process; • when a term is specific to a given document, its frequency is different from its frequencies in other documents, so that specificity can be measured as the divergence of term frequency from the initial randomness model. The probabilities associated to terms are computed by combining two information sources, Inf 1 and Inf 2 , which are derived from two probabilities, Prob 1 and Prob 2 , following this expression:
Prob 1 is the probability that a term has a given frequency in any document, based on collection information and the randomness model. It is therefore similar to a global weight. The associated information source Inf 1 is called the informative content of the term. Prob 2 corresponds to the risk to pick the term as a good document descriptor. It depends on the current document only, similarly to a local weight. The associated information source Inf 2 is called information gain, which designates the additional information brought by this term to the current document as compared to any other document. Amati and van Rijsbergen proposed three different randomness models and, since these models cannot be computed exactly, two approximations to compute each of them. Here, we review these models and provide their approximations in Table IV . More details about them can be found in [34] . a) Bernoulli's model: This model assumes that the frequency of term t i is the result of a Bernoulli process, i.e. the result of successive independent random draws of occurrences of term t i among its occurrences in the whole dataset. This model raises the following equation for Prob 1 :
) Bose-Einstein model: Inspired from random models used in physics, its formulation for Prob 1 is:
c) Inverse document frequency model: It is inspired from the aforementioned principle of idf. Its formulation for Prob 1 is:
d) Information gain models: Together with these randomness models, Amati and van Rijsbergen proposed two models of information gain. We review them here and provide their equations in Table IV (see [34] for details). The first one, called Laplacian model, is based on Laplace's succession law, which provides the probability that a given event (here, a term in a document) that already occurred occurs once more. The other, Bernoulli's model, calculates the information gain as the ratio between the probability to have a given frequency tf ij for term t i and the probability to have the same frequency plus one. These probabilities are assumed to be Bernoulli processes, hence the name of the model. e) Normalization models: Each of these information gain models can be combined with any of the randomness models presented before. Since these models do not take the document length into account, tf ij has to be normalized first. The normalization functions proposed in [34] are provided in Table IV . They are based on the average length of all documents. Since this value is not used in existing local weights, DFR normalization H1 is added to the list of local weights (l 5 in Table III) to evaluate its relevance independently from DFR models.
C. New Weighting Schemes
In this section, two additional weighting schemes that seem suited to images are proposed, based on the statements of Section III-B and III-D. The first one is a global weight based on empirical observations. The second one is a DFR randomness model.
1) Average Frequency and idf : This global weight relies on two distinct values:
• the inverse document frequency idf: it is used as a basis, following the assumption presented in Section III-E;
• local mean frequency: objects often contain repeated parts (for instance, eyes in faces or wheels in motorbikes), so the visual words corresponding to such parts are more informative than visual words occurring alone. We propose to take this into account by weighting the term using its average intra-document frequency tf. This average frequency is computed only on the documents where the visual word occurs, because considering the whole collection would penalize the terms that occur only in few images. The proposed weight combines these two elements into a new global weight (g 4 in Table III ). A squared version of this weight is also proposed (g 5 in Table III ) to emphasize these terms even more.
2) Hypergeometric Randomness Model: We propose to add a hypergeometric randomness model to DFR models. Contrary to the Bernoulli model which considers the terms occurring in a document as successive random draws of term occurrences among all the term occurrences of the collection, the hypergeometric model considers a single draw of several terms at once. The Bernoulli model accumulates terms one by one in a document, which fits well the common hypothesis used in text retrieval, where terms are added as the document grows. Since, in image retrieval, as shown in Section III-B, sets of terms are more representative of the image content than single terms, a hypergeometric model seems more suited, as it considers terms taken together. From the definition of hypergeometric distributions, the hypergeometric model of Prob 1 is:
To estimate factorials, Ramanujan's approximation [35] , which provides more precise values than Stirling's approximation used by Amati and van Rijsbergen, is used:
The final approximation for this model is given in Table IV.
VII. EXPERIMENTS
This section details the experiments performed using the distances and weighting schemes previously presented. First, the general experimental settings are presented. Then some results obtained with different distances (Section VII-B) are provided, followed by results obtained using different combinations of weighting schemes and distances (Section VII-C). More detailed results are available as an internal publication [36] .
A. Experimental Settings 1) Visual Vocabulary:
Interest region detector: The Hessian-affine region detector [37] is used. This region detector provides good performance [38] and is widely used in the visual wordrelated literature (e.g. [3] , [10] .
Interest region descriptor: SIFT descriptors [7] are used, as they provide excellent results for many applications [39] and are the most popular in the literature related to visual word-based systems (e.g. [2] - [4] , [10] ).
Clustering algorithm: For efficiency reasons, we use a hierarchical k-means algorithm [15] . Although it does not provide optimal clusters, it is still a good approximation of more costly solutions such as the classical k-means. Moreover, as stated before, no clustering algorithm is able to provide optimal performance in such high dimensional spaces (128 dimensions for SIFT descriptors).
Vocabulary size: Table V presents, for each dataset, the size of the vocabulary. These sizes have been chosen by validation on some randomly chosen queries, different from the queries used in the experiments (except on the Oxford dataset where the number of available queries is limited; in this case, the largest vocabulary that the implementation could handle is used, following the observations of Philbin et al. [8] on this dataset). 2) Queries: All queries are whole images, and their terms are weighted as the database images' ones are. They have been randomly picked from each database, except for the Oxford dataset in which they are provided as part of the ground truth. Table VI shows the number of queries used for each dataset. These quantities are sufficient to provide reliable results [40] . 3) Evaluation: The performance of the tested systems is evaluated using precision and mean average precision (MAP). Precision is computed after different numbers of documents (document cut-off values, DCV), depending of the average number of relevant documents existing in the dataset considered. In particular, a DCV of 4 documents is sufficient for the Nistér dataset. As a sequential search algorithm is used, recall is not necessary: it varies in the same way as precision. The statistical significance of the results is tested using Wilcoxon's test (p-value = 0.1). The results of these tests are not reported here due to limited space, but are available in [36] ; non-significant results are indicated in the comments of the experiments.
B. Experiments on Distances
Minkowski distances are tested for different values of k between 0.01 and 3. The vectors are weighted using tf . idf, as it is done in most publications, and normalized according to the distance. Fig.7 shows the performance of the system w.r.t. k. One can make the following observations:
• on Caltech6, the overall results are improved when k < 1, and optimal when k = 0.75. The worst results are obtained with high values of k. • on Nistér, the results are similar to those obtained on Caltech6. It must be noted that the precision results are less significant here, as there are only 4 relevant documents per query; • on Caltech101, the behavior is globally similar to what happened with the previous datasets, but the differences of performance are less prominent; • on Oxford, the results are opposed to the previous ones: best with high values of k (k = 2), worse with low values of k. These results are discussed in Section VIII-A; the specific case of Oxford is discussed in Section IX-B.
C. Experiments on Weighting Schemes 1) Weighting Schemes Tested:
In these experiments, the weighting schemes are divided into two categories:
• weighting schemes obtained by the combination (product) of a local weight and a global weight (plus a proper normalization depending on the distance) from Table III. In the results, combinations of a local weight and a global weight are noted l x g y , where l x is the local weight and g y the global weight; • weighting schemes derived from DFR models (Table IV). They are tested separately as their components make sense only taken together. The vectors are re-normalized according to the distance. In the results, these weights are noted XY Z, where X is the randomness model, Y the information gain model and Z the normalization model. Every weighting scheme is tested using distances L 1 and L 2 . Although they do not provide optimal results (as shown before), they are the most common distances in the literature and reflect the differences observed on the datasets. Some experiments have been performed using the original formulation of the DFR models to show the importance of query normalization. Not presented here due to limited space, they are available in [36] .
2) Results: The results presented here are computed as the performance gain obtained with respect to the weighting scheme l 1 g 0 (mere count of term occurrences). The absolute performance of this baseline are provided in Table VII . Detailed results are available in [36] . Combined weighting schemes: Figures 8 and 9 present the results obtained using combined local and global weights. The best local weight depends on the dataset considered. When L 1 is used to compare the vectors:
• on Caltech6, l 3 and l 7 are the best local weights, followed by l 4 ; • on Caltech101, all weights are equivalent (not statistically significant differences), except l 6 which worsens the results; • on Oxford, weight l 6 yields the best results, followed by l 1 and l 5 , the two latter providing similar results. All the others worsen the results.
When using L 2 , the results' trend is similar -no weighting scheme prevails on all datasets-but the absolute performance is always worse than the performance obtained with L 1 , except for Oxford, as in Section VII-B. These results are not further detailed but will be discussed in Section IX. As for the local weights, no global weight outperforms all the others: it depends on the dataset considered. When using L 1 :
• on Caltech6, our new weights g 4 and g 5 provide the best results; • on Nistér, g 3 is the best, but g 1 and g 2 yield good results as well; • on Caltech101, the results are similar for all weights, and using no global weight at all is often the best choice; • on Oxford, g 3 and g 5 provide the best results. The results using L 2 are not detailed here since the performance is generally worse than what was obtained using L 1 . Globally, g 3 often yields good results; g 4 and g 5 also provide interesting results on two datasets. The results of local weights are discussed in Section VIII-B, and those of global weights in Section VIII-C. The case of Oxford is discussed in Section IX-B.
DFR weighting schemes: Figures 10 and 11 present the results obtained using DFR-based weighting schemes. The results obtained are close from one to another, and the differences are often not statistically significant. As for the local/global schemes, none of them outperforms all the others, although a small group is clearly more effective than the others: when using distance L 1 , the approximation D of the Bernoulli model performs well in many cases, as well as the inverse document frequencybased models. Model DLH1 yields the best results on the Nistér dataset, but information gain model B per-forms better on the others. None outperforms the best local/global schemes. Here again, L 2 provides scores that are closer from one to another, and behaves globally worse than L 1 . Some aspects of these results are discussed in Section VIII-D.
Overall results: Table VIII shows the best improvement obtained on each dataset (using distance L 1 ). Two remarks can be done:
• the maximal gain is generally not very important, and not always statistically significant. The only gain that excess 10% is obtained on the Oxford dataset. The gain is low on the most difficult dataset, Caltech101; • the maximal gain is obtained by a different weighting scheme for each dataset and each performance measure; none of these weighting schemes provides optimal results on any type of data. Figure 8 . Performance gain using the weighting schemes from Table III and distance L 1 , with respect to the baseline weighting scheme l 1 g 0 (Precision@4 for the Nistér dataset). The lines are added to facilitate visualization.
VIII. ANALYSIS OF THE RESULTS
A. On Parameter k of Minkowski Distances
On Caltech6 and Nistér datasets, the observed effect of parameter k is consistent with what was observed by [23] and, especially, [24] : low values of k improve Figure 9 . Performance gain using the weighting schemes from Table III and distance L 2 , with respect to the baseline weighting scheme l 1 g 0 (Precision@4 for the Nistér dataset). The lines are added to facilitate visualization. the retrieval results, but below a certain value, the performance decreases dramatically. However, this behavior is not well understood. The role of k can be seen as follows: it confers more or less importance to each of the local distances 3 . Using low values of k reduces the highest local distances (see Fig.12 ), and thus provides more importance to lower local distances in the calculation of the final global distance value. It explains the fact that fractional distances generally yield good performance in high-dimensional spaces: they allow more dimensions to "express" themselves in the overall distance calculation. More practically, the results here show that a compromise must be found between high and low local distances.
On the Caltech101 dataset, distances so that k < 1 also improve the results, but the performance gain is much more limited than it was on Caltech6 and Nistér datasets. The first difference between this dataset and the two preceding ones is the size of the vocabulary. A much larger vocabulary is used for Caltech101, resulting in much sparser vectors. However, Howarth and Rüger Figure 10 . Performance gain using DFR weighting schemes and distance L 1 , with respect to the baseline weighting scheme l 1 g 0 (Precision@4 for the Nistér dataset). The lines are added to facilitate visualization.
showed that fractional distances are more suited to sparse vectors than dense ones [24] . The second difference is the quality of the vocabulary: the strong intra-class variations of images, and the small inter-class variations of some classes make it much more difficult to obtain consistent visual words, in the sense of visual words corresponding to specific parts of objects in a given class. The probability that a given SIFT descriptor falls in the wrong cluster (i.e. visual word) is high 4 . The resulting visual word vectors are then very noisy. The presence of noise explains the fact that all the distances tend to be equivalent, since [23] already highlighted this behavior in their experiments. It Figure 11 . Performance gain using DFR weighting schemes and distance L 2 , with respect to the baseline weighting scheme l 1 g 0 (Precision@4 for the Nistér dataset). The lines are added to facilitate visualization.
shows that, contrary to what is often admitted, the use of a descriptor quantization step does not provide more generalization skills to the system, but rather adds some noise.
B. Local Weights
As shown in Section VII-C, the choice of the optimal local weights strongly depends on the dataset considered. The local weights can be classified into two major categories:
• weights that limit the high frequencies: l 2 , l 3 , l 4 and l 7 , l 4 being an extreme case where all frequency information is discarded; • weights that emphasize high frequencies: l 6 . The others (l 1 and l 5 ) are somewhat equivalent in the sense that the relative importance of the different terms within the document remain the same. The local weights from the first category are the most effective on Caltech6 and Nistér datasets, but not on the Caltech101 dataset where no weight significantly improves the performance. The distribution of words in the documents can help explaining that. Fig.13 shows the average frequency of words in the documents in which they occur, and the standard deviation of this frequency (the documents where they do not occur are of poor interest to study local weights). Table IX also shows, for each dataset, the number of hapax, i.e. of words occurring only once in the whole collection. For Caltech6 and Nistér datasets, the average frequencies of visual words stand between 1 and 2 for most of the vocabulary, and increase dramatically for a few visual words. Moreover, several words have an average frequency of 1, without being hapax. This distributions explain the effectiveness of the weights reducing the high frequencies, since they prevent the most frequent visual words to represent most of the overall distance between the documents to the expense of less frequent visual words. It shows the need to find a compromise between taking into account the frequencies of words or their presence only, because high frequency words can hide the presence or absence of less frequent words in the final distance value. This behavior is similar to what was observed with distances; this is further discussed in Section IX-A. On Caltech101, most of the average frequencies stand between 1 and 1.2. Moreover, many words have an average frequency of one, only one third of them being hapax. This fact can be explained by the large size of the vocabulary as well as by the presence of noise due to the quantization step, as we mentioned already. Such frequencies can explain the lack of effect of most of the local weights, since they tend to be equivalent when local frequencies are equal to 1 (especially, l 1 , l 2 , l 4 and l 6 become identical). It also explains why l 6 worsens the results dramatically: it emphasize the rare visual words whose frequency is 2 or more, at the expense of most of the vocabulary. Finally, the distributions on Oxford are similar to the ones observed on Caltech101, with higher standard deviations, with different results; this special case is discussed in Section IX-B. 
C. Global Weights
One interesting result about global weights is obtained on Caltech101: the best setting on this dataset is not to use any global weight. It shows that it is hard to provide valid assumptions about the distribution of visual words and to define effective weights when the complexity of the dataset increases. It also questions the tendency of many authors to use idf systematically, since our results show that it is not a good choice when dealing with complex data. On Caltech6 and Nistér, weights g 4 and g 5 help improving the results, in combination with local weights that decrease local frequencies. These weights allow to emphasize words that tend to be repeated locally over the dataset, as opposed to l 6 which emphasize any words that are locally frequent. In datasets where objects (e.g. motorbikes or faces in Caltech6) contain both repeated and non-repeated visual words, such weights allow to reach a better compromise between word presence and word frequency.
D. DFR Weighting Schemes
Globally, the complexity of the DFR models make the results that they yield difficult to interpret. However, about the hypergeometric model we propose, one can make the following remarks:
• contrary to the other DFR weights, the hypergeometric model-based weights perform better with a H0 normalization, i.e. without normalizing frequencies.
It can be explained by the fact that this model already takes into account the length of the documents, making any additional normalization superfluous; • although it is more appealing in theory, this model yields results that are similar to the ones obtained using a Bernoulli model (the difference between them are not statistically significant). It can be explained by the fact that hypergeometric distributions tend to be equivalent when the number of elements to draw (here, the document length) is negligible compared to the overall number of elements (here, CF * , the overall number of visual word occurrences in the collection). 
IX. DISCUSSION
A. On the Relation Between Distances and Weighting Schemes
As mentioned in Section VIII-B, results suggest a relationship between some types of weighting schemes and Minkowski distances: the weighting schemes limiting high frequencies of visual words tend to yield similar effects as distances L k with a low value of k, whereas the weighting schemes that emphasize high term frequencies provide results similar to those provided by the use of high values for k. This can be explained at the local distance scale: a low k value decreases local distances, as does the reduction of the amplitude of high frequencies, and inversely. It is therefore possible to approximate a fractional distance by using any regular distance and a suited weighting scheme. This property allows one to overcome the fact that fractional distances do not respect the triangle inequality [23] . This trick allows to combine the good properties of fractional distances with indexing methods relying on the triangle inequality to quicken nearest-neighbor searches [41] . This property also shows that both distance and weights have to be taken into account when looking for the appropriate compromise between term presence and term frequency. For instance, on the Oxford dataset, we see that l 6 is the best local weight when using distance L 1 , but not with distance L 2 , since the effects of the distance and the local weight are cumulated.
B. Influence of the Visual Nature of the Images
Results show that the visual content of the images has a strong impact on the choice of an optimal weighting scheme. On Oxford, the best results are obtained using weight l 6 (or, equivalently, a distance L k with a high k). This happens because the query objects are buildings, which contain mostly repeated parts (e.g. windows), as shown in Fig.14. Emphasizing locally frequent words gives importance to parts of the object of interest over parts of the background, and to buildings over objects in distractor images that do not contain repeated parts. On Caltech6 and Nistér, weights g 4 and g 5 emphasize words that tend to be locally repeated over the datasets, instead of emphasizing all words that are frequent in the current image. This is effective considering the objects of interest from these datasets (faces, motorbikes. . . ) that contain both repeated (eyes, wheels. . . ) and non-repeated parts.
Therefore, the nature of the images has a strong impact on the best settings to use. Although no optimal setting exists, it is possible to adjust the weighting strategy to the nature of the data considered. Some guidelines to do so are provided in Section X.
C. Scalability of Weighting Schemes
The results obtained on Caltech101 questions the scalability of most weighting schemes: are weighting schemes systematically less effective when the number of object classes increases? The results on the Nistér dataset show that this is not the case. Indeed, although this dataset contains 2,550 classes 5 , some weighting schemes have shown to be effective. The difference lies in the nature of the classes: since Nistér is dedicated to near-duplicate retrieval, the classes have a low intra-class variance and a high inter-class variance; Caltech101, which contain generic classes of objects, has opposite properties. Therefore, weighting schemes can be detrimental in the case of complex datasets, where visual word ambiguity is high, but still perform well at the scale of large numbers of classes, as long as ambiguities between classes are limited.
D. Looking Back on the Relationship to Textual Words
In Section III, a conceptual analysis of the differences between visual words and textual words was proposed. The experimental results reported here validate some of these differences:
• intra-document frequency (see Section III-D) of visual words differs from the one of textual words. Indeed, intra-document frequency of visual words is related to the visual nature of the objects, but not necessarily to their overall representativity in the image. This makes the choice of local weights less straightforward as it is for text data, as shown by the results obtained on Oxford as compared to other datasets: the choice to emphasize or not locally frequent visual words will depend on the visual nature of the query objects; • collection frequency (see Section III-E) of visual words cannot be interpreted in the same way as collection frequency of textual words; • query normalization is essential in image retrieval because queries are images containing a high number of word occurrences, as opposed to text queries which are usually short. A series of experiments (not reported here but available in [36] ) showed that not normalizing image query vectors is always detrimental to the performance of the retrieval system.
These differences are mostly due to the semantic nature of visual words as compared to textual words (as introduced in Section III-B). The major consequence in terms of weighting strategies is that images require to adapt the weighting schemes to the visual content of the objects to be queried and the visual variability of the collection, whereas text retrieval can rely on nearly universal weighting approaches. Some authors [42] proposed to build visual vocabularies which provide similar statistics as textual vocabularies; however, this may not be desirable since, as shown in our experiments, the difference between text and image data can be leveraged to improve the retrieval results, by choosing weighting schemes according to the visual content of the datasets. Figure 14 . Query images from the Oxford dataset. The query buildings contain many repeated visual elements (e.g. windows, architectural features) that are very specific to the query objects and have to be emphasized to best describe the images' content.
X. SOME GUIDELINES TO CHOOSE WEIGHTING SCHEMES
From the analyses and discussions provided in Sections VIII and IX, we can draw the following major conclusions about weighting scheme design:
• local weighting schemes help to give locally more or less importance to visual words that are repeated in documents; it is possible to design global weights that have a similar effect, only globally; • tuning parameter k of Minkowski distance is equivalent to using a local weighting scheme to emphasize more or less highly frequent visual words; • the fact that locally frequent visual words are good descriptors of query objects depends on the visual nature of these objects (e.g. when they are buildings as in Fig.14) ; • idf is not effective when the dataset considered is too complex (high number of classes with high intraclass variance and low inter-class variance -see for instance Fig.6 ). Based on this, the following general formulation of a weighted distance can be used in any system:
This formulation uses the L 1 distance as a basis, as it provides a "neutral" distance. Emphasizing or not highly frequent words is left to the local and global weights. The parameters α, β and γ of this general weighted distance are described below. Parameter α has the effect of a local weight: setting α < 1 will reduce the emphasis of locally frequent visual words, while setting α > 1 will increase their importance. In general, α should be low, to emphasize word presence over word frequency, as shown by the results obtained on the Caltech6, Caltech101 and Nistér datasets. When locally repeated visual words are important to describe query objects, α should be set to a high value. This is the case for building image datasets for instance, but also datasets containing highly textured objects in general. An analysis of the average frequency of visual words in the images as the one provided in Fig.13 can help to adjust the value of α in the absence of specific ground truth data. Other dataset properties that could be taken into account to refine this estimation are:
• the relevance of frequent patterns to describe query or relevant images as compared to distractors (images that are not expected to be queries or relevant results), e.g. when searching for buildings (such as the ones in Fig.14) in general-purpose image collections; • the relevance of frequent patterns to describe query or relevant objects as compared to their background in a single image. The third column of Fig.3 provides an example where frequent patterns are specific to the background rather than the object of interest.
Computing statistics about these facts would require relevance or segmentation ground truth data.
Parameter β can emphasize visual words that have a high average frequency in the images in which they occur. As a global parameter (related to weights g 4 and g 5 in our experiments), it differs from α as it does not emphasize all the word frequencies in a single image but only the frequencies of some specific words which have higher local frequencies over the collection. Whereas high α values are suited to images that contain mainly repeated parts (such as building images), β should be high when the objects of interest contain both repeated and nonrepeated words (e.g. a face, as in Fig.1 ).
Parameter γ controls the idf part of the weighting scheme, i.e. whether specific (or rare) visual words should be emphasized. As shown in our experiments, γ should be set to a high value in datasets where the complexity of images (in terms of intra-and inter-class variance) is limited, such as Caltech6 and Nistér. When the datasets get more complex visually and descriptors cannot be assigned to visual words reliably (as in Caltech101), lower values of γ should be picked.
XI. RELATED WORK
A. Visual Words and Weighting Schemes
Although many authors include the tf . idf weighting scheme to their visual word-based systems, few papers exist that really analyze the effectiveness of visual words and try to adapt weighting schemes from text retrieval systems to image retrieval systems. To our knowledge, only Jiang et al compared the classical tf . idf to another existing scheme, the binary weighting, in the context of image classification [43] and image retrieval [44] . They used these two weighting schemes as a baseline to evaluate their own weighting scheme, which relies on a fuzzy assignment of the initial descriptors to their two nearest centroids instead of just one, as it is usually done. In the same spirit, Gemert et al. proposed to weight visual word occurrences based on the distances from the descriptors to the vocabulary centroids [45] . None of them considered weighting schemes based on the statistical distribution of the visual words only, nor did they provide any comprehensive study of such weighting schemes as it is done in this paper. Ref. [8] proposed a work similar to the one of Jiang et al., also based on the properties of the clustering rather than statistical properties. More recently, [46] proposed a weighting scheme based on a previous segmentation of the image based on color, to integrate geometrical information to their system. Here again, the statistical properties of visual words in the image and in the collection is not used. To our knowledge, [47] are the only ones who studied such properties. They studied the burstiness of visual words, which is the fact that visual words are more likely to occur in an image if this image already contain numerous occurrences of them. This phenomenon is also well-known in text retrieval. They correct their similarity scores by decreasing the score of visual words that have a high number of matches, and show that it increases the performance of their system. Their work differs from the present paper as their correction does not rely on pure statistics of term occurrences but rather uses on the distance of the descriptors to the cluster center.
B. Visual Words and Distances
Determining the optimal distance for visual word-based systems is essential but only received little attention in the literature. As mentioned in Section V, [15] compared L 1 and L 2 distances on one dataset only, and preferred L 1 , but did not provide any explanation about these results. Some other authors proposed custom distances for visual word vectors comparison, based on some specific properties. Ref. [3] proposed a distance which relies on the assignation step of the local descriptors to the centroids, to provide a finer similarity measure. Ref. [16] also proposed a new distance based on this kind of properties. Finally, [20] proposed another distance, which relies on the properties of the nearest-neighbor search in a more general way. All these distances where generally validated on only one dataset.
XII. CONCLUSION
In this paper, we proposed a study about distances and weighting schemes in the context of visual words-based image retrieval systems. We tested several parametrization of the Minkowski distance and 84 weighting schemes configurations adapted from the text retrieval literature, and proposed two new weighting schemes based on specific properties of visual words. The experiments were performed on four datasets, corresponding to the two most popular image retrieval tasks: particular object/scene retrieval and categorized image retrieval. These datasets present some interesting features that allow to bring to light some properties of the visual words. Results show that there is no universally optimal weighting schemes, but rather that weighting schemes should be chosen according to some visual properties of the dataset considered. To do so, a general weighting framework and some associated guidelines were proposed. In addition to these conclusions, our study revealed other interesting facts:
• Minkowski distances and weighting schemes are linked, in the sense that they provide the same kind of effect on the distance calculation, so that weighting schemes can approximate fractional distances; • contrary to what is often assumed, the quantization of descriptors does not provide more generalization properties to the system, but rather adds some noise which strongly limits the performance of the system, not only when dealing with particular object retrieval (as it was implicitly shown by some previous papers such as [3] , [16] ), but also when considering categorized image retrieval. This result also explains the success of some approaches in supervised image classification that take into account the accuracy of descriptor quantization [6] ; • using no weighting scheme at all can be the best choice when dealing with complex datasets.
Finally, this work also questions some experimental habits of the community:
• the tendency to systematically use a tf . idf weighting scheme without considering other choices; • the tendency to test the systems on one dataset only, whereas datasets always contain biases, and can therefore yield results that cannot be generalized to others datasets.
One task that can be envisaged following these results is to try to make the systems able to adapt themselves to the nature of the query. This issue, that has not been addressed directly so far, but is implicitly present is some papers such as [48] , is not limited to visual word-based systems, but to any retrieval system, whatever the kind of descriptors it uses. Indeed, it is clear that some descriptors are clearly suited to describe some kind of objects but not the others, e.g. color is suited to describe natural objects (such as trees), but not human-made objects (such as cars). Another perspective is to try to better understand the model underlying the distribution of visual word in images, to define more accurate weighting schemes.
In text retrieval, some authors have formally defined the desirable properties of IR systems according to the objectives of their task [49] . The same work could be done in image retrieval, according to the different image retrieval tasks, to help building models of interest point distribution and/or better interest point detectors, whose properties would be suited to the image retrieval task considered.
