Abstract. In this paper we generalize standard results about non-commutative resolutions of finite groups to arbitrary reductive groups. We show in particular that quotient singularities for reductive groups always have non-commutative resolutions in an appropriate sense. Moreover we exhibit a large class of such singularities which have (twisted) non-commutative crepant resolutions (NCCRs).
Introduction
In this paper we generalize standard results about non-commutative resolutions of finite groups to arbitrary reductive groups. The reader familiar with the basic definitions involving non-commutative (crepant) resolutions may wish to go directly to sections §1.3- §1.5 in which we state our main results or even to §1.6 where we give a number of applications.
Throughout k is an algebraically closed field of characteristic zero. All rings will be k-algebras. If G is an algebraic group then we denote the set of isomorphism classes of irreducibe G-representations by G.
Preliminaries on non-commutative resolutions.
We first recall the definition of a non-commutative crepant resolution [29, 48, 52] . Definition 1.1.1. Assume that S is a normal noetherian Gorenstein domain. Then a non-commutative crepant resolution (NCCR) of S is an S-algebra of finite global dimension of the form Λ = End S (M ) where M is a non-zero finitely generated reflexive S-module and Λ is a Cohen-Macaulay S-module.
For the rationale behind this definition see [48] . In general the behaviour of NCCRs closely mimics that of (commutative) crepant resolutions as defined in algebraic geometry (see e.g. [40] ). In fact the concepts are closely related. Given a NCCR one may sometimes produce a crepant resolution as a GIT-moduli space of representations and conversely a crepant resolution may give rise to a NCCR via the endomorphism ring of a tilting bundle. See e.g. [3, 7, 8, 16, 48] for examples. In dimension three the commutative and non-commutative notions are even equivalent [48] and this is part of the motivation for the algebraic approach to the three dimensional minimal model program by Iyama and Wemyss [19, 20, 51] .
The definition of a non-commutative resolution which is not necessarily crepant has not really been fixed. See however [10] . For the purpose of this paper we adopt the following reasonable definition. Definition 1.1.2. Assume that S is a normal noetherian domain. Then a noncommutative resolution (NCR) of S is an S-algebra of the form Λ = End S (M ) of finite global dimension where M is a non-zero finitely generated reflexive S-module.
Under mild conditions a NCR yields a "categorical resolution of singularities" [24, 31] as shown by the following trivial lemma which is an extension of [31, Example 5.3] . Lemma 1.1.3. Assume that S is a finitely generated integrally closed k-algebra and that Λ = End S (M ) is a NCR for S. Then Λ is smooth as a DG-algebra. Assume in addition that M is a projective Λ-module (so in particular: (1) if S is a summand of M or (2) if S is Gorenstein, Λ is a NCCR of S and M is Cohen-Macaulay). Then the functor
is fully faithful and hence yields a categorical resolution of singularities of S in the sense of [31] .
Note that the existence of categorical resolutions of singularities (satisfying even stronger conditions) has been shown in complete generality in [24] . However we believe that, given their simplicity, categorical resolutions given by NCRs are of independent interest. 1.2. Quotient singularities for finite groups. The notion of a NC(C)R is well understood in the case of quotient singularities for finite groups. Let G be a finite group which acts on a smooth affine variety X. For U a finite dimensional G-
G be the corresponding k[X] G -module of covariants [4, 46] .
Let mod(G, k[X]) be the abelian category of G-equivariant finitely generated k[X]-modules. This category has a projective generator U ⊗ k[X] where U = If G is a reductive group acting on a smooth projective variety X linearized by an ample line bundle L and U is a finite dimensional G-representation then we may define an associated "module" of covariants M ss (U ) on X ss / /G which is a coherent sheaf of O X ss / /G -modules whose sections on V / /G for a G-invariant saturated (cfr §4.
3) affine open V ⊂ X ss are given by M (U ⊗ O(V )) G . We may prove a GIT-version of Theorem 1.3.1 when X is projective. Then there exists a finite dimensional G-representation U containing the trivial representation as a summand such that the coherent sheaf of algebras Λ = M ss (End(U )) on X ss / /G has finite global dimension when restricted to affine opens.
Again the sheaf of algebras M ss (End(U )) yields a categorical resolution of singularities of X ss / /G in the sense of [31] as in Corollary 1.3.2. It would be interesting to compare these categorical resolutions to the canonical partial resolutions of X ss / /G constructed by Kirwan in [21] .
For simplicity of exposition we return to the case that X is affine. The generalization to X projective are routine. To obtain a genuine non-commutative resolution for k[X] from Theorem 1.3.1 we have to restrict (G, X) as in the finite group case. Definition 1.3.4. Below we will say that G acts generically on a smooth affine variety X if (1) X contains a point with closed orbit and trivial stabilizer.
(2) If X s ⊂ X is the locus of points that satisfy (1) then codim(X − X s ) ≥ 2.
As in the finite group we will construct non-commutative resolutions as in Theorem 1.3.1 and Corollary 1.3.5 using the properties of the category mod(G, k[X]). However if G is not finite the analysis is more complicated because of two non-trivial issues:
(1) as G has infinitely many irreducible representations the category mod(G, k[X]) does not have a projective generator; (2) modules of covariants are usually not Cohen-Macaulay. The first issue will be handled in §11.2 where we construct certain nice complexes which relate different projectives in mod(G, k[X]). The second issue is handled using the results in [43, 44, 45, 47] . See §4.4 below.
Other papers which discuss the homological properties of categories of G-equivariant modules and more generally coherent sheaves are [2, 17] . To the best of our understanding the results in those papers are complementary to ours.
1.4.
Non-commutative resolutions for quotient singularities. Below we state a number of easy to verify sufficient conditions for the existence of NC(C)Rs (possibly twisted) for quotient singularities. Theorem 1.3.1 will be a corollary of these more refined results. The criteria we state are special cases of a general combinatorial method for verifying whether a module of covariants yields a NC(C)R (see Remark 11.3.2 below).
For simplicity of exposition we will state our criteria for G connected. In §4.5 below we explain how one may handle the non-connected case.
We first introduce some notations which will remain in force for the rest of the paper except when overruled locally. Let G be a reductive group and denote its identity connected component by G e . Let T ⊂ B ⊂ G e be respectively a maximal torus and a Borel subgroup of G e with W = N (T )/T being the corresponding Weyl group. Put X(T ) = Hom(T, G m ) and let Φ ⊂ X(T ) be the roots of G. By convention the roots of B are the negative roots Φ − and Φ + = Φ − Φ − is the set of positive roots. We writeρ ∈ X(T ) R for half the sum of the positive roots. Let X(T ) + R be the dominant cone in X(T ) R and let X(T ) + = X(T ) + R ∩ X(T ) be the set of dominant weights. For χ ∈ X(T ) + we denote the simple G e -representation with highest weight χ by V (χ).
Let W be a finite dimensional G-representation of dimension d and put R = SW , X = Spec SW = W * . Let (β i ) Then one has gl dim M (End(U )) < ∞.
Note that we may always take ∆ in such a way that 0 ∈ L (e.g. let ∆ be the convex hull of W ·ρ). In that case U = 0. We obtain as in Corollary 1.3.5. Corollary 1.4.2. Assume G is connected. If W is generic then for ∆ such that U = 0 in Theorem 1.4.1 one has that M (U ) yields a NCR of R G .
By applying Corollary 1.4.2 in the special case that G = T is a torus and ∆ = 0 one obtains Proposition 1.4.3 which was originally stated in [55] but the proof was later retracted. Proposition 1.4.3. (See §11.6 below.) Assume that S ⊂ Z n is a finitely generated commutative positive (no units) normal semigroup. Then for n ∈ N, n ≫ 0 the
In characteristic p we may take for M a sufficiently large Frobenius twist of R and then Proposition 1.4.3 becomes a confirmation of the idea that in some cases Frobenius morphisms provide a canonical NCR. See e.g. [42, Thm 1.6] for other instances of this principle.
The proof of Proposition 1.4.3 is based on the fact that k[S] may be canonically written [6] as R G where R = SW and G is a (generally non-connected) abelian reductive group for which W is generic.
1.5. Non-commutative crepant resolutions for quotient singularities. Let the notations be as in the previous section. We will say that W is quasi-symmetric if for every line ℓ ⊂ X(T ) R through the origin we have
This implies in particular that W is unimodular (i.e. ∧ d W ∼ = k) and hence R G is Gorenstein if W is generic by a result of Knop (see Theorem 4.1.8 below).
The following result strengthens Theorem 1.4.1 in the quasi-symmetric case.
Theorem 1.5.1. (See §12.1 below.) Let G be connected and assume W is quasisymmetric. Let ∆ be a W-invariant bounded closed convex subset of X(T ) R . Put
Then one has gl dim M (End(U )) < ∞.
If W is generic and L = ∅ then this yields again a NCR as in Corollary 1.4.2. However our main concern in the quasi-symmetric case will be the construction of NCCRs rather than just NCRs. For this we need the concept of a half open polygon which generalizes the notion of a half open interval. Let ∆ ⊂ R n be a bounded closed convex polygon. For ε ∈ R n parallel to the linear space spanned by ∆ put
So ∆ ε is obtained from ∆ by removing the boundary faces which are moved inwards by ε and ∆ ±ε is obtained from ∆ by removing the boundary faces not parallel to ε. We will say that ε ∈ R n is generic for ∆ if it is a non-zero vector which is parallel to ∆, but not parallel to any of its boundary faces. In that case ∆ ±ε is the relative interior of ∆.
Our main result concerning NCCRs is Theorem 1.5.4 below, but we will first state it in torus case. Theorem 1.5.2. (See §12.4 below.) Assume that G = T is a torus and that W is quasi-symmetric and generic. Fix any ε ∈ X(R) R which is generic forΣ and put
In §10.1 below we give an example of a non-quasi-symmetric W such that R T has no NCCR given by a module of covariants. On the other hand if R T is Gorenstein and dim Spec R T = 3 then a NCCR always exists [5] .
It turns out that in order to make the proof of Theorem 1.5.2 work for more general connected reductive groups ε needs to be generic and W-equivariant. Unfortunately it is usually not possible to satisfy both conditions at once. Indeed if G is for example semi-simple then W-invariance enforces ε = 0 which is in some sense the opposite to generic. In §10.2 we will give an example of a quotient singularity for a quasi-symmetric representation which does not have a NCCR at all. See however §5 for a positive example.
In order to state a more generally applicable generalization of Theorem 1.5.2 it will be convenient to expand our setting slightly. So we assume that in addition to the connected G that there is a surjective morphism φ :Ḡ → G whereḠ is a connected reductive group with dimḠ = dim G. Then A def = ker φ is a finite subgroup of the center ofḠ. LetT ⊂Ḡ be the inverse image of T in G. ThenT is still a maximal torus and A ⊂T . We have an exact sequence
and hence a corresponding coset decomposition
Clearly i0(Ḡ) = 1. Our first result is a strengthening of Theorem 1.5.1. 
Then one has gl dim Λ < ∞. If W is is in addition generic and L = ∅ then Λ is a twisted NCR for R G of index iμ(Ḡ).
A "twisted" NCR of index u is just like a NCR except that it is generically a central simple algebra of index u rather than a matrix ring. See §3 below. A NCR is a twisted NCR of index 1.
We now give the criterion for the existence of (twisted) NCCRs we will use. Theorem 1.5.4. (See §12.3 below.) Let G be connected. Assume that W is quasisymmetric and generic. Assume that ε ∈ X(T ) R is W-invariant and letμ be such that
Remark 1.5.5. In Example 10.3 below we give an example of a pair (G, W ) such that R G has a twisted NCCR but it has no NCCR.
1.6. Applications. We now give some applications of our criteria.
1.6.1. Determinantal varieties. We give a new proof for the following result from [7] .
where I n is the ideal generated by the minors of size n + 1. Then S n,h has a NCCR. Remark 1.6.2. We will prove in §5.2 below that the NCCR we obtain in this paper is the same as the one constructed in [7] . 
S di V and assume in addition that W is not a sum of k c and one of the following special representations
It is an NCCR if s is odd. If all d i are even (and hence s is even) then R H has a NCR given by
and it is an NCCR if s/2 is even. In the case that s/2 is odd R H has a twisted NCCR of index 2 given by
Remark 1.6.8.
(1) If W is one of the special representations (1.2) then it is classical that R H is a polynomial ring. (2) Theorem 1.6.7 implies in particular that if all d i are even then R H always has a twisted NCCR. (3) For an application to "trace rings" see §1.6.5 below.
1.6.5. Trace rings. Let n ≥ 2, m ≥ 2 and let V be a vector space of dimension n, G = PGL n and W = End(V )
⊕m . Then Z m,n def = R G is the so-called (commutative) trace ring of m, n × n-matrices. The reason for this terminology is as follows. One has X = Spec SW = End(V ) ⊕m . For x ∈ X let x i ∈ End(V ) be the i'th component of x. Then a famous result, conjectured by Artin [1] and proved by Procesi [35] (see also [12, 13, 14, 38] ), asserts that Z m,n is generated by the traces Tr(x i1 · · · x it ) of products of the x i and moreover Procesi also proves that all relations between these traces are derivable from the Cayley-Hamilton identity. If (m, n) = (2, 2) then Z m,n is a polynomial ring in 5 variables given by the traces Tr(x i ) i , Tr(x i x j ) i≥j but in all other cases Z m,n is singular [27, Propositon II.3.1] .
The ring Z m,n is the center of the "non-commutative" trace ring T m,n which is the modules of covariants M (End(V )). The ring T m,n also satisfies a universal property in a suitable category of algebras with trace [36] . So from a non-commutative geometry standpoint T m,n may be viewed as an analogue of a polynomial ring. This makes it potentially interesting to understand the homological properties of T m,n .
It turns out that the homological properties of T m,n are a bit better than those of Z m,n , but not much. The ring T m,n has finite global dimension if and only if (m, n) = (2, 2), (3, 2), (2, 3) (see [28] for the if direction and [27] for the only if direction).
The proofs in [28] that gl dim T m,n < ∞ in the indicated cases are rather adhoc but using the methods in this paper one may give a more systematic analysis. The case (m, n) = (2, 2) may be deduced from Theorem 1.4.1. The case (m, n) = (3, 2) is a special case of (1.5). In particular T 3,2 is a twisted NCCR of Z 3,2 . It also follows from Theorem 1.6.7 that for m ≥ 3, Z m,2 has a twisted NCCR of index two if m is odd and a NCCR if m is even. However this (twisted) NCCR is not given by T m,2 for m > 3 since the latter has infinite global dimension.
In §9 below we will show that T 2,3 is a twisted NCCR of its center Z 2,3 using our methods. In particular we will recover that it has finite global dimension. We will also show the following general result: Theorem 1.6.9. Assume m ≥ 2, n ≥ 2. Then Z m,n has a twisted NCCR.
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Non-commutative resolutions
Let S be a normal noetherian domain with quotient field K. A finitely generated S-module M is said to be reflexive if the canonical map M → M * * is an isomorphism. This implies in particular that M is torsion free. Reflexive modules are not affected by codimension two phenomena. For example a morphism φ : M → N between reflexive modules is an isomorphism if this is the case for all φ P : M P → N P where P runs through the height one primes in S.
The category ref(S) of reflexive S-modules is a rigid symmetric monoidal category with tensor product (M, N ) → (M ⊗ S N ) * * . This implies that many concepts for S-modules and S-algebras have a natural "reflexive" analogue. For example a reflexive Azumaya algebra [26] A is a non-zero S-algebra A which is a reflexive S-module such that the natural map A ⊗ S A
• → End S (A, A) : a ⊗ b → (x → axb) becomes an isomorphism after applying (−) * * . Such reflexive notions will be used without further comment below. A reflexive Azumaya algebra A is said to be trivial if it is of the form End S (M ) for M a reflexive S-module. In that case ref(S) and ref(A) are equivalent. This is a particular case of "reflexive Morita equivalence" which is defined in the obvious way.
The index ind(A) of a reflexive Azumaya algebra A is defined to be the index of the central simple K-algebra K ⊗ S A. If ind(A) = 1 then it is easy to see that A is trivial. The notion of a twisted NC(C)R is obviously local. We will use it in the following sense.
Proposition 3.3. Assume that S is the coordinate ring of an affine algebraic variety over k. For m a maximal ideal in S letŜ m be the completion at m. Let A be an S-algebra which is finitely generated as an S-module. Then A is a twisted NC(C)R for S if and only if for each maximal ideal in S one has thatÂ m =Ŝ m ⊗ S A is a twisted NC(C)R forŜ m .
Note that with the current definitions the notion of a NC(C)R is not fully local in the sense of Proposition 3.3. The index may go down under completion.
A highly useful criterion for recognizing NCCRs that does not refer to finite global dimension has been given by Iyama and Wemyss [19, 52] . A slightly generalized version, which has the same proof, is stated below. If B is a ring and M is a left B-module then we write add M for the category of left B modules which are direct summands of some M ⊕n . Of course this result has a graded version for a connected graded ring S = k + S 1 + S 2 + · · · . We will use this without further comment.
Modules of covariants
4.1. Preliminaries. Let G be a reductive group and let R be the coordinate ring of a smooth connected affine G-variety X with function field K. Let mod(G, R) be the category of G-equivariant finitely generated R-modules. The following is standard.
Lemma 4.1.1.
(1) The objects U ⊗ R with U ∈Ĝ form a family of projective generators for mod(G, R).
Proof. The first statement is clear and the third statement follows from the second and the first combined with the fact that R has finite global dimension. For the second statement choose a G-equivariant surjection φ : U ⊗ R → P with U a representation of G and an R-linear splitting θ : P → U ⊗ R for φ. Applying the Reynolds operator R to the identity φθ = id yields φR(θ) = R(φθ) = R(id) = id. Hence R(θ) is a G-equivariant splitting for φ and thus P is projective in mod(G, R). Finally to prove (4) let x be the fixed point. Then we see that a G-equivariant projective resolution of k(x) must have at least length dim X since this is true if we forget the G-action. This proves gl dim mod(G, R) ≥ dim X = gl dim R. Now letḠ → G be a central extension of G with kernel A whereḠ is also reductive. Put X(A) = Hom(A, G m ). For χ ∈ X(A) let mod(Ḡ, R) χ be the abelian category ofḠ-equivariant finitely generated R-modules on which A acts through the character χ. Note mod(Ḡ, R) 0 = mod(G, R) and furthermore mod(Ḡ, R) = χ∈X(A) mod(Ḡ, R) χ . Clearly Lemma 4.1.1 extends to mod(Ḡ, R) χ . We let i χ (Ḡ) be the greatest common divisor of the dimensions of the objects in mod(Ḡ, k) χ . Obviously i 0 (Ḡ) = 1 and i χ (Ḡ) = i χ −1 (Ḡ).
Proof. By taking the fiber in the fixed point we see that the claim is true for projectives. The general case follows by replacing M with a projective resolution in mod(G, R) χ . 
is an isomorphism outside a closed subset of X of codimension two. We will show that φ is an isomorphism in a neighborhood of any point x of X s (see Definition 1.3.4).
Up to restricting to a suitable G-invariant affine etale neighborhood of x we may assume by the Luna slice theorem [30] that X = G × S. But then the result is clear by descent.
G is a finitely generated R G -module which is called the module of covariants associated to U . Sometimes we use additional decorations such as
is a symmetric monoidal functor.
Remark 4.1.5. In the examples below we have to verify the genericity condition. This is routine but sometimes a bit messy so we will leave it to the reader. Here we outline how one may do the verification in general but in practice there are usually short cuts. Assume that X = W * is a G-representation. Let X s be the locus of points in X which are stable, i.e. which have closed orbit and finite stabilizer. Then X −X s may be described by the usual numerical criterion in terms of one-parameter subgroups [33] . This may be used to bound the dimension of X − X s . The locus X p of points in X which are stabilized by an element of prime order p may also be described numerically using one parameter subgroups. Indeed assume that g ∈ G has order p and x ∈ X is such that gx = x. The element g is in particular semi-simple and hence it is contained in a maximal torus and therefore in the image of an injective one-parameter subgroup λ : G m → G. Let (µ i ) i ∈ Z be the weights for a diagonalization of the λ-action on X. Then since x is a fixed point for λ −1 (g) which has order p we see that if p ∤ µ i we must have x i = 0. In this way one may bound the dimension of X p . Since X s = X s − p X p we are done.
Lemma 4.1.6. Assume that G acts generically on X and that X contains a fixed
Proof. By Lemma 4.
Specializing at the fixed point yields what we want.
Since End(U ) is a G-equivariant k-algebra we obtain that M (End(U )) is an R Galgebra. We will call it an algebra of covariants. From Lemma 4.1.3 we obtain that if G acts generically then
However A acts trivially on End(U ) so the algebra of covariants M (End(U )) is still interesting. We will use the following result. Proof. The fact that A is reflexive Azumaya follows immediately from Lemma 4.1.3. Similarly let U ′ be another object in mod(Ḡ, k) χ . Then the bimodules Hom(U,
For the next claim assume that the G-action on X has a fixed point. Let M be non-zero reflexive left A-module of minimal rank. Put B = End A (M ). Then B is a reflexive Azumaya algebra over R G which is reflexive Morita equivalent to A.
Then by Lemma 4.1.3M is a G-equivariant reflexiveÃ-module and EndÃ(M ) =B. Put N = HomÃ(U ⊗ R,M ). Then N is a reflexive object in mod(Ḡ, R) χ −1 and moreover by (reflexive) Morita theory theB-action onM induces a G-equivariant isomorphism B → End R (N ). By Lemma 4.1.2 we know that rk N is divisible by i χ −1 (Ḡ). Hence
For further reference recall the following result.
Theorem 4.1.8. [22] Assume that W is a generic unimodular (det W ∼ = k) Grepresentation and R = SW . Then R G is Gorenstein.
4.2.
Modules of covariants and the Luna slice theorem. Let G be a reductive group and let X be a smooth affine G-variety. Recall that the inverse image of every point in X/ /G contains a unique closed orbit. This may be used to analyze questions that are local on X/ /G. The facts we recall in this section will only be used in Remark 6.1.4 below. Let x ∈ X be a point with closed orbit and let G x ⊂ G be the stabilizer of x.
The following well-known lemma is a direct consequence of the Luna slice theorem (see e.g. [27] ). Since it is not explicitly stated in loc. cit. we include the short proof for the benefit of the reader.
Lemma 4.2.1. Letx be the image of x in X/ /G and similarly for0 ∈ N x / /G x . One has compatible isomorphisms
as modules over these algebras.
Proof. The Luna slice theorem [30] (see also [33, App. D to Ch. 1]) asserts the existence of an affine G x -invariant "slice" S to the G-orbit of x and a G x -invariant etale map S → N x sending x to 0 such that there are Cartesian diagrams
To finish one uses the fact thatétale morphisms induce isomorphisms on completions.
For further reference we note that the Luna slice theorem is particularly easy to apply if X is a representation. In that case there is a natural embedding x + N x ⊂ X and the morphisms in (4.1) may be taken to be the restriction morphisms. Furthermore let g = Lie(G), g x = Lie(G x ). Then we have
Since G x is reductive we see that the G x -representation N x is uniquely determined by X and g/g x .
4.3.
Restricting to locally closed embeddings. The Luna slice theorem allows us to reduce certain questions to the linear case. Here we discuss another such reduction. We use similar notations as in §4.2.
Recall that if a reductive group G acts on an affine variety Z then an affine (1) V is saturated.
(2) Orbits that are closed in V are also closed in X.
Theorem 4.3.2. Let G be a reductive group and let Y ֒→ X be a G-equivariant locally closed embedding where Y is a smooth affine G-variety, X is a G-representation and closed orbits in Y are closed in X. Let U be a finite dimensional G-representation. Then we have
Proof. We have
and a similar identity for gl dim M G,Y (End(U )). Assume y ∈ Y has closed orbit in Y and hence in X. We will show that 
Assume that x ∈Ṽ has closed orbit in Y × N and λ −1 · x ∈ V . Then we have
Since V is a neighborhood of V 0 one sees thatṼ contains V 0 × N and so the above reasoning applies in particular when x ∈ V 0 × N . We conclude by the analogue of (4.5)
Moreover this grading extends to a grading on M G,V0×N (End(U )) and
By Lemma 4.3.3 below we obtain gl dim M G,V0 (End(U )) ≤ g and finally this yields
Proof. Let M be a Λ 0 -module and consider a graded projective resolution P • of Λ ⊗ Λ0 M . Restricting this resolution to degree zero yields a projective resolution of M , finishing the proof.
4.4.
Cohen-Macaulayness of modules of covariants. We let the notations be as in §1.4 in the introduction. We will be interested in sufficient criteria for M (U ) to be Cohen-Macaulay for U a finite dimensional representation of G. If M Ge (U ) is Cohen-Macaulay then so is M G (U ) so from now on we will restrict ourselves to the case that G = G e is connected.
A relevant conjecture in the connected case was stated in [41] and this conjecture was almost completely proved in [43] . Below we use those results to obtain easy to verify criteria for Cohen-Macaulayness in the cases that interests us. Assume that χ is strongly critical for G and let the T -weights of U = V (χ) be given by (χ i ) i . Then for any S ⊂ Φ and for any i we have that χ i + ρ∈S ρ is strongly critical for T .
Proof. Let Γ be the convex polygon
For every S ⊂ Φ we have ρ∈S ρ ∈ Γ and moreover by Corollary B.3 below Γ is the convex hull of the W-orbit of 2ρ. Similarly all χ i are contained in the convex hull of the W-orbit of χ by [15, Thm 14.18 ]. Hence we have to prove that for all v, w ∈ W one has vχ + w(2ρ) ∈ Σ. This follows from Lemma D.1 below since Σ is convex and W-invariant, 2ρ and χ are dominant and finally by hypothesis χ + 2ρ ∈ Σ.
Recall that a stable point is a point with closed orbit and finite stabilizer. + be a strongly critical weight and
Proof. Let R U be the isotypical component of R corresponding to U . I.e. R U is the sum of all subrepresentations of R isomorphic to U . One has
is Cohen-Macaulay if and only if R U is Cohen-Macaulay. Let (χ i ) i be the T -weights of U . According to [43, Thm 1.3 ] R U will be CohenMacaulay if for every i and for every S ⊂ Φ one has that χ i + ρ∈S ρ ∈ Σ, or equivalently if χ i + ρ∈S ρ is strongly critical for T . This condition holds by Lemma 4.4.2. 
4.5. Non-connected groups. Assume that G is a reductive group and G e is a normal subgroup of finite index. We assume that G acts on a smooth affine variety with coordinate ring R.
If g ∈ G then we write σ g = g · g −1 ∈ Aut(G e ). We will say that a finite dimensional representation U of G e is G-invariant if we have that for every g ∈ G the σ g -twisted G e -representation σg U is isomorphic to U . Note that if U is the restriction of a G-representation the U is automatically G-invariant.
To relate NC(C)R's for R G and R Ge we will use the following trivial result.
Uḡ.
We have for g ′ ∈ G:
Moreover each Uḡ is a G e -representation isomorphic to σg U . Now we define a G/G e -grading on Λ as follows
By (4.6) one has
Assume now that U is G-invariant. Then (4.7) implies the Cohen-Macaulayness
Choose a G e -linear isomorphism θ g : U → Uḡ−1. Then it is easy to see that under the isomorphism (4.7) θ g corresponds to an element of Λḡ which is a unit in Λ. In particular Λ is "strongly graded" ring. Hence gl dim Λ = gl dim Λ e = gl dim M Ge (End(U )) follows from [32, Cor. 7.6 .18] combined with the fact that the categories of Λ-modules and graded Λ e -modules are equivalent. Now we restrict to the case that G e is the identity component of G. To check whether a G e -representation is G-invariant we proceed as follows. Let α be an automorphism of G e . Then α(T ) ⊂ α(B) are respectively a maximal torus and a Borel subgroup and there exists g 0 ∈ G e such that g 0 α(B)g
Thenα preserves (T, B) and hence it acts on X(T ) R preserving the (positive) roots and the dominant cone. From this we obtain for χ ∈ X(T ) + :
We may use this observation in conjunction with the following lemma. Proof. Since W ∼ = α W ∼ =αW andα preserves T we see thatα permutes the weights of W . Henceα preserves Σ and its closureΣ. Sinceα preserves positive roots, it also preservesρ. The lemma is now obvious.
Determinantal varieties
5.1. Proof of Theorem 1.6.1. In this section we will prove Theorem 1.6.1. Let V be a vector space of dimension n and let
Let y ij be the functions on X obtained by pairing the i'th copy of V * and the j'th copy of V in X. Then the first and second fundamental theorems for the general linear group state:
Hence to prove Theorem 1.6.1 it suffices to construct the corresponding resolutions for R G . We will do this using Theorem 1.5.4 taking into account that the condition h ≥ n + 1 ensures that W is generic (cfr. Remark 4.1.5). Choose a basis for V and let T be the standard maximal torus {diag(z 1 , . . . , z n )}. We let
is the weight corresponding to a partition λ then V (χ) = S λ V . For a, b let B a,b be the set of partitions fitting in a box of size a × b. We prove the following result.
In the next section we will show that this NCCR is the same NCCR as in [7] .
Proof of Proposition 5.
The dominant cone is given by
The weights of W are (±L i ) i , each weight occurring with multiplicity h. Hence W is quasi-symmetric. Furthermore
The Weyl group permutes the L i . From this we see that if we choose the Winvariant ε = ǫ(L 1 + · · · + L n ) with ǫ < 0 we find
Applying Theorem 1.5.4 we conclude that R G has a NCCR given by
Since W is generic it follows from Corollary 4.1.4 that we get the same NCCR by translating L by a character of G. Using as character a suitable power of the determinant we see that the following set of weights
works equally well, from which one obtains the statement of the proposition.
Remark 5.1.3. The results in [7] are stated for non-necessarily square matrices. In the non-square case the k-algebra S n,h is not Gorenstein and in that case one obtains a NCR instead of a NCCR. One may still obtain this general case from the methods in this paper by applying the combinatorial algorithm given in Remark 11.3.2 below directly.
5.2.
Comparison with [7] . The NCCR constructed in [7] is obtained from a tilting bundle on a Springer type crepant resolution of Spec S n,h . This is the main geometric method for constructing such resolutions. However it is also shown that there is an equivalent algebraic construction (see [7, Prop. 3 .5]) which we now describe.
As in [7] it will be convenient to introduce auxiliary vector spaces
We may then identify k[Y ] with the coordinate ring S of the vector space Hom k (F 2 , F 1 ) and Spec S n,h is the locus in Hom k (F 2 , F 1 ) of the matrices which have rank ≤ n. The tautological map of S-modules φ :
which has generically rank n. The NCCR constructed in [7] is of the form End S n,h (N ) where N = λ∈B n,h−n N λ with
Lemma 5.2.1. We have an isomorphism of S n,h -algebras
where M is as in (5.1).
Proof. We identify S n,h with R G as in Theorem 5.1.1. By Lemma 5.2.2 below we have
However we also have for λ ∈ B n,h−n :
We have used the following result Lemma 5.2.2. Let λ be a partition. There is an isomorphism of R G -modules
Proof. With our current conventions R is the coordinate ring of X = W * = Hom(F 2 , V ) ⊕ Hom(V, F 1 ). The tautological map φ : F 2 ⊗ S n,h → F 1 ⊗ S n,h is obtained by taking invariants of the composition of the following tautological maps
and hence the dual map φ * decomposes as
Here φ * 1 is injective and the support of the cokernel of φ * 2 has codimension ≥ 2. Let λ ∈ B n,h−n . Applying Schur functors and taking invariants we get that S λ φ * decomposes as
It is shown in [7, Cor. 3.6 ] that N λ is Cohen-Macaulay for λ ∈ B n,h . In fact a similar argument shows that N λ is reflexive in general.
The morphism (5.3) is an inclusion of reflexive R G modules which differ on a subset of codimension ≥ 2. Hence it is in fact an equality. This finishes the proof.
6. Pfaffian varieties 6.1. Preliminaries. In this section we will prove Theorem 1.6.3. Let V be a vector space of dimension 2n equipped with a non-degenerate skew-symmetric bilinear form −, − and let G = Sp 2n (k) be the corresponding symplectic group. Put
Let y ij be the functions on X obtained by pairing the i'th and j'th copy of V in X using −, − . Then the first and second fundamental theorems for the symplectic group state:
Hence to prove Theorem 1.6.3 it suffices to construct the corresponding resolutions for R G . We will do this using the results in §1.5 taking into account that the condition h ≥ 2n + 1 ensures that W is generic (cfr. Remark 4.1.5). Let v 1 , . . . , v 2n be a basis for V such that −, − is given by v i , v i+n = 1, v i , v j = 0 for j = i ± n. G is a simply connected semi-simple algebraic group which contains a standard maximal torus given by T = {diag(z 1 , . . . , z n , z
If λ is partition of length n with corresponding weight χ = i λ i L i write S λ V for V (χ) (such χ is dominant, see below). We prove the following result.
It is an NCCR if h is odd. Proof. We use some fragments of the representation theory of the symplectic group, following [15, Ch. 16] . The weights of V are (±L i ) i . A system of positive roots is given by (L i ± L j ) i>j , (2L i ) i . From this we computē
The only way we can apply Theorem 1.5.3 is with A = 0 (G is simply connected) and ε = 0 (G is semi-simple). ThusΣ ǫ =Σ. We conclude that R G has a NCR given by
If h is odd we have
In this case Theorem 1.5.4 implies that L as in (6.4) yields a NCCR provided h is odd. This finishes the proof of Theorem 1.6.3.
Remark 6.1.3. In the same way as in §5.2 one may check that the NCR for S − 2n,h constructed by Weyman and Zhao in [54] is given by the module of covariants
This resolution will generally be larger than ours. Indeed B 2h,h−2n contains the partition (h−2n) and the restriction of S h−2n V to the symplectic group is S h−2n V (e.g. by [15, (17.10) ]). However it is clear that M (S λ V ) will in general not be a summand of (6.1).
Remark 6.1.4. The notion of a NC(C)R may be extended in an obvious way to schemes (replacing modules by coherent sheaves and Hom by Hom). The kalgebra R carries an N-grading by giving the elements of W degree one. With this convention S − 2n,h is generated in degree two (and hence lives in even degree). Since gradings are equivalent to G m -actions we obtain an equivalence of symmetric monoidal categories (2) where the subscript (2) indicates that ker(G m
Since the notion of a NC(C)R is compatible with restriction we obtain from Theorem 1.6.3 a NC(C)R for Spec S − 2n,h − {0}. This NC(C)R can be graded in a naive way but then it does not live on in even degree, so it does not descend to a NC(C)R for Proj S − 2n,h . We may fix this by defining the graded NCCR to be obtained from
where the functor (n) shifts a graded object n places to the left. Looking at the action of Z(Sp 2n (k)) ∼ = Z/2Z we see that with this choice End R G (M ) only lives in even degree and hence it defines a NC(C)R for Proj S 
(where in this case n = 2 and hence dim V = 4). Note that S t V is an irreducible representation for Sp 2n (k) (e.g. by [15, (17.10) ]) with highest weight tL 1 whereas L in (6.4) contains L 1 + L 2 . Thus the representations occurring in the construction of M are a strict subset of those given by (6.4). If h is odd then this immediately implies M cannot yield a NCCR for S It is possible to confirm using our methods that M does indeed give a NCR for Spec S − 4,h − {0} and a NCCR if h is odd. By Lemma 4.2.1 it is sufficient to look at the slice representations. There is only one non-trivial case to consider, which is when x ∈ X − {0} has closed orbit and non-trivial stabilizer. In that case there must be a one-parameter subgroup λ of G which fixes x. Let (x i ) h i=1 ∈ V be the components of x in the decomposition X = V h . Computing X λ and changing λ in its G-orbit (in particular making it a one-parameter subgroup of T ) we see that we may assume (x i ) i ∈ kv 2 + kv 4 . Moreover the (x i ) i must span kv 2 + kv 4 since otherwise 0 ∈ Gx. Let g = Lie(G). According to [15 Hence g x = sl 2 . Let V ′ be the standard representation of sl 2 . Direct inspection
as SL 2 -representations. Hence according to (4.3) we find that the slice representation at x is given by
We conclude thatMx is a sum of summands ofM
with each summand appearing at least once. It now follows from Theorem 1.6.7 that M ′ does indeed yield a NCR and a NCCR when h is odd.
7. Determinantal varieties: symmetric matrices 7.1. Preliminaries. In the next few sections we prove Theorem 1.6.5. Let V be a vector space of dimension t equipped with a non-degenerate symmetric bilinear form (−, −) and let H = O t (k) we the corresponding orthogonal group. Put W = V h , R = SW . Then X = Spec R = W * ∼ = V h . Let y ij be the functions on X obtained by pairing the i'th and j'th copy of V in X using (−, −). Then the first and second fundamental theorems for the orthogonal group state:
Hence to prove Theorem 1.6.3 it suffices to construct the corresponding resolutions for R H . We will do this using Theorem 1.5.4 taking into account that the condition h ≥ t+1 ensures that W is generic (cfr. Remark 4.1.5). Note however that H = O t (k) is not connected so Theorem 1.5.4 does not immediately apply. Instead we will apply Theorem 1.5.4 with G = SO t (k) and its double coverḠ = Spin t (k) and we will then apply Lemma 4.5.1 together with Lemma 4.5.2.
7.2. Some facts about the orthogonal group. For the benefit of the reader we recall some facts about the orthogonal group. For the representation theory of the special orthogonal group, and more generally the spin group we follow [15, Ch. 19, 20] .
The orthogonal group fits in a diagram consisting of four related groups. n , 1). We letT be the inverse image of T in Spin t (k). It is still a maximal torus.
where
if t = 2n is even and by
if t = 2n + 1 is odd. It is well known how the representation theory of O t (k) and SO t (k) are related. The same relation holds between Pin t (k), Spin t (k) but we did not find an explicit reference where this is stated. Hence the following lemma which will in fact only be used for the computation of i 1/2 (Pin t (k)) in Lemma 7.2.2 below.
Lemma 7.2.1. Assume that χ = a 1 L 1 + · · · + a n L n ∈ X(T ) + and let V (χ) be the corresponding representation of Spin t (k). If t is odd or if t is even and a n = 0 then the action of Spin t (k) on V (χ) can be lifted in two distinct ways, up to isomorphism, to an action of Pin t (k). Denote the resulting irreducible Pin t (k) representations by V + (χ) and V − (χ). If n is even and a n = 0 then put χ
The representations V ± (χ) andṼ (χ) (with a n > 0) form a complete list of irreducible Pin t (k)-representations.
Proof. Letȳ ∈ Pin t (k)−Spin t (k) and letσ ∈ Aut(Spin t (k)) be given by conjugation byȳ. As explained for example in [53, §5.8)] the irreducible Pin t (k)-representations are determined by the orbits of the Z/2Z-action V (χ) →σV (χ) on the irreducible Spin t (k)-representations. Hence it is sufficient to describe this action. To do this we will chooseȳ in a special way. If t is even let y be the reflection v n ↔ v 2n , if t is odd let y be the reflection v 2n+1 → −v 2n+1 (all other basis vectors remaining fixed). Let σ be the automorphism of SO t (k) given by conjugation by y. Then clearly σ preserves T and moreover σ * : X(T ) → X(T ) : χ → χ • σ has the following form: if t is odd then it is the identity and if t is even then it sends L n to −L n and preserves the other L i .
Letȳ ∈ Pin t (k) be a lift of y and as above letσ be the automorphism of Spin t (k) given by conjugation byȳ. Thenσ preservesT and the action ofσ * on X(T ) is simply the extension of the action of σ * on X(T ). Henceσ * is given by the same formula as σ * . It is clear thatσ preserves dominant weights, and moreover it also preserves a system of positive roots (see (7.1) and (7.2) below). In particular it preserves the ordering on weights. As in (4.8) we findσV (χ) = V (σ * (χ)). This finishes the proof.
For use below we state the following lemma. Lemma 7.2.2. Denote the unique non-trivial character of A by 1/2. Then we have
Proof. The group Spin t (k) has one or two distinguished irreducible representations which are called spin representations. If t = 2n is even there are two spin representations S ± of dimension 2 n−1 with highest weight given by (1/2)(L 1 +· · ·+L n−1 ±L n ). If t = 2n + 1 is odd then there is a unique spin representation S of dimension 2 n . To prove the lemma for Spin t (k) we clearly need that the dimension of every finite dimensional representation of Spin t (k) with non-trivial central character is divisible by the dimension of the spin representations. This follows for example from the structure of the representation ring of Spin t (k). See [15, §23.2] . The result for Pin t (k) immediately follows from Lemma 7.2.1.
We now discuss non-commutative resolutions for invariants for special orthogonal groups. Since these are connected we may apply Theorem 1.5.4. As usual the cases where t is even and t is odd are a bit different, so to keep things clear we discuss them separately.
7.3. The case G = SO 2n (k). Below we assume t = 2n. We put G = SO 2n (k) andḠ = Spin 2n (k). We prove the following result.
and let U e be the Spin 2n (k)-representation given by U e = χ∈L e V (χ). If h is even then M (End(U e )) is a twisted NCCR of index 2 n−1 for R G . If h is odd then it is a NCCR.
Proof. A system of positive roots is given by (L i ± L j ) i>j . From this we compute
The weights of V are ±L i and hence W has the same weights occurring with multiplicity h. In particular W is quasi-symmetric. Furthermore
We can only apply Theorem 1.5.4 with ε = 0 (G is semi-simple). HenceΣ ε =Σ. If h is odd we have
The statement of the proposition now follows by inspecting X(T ) + θ ∩ (−ρ + (1/2)Σ) and using Theorem 1.5.4 together with Lemma 7.2.2.
7.4. The case G = SO 2n+1 (k). Below we assume t = 2n + 1. We put G = SO 2n+1 (k) andḠ = Spin 2n+1 (k). We prove the following result. 
and let U o be the Spin 2n+1 (k)-representation given by
If h is even then it is a NCCR.
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Proof. A system of positive roots is given by (L
The weights of V are 0, ±L i . Hence W as the same weights with multiplicity h. In particular W is quasi-symmetric. Furthermore
Reasoning as in the even case we note that for h even
The statement of the proposition now follows by inspecting X(T ) constructed by Weyman and Zhao in [54] is given by the module of covariants
A similar analysis as in Remark 6.1.3 shows that this resolution will generally be larger than ours. A small difference is that S h−t V does not remain irreducible when restricted to the special orthogonal group. However it still contains V ((h − t)L 1 ) (see [15, §19.5] ) as a summand which is sufficient.
Non-commutative resolutions for SL 2 -invariants
Here we prove Theorem 1.6.7. We use the fact that SL 2 -representations are always quasi-symmetric. If all d i are even we put G = PGL 2 (k) andḠ = SL 2 (k). If not all d i are even then we put G = SL 2 (k). Note that excluding the special representations (1.2) ensures that W is generic in all cases (cfr Remark 4.1.5).
8.1. The case G = SL 2 (k). Let T be {diag(z, z −1 )}. We have X(T ) = Z where 1 corresponds to the character z → z. We put 2 X(T ) + = N. With this identification one has Σ =] − s, s[ andρ = 1. So the claim that (1.3) yields an NCR follows from Theorem 1.5.3 withμ = 0, ε = 0.
We can only apply Theorem 1.5.4 with A = 0 and ε = 0. We find that if s is odd X(T ) ∩ −ρ + (1/2)(Σ − Σ) = ∅. Hence in this case (1.3) yields an NCCR by Theorem 1.5.4. 
Trace rings
In this section we prove Theorem 1.6.9. To illustrate the proof goes we will first handle the case (m, n) = (2, 3) graphically. From this discussion we will obtain a new proof for the fact that T 2,3 has finite global dimension (see [28] ).
Put
It is easy to see that W is generic (cfr. Remark 4.1.5). LetT be the diagonal maximal torus inḠ and let T be its image in PGL 3 (k). We have A = ker(T → T ) ∼ = Z/3Z. In Figure  9 .1 we have drawn the elements of X(T ), color coded according the character of A they correspond to. The red weights are those in X(T ). We have also indicated the simple roots α 1,2 and the fundamental weights φ 1,2 forḠ.
The dominant cone has been colored yellow. Finally we have also drawn part of the open regular hexagon −ρ + (1/2)Σ. From this picture we see that −ρ + (1/2)(Σ − Σ) contains no green or blue weights. Hence either of these colors yields a twisted NCCR by Theorem 1.5.4. The picture shows that −ρ + (1/2)Σ contains a single dominant green and a single dominant blue weight. These are precisely the fundamental weights so they correspond to V and ∧ 2 V = V * respectively. The corresponding twisted NCCRs are M (End(V )) ∼ = T 2,3 and
Proof of Theorem 1.6.9. Z 2,2 is its own NCCR because gl dim Z 2,2 = 5. Hence without loss of generality we may assume (m, n) = (2, 2) which is the same as saying that W = End(V ) ⊕m is generic. Inspecting Figure 9 .1 for the case (m, n) = (2, 3) we see that in fact the green and blue weights are missed by the entire boundary lines of −ρ + (1/2)Σ and not just by the faces. We will show that this pattern persists for (m, n) arbitrary: the boundary hyperplanes of −ρ + (1/2)Σ will always miss certain "colors" and these colors then yield a twisted NCCR by Theorem 1.5.4.
Put G = PGL n (k),Ḡ = SL n (k). We use the standard associated notations (see §1.4). We letT be the standard maximal torus inḠ given by {diag(z 1 , . . . , z n ) | z 1 · · · z n = 1} and T its image in G. We let L i ∈ X(T ) be the projectionT → G m :
The group A = ker(T → T ) = Z(Ḡ) consists of the diagonal matrices diag(ξ, . . . , ξ) where ξ n = 1. Hence canonically X(A) ∼ = Z/nZ where1 corresponds to the inclusion of the n-th roots of unity in G m . Keeping the above terminology we will refer to the image of a weight χ in X(A) as its "color" and denote it by c(χ). Of course color is preserved by the Weyl group action. One finds that the color of L i is equal to1.
As in (5.2) we havē
The non-zero weights of W are given by the root system Φ = A n−1 . I.e. they are of the form (L i − L j ) i =j where each such weight occurs with multiplicity m. Using the description of ∂Σ in Lemma B.1 below one sees that the boundary hyperplanes of Σ correspond to maximal subroot systems of Φ and these are given by A p−1 × A q−1 for a partition n = p + q (with A 0 = 0). More precisely, one verifies that up to the action of the Weyl group the boundary hyperplanes of (1/2)Σ are given by
from which we compute in the same way as forρ:
The last possibility is because if both m, n are odd then mρ p,q ∈ X(T ).
We have
for n i ∈ Z. Then there exists ǫ ∈ R such that for a i = n i − ǫ the conditions on (a i ) i on the righthand side of (9.1) are true. Hence in particular mq/2 + pǫ ∈ Z −mp/2 + qǫ ∈ Z which implies m(p 2 + q 2 )/2 ∈ Z which is impossible if m, n are both odd. Hence it this case we are done. So below we assume that m, n are not both odd. So in
particular mρ p,q ∈ X(T ) and hence
Then putting a i = n ′ i − ǫ as above we find pǫ ∈ Z, qǫ ∈ Z. It is easy to see that this implies ǫ may be written as ǫ = 2 ) is Cohen-Macaulay for all χ 1 , χ 2 ∈ S. Moreover by Proposition 3.4 S must be maximal with respect to this property. It is then an easy verification that, up to translation and reflection around the line y = x, there are only two possibilities for such maximal S:
2 ) has finite global dimension then by considering the minimal projective resolutions of the graded simple Λ-modules one obtains that the matrix H(M (χ 1 χ
has an inverse with polynomial entries. One may check 3 that this property does not hold for the two possible sets S indicated above. Thus, the global dimension of the endomorphism rings cannot be finite and we do not obtain a NCCR in this way.
We do not know if (SW ) T has a NCCR not given by a module of covariants.
10.2.
Example. In this section we give an example of an SL 2 -representation where the corresponding invariant ring has no NCCR at all. We let
). Thus we have to show that Q has no NCCR. This is in fact well-known (see [37, 
10.3. Example. We know that T 3,2 is a twisted NCCR for Z 3,2 (see §1.6.5). We will now show that Z 3,2 does not admit an ordinary NCCR.
Let us denote S = Z 3,2 and letp ∈ Spec S be the (non-closed) point corresponding to simultaneously diagonalizable matrices. We claim that the localization Sp of S atp does not have a NCCR. This is clearly sufficient.
It follows by [27 11. Proofs of the main results stated in the introduction: the general case 11.1. Preliminaries. We use the notations which were introduced in §1.4 (in particular the symbols T, B, G, G e , W, Φ, Φ ± , W, (β i ) i , Σ). Throughout we assume that G is connected so that G = G e . For more unexplained notation and terminology regarding root systems we refer to Appendix D.
Let A = mod(G, SW ) be the category of finitely generated G-equivariant SWmodules. By Lemma 4.1.1(4) gl dim A = d. For χ ∈ X(T ) + we write P χ = V (χ) ⊗ k R. By Lemma 4.1.1(1) A has a distinguished set of indecomposable projective generators given by P χ for χ ∈ X(T ) + , as well as a distinguished set of simple objects S χ = V (χ) ⊗ k SW/SW >0 also with χ ∈ X(T ) + . The projectives and simples are dual in the following sense
Note that we have
Fix a finite subset L of X(T ) + and put
We want to find conditions on L under which one has gl dim Λ L < ∞.
. This is a projective right Λ L -module. Similarly we put
The graded simple right Λ L -modules are of the formS L,χ for χ ∈ L. Note that if χ ∈ L thenS L,χ = 0.
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Lemma 11.1.1. The ring Λ L has finite global dimension if and only for all χ ∈ X(T ) + one has
Proof. The ⇒ direction is trivial so let us consider the ⇐-direction. So we assume that (11.1) holds and we have to prove that pdim ΛLSL,χ < ∞ for χ ∈ L. The Koszul complex gives us a resolution of S χ :
Since by (11.1) each of theP i has finite projective dimension over Λ L , the same holds forS L,χ .
11.2.
Creating complexes. By Y (T ) we denote the group of one parameter subgroups of T . We let Y (T ) − R be the subset of Y (T ) R consisting of all λ such that for all ρ ∈ Φ + we have λ, ρ ≤ 0. Since
Then Z λ is a linear subspace of X cut out in X ∼ = W * by the subspace K λ of W spanned by the weight vectors w j such that λ, β j > 0. Moreover Q λ is the parabolic subgroup of G containing T and having roots ρ ∈ Φ such that λ, ρ ≥ 0. If λ ∈ Y (T ) − this implies B ⊂ Q λ and then Z λ is preserved by B. The descriptions of Q λ , Z λ using roots and weights still make sense if
− it is still true that Q λ contains B and Z λ is preserved by Q λ and hence by B.
For λ ∈ Y (T ) − R we consider the usual "Springer type" diagram (11.2)
Denote the category equivalence from B-representations to G-equivariant bundles on G/B by ?. The inverse is given by taking the fiber in e := [B] ∈ G/B.
Since G × B X → G/B and G × B Z λ → G/B are vector bundles we see that the left most top arrow in (11.2) is obtained by applying Spec to the sheaves of
We have the corresponding Koszul resolution of sheaves of O G/B -modules:
Then by Theorem A.3 we get a G-equivariant quasi-isomorphism. (11.3)
where d is obtained from a "horizontal twisted differential" (see Appendix A). We have also used here that the G-equivariant and non-equivariant RΓ coincide by [50, Lemma 1.5.9].
As above we fix a subset L of X(T ) + . We denote by C L,λ,χ the complex of right Λ L -modules given by applying A(P L , −) to C λ,χ .
We say that χ ∈ X(T ) + is separated from L by λ ∈ Y (T )
for every µ ∈ L.
If there exists w ∈ W such that µ = w * χ = w(χ+ρ)−ρ is dominant (see Appendix D) then we write χ + = µ. Proof. The claim about theP L,µ that appear is a straightforward application of Bott's theorem after filtering the B-representations χ⊗ k ∧ −p K λ by T -representations. So we only have to prove acyclicity. In other words we have to prove that the righthand side of (11.3) is acyclic after applying A(P L , −). This amounts to showing that the simple G-representations that appear as summand of
are not of the form V (µ) for µ ∈ L.
The weights of χ ⊗ k S(W/K λ ) are of the form
where i j ∈ {1, . . . , d} (repetitions are allowed) and λ, β ij ≤ 0. By Bott's theorem it follows that H * (G/B,χ ⊗ k S((W/K λ )˜)) is a direct sum of representations of the form
We have λ, χ + β i1 + · · · + β iq ≤ λ, χ . Thus it suffices to show that if µ ∈ X(T ) and µ + exists then λ, µ + ≤ λ, µ . This follows immediately from Corollary D.3 (with y = −λ, x = χ).
11.3. Proof of Theorem 1.4.1. Put Γ = −ρ + { i a i β i | a i ≤ 0} + ∆. For χ ∈ Γ let r χ be minimal with respect to the property χ ∈ −ρ + r χΣ + ∆. Note that χ ∈ −ρ + r χ Σ + ∆ for otherwise we could reduce r χ .
For χ ∈ Γ let p χ be the minimal number of a i equal to −r χ among all ways of writing χ = −ρ + i a i β i + δ with a i ∈ [−r χ , 0], δ ∈ ∆. The following properties follow directly from the definitions.
(1) Both r χ and p χ depend only on the W-orbit of χ for the * -action.
Assume gl dim Λ L = ∞. Then by Lemma 11.1.1 there is some χ ∈ X(T ) + such that pdim ΛLPL,χ = ∞. Then by Lemma 11.3.1 below χ must be in Γ for otherwisẽ P L,χ = 0.
We pick χ such that first r χ is minimal and then p χ is minimal. We have r χ ≥ 1 (for otherwise χ ∈ L and hence pdimP L,χ = 0). We find by Lemma C.2 below (changing the sign of λ) that there exists λ such that for all µ ∈ −ρ + r χ Σ + ∆ we have λ, χ > λ, µ . Hence also λ, χ +ρ > λ, µ +ρ . Let w ∈ W be such that wλ is dominant. Then since r χ Σ + ∆ is W-invariant we still have for all µ ∈ −ρ + r χ Σ + ∆: wλ, w(χ +ρ) > wλ, µ +ρ . Moreover by Corollary D.3 below we also have wλ, w(χ +ρ) ≤ wλ, χ +ρ . Replacing λ then by −wλ we find λ ∈ Y (T ) − R such that λ, χ +ρ < λ, µ +ρ , so that finally we have shown (11.4) ∀µ ∈ −ρ + r χ Σ + ∆ : λ, χ < λ, µ
Since L ⊂ −ρ + Σ + ∆ ⊂ −ρ + r χ Σ + ∆ we obtain in particular χ is separated from L by λ and hence by Lemma 11.2.1 we have an exact sequence C L,λ,χ . Let
If p < 0 then we claim that either r µ < r χ , or else p µ < p χ . To start put
By Claim (1) above it is sufficient to prove that either r µ ′ < r χ or else p µ ′ < p χ . This follows easily from the following observation (3) Write χ = −ρ + i a i β i + δ with a i ∈ [−r χ , 0], δ ∈ ∆. If λ, β i > 0 then a i = −r χ . If this claim is false then there is an ǫ > 0 such that χ − ǫβ i ∈ −ρ + r χ Σ + ∆ but λ, χ − ǫβ i = λ, χ − ǫ λ, β i < λ, χ which contradicts (11.4).
So we conclude that the indecomposable projective right Λ L -modulesP L,µ occurring in C L,λ,χ , which are different from the single copy ofP L,χ , satisfy either r µ < r χ or else p µ < p χ . By the minimality assumptions on χ we have pdimP L,µ < ∞. This implies that pdimP L,χ < ∞ as well, which is a contradiction.
* being a summand of some V (µ) Remark 11.3.2. The proof Theorem 1.4.1 may be converted into a kind of algorithm to recognize algebras of covariants Λ L that have finite global dimension. It is only a pseudo-algorithm in the sense that if it gives a positive answer then definitely gl dim Λ L < ∞ but the algorithm is not applicable to every Λ L of finite global dimension. Nonetheless for small examples the algorithm is quite efficient and can even be carried out manually. Furthermore we have implemented it for twodimensional tori and in that case it has been very useful in our investigations.
The basis of the algorithm is to verify (11.1) for all χ ∈ X(T ) + . If we have verified (11.1) for a certain finite set of weights χ ∈ L ′ (initially L = L ′ ) then we attempt to enlarge this set using Lemma 11.2.1 (as in the proof of Theorem 1.4.1). If this turns out to be impossible then the algorithm returns no answer. Otherwise we attempt to continue enlarging L ′ until we arrive at a situation where
for a suitable r ≥ 1 and a suitable bounded closed convex W-invariant set ∆ (usually we may take ∆ = ∅). In that case we return a positive answer. We may really stop at this stage since now we may proceed as in the proof of Theorem 1.4.1 to enlarge L ′ to X(T ) + . There are situations where we can keep enlarging L ′ without (11.6) ever becoming true. It is not so clear how to recognize this situation algorithmically. So we simply set a bound on the running time of the algorithm and return no answer if that bound is reached.
11.4. Proof of Theorem 1.3.1. By embedding X as a closed subvariety in a G-representation we may by Theorem 4.3.2 reduce to the case that X is itself a representation.
We now invoke Theorem 1.4.1 to obtain a G e -representation U e containing a trivial direct summand such that M Ge,X (End(U e )) has finite global dimension. Using Lemmas 4.5.1,4.5.2 one obtains a G-representation U = Ind G Ge U e from U e such that M G,X (End(U )) has finite global dimension. It is clear that U still contains a trivial direct summand. 11.5. Proof of Theorem 1.3.3. Recall that a Z-graded ring Γ is said to be strongly graded if 1 ∈ Γ 1 Γ −1 , 1 ∈ Γ −1 Γ 1 (see [34, §I.3] ). This implies in particular that Γ has finite global dimension if and only if Γ 0 has finite global dimension (see [34, Thm I.3.4] ).
Let T be the homogeneous coordinate ring of (X, L). Then X = Proj T and X ss / /G = Proj T G . Since T and T G are finitely generated commutative rings, they have Veronese subrings generated in degree one. Hence replacing L by a suitable between (1)(3) in [9, Thm 2] one obtains that for all 1 ≤ i ≤ d:
It is easy to see that this implies that W := i kw i is generic.
Let T = G e be the connected component of the identity. This is a torus.
Definition 11.6.2. An element χ ∈ Cl(k[S]) = X(G) is strongly critical if it is strongly critical for T (cfr §4.4.1).
The following result is usually stated in the case that G = T . Proof. Using the map φ above we have the following identifications
. Then we find that as S-fractional ideal we have
In other words
It is easy to see that this procedure is reversible.
11.6.2. Proof of Proposition 1.4.3. We let (G, T, W ), etc. . . , be as in the previous section. Recall that W is generic. We may write G = T × A where A is a finite abelian group. Combining Corollary 1.4.2 for G = G e = T , ∆ = 0 with Lemma 4.5.1 we see that if we put
However by Lemma 11.6.3 and Lemma 11.6.1 M has the same summands as k[(1/n)S] for n large. This finishes the proof. In addition we may and we will assume (4) For every line ℓ ⊂ X(T ) R through the origin the β i ∈ ℓ with a i = 0 are all on the same side of the origin.
This uses the fact {β i ∈ ℓ} contains only the zero weight, or else contains weights β i on both sides of the origin (since otherwise βi∈ℓ β i = 0). We have
We now write (12.1)
where the sum is over the lines ℓ ⊂ X(T ) R through the origin. Fix such a line. If ℓ ∩ {β i | i ∈ S} = ∅ then a ′ i = a i for all i such that β i ∈ ℓ and hence a ′ i ∈ [−r χ , 0]. We assume now that ℓ ∩ {β i | i ∈ S} = ∅ (note that it is clear that there are ℓ for which this holds). In particular λ, − is non-zero on ℓ. Let γ u be a unit vector on ℓ such that λ, γ u > 0.
ℓ then by (3) a i = −r χ = 0. By (4) we deduce from this that if β i ∈ ℓ − {0} is such that a i = 0 then i ∈ T ℓ λ . We then compute
where there is at least one term of the form (1 − r χ )c i . Set c = i∈T ℓ λ c i . Since
On the other hand as r χ > 1/2 we have 1 − r χ < r χ , −r χ < r χ and hence
Assume π < 0 and put a ′ = π/c. Then we have a ′ ∈] − r χ , 0] and
Similarly assume π ≥ 0 and put a ′ = −π/c. Then again we have a ′ ∈] − r χ , 0] and
Note that in the last equality we finally used the full force of the hypothesis βi∈ℓ β i = 0. Plugging the righthand sides of (12.2)(12.3) into (12.1) we conclude that either r χ ′ < r χ or else p χ ′ < p χ , contradicting the minimality of χ.
12.2. Proof of Theorem 1.5.3. We first prove that gl dim Λ < ∞. For small strictly positive r we have
since for such small r one has that X(T ) + µ ∩ (−ρ + (1/2)((rε +Σ) \Σ)) is empty. We now apply Theorem 1.5.1 with ∆ = {rǫ/2}.
The statement about the index of Λ in the generic case follows from Proposition 4.1.7.
12.3. Proof of Theorem 1.5.4. Using Theorem 1.5.3 it is sufficient to prove that Λ is Cohen-Macaulay. I.e. if χ 1 , χ 2 ∈ X(T )
is Cohen-Macaulay. By Proposition 4.4.4 it is sufficient to prove that χ 1 − w 0 χ 2 is strongly critical.
We have −w 0 χ 2 ∈ −ρ + (1/2)(−Σ). Since i β i = 0 it easy to see that −Σ = Σ. Thus χ 1 − w 0 χ 2 ∈ −2ρ + (1/2)(Σ +Σ)) = −2ρ +Σ.
If χ = i a i β i with a i ∈] − 1, 0] then by subtracting a small multiple of the identity i β i = 0 we may assume that a i ∈] − 1, 1[. Hence Σ is relatively open and thus it is equal toΣ − ∂Σ. Assume that χ 1 − w 0 χ 2 ∈ −2ρ + Σ. This is only possible ifρ + χ 1 andρ − w 0 χ 2 are elements of the same boundary face F of (1/2)Σ. Then F must be a boundary face of (1/2)Σ ε and a boundary face of (1/2)(−w 0 )(Σ ε ) = (1/2)Σ −ε . So F is in fact a boundary face of (1/2)Σ ±ε . Now χ 1 ∈ X(T )μ ∩ (−ρ + F ) which is empty by the hypothesis (1.1). This is a contradiction.
12.4. Proof of Theorem 1.5.2. This result is an immediate consequence of Theorem 1.5.4, takingḠ = G = T and ε generic.
Appendix A. A refinement of the E 1 -hypercohomology spectral sequence
Below C is an abelian category.
Lemma A.1. Assume that I • is a complex over C with projective homology. Then there is a quasi-isomorphism
Proof. For each i choose a splitting β i for the projection
It now suffices to take j = ⊕ i j i .
We now discuss a two-dimensional variant of this result. If A •• is a bigraded object in C then Tot ⊕ (A •• ) is the graded object in C given by
provide this coproduct is finite. We will usually write Tot
. In other word we require for all p, q, p
Below we will make the adhoc definition that a twisted differential is horizontal (htd) if d Proof. If λ = 0 then ∇ λ = ∇. Assume λ = 0. Put c λ = λ, C λ . It is an easy verification that ∇ is contained in the half space H λ = {c λ ≤ λ, − } and moreover ∇ λ is the intersection ∇ with ∂H λ = {c λ = λ, − }. This proves that ∇ λ is a face. The claim about the linear span is clear.
Lemma B.2. If F is a face in ∇ then F = ∇ λ for suitable λ.
Proof. If F = ∇ then F = ∇ 0 . If F = ∇ then there exists λ ∈ E * , c ∈ R such that ∇ ⊂ H λ = { λ, − ≥ c} and F = ∇ ∩ ∂H λ . Let c λ = λ, C λ be as above. Then the minimum of λ, − attained on ∇ is both c and c λ and these minima are achieved on F and ∇ λ respectively. Hence c λ = c and F = ∇ λ .
Corollary B.3. ∇ is the convex hull of C λ where λ runs through those elements of E * such that λ, β i = 0 for all i.
Proof. By the above discussion the set of C λ we have described is precisely the set of vertices of ∇.
Appendix C. Supporting hyperplanes of Minkowski sums
This section is related to Appendix B. Presumably the following result is standard.
Lemma C.1. Let (Π i ) i=1,...,n be closed convex sets in a finite dimensional vector space E and let Π = { i x i | x i ∈ Π i } be their Minkowski sum. Let x ∈ Π. Then there exists λ ∈ E * such that Π is contained in the half space λ, − ≥ λ, x and such that x can be written as i x i with x i ∈ Π i in such a way that λ, − is constant on Π i if and only if x i ∈ ∂Π i .
Proof. For z ∈ Π let p(z) be the minimal number of z i ∈ ∂Π i among all ways of writing z = i z i with z i ∈ Π i . Note that for z 1 , z 2 ∈ Π and z ∈]z 1 , z 2 [ we have (C.1) p(z) ≤ min(p(z 1 ), p(z 2 )).
With x as in the statement of the lemma, write x = i x i such that the number of x i in ∂Π i is mininal. Let Γ be the polyhedral cone spanned by all y − x i with i ∈ {1, . . . , n} and y ∈ Π i . Note that if σ ∈ Γ then for ǫ > 0 small enough we have x + ǫσ ∈ Π and moreover p(x + ǫσ) ≤ p(x).
Let L be the maximal linear subspace in Γ and let λ ∈ E * be such that λ, − > 0 on Γ − L and λ, − = 0 on L.
If x i ∈ ∂Π i then y − x i with y ∈ Π i spans a linear subspace of Γ and hence λ, y − x i = 0 for y ∈ Π i . Assume x i ∈ ∂Π i . It is sufficient to prove that y − x i ∈ Γ − L for y ∈ relint Π i . If y − x i ∈ L then −(y − x i ) ∈ Γ and hence as noted above, for ǫ > 0 small enough we have x ′ = x − ǫ(y − x i ) ∈ Π as well as p(x ′ ) ≤ p(x). On the other hand we have for x ′′ = x + (y − x i ) ∈ Π: p(x ′′ ) < p(x). Since x ∈]x 1 , x 2 [ it now suffices to invoke (C.1) to obtain the contradiction p(x) < p(x). Since x ∈ Σ + ∆ there is at least one g i equal to a i . From this one easily deduces the claim in the statement of the lemma.
Appendix D. Some elementary facts about root systems
Let E be a finite dimensional real vector space equipped with a positive definite quadratic form (−, −). Let Φ be a rootsystem in E spanning some subspace E ′ ⊂ E. Let Φ + ⊂ Φ be a set of positive roots and let S ⊂ Φ + be the corresponding simple roots. For ρ a root letρ be the corresponding coroot, given byρ = 2ρ/(ρ, ρ).
We say that x ∈ E is dominant if (ρ, x) ≥ 0 for all ρ ∈ Φ + . The reflection associated to a simple root α is s α (x) = x − (α, x)α By definition the reflections generate the Weyl group W of Φ. W preserves E, (−, −), Φ Lemma D.1. Let ∆ be a W-invariant convex subset of E. Let x, y ∈ E be dominant. If x + y ∈ ∆ then for all v, w ∈ W we have vx + wy ∈ ∆.
Proof. Without loss of generality we may assume v = 1. Since y is dominant there exist simple roots α 1 , . . . , α n such that w = s αn · · · s α1 and such that if we put y i = s αi · · · s α1 y then (α i+1 , y i ) > 0. By induction on i we may assume x + y i ∈ ∆. Then we have s αi+1 (x + y i ) ∈ ∆ and hence x + y i − 0 · α i+1 ∈ ∆, x + y i − (α i+1 , x + y i )α i+1 ∈ ∆.
Now note
x + y i+1 = x + y i − (α i+1 , y i )α i+1 and hence since x is dominant and therefore (α i+1 , x) ≥ 0, we have 0 ≤ (α i+1 , y i ) ≤ (α i+1 , x + y i ).
Thus x + y i+1 is in the convex hull of x + y i and s αi+1 (x + y i ) and therefore x + y i+1 ∈ ∆. Letρ = (1/2) ρ∈Φ + ρ. Then it is well known that for each simple root we have s α (ρ) =ρ − α. Put E Z = {x ∈ E | ∀ρ ∈ Φ : (ρ, x) ∈ Z}.
For w ∈ W, x ∈ E put w * x = w(x +ρ) −ρ. This defines an (affine) action of W on E, which preserves E Z . Lemma D.2. Assume that y ∈ E is dominant. If x ∈ E and α ∈ S is such that (α, x) < 0 then (D.1) (s α x, y) ≥ (x, y).
Moreover if x ∈ E Z then also (D.2) (s α * x, y) ≥ (x, y).
Proof. We compute (s α x, y) = (x − (α, x)α, y) = (x, y) − (α, x)(α, y) ≥ (x, y) using the fact that y is dominant and hence (α, y) ≥ 0. Similarly (s α * x, y) = (x − ((α, x) + 1)α, y) = (x, y) − ((α, x) + 1)(α, y) ≥ (x, y)
using now in addition that (α, x) ∈ Z.
Corollary D.3. Assume that y ∈ E is dominant and x ∈ E is arbitrary. If w ∈ W is such that wx is dominant then (wx, y) ≥ (x, y).
If x ∈ E Z and w * x is dominant then (w * x, y) ≥ (x, y).
Proof. For the first inequality note that if wx is dominant then it can be written as s αn · · · s α1 x such that for each x i = s αi · · · s α1 x the inequality (α i+1 , x i ) < 0 is satisfied. It now suffices to invoke (D.1). The argument for w * x is similar, now using (D.2).
