Abstract. In this work we present our approach to (simple di-)graph transformation based on an algebra of boolean matrices. Rules are represented as boolean matrices for nodes and edges and derivations can be efficiently characterized with boolean operations only. Our objective is to analyze properties inherent to rules themselves (without considering an initial graph), so this information can be calculated at specification time. We present basic results concerning wellformedness of rules and derivations (compatibility), as well as concatenation of rules, the conditions under which they are applicable (coherence) and permutations. We introduce the match, which permits the identification of a grammar rule left hand side inside a graph. We follow a similar approach to the single pushout approach (SPO), where dangling edges are deleted, but we first adapt the rule in order to take into account any deleted edge. To this end, a notation borrowed from functional analysis is used. We study the conditions under which the calculated data at specification time can be used when the match is considered.
Introduction
Graph Transformation [11] is becoming increasingly popular in computer science as it provides a formal basis for graph manipulation. Transformations of this data structure are central to many application areas, such as visual languages, visual simulation, picture processing and model transformation (see [5] and [11] vol.2 for some applications).
The classical algebraic approach to graph transformation is based on category theory [3] , and provides a rich body of theoretical results(see [11] vol.1). Thus, graph transformations expressed as graph rewriting become not only graphical and intuitive but also formal, declarative and high-level models, subject themselves to analysis [11] [5] [6] . Nonetheless, methods to increase efficiency and new analysis techniques that can be efficiently implemented in tools are needed for real industrial applications.
In contrast to the categorical-algebraic approach, we propose an algebraic characterization based on boolean matrix algebra. In this way, simple digraphs can be represented as boolean matrices and productions as matrices for edge and node deletion and addition, together with a graph L (also represented with matrices) that must be present in the host graph in order for the rule to be applicable. Therefore, the effects of a production p : L → R can be modelled using boolean matrix operations only. This purely algebraic approach constitutes a different perspective from algebraic-categorical approaches, as it provides an operational characterization of most concepts (closer to implementation) and has the potential for efficient implementation and parallelization.
In our work [10] , most analysis is made independently of the host graph. The advantages of this approach are twofold. First, all properties under study are inherent to the graph transformation system and second, it has the practical advantage that the analysis can be performed by a tool in the phase of specification of the grammar, independently of any host graph. We present concepts such as coherence (potential applicability of a sequence), minimal initial digraph (smallest graph with enough elements to execute a sequence), rule permutation coherence and G-congruence (potential sequential independence). These concepts provide a rich amount of information about productions and how they are related to each other, including limitation in their application, dependencies and dynamical behaviour. To the best of our knowledge, some of these results are new, for example we have studied conditions for coherence of rule advancement and delay an arbitrary number of positions in a sequence. For space limitations, some proofs are omitted, but can be found in [10] .
In addition, we introduce the match as an operator modifying the rule by including the context in which it is applied. We use a similar approach to SPO [4] , where the dangling edges are deleted. Thus, the rule is adapted to include the edges that would become dangling and explicitly delete them. Our goal is to use the information calculated about the grammar at specification time once the initial host graph is considered. In this work, we study how this information is modified when a host graph is taken into account. We also introduce a bra-ket operational notation for rules similar to that of functional analysis for operators (also known as Dirac Notation) [1] . Thus, productions can be depicted as R = L, p , splitting the static part (initial state, L) from the dynamics (element addition and deletion, p).
The paper is organized as follows. Section 2 presents the characterization of graphs and productions in our approach, together with rule sequences, minimal initial digraph, permutation and G-congruence. Section 3 presents our approach to handle the match. Section 4 revisits the properties calculated for rules in section 2, and study how they are affected by the match. Section 5 presents the conclusions and future work.
Characterization and Basic Properties
This section presents an informal introduction to the basic concepts in our approach. In subsection 2.1, we start defining simple digraphs, which can be represented as boolean matrices, introduce basic operations on these matrices and show a characterization of graph transformation rules using them. We formulate the conditions for a production to be compatible (i.e. it defines a simple digraph) and the concept of completion, where matrices representing graphs are modified -arranged -to permit operations between them. In subsection 2.2, we present production concatenation together with the concept of coherence. We present the minimal initial digraph, the conditions for sequence permutations to be coherent and the concept of potential sequential independence.
Simple Digraphs and Productions
A graph G = (V, E) consists of two sets, one of nodes V = {V i | i ∈ I} and one of edges E = {(V i , V j ) ∈ V × V }. In this paper we are concerned with simple digraphs, "simple" meaning that only two arrows are allowed between two nodes (one in each
