The cloud computing paradigm is gaining more and more momentum, to the extent that it is no more confined to its initial application domains, i.e. use by enterprises and businesses that are simply willing to lower costs or to increase computing capacity in a flexible manner. In particular, increasing interest is recently being paid to the dramatic potentials that the use of cloud computing technology by critical infrastructure (CI) operators might bring about, in terms of benefits for the society at large. Since accidental or deliberate damage to a CI may result in devastating consequences, this mandates for dependable and trustworthy security mechanisms in cloud platforms. In this paper, we present a distributed application for real-time monitoring of a Power Grid. The application, which is called PoGriMon, is deployed on top of the SecureCloud platform, a security-enhanced IaaS solution that exploits the Intel Software Guard eXtension (SGX) technology. PoGriMon has been designed based on the requirements of the SCADA network of the Israeli Electric Corporation (IEC), and it is currently being validated in a realistic setup also provided by IEC.
I. INTRODUCTION
The industrial community is now becoming aware of the tremendous advantages that cloud technology may bring about. The cloud computing paradigm is a promising solution in many fields, due to its high value in terms of cost savings. However, in application domains -such as CIs -where security is an issue, companies are reluctant to move to the cloud, also due to the dramatic increase -both in number and complexity -of attacks experienced in the last few years. CIs have more stringent security requirements than possibly any other sector, due to the terrible impact that attacks directed to them may have on the safety, prosperity, and well-being of the society itself. Evidence such as the "Black Energy 3" attack enforced in Ukraine [1] in 2015 or the "Havex" SCADA-focused trojan launched in 2014 [2] , demonstrates how important the security of Industrial Control Systems (ICS) is. In order for cloud technology to really take up in the CI domain, effective solutions are needed to meet the challenging security requirements of applications. In this work we present PoGriMon (PGM), a distributed cloud-based application for real-time monitoring of a power grid. We describe the conceptual architecture of the application, discuss the implementation details of the current implementation, and illustrate how it uses the advanced security features provided by the underlying cloud platform. The cloud platform supporting PoGriMon is called SecureCloud, and is being developed within the context of the Secure Big Data Processing in Untrusted Clouds (SecureCloud) project 1 . To enable PoGriMon to protect the confidentiality and integrity of the data that it gathers from power grid SCADA sensors, the SecureCloud platform exploits Software Guard eXtension (SGX), the new extension of Intel Instruction-Set Architecture (ISA) provided in the newest Skylake processors. SGX permits to protect application state from the hypervisor and even from the operating system. Since all data is encrypted in memory in Secure Enclaves, and only the CPU has access to the encryption keys, even privileged access to a machine (i.e. the cloud provider itself) does not help to gain access to data protected with SGX. The incorporation of secure enclaves in the cloud computing software stack results in superior security guarantees to applications -such as PoGriMon -which handle sensitive data.
The SecureCloud platform provides integrity and confidentiality of sensitive data to the PoGriMon application through: 1) SGX-enabled Secure Containers (SCONE) (Arnautov et al. [15] ) able to protect the processing of sensitive code and data against powerful attackers; 2) an SGX-enabled event bus (namely: ZMQ) able to protect messages exchanged among containers by encrypting them inside enclaves. To enable PoGriMon to exploit the enhanced security features provided by the SecureCloud platform, the application is split in a set of micro-services, which are executed in distinct secure containers. The resulting architecture, therefore, consists of multiple secure containers exchanging messages through the secured ZMQ event bus.
The remainder of this paper is organized as follows. Section II provides an overview of related research initiatives. Section III analyzes the type of threats that may arise in a cloud environment. Section IV describes the use case, and specifies its security requirements. Section V provides insight into Intel SGX, by describing limitations of this innovative technology and how such limitations have been addressed. Section VI gives an overview of the SecureCloud platform and of its main architectural elements. Then, section VII describes the PoGriMon application and its integration with the SecureCloud platform. Finally, section VIII concludes the document.
II. RELATED WORK
Protecting CIs in cloud and non-cloud platforms is a main concern [3] , [6] , [7] , [9] . The process of critical infrastructure cloudification is foreseen -above all -in the field of Smart Grids. However, smart grid infrastructures are particularly challenging in terms of security requirements, as discussed in [10] . Several works analyze the advantages that could be achieved by leveraging cloud techniques to meet the demand for increasingly intelligent and cost-effective systems.
In this regard, Bera et al. [3] provided a thorough survey, in which they analyzed the impact on Smart Grids, of a migration to the cloud. In particular, the discussion focused on three main aspects: 1) energy management, 2) information management, and 3) security. It is precisely the last one that is classified as an open issue by the authors, due to the many deficiencies of existent protection mechanisms.
A possible approach for developing a secure cloud-based monitoring system was proposed by Sule et al. [9] , where a secure cloud deployment for mission critical applications in the energy sector is described. Their solution was based on the usage of Trusted Platform Modules (TPM) to eliminate the need of custom software and patches by enforcing hardware integrity measurement and testing through a crypto-processor provided in cloud providers' nodes. From a conceptual point of view, the solution we propose is similar, but Intel SGX does much more, since it builds a Trusted Execution Environment (TEE) that no longer depends on TPMs to enforce measurements, sealing, and attestation. There is no more an external co-processor, and since everything runs on the main CPU, it is much faster.
Baker et al. [6] presented a concept for a cloud platform to reinforce the integrity and security of SOA-based SCADA systems exploited in the context of Critical Infrastructures. The paper makes use of requirements imposed by a Smart Grid CI to highlight the applicability of the proposed platform in a real world scenario. They analyzed a collection of existing measures (e.g. Intrusion Detection Systems (IDS), Role-Based Access Control (RBAC)) to define a 'Security Toolbox' that could be adopted to guarantee an acceptable level of security. Furthermore, they proposed a Multilevel User Access Control Layer (MLAC) used to connect users to the most appropriate SCADA node, according to their role and credentials. This work only provides a partial solution to the problem. In particular, it does not protect against insider threats, e.g. a malicious cloud provider or system administrator.
III. THREATS TO CIS IN A CLOUD ENVIRONMENT
Although the migration of CI applications to the cloud lays the foundations for better quality services -characterized by a higher resistance to trivial attacks and, most of all, by a substantial improvement in terms of reliability -a number of new security threats arises. Data loss or compromise, loss of organizational control, account hijacking and Denial of Service (DoS) are the noteworthy risks that organizations must take into account if moving to a cloud based IT infrastructure. The research community is proposing new security solutions, as testified in [5] , where authors survey current available security mechanisms in cloud infrastructures to address most relevant open issues.
The adaptation of cloud-hosted SCADA systems to the cloud migration is paramount, due to the lack of appropriate security mechanisms in the most common SCADA protocols (such as Modbus and DNP3), which do not support or perform authentication, nor encryption.
According to NIST, cloud computing ''presents certain unique security challenges resulting from the cloud's very high degree of outsourcing, dependence on networks, sharing (multi-tenancy), and scale'' [4] . Fernandes et al. [8] provides a survey of research literature to highlight cloud security open issues and challenges. Some of them specifically affect Industrial Control Systems (ICS). We report here the most relevant ones:
• T1: Data Breach -CIs data is the main target of malicious intrusive actions. Data confidentiality is certainly important, but it is our belief that data integrity is much more important because attacks (e.g., manipulating sensor or control data) on the SCADA system could have terrible effects on people safety, as it (mis)leads operators to take wrong decisions. Just think of the impact that false information on the status of the power grid may have on a distribution network. The problem of data outsourcing in a cloud migration is thus of immediate concern.
• T2: Account or Service Traffic Hijacking -The attempt to impersonate legitimate operators is a possible way through which hackers can do malicious actions against the CI. The intruder can get into critical areas of a distributed monitoring service and possibly compromise the confidentiality, integrity, and availability of those services.
• T3: Denial of Service (DoS) -The high availability of SCADA systems is a fundamental requirement. Precisely for this reason, attackers may aim at an outage of CI services through a DoS or Distributed DoS (DDoS) attack. These attacks may even be more dangerous in a cloud environment, since when the workload increases with respect to a specific service, the cloud environment provides additional computational power to that service. This means that on the one hand the cloud system counters the effects of the attack, but on the other hand it supports the attacker in his/her evil activity, by providing him/her with more and more resources.
• T4: Shared Technologies Vulnerabilities -The multitenancy feature of cloud technologies is extremely risky in terms of security if the hypervisor is not properly secured. An evil activity on CI data integrity and confidentiality may be launched through penetrations in virtual machines (VM) residing on the same hypervisor.
• T5: Malicious Insiders -Malicious administrators of the Cloud Provider (CP) or any other system user with privileged access to resources are a consistent threat that traditional security mechanisms are hardly able to cope with.
IV. REQUIREMENTS OF THE IEC USE CASE
A civil electric supply and distribution network infrastructure has been chosen as a use case to validate and demonstrate our work. Such an infrastructure is extremely representative, since it is composed by assets like transmission lines and distribution substations that make it a safety-critical infrastructure with challenging security requirements.
Our use case is under the administration of a public and government-owned company, namely the Israel Electric Corporation (IEC). Activities include the generation, transmission and transformation, distribution, supply, and sale of electricity. The company supplies reliable and high-quality electricity, complies with leading service standards, maintaining economic, commercial and environmental principles.
A cloud-based real-time monitoring application is an attractive solution for IEC administrators because they can get rid of the burden (and reduce the costs) of IT systems management and easily interconnect the assets, which are geographically distributed. Also importantly, cloud technology seems to be an attractive option based on the requirements (functional and non-functional) that are defined in detail in the following subsections.
A. Functional Requirements
The following main requirements with respect to cyber security must be observed for this application. Data exchange between legitimate users and the application and data stored in the cloud must not be accessible by unauthorised parties, nor it should be possible to alter them undetectably. Additionally, the business logic of the processes should not be altered. It is thus necessary -among other things -to establish a secure communication mechanism for connecting the various processes. More specifically, the functionalities needed by the application are those typical of a SCADA system, that is to say:
• FR1 -Sensor Data Acquisition -data acquisition is needed from sensors, meters and field devices, such as photo, pressure, temperature, and flow sensors that monitor fundamental parameters for service quality and infrastructure integrity.
• FR2 -Sensor Data Collection, storage and retrievalThe enormous amount of data acquired by the sensors must be handled and stored for subsequent analysis such as statistical trends, regulations, future load planning, and billing.
• FR3 -Event and Alarm Processing -Any suspicious activity should be reported by the monitoring application. An Alarm Management System (AMS) must clearly show appropriate alarms indicating abnormal situations, rank priorities and warn about consequences. An history of the alarms must be securely stored. Reactions must be proposed for alarms of different level of importance in case sensors measurements go out of pre-defined thresholds. A correlation of events of different nature should be done to spot patterns of complex attacks.
• FR4 -Monitoring through Human Machine Interface (HMI) -Operators need to have an intuitive interface to the system, to be informed of the status of the infrastructure in a timely fashion, to be able to react promptly to alerts/alarms. They also need to have access to the historical data, to make plans for improvements.
B. Para-Functional Requirements
Power grids are unarguably exposed to risks that are related to natural phenomena, disasters, and criminal/terrorist activity. For this reason, the non-functional requirements imposed, especially those related to security and dependability, are particularly stringent, which is the main cause of skepticism with respect to migration of CI applications to the cloud. The monitoring application should satisfy the following nonfunctional requirements:
• NFR1 -Data Security -Critical decisions are usually taken based on analysis of the measurement data provided by the monitoring system. This means that data confidentiality -and even more data integrity -are of primary importance. The monitoring application should enforce mechanisms able to protect data from malicious accesses and modifications.
• NFR2 -Service Availability and Responsiveness -A timely response to problems is an important requirement, e.g., to have operators quickly react to critical conditions such as a terrorist attacks to the infrastructure or the monitoring system. It is also equally important to guarantee continuous service provision, since an outage could be fatal for the safety of the population.
• NFR3 -Service isolation -In a CI, any asset associated with the monitoring system must comply with a number of regulations and standards. Validation of compliance is a complex and expensive process, especially when third-party cloud providers are involved.
• NFR4 -Scalability -The monitoring application must be able to cope with load peaks. This capability must be maintained also when the number of data feeds grows (i.e. more sensors or event analysers are added to the infrastructure).
• NFR5 -Interoperability -The application must support seamless integration of technologies of different nature, and also allow the usage of software modules written in different programming languages.
V. FUNDAMENTALS OF INTEL SGX
Intel SGX is the new ISA extension of Intel's CPUs that allows to protect sensitive code and data even from privileged instructions executed from Ring0. SGX can be conceived as a ''Reverse Sandbox''. The threat model, in fact, starts from the assumption that all the external world -including system software in general and the OS in particular -is untrusted. Hence, integrity and confidentiality of sensitive code and data must be protected even against those platform components. SGX does so by creating a reserved memory space known as enclave able to protect an application from the external environment (including the OS or the Hypervisor). Access to the enclave memory area is protected by security check mechanisms enforced by the CPU. The enclave contains the sensitive data and the code that uses it. SGX, therefore, enables users to enforce the security of their code and data without having to trust the cloud provider.
Key point of SGX is the software attestation [11] feature, useful to prove the goodness of a piece of software running in an enclave. Such a process convinces an enclave that it is communicating with another enclave that has a specific measurement hash, that it is running in a secure environment and has not been modified. The mutual verification between the enclaves is enforced by using a processor key, which is accessible only by a special enclave known as Quoting Enclave.
SGX supports both an intra-attestation and an interattestation service, that is the SGX-enabled procedure of enclave identity verification can be empowered between two enclaves residing on the same host or between two enclaves residing in different hosts. The remote attestation service builds a secure channel between the two enclaves by performing a Diffie-Hellman key exchange.
The high level of security provided by SGX does not come without a cost. In fact, there are some limitations that make the development of SGX-based application a non-trivial engineering task. First, the security checks enforced by the CPU when an application wants to access an enclave have a non-negligible impact on performance. Therefore, the developer needs to reduce as much as possible the amount of EENTER and EEXIT SGX calls. Second, system calls cannot be performed within an enclave, since the OS is considered untrusted in the SGX threat model. This obviously imposes restrictions on what the application can and cannot do in enclaves.
In the following section, we provide more details about how the SecureCloud platform, on top of which the PoGriMon application runs, addresses such issues.
A. Designing a SGX-Enabled Application
As already mentioned, hardening the monitoring application with Intel SGX is challenging. A first question that may arise is how to design the application using secure enclaves, and what should be put inside (and what outside) of the enclaves. The choice on the external interface exposed to the host OS is fundamental since it has an impact on the Trusted Computing Base (TCB) size and on the performance of the overall system. Three main options are possible.
One approach has been proposed in Haven by Baumann et al. [13] , who included in their enclaves LibOS, a set of libraries able to run on a dedicated minimal kernel API surface. While this solution has the advantage of allowing the execution of generic applications with SGX and exposing a minimal interface to the outside, it has the drawback of a huge TCB in the enclaves, which could well result in security leaks.
Another possibility is to properly partition an application and leverage an external interface to perform all libc calls made by the application. In such a case the TCB is kept small but the interface is exposed to risks and, also notably, identifying and defining the partitions is a non-trivial task. Such a solution was adopted by Schuster et al. [14] , who partitioned a Hadoop MapReduce framework in order to enforce secure data analytics using SGX.
Finally, a third approach (the one we adopt) is to leverage the external shielded interface demonstrated in [15] that allows to execute in a secure manner system calls of the host OS while maintaining a low performance overhead. In this way, the principal limitation of SGX, that is the execution of Ring0 instructions from within the enclaves, is overcome and the security of the interface exposed to the outside remains high. Arnautov et al. [15] used the shielded interface to develop SGX-enabled Secure Containers. SecureCloud leverages such containers to protect sensitive code and data of the PoGriMon application. The secure containers run micro-services belonging to the pilot application in a one-to-one relationship: each container is mapped to a specific micro-service. The micro-service approach fits well for a SGX-enabled application. In fact, a micro-service application is composed by functionalities that are already well-partitioned, and usually each micro-service has a limited amount of code, which helps to keep the TCB small. The only drawback coming from this solution is that the developer needs to re-engineer the application in order to define the micro-services that need to be put in the enclaves.
VI. THE SECURECLOUD PLATFORM SUPPORTING POGRIMON
In this section we provide an insight into the SecureCloud platform describing the main architectural elements that help to ensure the confidentiality and integrity of data managed by the PoGriMon application.
The SecureCloud platform makes use of containers to execute the PoGriMon application in the cloud. Containers are a convenient solution, which is gaining more and more momentum. Compared to Virtual Machines (VMs), they have lower memory overhead, faster startup, and in general they use less resources. However, containers provide lower security than full-fledged VMs or dedicated servers, as they cannot provide the same level of isolation. The SecureCloud platform combines the efficiency of containers with the security of Intel SGX enclaves, in a mechanism called Secure Container. Secure Containers provide a protected execution environment where micro-services can run. This is a convenient paradigm for distributed cloud based application with challenging scalability and availability requirements. Figure 1 reports the high level architecture on which PoGriMon executes. SGX-enabled containers running on the cloud execute the different micro-services belonging to PoGriMon. Each micro-service resides in a secure container that protects its sensitive parts in a SGX enclave. The untrusted part of a container, outside of the enclave, executes the microservice framework runtime system, which is responsible for the management of the enclave and provides access to operating system functionalities (such as sending data over the network or storing files).
Figure 1 High-level architecture of SecureCloud
Three issues have been addressed, which are extremely relevant in terms of security:
• Secure data processing within containers -the SecureCloud platform leverages the SCONE secure container mechanism described in [15] . The architecture of SCONE provides transparent encryption and authentication of data through shields. The sensitive part of PoGriMon micro-services executes in the enclaves and communicates with the outside through the shielded interface. Moreover, thanks to asynchronous system calls and to the M:N correspondence of SGX enclave threads to OS threads, SCONE containers are able to address one of the main issues of SGX, that is the degradation of performance.
• Secure data communication between containers -As already mentioned, the application consists of a set of micro-services connected via an event bus (a secured version of ZMQ). All messages on the event bus are encrypted. Encryption and decryption are performed automatically within enclaves. Decryption keys are stored securely within enclaves only. Authentication is also provided, as well as additional security properties of the event bus, such as ensuring freshness of the delivered messages, which is guaranteed by the event bus stubs that run in an enclave. For example, the event bus stubs detect duplicate messages, thus preventing replay attacks.
• Secure data communication to the outside -To enable micro-services to communicate with external clients and services, we mainly rely on the widely-used REST communication pattern via HTTP over SSL/TLS (HTTPS). The mapping between HTTPS and the event bus is achieved via a bridge: we terminate the TLS connection in an enclave and then distribute data across SecureCloud micro-services using encrypted channels, as illustrated in Figure 2 . Typically, TLS connections terminate in proxies that distribute the requests via HTTP within a data centre. In the SecureCloud platform TLS connections are terminated transparently within a REST bridge. Requests/messages are then sent within a data centre via the encrypted event bus.
Figure 2 SecureCloud bridge (proxy) mapping HTTPS
connections to secure channels VII. THE POGRIMON CLOUD-BASED APPLICATION In this section, we describe the architecture of the PoGriMon application. We assume that the cloud modules of the application run on a Metal-as-a-Service (MaaS) Cloud infrastructure equipped with SGX-enabled processors. We also assume that the on-site machine is SGX-enabled (in order to provide confidentiality of the collected data). First we discuss how data flows from the PoGriMon application to the cloud (and vice versa). Then we describe the integration of PoGriMon with the SecureCloud architecture. Finally, we motivate the main technological decisions that we have taken to implement the current version of the application. Figure 3 provides a high-level view of the architecture of the PoGriMon application. On the infrastructure side, sensors are deployed on the field and are responsible for retrieving measurements related to specific physical phenomena that are to be monitored. Measurement signals are then converted to digital data by means of signal converting devices, known as Remote Terminal Units (RTUs).
A. PoGriMon Data Flow
The data acquired by the sensors is then transmitted to a Data Communication Layer (DCL). This consists of ''Data Logger'' equipment, which allows secure communication between the RTUs and the control/monitoring system by means of heterogeneous data communication layers, relying on different physical communication media and technologies, both wired and wireless. Multiple devices are deployed, each one responsible of a group of sensors installed nearby.
Sensor data collected by the DCLs is then handed over to Gateway machines in charge of preprocessing and then transmitting to other application components (running on the cloud platform) for further processing. A gateway acts as a bridge between the "edge" components of the monitoring application and the cloud, by implementing interfaces for decoupling communication protocols (the ones used by the monitored infrastructure and the ones used on the cloud side). Therefore, the Gateway interfaces on the one side with the ModBus protocol to acquire data from the DCL and on the other side with the SecureCloud event bus. Therefore, the data gathered by the on-site application modules is sent to the Message Broker Layer (the event bus), which then distribute data, messages, and events to all the units involved, in charge of specific functions (e.g, data storage management, data computation, data provision, and alarm management). Storage of critical data, as well as batch and real-time processing facilities are provided by the cloud platform. Except for the data acquisition modules, all application components run on top of the cloud platform.
Figure 3 PoGriMon components and interfaces

B. Design of PoGriMon
Starting from the requirements imposed by the PoGriMon use case and from the need of a well-partitioned application to execute into SecureCloud Secure Containers, we revised the architecture of typical SCADA systems to finally create a secure reactive micro-service based cloud application. Reactive applications are characterized by asynchronous processing and are widely used in the Internet of Things (IoT) world, they are typically highly interactive, scalable, resilient, responsive and event driven; a set of characteristics perfectly in line with the application Non-Functional requirements defined in IV.B.
Hence, we partitioned PoGriMon in multiple microservices exchanging messages between them through Publish/Subscribe or Point-to-Point communication patterns. The idea is that each sensor data is published on the event bus by the Gateway and all the interested micro-services subscribe themselves to the topic (or the sensor) of interest.
The event bus chosen has been ZMQ which represented the best choice for our goals since it is lightweight and easy to extend for SGX enclaves interactions. The communication endpoints of a logical connection are inside SGX enclaves, where encryption and decryption take place. Data transmitted in the ZMQ channels is therefore always encrypted. The encryption keys are securely kept within the enclave. Their establishment is done through the TLS handshake protocol.
In the following, we report the micro-services that belongs to the PoGriMon application. For each of them we highlight the criticality in terms of security and where the confidentiality and integrity need to be protected. How this has been faced will be subject of next subsection.
• The Data Collector (or Data Publisher) acquires data from the sensors by communicating with a ModBus protocol with the DCL layer. The data is then transmitted to the ZMQ event bus responsible of delivering it to the other micro-services subscribers running at cloud level. Such micro-service needs to harden the data transmitted to the SecureCloud platform in order to make sure that the confidentiality and integrity won't be compromised.
• The Access Controller is responsible for the Identity Access Management (IAM) of PoGriMon in order to allow a policy-based access to the resources. The credentials of users reside in a Key-Value storage system and need to be protected into it.
• The Alarm Manager which enforces the stream processing to signal alarms or critical conditions that may arise in the IEC infrastructure. It does so through a Complex Event Processing (CEP) system that identifies and analyzes cause-and-effect relationships among events in real time. Every abnormal situation generates events interpreted by the CEP that, based on the rules defined by the administrator, enforces a correlation process and outputs a single alarm level.
The event correlation of the CEP is extremely sensitive in terms of security: the integrity of events cannot be compromised.
• The InMemory-Archiver responsible for storing realtime data into a memory caching system (i.e. Memcached) for immediate processing. The data in RAM must be protected from malicious attacks.
• The SQL-Archiver responsible for the storing of historical data into a SQL database. All data in the database is encrypted at rest, and need to be accessible only to clients holding the decryption key.
• The Web Proxy which provides data coming from the application back-end to the front-end dashboard. This micro-service is responsible to protect the data flowing to the outside.
• The Dashboard GUI which provides a web-based Human Machine Interface (HMI) to monitor sensors' status. Such a GUI needs to establish a secure channel with the WebProxy in order to protect the final showing of measurements.
PoGriMon needs to protect the confidentiality and integrity of the data flowing through the previous micro-services. They need to be partitioned in order to properly execute their sensitive parts into Secure Containers of the SecureCloud platform and to encrypts sensitive data before sending to the ZMQ event bus. How the security is hardened will be subject of next subsection where the integration of PoGriMon with the SecureCloud platform is described.
C. Integration of PoGriMon with SecureCloud Platform
The PoGriMon application leverages the SecureCloud technologies to harden the sensitive part of its micro-services. A process of integration is therefore required in this sense.
A first phase carried out has been the identification of what need to be secured and what not. At a high level, the PoGriMon application must be hardened in: i) The provision of data exchanged between the DataCollector micro-service and the on-cloud application modules; i) The micro-services running on the Cloud. In respect to what described in section VII-B, the first means enforcing security between the DataCollector and the micro-services running on-cloud. The on-site gateway and the broker on the cloud platform need to attest each other's identities, establishing in this way a secure channel. Data is exchanged only between enclaves, and is never decrypted outside of them. This was accomplished by leveraging the remote attestation feature of Intel SGX: the idea is that the DataCollector micro-service collects the data, put more measurements in a single bucket to improve performances, and send the bucket to the stub into the enclave. At this point, the enclave performs the attestation of the enclave running on the SecureCloud platform and uses the key obtained with the Diffie-Hellman exchange mechanism to securely encrypt the bucket of sensitive measurements data into the enclave. The data is finally sent to a specific micro-service in charge of receiving such messages and publish them to the others.
The protection of the on-cloud micro-services is realized through the technologies of the SecureCloud platform: the micro-services are made up of code that executes partly outside an enclave (in the untrusted part of SecureCloud containers), and partly inside the enclave (in the trusted part of SecureCloud containers). Hence, each micro-service listed in section VII-B runs into the untrusted part of a single container, when he needs to carry out a critical operation like a decryption of data received by someone else, it asks to the shielded interface exposed in SCONE containers to switch to the trusted part of the runtime system and perform the decryption. SCONE enforces a transparent encryption of files, of communication channels via TLS, and of console streams. Keys are stored into SGX enclaves, the micro-service can process encrypted data that is decrypted only inside the CPUs, and therefore inaccessible to the operating system. Each secure container uses a startup configuration file (SCF). The SCF contains keys to encrypt standard I/O streams, a hash of the FS protection file and its encryption key, application arguments and environment variables. Only an enclave whose identity has been verified can access the SCF.
In terms of communication among micro-services, as already said these make use of ZMQ. On top of it the local attestation of Intel SGX, privacy and integrity checks are performed through adequate key management and standard hashing, like SHA1, and symmetric and asymmetric encryption algorithms, like AES and RSA. The key management enforced by SGX is extremely powerful: the enclave generates a key pair into it, so inaccessible even from the kernel OS, seal the private data into the enclave, shares the public key with the authenticated clients, starts the communication with the client, which encrypt the data with the public key. Such data is decrypted only into the CPU. Besides, protection against attackers will be tackled by using the mechanisms provided by the Intel SGX enabled processors in all services which are supposed to run in third party infrastructure providers. The interface between clients and micro-services are established in a language-agnostic manner by using JSON data-interchange format. As a higher-level building block for both system and application communication infrastructure, we propose a secure content-based routing system. Content-based routing (CBR) is a flexible and powerful paradigm for scalable communication among distributed processes. It decouples data producers from consumers, and dynamically routes messages based on their content. Two main types of communication mechanisms are therefore used. First, point-to-point channels for secure communication across enclaves. Second, higher-level many-tomany communication primitives based on the publish/subscribe interaction model.
VIII. CONCLUSIONS AND FUTURE WORK
In this paper we described the approach we have taken in the SecureCloud project to design a secure cloud application for a critical infrastructure. The platform uses the new Intel ISA extension known as SGX. We discussed the positive effects of a migration of critical infrastructure applications from traditional IT technology to the cloud, and analyzed the security challenges related to this technology shift. Then, we presented the architecture and the current implementation of PoGriMon, a cloud-based application for real-time monitoring of a real power grid, specifically the electric supply and distribution network of IEC. In the next months, we will perform a massive experimental campaign, aiming at validating the pilot application. This will not be done on the real IEC infrastructure (for obvious reasons), but on an emulated environment that closely mimics the real setup.
