T he presentation of self and the desire to project a positive self-image are important factors influencing how people interact with others. To the extent that the projection of a positive self-image becomes salient through the internalization of societal norms, what may appear to be sincere, honest, and unbiased expressions of political and social beliefs may actually be a conscious attempt to conceal beliefs by giving socially desirable responses (Goffman 1963 (Goffman , 1973 or an unconscious reaction to being perceived in a negative light (Steele and Aronson 1995) . Measures of political and social attitudes will tend to reflect more than expressed opinions but also come to reflect an attempt to project a positive self-image.
American respondent, because it may be "politically correct," but they will actually vote for the opposing white candidate (Finkel, Guterbock, and Borg 1999) . An African American respondent may also put on a performance by "donning the Black mask" and not revealing his or her true feelings when interviewed by a white interviewer but speak more frankly in the presence of a black interviewer (Davis 1997) .
While a social desirability explanation may apply to attitudinal and opinion questions, it does not adequately explain the bias that interviewer effects may impart on objective indicators. More importantly, social desirability is only believed to underlie interviewer effects on attitudinal questions.
In this article, we provide an alternative account of the race-of-interviewer effects on survey responses, drawing on the social psychological literature on race differences in test performance. Steele and his colleagues (Aronson et al. 1999; Spencer, Steele, and Quinn 1999; Steele 1997; Steele and Aronson 1995) show that the awareness of threat of being stereotyped and confirming a negative stereotype interferes with the processing of information by groups about whom the relevant negative stereotype exists, even when they themselves do not believe the stereotype. For example, stereotype threat may impair the test performance of African Americans when taking an apparently standardized test of intellectual ability, or it may impair the test performance of women when taking a standardized test of mathematical ability. The activation of a stereotype about a group's lower intellectual ability can negatively affect their test performance. But when the stereotype threat is removed, such as by changing the reported nature of the test, test performance improves.
Although most of the research on stereotype threat occurs in the context of a testing environment in which individuals are made to feel self-conscious about race, we explore the extent to which a stereotype threat approach can explain race-of-interviewer effects in an attitude survey. We argue that a survey can heighten respondents' sensitivity to race and that it parallels the situation that occurs in testing. In addition to the structure of the questions and format of response options, which conveys a sense of formality, respondents often think there are right and wrong answers.
A more important test parallel exists in the fact that attitude surveys do, indeed, often ask respondents about their own "objective" behavior, background, or attributes (e.g., voting, alcohol consumption, work activity, sexual behavior, income, education, family composition, race, and gender). 2 The answers to such questions can be said to be true or false or (less judgmentally) accurate or inaccurate. Surveys often directly test a respondent's knowledge of other people, issues, events, and the broader environment by asking questions that clearly have right and wrong, as well as readily verifiable, answers. What are the names of your U.S. Senators? Which political party holds a majority in the state legislature? How many justices are there on the U.S. Supreme Court? Can you place a candidate on the liberal/conservative scale? How many things do you like or dislike about George Bush? Such questions have a potential to be threatening to respondents who do not want to appear uninformed or ignorant. For this reason, survey researchers sometimes even tell the respondents that the questions are "not a test," to convey the idea that right or wrong answers to the questions will not be used to form a judgment about the respondent's intelligence, knowledge, or honesty. We use question wording experiments in a public opinion survey to examine the role of stereotype threat on survey responses. We hypothesize that African American respondents to a set of questions on political knowledge will give fewer correct answers to white interviewers than to African American interviewers. Furthermore, we expect African American respondents to give fewer correct answers to knowledge questions that are explicitly described as a test than to the same questions that are explicitly said not to be a test.
The answers to basic questions about political institutions, such as how many Supreme Court justices there are, do not have an inherent racial meaning or links to issues of group identity or solidarity. Also, if the respondents give different answers when the interviewers are members of one race than when they are members of another race, the difference in the number of correct answers is unlikely to be due to social desirability. So we need another theory to account for such a pattern of responses to political knowledge questions. The central concept of the theory that we shall rely on is that of "stereotype threat."
Stereotype Threat
People are motivated to appear competent and to take control rather than being merely victimized by negative stereotypes (Oyserman and Swim 2001) . According to Steele (1997) , when a widely known negative stereotype (e.g., poor intellectual ability) exists about a group which jeopardizes their appearance of competence, it creates for both by interviewers and respondents, and hence in principle respondents may assume that it can be verified by observation. Even in telephone surveys, the respondent's perception of the race of the interviewer agrees with the interviewer's own self-description by race most of the time.
some members of that group a burden of suspicion that acts as a threat. This threat arises when a person's behavior could be judged (usually by members outside the group) in terms of a stereotype. Such a threat is cued by the mere recognition that a negative group stereotype could apply to oneself in a given situation. The person's anxiousness to disconfirm a negative stereotype and a potentially degrading label may interfere with performance of the task. For members of the group to which the stereotypes apply, the threat of stereotypes may lead to inefficient information processing by redirecting attention needed to perform a task to irrelevant concerns, which may lead to self-consciousness, overcautiousness, and frustration (Steele and Aronson 1995) . Through these mechanisms, stereotype threat is expected to undermine the processing of information, and hence performance on tests or other assigned tasks.
Stereotype threat may apply to any stigmatized group (African Americans, women, whites, and students from low socio-economic status) and is usually treated as context-dependent or situationally specific (cf. Marx, Brown, and Steele 1999) . Its activation does not require overt references to a group's inferiority; however, such references may enhance the effect. Steele and Aronson (1995) examined performance on the most difficult verbal items in the GRE among African American and white college students. Activating a stereotype threat among one group by introducing the exam as "a test of intellectual ability" led African American participants to score significantly worse than whites who were given the same instructions. African Americans in the nondiagnostic groups performed equally to whites. In another experiment, the mere recording of their race on a demographic section of the exam, just before taking the exam, impaired the performance of African American students. Blascovich et al. (2001) found impaired performance on a cognitive task among African Americans high in stereotype threat, and they also revealed that African Americans who had high stereotype threat exhibited higher blood pressure than whites. Walsh, Hickey, and Duffy (1999) examined the extent to which a negative stereotype threat might explain gender differences in mathematical problem solving. Instructing participants that the SAT "has been found to show gender differences in math performance and that males score higher than females" had the effect of producing significantly lower test scores among the women. The researchers argued that the threat of a negative stigma associated with lower math ability creates a threat to selfcharacterization and an emotional reaction that interferes with performance (Walsh, Hickey, and Duffy 1999, 236) . Research by Spencer et al. (1997) , Stangor, Carr, and Kiang (1998), and Spencer (2001) revealed similar findings: women significantly underperformed in comparison to equally qualified men on a difficult math test, but women performed just as well as equally qualified men on an advanced literature test.
Extending the concept of stereotype threat to social class, Croizet and Claire (1998) introduced stereotype threat to low-SES participants by informing them the GRE was intended to "assess your intellectual ability for solving verbal problems." The hypothesis that low-SES participants would do less well because stereotype anxiety would disrupt their performance was strongly supported. Aronson et al. (1999) explored the extent to which even white males can experience stereotype threat. In an experiment involving a group of white male college students with high math aptitude, a stereotype threat was activated by introducing a math section on the SAT by asking participants to read articles about the phenomenal math achievement of Asians and informing the test takers that Asians outperform other students on tests of math ability. Making salient the Asian stereotype depressed the performance of white males, even though they reported exerting more effort. Stone et al. (1999) explored stereotype threat on athletic performance. They argued that if an athletic performance were framed as an indication of natural athletic ability-one's genetically determined physical capabilities-white athletes might infer that they are being evaluated on the basis of a negative stereotype and consequently perform more poorly than if the stereotype were not made salient. When a negative stereotype was activated, white participants did worse than control participants when a golf task was framed as diagnostic of "natural ability." Likewise, African American participants performed worse than did control participants when performance on a golf task was framed as diagnostic of "sports intelligence."
Survey Design
The activation of stereotype threat seems to be affected by how tasks are framed. If a task is framed in such a way that individuals feel that their performance or responses may be judged against or evaluated in the context of a negative group stereotype, the pressure to disconfirm the negative stereotype produces anxiety that interferes with the processing of information or the ability to solve problems.
We take a similar framing approach to questions tapping political knowledge. Though This type of factual item has been used widely to measure political knowledge. Political knowledge has been related to political tolerance, political participation and voting, ideological self-identification, acquisition of information, and perceptions of issues (e.g., racial issues, abortion; Delli Keeter 1993, 1996; Jennings 1996; Mondak 2001) . Unfortunately, these measures are not without criticism. A great deal of this criticism involves the handling of the "Don't Know" response. Delli Carpini and Keeter (1993) maintain that the "Don't Know" response should be encouraged in order to reduce the amount of guessing. However, Mondak (2001) argues that discouraging the "Don't Know" response does not eliminate guessing, but rather such discouragement creates a validity problem because it activates a differential propensity to guess. In addition, Mondak (2001) ar- gues that the open-ended response format of knowledge questions makes it difficult to handle partially correct responses.
3 Following this logic, we attempted to discourage "Don't Know" responses by not offering it as a response option.
After each question was read, the interviewers could either record that the respondent gave the correct answer (preprogrammed and coded on the screen) or they were to enter the verbatim answer. If a respondent refused to answer the question, the answer was entered as "refused." If a respondent at first answered "don't know" or "not sure," the interviewers prompted the respondent with the statement "Just give me your best guess." After prompting, the respondents' final answers were recorded as either a correct answer, a different answer (recorded verbatim), or a "don't know." Thus, without browbeating the respondents the interviewers did prod those respondents who at first responded "don't know" or "not sure" to answer the question if they could.
The seven questions were preceded by an introduction, which was offered in two variations.
Nonthreatening: Now I have a few more questions concerning public figures and government affairs. These questions are not a test of any sort. Instead, we want to see how much information about them gets out to the public from television, newspapers, and the like.
Threatening:
Now I have a few more questions concerning public figures and government affairs. These questions are a kind of test. We want to see how much information about them gets out to the public from television, newspapers, and the like.
The two versions of the introduction were programmed to be offered randomly to respondents. Although we anticipated that placing any tests of knowledge in a survey could be perceived as threatening, we hypothesized that an introduction that explicitly labeled questions as "a kind of test" would represent greater threat than one that explicitly stated that the questions were "not a test of any sort." The "nonthreatening" version was modeled on the pilot of the 1985 National Election Study as reported by Zaller (1986) . We did not make explicit references to racial differences in our framing, but instead we relied on more subtle cues based on the race of the interviewer. Explicit statements about racial differences in intellectual ability, like the ones used in laboratory experiments, would likely have been met with a great deal of apprehension among our respondents and risked termination of the interview. Instead, we relied on the racial cuing and sensitivity to the race of the interviewer. Research by Danso and Esses (2000) suggests that the race of test administrator alone is enough to create a stereotype threat. Public opinion surveys are often replete with questions that explicitly deal with racial stereotypes that require great forbearance for African American respondents to sit through. Although such questions can activate a stereotype threat, the race of the interviewer provides another element (or perceived expectation) that should be heeded or avoided (Davis 1997) . It is not just the framing of survey questions, or the general social stereotypes about the groups to which the respondents belong, that induces stereotype threat but also who is asking the questions.
Hence, we hypothesized that respondents would offer fewer correct answers if they were given the threatening version of the questions than if they were given the nonthreatening version. And we hypothesized that black respondents would offer fewer correct answers to the political information questions when they interviewed by white interviewers than by black interviewers.
Data
A random digit dialing (RDD) telephone survey of the Michigan adult population was conducted during January and February 2001. Using disproportionate sampling by region of the state, 954 interviews were completed. 4 The interviews averaged 23 minutes in length. The interviewers were assigned telephone numbers using standard RDD methodology. The assignment of telephone numbers was not based on either the characteristics of the interviewer or the characteristics of the respondents (e.g., region, "expected" race). A sufficient percentage of the interviewer staff were either African American or white (by self-description) that it was not necessary to try to assign interviewers to particular (potential) respondents by race of respondent.
The main topics of the survey concerned quality of life in communities, evaluation of governmental performance, and electoral reform. The political knowledge questions appeared approximately midway in the interview.
The survey also included an oversample of telephone exchanges that had a higher than average percentage of African-American households, in an effort to complete a 4 The regional strata are the six regions of the Michigan State University Extension service (MSUE), with an additional break-out of Detroit city, so that in all seven regional strata were employed. For statewide analyses, weights are constructed to make the overall results representative of the state adult population (see Hembroff and Silver 2001) . For purposes of this article, the data are used in unweighted form, because there is no attempt to generalize to the statewide population. However, the survey procedures provided for random selection of respondents using the RDD methodology as well as random the assignment of the alternative tasks or question variants to respondents (see the text for further explanation). Using the American Association for Public Opinion Research (AAPOR) standard, the overall response rate (RR4) was 46.4 percent; the refusal rate (REF2) 16.4 percent; and the cooperation rate 73.9 percent. For the current AAPOR standards, see http://www.aapor.org/ethics/stddef.html. minimum of 200 interviews with African-American respondents. In all, 212 self-identified African Americans were interviewed, as well as 643 whites and 89 others. For purposes of administering the political knowledge questions, the "African American" respondents are those who identified themselves as only black or African American but no other racial category, and those who are "white" in the political knowledge study identified their race as "white" but selected no other racial category.
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The very last question in the survey asked the respondents to report on their perception of the race of the interviewer: "Finally, what do you think is my racial background?" We use the answers to this question as well as the interviewer's own racial self-identification in the analysis of race-of-interviewer effects. Because we are especially concerned about the effects of perceived racially related "expectations" on the respondents' performance on the political knowledge questions, we expect to find stronger correlations between perceived race of the interviewer and test performance than between the actual (self-reported) race of the interviewer and test performance.
Eighty-five percent of the self-identified African American respondents identified the interviewers either as black or as white, while 11 percent answered Don't Know or Refused. In contrast, 64 percent of the selfidentified White respondents identified the interviewers either as black or white (66 percent among those who answered the political knowledge question battery), while 26 percent answered "Don't Know" and 4 percent refused. We speculate that the differential reflects sensitivity about the race issue among whites. Below, we replicate the analysis of race-of-interviewer effects using the interviewer's own racial identification, not only the respondent's reported perception of the race of the interviewer.
For the African American respondents, who are the main concern of this study, the fact that the race of some of the interviewers was perceived to be ambiguous-that is, the respondents reported that they did not know or they refused to state the race of the interviewer-raises another possibility for analysis. Given the theoretical expectation that African American respondents will offer fewer 
correct answers to the political knowledge questions to white interviewers than to black interviewers, what effect might an ambiguous race of the interviewer be expected to have? In our later analysis we will argue that ambiguity in this context might create even greater anxiety than knowing the race of the interviewer for certain.
Findings
Race differences in political knowledge. Table 1 summarizes the distribution of responses to each of the seven political knowledge questions. The questions are arrayed from the easiest to the hardest, based on the percentage of correct answers offered by the African American respondents. For all but one question, "correct" and "wrong" answers comprised the majority of answers. Only on the "Who is William Rehnquist" question were most of the answers either "don't know" or "refused." On the whole, the patterns of answers do not differ much between African American and white respondents, though on five items a larger percentage of whites answered correctly, and on two items (minimum voting age, which party holds a majority in the state legislature) a larger percentage African Americans answered correctly. On average (Table 2) , African American respondents answered 3.05 questions correctly, while white respondents answered 3.83 correctly, a statistically significant difference (p < .001). Although there is a strong gradient in the number of correct answers by educational level of the respondents, the race differences cannot be accounted for by differences in the educational attainments of whites and African Americans. Blacks and whites did not differ in the tendency to "refuse" to answer the questions (p = .738). They did differ significantly, however, in the number of correct answers, wrong answers, and don't know answers that they offered ( Table 2) .
Race of the interviewers. Half of the black respondents were interviewed by persons whom they identified as black (see top panel of Table 3 ), compared to only onefourth of the white respondents. About 15 percent of black respondents did not identify the interviewers as either black or white, compared to 34 percent of the white respondents. The larger percentage among white respondents may reflect sensitivity on the race issue. When we examine the interviewers' own racial self-identification 6 The educational breakdowns are not shown in a table. To illustrate the conclusion above: among those with a completed college degree, African Americans answered 4.14 questions correctly on average, while whites answered 4.68 correctly; and among those with a high school education, African Americans answered 2.61 correctly while whites answered 2.92 correctly. An ANOVA comparing the mean number of correct answers for whites and blacks at each educational level (college graduate, some college, high school graduate, and less than high school graduate) finds that both the within racial group and between racial group differences are statistically significant at p .001. a Respondents who initially stated "don't know" or "not sure" were asked to "just make your best guess." Respondents who "refused" (said they did not want) to answer a question were not asked again.
(bottom panel of Table 3 ), we find far larger percentages who identify as black or white than the respondents reported. For purposes of testing the effects of race of the interviewers on the political knowledge scores of the respondents, it is tempting to rely on the interviewer's selfidentification as likely to be more accurate. However, race of the interviewer effects are more likely to be filtered through the respondents' perceptions of the interviewer. Also, if stereotype threat underlies the pattern of correct responses that we find among African American respondents, then the "threat" is likely to be induced by the perception that the interviewers are white, not directly by whether the interviewers are actually white (by their self-description). Furthermore, since the focus of this research is on the black respondents, it is important that for most black respondents the race of the interviewer was not ambiguous-only 15 percent of black respondents answered "other," "don't know," or "refuse" when asked to report the race of the interviewer.
Race of the interviewer and political knowledge. Among white respondents, the mean number of correct answers is not associated with either the respondent's perceived race of the interviewer or the interviewer's self-identified race (Table 4 , panel A). The differences in the number of correct answers by perceived race of interviewer are small and not statistically significant (p = .485). Nor does the number of correct answers given by white respondents differ significantly by the self-identified race of the interviewers (p = .922). In contrast, among black respondents, the perceived race of the interviewer matters a great deal. When interviewed by a black interviewer (perceived), black respondents answer an average of 3.42 political knowledge questions correctly. When interviewed by a white interviewer (perceived), black respondents answer an average of 2.80 questions correctly. When interviewed by an interviewer whose race is not perceived as either black or white (DK, Refuse, or Other), black respondents answer an average of 2.39 questions correctly-one fewer correct answers than those who are interviewed by black interviewers. The differences are both large and statistically significant (p = .001). However, as with the white respondents, we find no significant difference in the number of correct answers associated with the self-identified race of the interviewers (p = .528). This finding reinforces the conclusion by Jackson, Hatchett, and Gurin (1990) that it is generally valuable to include perceived race of interviewer, not just self-reported race of interviewer in studies of race differences in attitudes. Thus, how the interviewers classify themselves by race is not associated with different levels of performance on the political knowledge test. But the respondents' perception of the interviewers' race makes a great deal of difference for black respondents and no difference for white respondents. This result is highly consistent with a stereotype threat interpretation. When black respondents identify the test-giver as black, they do much better on the test than when they identify the test-giver as white or when the race of the interviewer is ambiguous, that is, the respondents are unable to put a black or white label on the interviewer.
The findings with respect to the "ambiguous" category were unanticipated in our original design. Though based on only a small number of cases, they are intriguing. They suggest that even greater anxiety may occur when black respondents are given a test by a seemingly racially "neutral" (or at least not clearly identifiable) interlocutor. In any case, we find clear support for our overall expectation of higher performance on the test when blacks were interviewed by blacks.
Controlling for respondent gender and education. The foregoing analysis does not take into account other respondent characteristics that could account for some of the race differences in performance on the political knowledge test or, conceivably, the differences in performance associated with the race of the interviewers. One threat to the validity of the findings is that they could be produced by respondent characteristics such as gender and education. Table 5 reports the results of OLS regressing the number of correct answers (as the dependent variable) onto perceived race of the interviewer, respondent's gender, and respondent's educational attainment. We should expect to find that men and persons with higher education are more knowledgeable about politics. This is indeed what we find, both for blacks and for whites.
Even with the effects of gender and education taken into account, however, among black respondents we still find a substantial and statistically significant effect of respondent-perceived race of the interviewer on the number of correct answers to the political knowledge test. Compared to the number of correct answers that they provide to black interviewers, black respondents provide an average of .436 fewer correct answers to white interviewers and .698 fewer correct answers to interviewers with "ambiguous" race. At the same time, for white respondents we find no significant differences in the number of correct answers associated with the perceived race of the interviewer.
Controlling for interviewer-respondent rapport. Another threat to the validity of our inference that race-of-interviewer affects the political knowledge test performance is that something else in the relationship between respondents and interviewers is responsible for the observed patterns of responses. Conceivably, black interviewers establish greater rapport with black respondents than do white interviewers. This greater rapport might reduce the level of anxiety that respondents feel during the interview. If so, the better test performance of the black respondents interviewed by black interviewers could be due to the rapport between respondents and interviewers. However, if we can establish that the differences in test performance associated with perceived race of the interviewer hold up even after we take into account the rapport between interviewers and respondents, we would have even greater confidence in our interpretation.
At the very end of each interview the interviewers were asked to evaluate how cooperative the respondent had been as well as how much interest he or she had shown in the survey.
7 Since large majorities of the respondents were judged to be "very cooperative" and "very interested," we dichotomized each of the initial four-point scales into "very" and "not very" (cooperative, interested).
We find no statistically significant difference among white respondents by race-of-interviewer in the percentage of respondents who are perceived as very cooperative or very interested in the survey (the data are not shown in a table). On average, 78 percent of the white respondents were judged to be "very cooperative" and 61 percent to be "very interested." But these percentages did not vary significantly with the race of the interviewer.
Among black respondents, too, we find no significant difference by race-of-interviewer in the percent who were perceived by the interviewers as very cooperative or very interested in the survey. On average, 75 percent of the black respondents were judged "very cooperative" and 61 percent "very interested."
Because the two dichotomous variables are highly correlated with one another (Pearson's r = .54), we combined them to form a three-point "rapport" scale which takes on the value of 2 if the respondent was judged by the interviewer to be both "very cooperative" and "very interested" in the survey, 1 if the respondent was either very cooperative or very interested, and 0 if respondent is neither very cooperative nor very interested. We then created dummy variables, Hirapport which takes the value of 1 if the combined rapport score was 2, and the value c High = 1 if respondents were judged by the interviewer to be both "very cooperative"and "very interested" in the survey, and 0 if not. Medium = 1 if respondent is either very cooperative or very interested, and 0 if not. The omitted category: those who were neither very cooperative nor very interested. d Dummy variable: 1 if respondents received the "this is sort of a test" introduction to the political knowledge questions, and 0 if respondents received the "this is not a test" introduction. of 0 if not; and Mdrapport which takes the value of 1 if the combined rapport score was 1, and the value of 0 if not.
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When we introduce the terms Hirapport and Mdrapport into the previous regression equations (Table 6) , we find not surprisingly that respondents who have high or medium level of rapport with the interviewers are likely to have offered more correct answers to the political knowledge questions. Those respondents were probably more 8 In the regression results reported in Table 6 , this approach produced marginally better results than simply putting in the threepoint rapport score. Both approaches are preferable to entering the two highly collinear "very cooperative" and "very interested" variables as separate variables in the equation. Also, combining the two extreme values (the "very cooperative" and "very interested" dummy) performed better than combining the two fourpoint scales.
motivated to perform the survey tasks. Of course this relationship can also be reciprocal: interviewers were more likely to judge respondents as cooperative or interested if they took the survey tasks more seriously.
Even with both education and rapport taken into account, however, the race of interviewer effects remain among black respondents (and still do not appear among white respondents). Black respondents gave fewer correct answers to white interviewers or to those whose race was ambiguous (from the respondent's perspective) than they did to black interviewers.
Test anxiety. Standard introductions to questions on political knowledge are designed to reduce the potential threat or stigma associated with giving "wrong" answers. The 1985 NES pilot study (Zaller 1986 ) employed an introduction to such a battery of questions that explicitly states "this is not a test of any kind." We modeled one variant of the introduction on this approach. That variant was given to a randomly selected half of the respondents who took the political knowledge test. We also hypothesized, however, that the effect of any "stereotype threat" would be intensified if the respondents were told explicitly that the political knowledge questions were a "kind of test." That variant of the introduction was given to the other randomly selected half of the respondents to the political knowledge questions.
We find no relationship between whether the threatening or the nonthreatening introduction was used and the number of correct answers offered to the political knowledge questions (Table 6 ). The coefficients for the test threat variable are small and not statistically significant for both white and black respondents. Nor are there any statistically significant interaction effects between the threat condition and other variables in the equation (not shown in the table). One reason for this result could be that even telling the respondent that "this is not a test" could heighten anxiety for some respondents. Because of the small sample size, we were not able to include a third variant-one in which the interviewers did not use the word "test" at all. So we do not regard our result here as definitive. Further experiments with question wording and order are warranted.
Conclusions
We find that black respondents to a battery of questions about political knowledge in a telephone survey get fewer answers right when interviewed by a white interviewer than when interviewed by a black interviewer. These results are consistent with expectations based on the theory of "stereotype threat" that has been developed and applied to account for performance on standardized achievement and intelligence tests as well as athletic performance.
The observed differences in performance on the political knowledge questions cannot be accounted for by differences in the educational background or gender of the individual respondents. Nor can the higher scores achieved by black respondents who are interviewed by blacks be accounted for by greater rapport between respondents and interviewers. Among both black and white respondents, the level of rapport does not differ significantly between those who were interviewed by black interviewers and those who were interviewed by interviewers from other racial groups.
Although we can rule out the respondents' education and gender, as well as respondent-interviewer rapport, as plausible rival explanations of the differences in the political knowledge test scores, we cannot say for sure that "stereotype anxiety" accounts for the differences. But the results are interesting in part because they suggest that research that heretofore has focused on standardized tests or on experiments with relatively low N s, can be extended to "tests" of factual information in telephone surveys and to much larger samples in which it is possible to control explicitly for a variety of potential explanatory factors.
Furthermore, these results suggest another way to think about the race-of-interviewer effects in social surveys. To the extent that minority group respondents regard their answers to survey questions as tests-whether the questions address factual issues or issues of attitudes or beliefs-they may be susceptible to anxiety produced by their role as subjects to a process in which they are at risk of being judged as giving "right" or "wrong" answers. In typical accounts of race-of-interviewer effects, respondents are said to mask their true feelings in an effort to please the interviewer or to appear to hold socially desirable attitudes. In some accounts, the respondents may exaggerate their conformity with socially approved norms and may even modify their subsequent behavior to fit the norms.
However, in the present study, in which the task set before the respondents is to tell the interviewers what they know-and in which the interviewers (the survey researchers)-have an external standard for determining whether the answers are correct or incorrect, it is not possible for respondents (on average) to provide correct answers to questions to which they do not know the answers. Most respondents cannot make themselves look more knowledgeable than they actually are (except for those who may guess some correct answers). But it is possible for the respondents to appear to be uninformed or ill-informed. And respondents who belong to racial minorities may experience added anxiety when they risk being uninformed in the presence of a member of the dominant racial group.
The respondents were, of course, assured confidentiality and told also that they did not have to answer every question. They were not under the type of pressure to perform that they might experience if they had been given a large standardized test of knowledge or achievement. Also, as cooperative respondents committed to the task, few of the respondents who did not know the answers tried to avoid giving wrong answers by refusing to answer the questions. Instead, they mostly just gave more wrong answers. But black respondents were more likely to give wrong answers-to questions to which in some cases they probably knew the answers-when the questioner was from a different racial group than their own. And this, we suggest, looks like the consequences of stereotype anxiety.
In future research, we plan to expand the types of tests and to experiment with a variety of test conditions to see whether we can replicate the results. One consideration is that the respondents in this survey may have been "race primed" (Steele and Aronson 1998) because the survey asked the respondents to identify their race before it asked the political knowledge questions. 9 This may have increased the race sensitivity of the respondents to stereotype threat. This does not mean that the effects that we have observed are wrong, but it suggests the need to examine the effects of question order and content on the results.
