Besides the Hidden Subgroup Problem, the second large class of quantum speed-ups is for functions with constantsized 1-certificates. This includes the OR function, solvable by the Grover algorithm, the element distinctness, the triangle and other problems. The usual way to solve them is by quantum walk on the Johnson graph.
INTRODUCTION
In this paper we are interested in quantum query complexity of functions with 1-certificate complexity bounded by a constant. Research on quantum algorithms for such functions was launched shortly after the beginnings of quantum computation. The first example is Grover search [10] for the OR function. The element distinctness and the triangle problems also belong to this class.
One can distinguish two main design paradigms for quantum algorithms for such functions. The first one includes application of the Grover search and its close relativequantum amplitude amplification. This paradigm resulted in the algorithm for the collision problem with complexity O(n 1/3 ) by Brassard et al. [7] , the O(n 3/4 )-algorithm for the element distinctness problem by Buhrman et al. [9] , the O(n 10/7 )-algorithm for the triangle problem by Magniez et al. [13] , and others.
The second paradigm is based on quantum walks on the Johnson graph. It was pioneered by Ambainis with his O(n 2/3 )-algorithm for the element distinctness problem [3] .
The triangle-finding algorithm with complexity O(n 13/10 ) by Magniez et al. [13] also belongs to this class.
In this paper, we develop an alternative approach to these problems using the computational model of a learning graph. We build a reduction from learning graphs to quantum query algorithms using span programs. The span program is a computational model proven by Reichardt to be equivalent to the quantum query algorithm [15, 16] . Despite this equivalence, the actual applications of this model have been limited, mostly, to formulae evaluation [17] .
We show that span programs are useful for other wellstudied problems in quantum computation. We build analogues of the algorithms for the OR function and the element distinctness problem with optimal complexity. We demonstrate the power of our approach by designing an algorithm for the triangle problem with complexity O(n 35/27 ), that is better than O(n 13/10 ) of the algorithm by Magniez et al. The paper is organized as follows. In Section 2, we review the notions of certificate complexity, span programs, and define the problems being solved. In Section 3, we define learning graphs as our approach to functions with small 1-certificate complexity. In Section 4, we introduce the concept of stages that is illustrated by an example of a learning graph for the element distinctness problem. In Section 5, we discuss how symmetry of the problem can be used in the design of learning graphs, and finally, in Section 6, we give our algorithm for the triangle problem.
PRELIMINARIES
For the basic concepts of quantum algorithms, the reader may refer to [14] . We are interested in the query complexity of quantum algorithms, i.e., we measure the complexity of a problem by the number of queries to the input the best algorithm should make. Clearly, the query complexity provides a lower bound on the time complexity. For many algorithms, the query complexity can be analyzed easier than the time complexity. For the definition of query complexity and its basic properties, as well as the properties of certificate complexity, a good reference is [8] .
Consider We say an input x = (xi) i∈ [n] agrees with assignment σ if σ(i) = xi for all i ∈ S. By xS we denote the only assignment with domain S agreeing with x. The size of the assignment is the size of its domain S.
An assignment σ is called a b-certificate for f , if any input from D consistent with σ is mapped to b by f . The certificate complexity Cx(f ) of function f on input x is defined as the minimal size of a certificate for f that agrees with
As it has been said, we are interested in algorithms for families of functions such that C (1) (f ) remains bounded by a constant. Many quantum algorithms have been constructed for functions from this class. We mostly work with the following two functions:
Element Distinctness Problem.
The element distinctness function f : [m] n → {0, 1} is defined as follows. The function f (x1, . . . , xn) equals 1 iff there are equal elements among {x1, . . . , xn}, i.e., i = j such that xi = xj; otherwise, it's 0. It has 1-certificate complexity 2.
The first quantum algorithm for the element distinctness problem had complexity O(n 3/4 ) and was due to Buhrman et al. [9] . This was later improved to O(n 2/3 ) by Ambainis [3] . This is the first natural problem solved by an algorithm based on a quantum walk. This algorithm is optimal due to the results by Aaronson and Shi [1] and Ambainis [2] .
Triangle Problem.
Consider a complete graph on n vertices. The input variables of the function are in correspondence to the edges of the graph. Denote by xij, where 1 ≤ i < j ≤ n, the input variable corresponding to the edge ij. The task is to detect whether there is a triangle with all edges marked by 1, i.e., whether there are indices i < j < k such that xij = x ik = x jk = 1. The 1-certificate complexity of the triangle problem is 3.
The best previously known quantum query algorithm for this problem is due to Magniez et al. [13] and has complexity O(n 13/10 ). We describe this algorithm in Section 6. In the same section, we improve the complexity to O(n 35/27 ). The best known lower bound is just Ω(n) by a simple reduction from the OR function [9] .
Span Programs
In this section, we define span programs following [15] . We use the same notation Vi,n and V free to denote matrices having the vectors from the corresponding sets as columns. We say that the input vectors in V i,b are labeled by the value b of the ith input variable xi. The vectors from V free are called free input vectors.
Define the following matrix consisting of all input vectors
Also, for an input x = (xi) ∈ {0, 1} n , define the following matrix
The columns of V (x) are called the available input vectors. The other input vectors are called the false input vectors.
The span program P computes a Boolean function fP : {0, 1} n → {0, 1} defined as follows: fP (x) = 1 if and only if t lies in the column space of V (x). We say P computes a partial Boolean function f , if f agrees with fP on its domain.
A useful notion of span program complexity is the witness size.
• If P evaluates to 1 on input x, a witness for this input is a pair of vectors w and w free such that t = V free w free + V (x)w. Its witness size is defined as w 2 .
• If fP (x) = 0 then a witness for x is any vector w ∈ R d such that w , t = 1 and w is orthogonal to all available input vectors. Since t is not in the column space of V (x), such a vector exists. The witness size of w is defined as V T w 2 . This equals the sum of the squares of the inner products of w with all false input vectors.
The witness size wsize(P, x) of span program P on input x is defined as the minimal size among all witnesses for x. For D ⊆ {0, 1} n and b ∈ {0, 1}, let
Then the witness size of P on domain D is defined as
This is equivalent to the standard definition; see Eq. (2.8) in [15] .
The following important theorem is a combination of results from [16] and [15] and it shows why span programs are important for quantum computation: Conversely, if f can be evaluated by a bounded-error quantum algorithm in Q queries then there is a span program for f with O(Q) witness size [15] . Thus, a search for a good quantum query algorithm is essentially equivalent to a search for a span program with small witness size.
Definition 2.
A learning graph G is a directed acyclic connected graph with vertices labeled by subsets of [n], the input indices. It has arcs connecting vertices S and S ∪ {j} only, where S ⊆ [n] and j ∈ [n] \ S. The root of G is the vertex labeled by ∅. Each arc e is assigned positive real weight we.
A learning graph can be thought of as modeling the development of one's knowledge about the input during a query algorithm. Initially, nothing is known, and this is represented by the root labeled by ∅. When at a vertex labeled by S ⊆ [n], the values of the variables in S have been learned. Following an arc e connecting S to S ∪{j} can be interpreted as querying the value of variable xj. We say the arc loads element j. When talking about vertex S, we call S the set of loaded elements.
The graph G itself has a very loose connection to the function being calculated. The following notion is the essence of our construction. n . A flow on G is a real-valued function pe(x) where e in an arc of G and x ∈ f −1 (1) . For a fixed input x, the flow pe = pe(x) has to satisfy the following properties:
• vertex ∅ is the only source of the flow, and it has intensity 1. In other words, the sum of pe over all e's leaving ∅ is 1;
• vertex S is a sink iff it contains a 1-certificate for f on input x. Such vertices are called accepting. Thus, if S = ∅ and S is not accepting then, for vertex S, the sum of pe over all in-coming arcs equals the sum of pe over all out-going arcs.
We always assume a learning graph G is occupied with a function f and a flow p that satisfy the constraints of Definition 3. Define the negative complexity of G as C 0 (G) = e∈E we where E is the set of arcs of G. The positive complexity for input
The following theorem links learning graphs and quantum query algorithms:
Theorem 2. Assume there exists a learning graph for a function f : D → {0, 1} with D ⊆ [m]
n having complexity C.
Then there exits a bounded error quantum query algorithm for the same function with complexity O(C log m).
Proof. We prove Theorem 2 using the span program technique from Section 2.1. In [4] , an alternative proof of the theorem is given that uses the dual of the Adversary Bound. This technique is better suited for large alphabet sizes, for instance, it allows to prove the complexity upper bound without the log m factor.
The current proof also is of interest, because we believe both techniques have their merits. In particular, span programs in [5] may be considered as a generalization of the span program in the proof of Theorem 2.
Thus, we aim to apply Theorem 1, i.e., to build a span program and estimate its witness size. Let us start with the Boolean case m = 2.
Description of the Span Program.
Let us describe the vector space of the span program. Each vertex S of the learning graph is represented by 2 |S| vectors {tσ} where σ is an element of {0, 1}
S . We assume all these vectors are orthonormal. One may think of tσ as representing the values learned while querying elements of S, while vertex S represents the sole fact the variables have been queried. Vector t ∅ , that corresponds to vertex ∅, is the target of the span program. If σ : S → {0, 1} is a 1-certificate for f , tσ is a free input vector.
Consider an arc e from S to S ∪ {j} with weight we. For each vector tσ such that σ has domain S, we add two input vectors √ we tσ − t σ∪{j →b} , b= 0, 1.
Here σ ∪ {j → b} is the assignment with domain S ∪ {j} that maps i to σ(i) for i ∈ S and maps j to b. Each of these two vectors is labeled by value b of variable xj.
Negative Witness Size.
Let us describe the negative witness w of the span program. Fix an input x ∈ f −1 (0). For each tσ, we let w , tσ = 1 if σ agrees with the input. Otherwise, we let w , tσ = 0.
Consider a free input vector of the form tσ. Since f (x) = 0, and σ is a 1-certificate, σ does not agree with the input. By the construction, tσ is orthogonal to the witness.
Consider an available input vector of the form (3). There are two cases
• Inner product w , tσ equals 0. In this case σ does not agree with the input, and, a fortiori, none of σ ∪ {j → 0} and σ ∪ {j → 1} does. Hence, both vectors of (3) are orthogonal to the witness.
• Inner product w , tσ equals 1. In this case, the available input vector is the one with b = xj. Note that σ ∪ {j → xj} agrees with the input. Hence, the available input vector is orthogonal to the witness.
This proves that w is a negative witness. Let us calculate the size of w . Let e be an arc from S to S ∪ {j}. We claim there is exactly one input vector that arises from e and isn't orthogonal to the witness. Let σ have domain S. By the first point above, if σ does not agree with the input, both input vectors of (3) are orthogonal to w . If σ = xS, the inner product of the false input vector from (3) and w is √ we.
By summation over all arcs, the size of w equals to e we, i.e., to the negative complexity of the learning graph.
Positive Witness Size.
Now, let us calculate the positive witness size. Fix an input x such that f (x) = 1, and let pe = pe(x) be the corresponding flow. We give a linear combination of the available input vectors that equals t ∅ .
Let e be an arc from S to S ∪ {j} with weight we. Let σ = xS and take the available input vector from (3) with coefficient pe/ √ we. Multiplied by the coefficient, the vector equals pe(tx S − tx S∪{j} ). Suppose vector S is a sink. Then, tx S is a free input vector. Take it with the coefficient equal to the difference of the in-flow to S and the out-flow of S.
By the properties of the flow, the sum of all these vectors equals the target t ∅ . The witness size is e p 2 e /we, i.e., the positive complexity of the learning graph. This proves the theorem for the Boolean case.
Non-Boolean Case. Clearly, the negative complexity of G is k times the negative complexity of G. Accepting vertices of G are transformed into accepting vertices of G , and each flow through G can be transformed into a flow through G in an obvious way. This increases the positive complexity k times. Hence, the complexity of G is at most k times the complexity of G, and, for G , we can apply the construction from the first part of the proof.
Remark 1.
Under a reasonable assumption pe ≥ 0, one can consider the flow as a random walk, i.e., a path from the source to a sink such that the probability an arc e is used in the path is exactly pe. In contrary to random walks used previously to build quantum walks, this is rather a random walk through the graph than on it. We utilize this probabilistic language in Section 6.
For a fixed learning graph, the minimal positive complexity on input x equals the energy of the electrical current of value 1 from the source to the sinks, where the conductance of an edge equals its weight [6] . But we go in the opposite direction: at first designing the flow, and then coming up with the weights of the arcs minimizing the total complexity.
Remark 2.
In Section 4, we will use learning graphs with more than one vertex labeled by the same subset S ⊆ [n]. We denote them by (S, a) where S is a subset of [n] and a is some additional label used to distinguish vertices with the same subset. The proof of Theorem 2 goes through for such learning graphs as well.
By analyzing the proof of Theorem 2, one can see that the weight of an arc from S to S∪{j} may depend on the value of the variables inside S. We call such learning graphs adaptive, and the one defined in Definition 2 non-adaptive. Adaptive learning graphs are strictly stronger than non-adaptive ones. In particular, it is possible to prove the following result due to Kothari and Mittal [11] . This justifies why we are interested in functions with small 1-certificate complexity. For adaptive learning graphs, we don't know of any lower bound of such simple form, but we believe they have asymptotically larger complexity than span programs for some class of functions. All learning graphs considered in this paper are non-adaptive ones. For an example of an application of adaptive learning graphs, refer to [4] .
ELEMENT DISTINCTNESS PROBLEM: LEARNING BY STAGES
In the remaining part of the paper we use learning graph of quite specific form. We describe it in this section using the element distinctness problem as an illustrative example. The learning graph for this problem doesn't beat the complexity of Ambainis' algorithm [3] . Prior to this paper, however, no explicit optimal span program for this problem was known, although, it had been known to exist. in the learning graph. Here the additional labels e in the internal vertices are like in Remark 2: thus we assure that the paths corresponding to the transitions do not intersect, except at the ends. All arcs in the path are assigned weight we. We define the length (e) of the transition as |S \ S|. Note the similarity of this construction to the non-Boolean case in the proof of Theorem 2. All learning graphs in the paper will have this structure, and we will usually omit the adjective "reduced".
For example, for the element distinctness problem, the learning graph has 3 stages where V1, V2 and V3 consist of all subsets of [n] of sizes r, r+1 and r+2, respectively, where r = o(n) is some parameter. We add all possible transitions from a subset to a superset (see Figure 1 ). 
we .
The total complexity of stage i is defined as
. Assume a reduced learning graph G for function f has k = O(1) stages. Then one can build a learning graph for the same function with complexity O(C1(G)
Proof. Transform the reduced learning graph G into a learning graph G as described above. Divide the weights of arcs on stage i by C 0 i (G). The negative complexity of the whole learning graph becomes k = O(1). The total complexity of the learning graph becomes along any transition ending in a vertex with both a and b not loaded. Denote such a vertex by S. After that we forward the flow along the transitions to S ∪ {a} and then to S ∪ {a, b} on stages II and III, respectively. The last vertex is a sink, so we may stop. The description of this flow is given in Table 1. The table  describes 
= O(r).
Similarly, the complexity of the second stage is
and that of the third stage is
Hence, the total complexity, by Proposition 1, is
that attains its optimal value O(n 2/3 ) when r = n 2/3 . Note that in the learning graph attaining this optimum, arcs will have different weights because of the re-weighting in the proof of Proposition 1.
USING SYMMETRY
The symmetry group Σ of a function f : D → {0, 1} with D ⊆ [m] n is the group of permutations σ on [n] such that f (xσ1, . . . , xσn) = f (x1, . . . , xn) for all x ∈ D.
Many natural problems are symmetric. For instance, the OR and the element distinctness problems remain invariant under the action of the full symmetric group. The triangle problem is invariant under permuting vertices of the graph.
We will identify transitions of the learning graph that are equivalent, and, hence, should have the same weight. If not specified otherwise, we call transitions e from S to T and e from S to T equivalent, if one can be transformed into another by an element of Σ, i.e., if there exists σ ∈ Σ such that σ(S) = S and σ(T ) = T . According to this definition, for the element distinctness problem, all transitions in one stage are equivalent.
Symmetries usually help in constructing algorithms. For learning graphs, we capture this by the following notion.
Definition 5. We say the flow pe(x) on a learning graph is symmetric on stage i if, for each equivalence class of stage i, the following two conditions hold:
• the flow through transitions of the class takes two values only, one of which is 0, and the other one is some p, where p depends neither on the arc nor the input (but may depend on the equivalence class);
• the number of valid (with non-zero flow) transitions in the class is the same for all inputs.
We define speciality τ (e) of transition e as the ratio of the size of the equivalence class containing e to the number of valid transitions in it. For the usual definition of equivalence, it equals the inverse of the probability of obtaining a valid transition when a random permutation from Σ is applied to e. Define the average length Li of stage i as e∈E i pe(x) (e). If the flow is symmetric, these two quantities do not depend on the input. Finally, let Ti denote the maximal speciality of a transition on stage i.
Theorem 4. Assume the flow is symmetric on stage i. Then one can assign weights to transitions on stage i so that the complexity of the stage becomes at most Li
√ Ti. Proof. Consider e ∈ Ei and let p (e) be the flow through a valid transition equivalent to e. By the above assumptions, p (e) does not depend on the input. Hence, it is possible to define the weight of transition e equal to p (e). Then the complexity of the stage is It is easy to verify that the flow for the element distinctness problem in Table 1 satisfies conditions of Theorem 4  and to check Table 2 , where each entry is given up to a constant factor. For example, consider the speciality of stage III. If we take a transition on stage III and apply a random permutation, it is mapped to a valid transition iff the element being loaded is mapped to b and one of the elements of the origin of the transition is mapped to a. The first event happens with probability 1/n, and the second one-with probability Ω(r/n). Thus, the speciality is O(n 2 /r). We say element a is hidden among r + 1 elements of the vertex.
TRIANGLE PROBLEM
We start with a brief description of a learning graph for the triangle problem that is a direct analog to the algorithm from [13] . For a positive input, denote the vertices of some triangle by a, b and c. Stages of the learning graph are described in Table 3 .
It is not hard to check that the flow is symmetric. The parameters of the stages are in Table 4 . We don't give more detail here, because Theorem 5 describes in detail a more general learning graph. By Theorem 4, the complexity of the learning graph is
It is optimized when r = n 3/5 and = n 2/5 . The optimum is O(n 13/10 ). Let us analyze Table 4 . The point of the learning graph is to minimize the speciality of stage VI using the previous stages. Also, the complexities of stages II and V are Table 4 : Parameters (up to a constant factor) of the stages of the learning graph of Table 3 I. Load a random subgraph on r = o(n) vertices that does not contain vertices a, b and c. II. Load edges connecting a to the vertices of the subgraph, independently at random, each with probability s. III. Load edges connecting b to the subgraph (including a), independently at random, each with probability s. IIIa. Select those L-vertices that do not contain edge ab and contain at least sr 2 /4 edges.
IIIb. Load edge ab. IV. Load = o(r) edges connecting c to vertices of the subgraph other than a and b. V. Load edge ac. VI. Load edge bc. Note that 35/27 ≈ 1.2963 < 1.3 of the previous algorithm.
Proof. First, let us agree that for the vertices of the learning graph we use term L-vertex in order to distinguish them from the vertices of the input graph. In the learning graph we have transitions, whereas in the input graph we have edges.
We use a symmetric approach based on stages as in Section 5. The symmetry group consists of all permutations of vertices. Unlike the learning graphs in Tables 1 and 3 , where all transitions of the same stage are equivalent, this time each stage will have many equivalence classes. Thus, we will not only describe the valid transitions, but also specify the value of the flow through them, because different equivalence classes may (and will) have different non-zero flows even in a symmetric flow.
To specify the flow, we use the probabilistic language of Remark 1. Before we do that, let us clarify our usage of the term "random subgraph on k vertices". By this we understand a subgraph of the complete graph on n vertices constructed in the following way. Take a subset U of k vertices uniformly at random. Then, for each edge with both ends in U , add it to the subgraph with some prescribed probability s, independently at random. The description of the random subgraph contains both the vertex set U and the selected edges. We add the vertex set to the description, as it might happen some of the vertices inside U end up with degree 0.
The stages of the algorithm are in Table 5 . We will describe each stage in more detail later, but let us say now that stage IIIa is different from the others. It is not a stage in the previous definition, it is a modifier for the flow before it. The reason behind its inclusion is that we want the flow to satisfy conditions of IIIa, but we don't want to give an explicit construction of a flow that achieves this. Instead of that, we construct flow p on stages I to III that is easy to analyze, and prove that the actual flow has at most by a constant larger complexity than p .
It is straightforward to check that the flow is symmetric on stages I to III. For example, the flow through a valid transition on stage III that originates in a subgraph having m edges and loads k edges is , s . Denote the probability of the L-vertex after stage III to satisfy the constraints in IIIa by p. By an easy probabilistic argument, under reasonable assumptions s = o(1) and sr 2 = ω(1), the probability is 1 − o (1) . Assume the instance is large enough, so that p ≥ 1/2. Then, we scale the flow prior stage IIIa 1/p times, and remove all the flow going to the L-vertices that don't satisfy the constraint. After that the value of the flow is 1 again, and the flow on each transition has increased at most 1/p ≤ 2 times. Hence, this operation changes the complexity of stages I-III by at most a factor of 2, and thus, we can ignore it in our calculations. Now consider stage IIIb. In the learning graph, an Lvertex after stage IIIa is connected to all possible L-vertices where an edge connecting two vertices of the underlying vertex set is added. The transition is used by the flow iff the edge added is ab. For each equivalence class, the probability a random permutation of vertices identifies the edge being added with ab is exactly
. Moreover, provided that this happens, the probability that c is not used in the vertex set of the subgraph is Ω(1). Hence, the speciality is O(n 2 ). The length of the stage is 1.
Stages IV-VI are conceptually similar to the element distinctness learning graph on the edge set joining c to the vertices in U . We call two transitions of the same stage equivalent iff the number of edges loaded in their heads is equal. Note that this is a looser notion than the one in Section 5. We use it because it simplifies the analysis and makes the maximal speciality smaller.
With this definition, the flow is symmetric. The first condition of the symmetric flow is satisfied because the nonzero flow after stage IIIb is equal for L-vertices with the same number of edges. The second condition is also easy to check. Let's calculate the speciality. Table 5 To get a random representative of an equivalence class with m edges in the random subgraph, act as follows. Take a random (r+2)-subset U of the vertex set, a vertex v outside it, and a subset of edges joining v to U that depends on the stage. On stage IV, it is a subset of edges; on stage V, a subset of edges plus a new edge; on stage VI, a subset of + 1 edges plus a new edge. After that add a random subset of m edges in U . To get a valid transition, the following should hold:
• v should be equal to c. Probability of this is 1/n;
• a and b should be joined by an edge. Provided they both are in U , the probability of this is Ω(s), because m ≥ sr 2 /4;
• on stage IV, a and b should be in U but not connected to v. Assuming < r/2, the probability is Θ(r 2 /n 2 );
• on stage V, a should be connected by the new edge to v, and b should be in U but not connected to v.
With the same assumption, the probability of this is Θ(r/n 2 );
• finally, on stage VI, b should be connected by the new edge to v, and a should be among + 1 vertices joined to v by an edge. The probablity is Θ( /n 2 ).
Multiplying all this, the specialities of stages IV, V and VI are O(n 3 /sr 2 ), O(n 3 /sr) and O(n 3 /s ), respectively. Our estimates are summarized in Table 6 This is optimized when r = n 2/3 , = n 4/9 , and s = n −1/27 . The optimum equals O(n 35/27 ). Note that complexities of stages I, III, IV and VI are equal this time.
SUMMARY AND SUBSEQUENT DEVEL-OPMENTS
An approach towards quantum algorithms for functions with small 1-certificate complexity using span programs has been proposed in the paper. It seems to be at least as powerful as the previous approach of quantum walk on the Johnson graph. The analysis of the algorithm contains no spectral analysis. It uses an optimization of a quadratic function over the set of flows.
A nice property of the new approach is that is has build-in tools for amortization. If some computational paths in the program take less queries than the others, the complexity of the program is calculated using the average rather than the maximal cost, as it is in the previous approaches.
We mention some subsequent developments. Zhu [18] and Lee, Magniez and Santha [12] extended algorithm from Theorem 5 for the containment of arbitrary subgraphs. Belovs and Lee [4] developed, using the concept of the learning graph, an algorithm for the k-distinctness problem that beats the O(n k/(k+1) )-query algorithm by Ambainis [3] , given some prior information about the input. Belovs and Reichardt [5] use a more general learning graph than in the proof of Theorem 2 to obtain an optimal algorithm for finding paths and claws of arbitrary length in a graph. Also, they address time-efficient implementation of such span programs.
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