






















谭 乾 1，江 弋 1，林 凡 2
TAN Qian1, JIANG Yi1, LIN Fan2
1.厦门大学 信息科学与技术学院，福建 厦门 361005
2.厦门大学 软件学院，福建 厦门 361005
1.School of Information Science and Technology, Xiamen University, Xiamen, Fujian 361005, China
2.School of Software, Xiamen University, Xiamen, Fujian 361005, China
TAN Qian, JIANG Yi, LIN Fan. Load prediction of Swift cloud storage based on AHP-RBF. Computer Engineering
and Applications, 2014, 50（8）：35-39.
Abstract：Through the study of Proxy Node load factors in Swift cloud storage, a method which combines Analytic Hier-
archy Process（AHP）and Hybrid Hierarchical Genetic Algorithm for training of Radial Basis Function Neural Network
（HHGA-RBFNN）is proposed to predict Swift cloud storage load. This paper uses AHP to construct load hierarchy model
of the system for raising comprehensive accuracy of load prediction of the system, designs RBFNN prediction model, and
uses hybrid hierarchical genetic algorithm to train RBFNN’s parameters and configuration. From the experimental
results, this method is effective, and can be a selection for Swift cloud system load balancing decision.
Key words：Swift; hybrid hierarchical genetic algorithm; Radial Basis Function（RBF）neural networks; Analytic Hierarchy
Process（AHP）; load
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则。根据 AHP 理论且从 Proxy Node 负载信息的角度
出发，构建了负载均衡评估体系，如图 2所示。
通过采集 Proxy Node性能指标 P 的参数数据和时
间指标 T 的参数数据分别评估出指标 P 和指标 T ，最
终由指标 P 和指标 T 的评估值得出总指标 S 的评估。
性能指标 P 包含 CPU 利用率 P1、内存利用率 P2、Web
Server CPU占有率 P3、Web Server内存占有率 P4、I/O
平均吞吐量 P5、Web Server IO 吞吐量 P6 。时间指标
T 包含 Web Server 平均响应时间 T1、平均无故障时间
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由 PD 得出其最大特征根 λmax(PD) = 6.075 相对
权 重向量（特征向量）WPD = (0.370 90.238 00.145 2




= 6.075 - 6
6 - 1
= 0.015 0







= 0.012 2 < 0.1
同理，得出 TD 和 SD 各自的特征向量为 WTD =






Sload = åVi ´Wi （1）
















Ti( )x = e
- x - Ci
2
/2σ 2i
 i = 12m （2）
式中， x - Ci 表示 x 与 Ci 之间的欧式距离，Ti( )x 表示
第 i 个隐层节点的输出，x 是 n 维的输入向量，m 是隐
层神经元个数，Ci 是基函数中心，σi 是第 i 个隐层节点
的基宽度。隐层的每个神经元节点都有一个径向基函
数中心向量 Ci ，该向量和输入样本 x 具有相同的维数，
Ci = [ ]Ci1Ci2Cim
T







ωikTi( )x k = 12p （3）























上角的RBFNN1输入为 P1 P2  P6 ，左下角的RBFNN2
输入为 T1 T2  T4 ，这两个 RBF神经网络的输出构成右
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式中，N 为样本数量，M 为隐层节点个数，n 为神经网
络输入节点个数，yi 是第 i 个输入样本对应的网络的输











在 Proxy Node服务器上采集的 1 000组数据，其中
性能指标 P 下的参数数据作为训练样本对图 3 中左上
角的RBFNN1进行训练。在训练网络前，先对样本中每
类参数数据进行归一化处理。归一化公式采用 y =
(x -MinValue) (MaxValue -MinValue)其中 MinValue 和
MaxValue 分别为样本中这类参数数据的最小值和最大
值。根据文献[16]设置 HHGA 训练的 RBF 神经网络参
数。同理训练出 RBFNN2。最后，RBFNN1和 RBFNN2
预测值作为 RBFNN3 的输入，Proxy Node 负载预测由
RBFNN3得到。
图 4 和图 5 分别为指标 P 和指标 T 的预测结果比
较，其中将混合递阶遗传优化的 RBF 预测结果与 AHP
评估值和 BP 预测相比较。结果得知，采用 RBF 的预测
值与AHP评估值的平均相对误差都要小于 0.01，且相对
BP的预测结果明显要好。图 6为总指标 S 的预测结果
比较，也就是 Proxy Node 负载情况的预测比较。最终




在 Swift 云存储中 Proxy Node 的负载因素的研究
上，利用AHP对 Proxy Node做分析评估，采用群决策保



























譬如，可以定时评估 Swift云存储中的 Proxy Node负载
情况，将客户端请求分发给负载预测值与其服务队列中
数量之和最小的 Proxy Node。













[5] Rumelhart D E，Hinton G E，Williams R J.Learning rep-
resentations by back-propagation error[J].Nature，1986，
323（9）：533-536.
[6] Moody J，Darken C.Learning with localized receptive
fields[M].[S.l.]：Morgan Kaufmann Publishers，1988.
[7] Moody J，Darken C.Fast learning in networks of locally-
tuned processing units[J].Neural Computation，1989（1）：
281-294.
[8] Holland J H.Adaptation in natural and artificial systems[M].
Ann Arbor：University of Michigan Press，1975.
[9] De Jong K A.The analysis of the behavior of a class of
genetic adaptive systems[D].Ann Arbor：University of
Michigan，1975.
[10] Goldberg D E.Genetic algorithms in search，optimiza-
tion and machine learning[M].Boston：Addison-Wesley
Longman Press，1989.
[11] Whitehead B A.Genetic evolution of radial basis func-
tion coverage using orthogonal niches[J].IEEE Trans
on Neural Networks，1996，7（6）：869-880.
[12] Man K F，Tang K S，Kwong S，et al.Genetic algo-





[14] Roy A，Govil S，Miranda R.A neural network learning
theory and a polynomial time RBF algorithm[J].IEEE






















图 5 指标 T的预测



















图 6 总指标 S的预测
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