We critique the measure of complexity introduced by Shiner, Davison, and Landsberg in Ref. [1] . In particular, we point out that it is over-universal, in the sense that it has the same dependence on disorder for structurally distinct systems. We also point out a misinterpretation of a result given by two of the present authors in Ref. [2] .
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In Ref. [1] , Shiner, Davison, and Landsberg introduce a two-parameter family Γ αβ of complexity measures:
where
The quantity ∆ is called the "disorder", S is the Boltzmann-Gibbs-Shannon entropy of the system, and S max its maximum possible entropy-taken to be equal to the equilibrium thermodynamic entropy. For α, β > 0, Γ αβ satisfies the widely accepted "one-hump" criterion for statistical complexity measures-the requirement that any such measure be small for both highly ordered and highly disordered systems [3] [4] [5] [6] [7] . The approach to complexity measures taken by Shiner, Davison, and Landsberg [1] is similar to that of Lòpez-Ruiz, Mancini, and Calbet [8] . In both Refs. [1] and [8] the authors obtain a measure of complexity satisfying the one-hump criterion by multiplying a measure of "order" by a measure of "disorder."
We welcome this addition to the literature on complexity measures and are pleased to see a variety of complexity measures compared and examined critically. However, there are several aspects of Ref. [ quadratic function of a measure of distance from thermodynamic equilibrium, as the authors note on p. 1461. This has three consequences:
1. As pointed out in Ref. [9] , this type of complexity measure is over-universal in the sense that it has the same dependence on disorder for structurally distinct systems. Eq. (1) makes it clear that all systems with the same disorder ∆ have the same Γ αβ .
2. Since S max is taken to be the equilibrium entropy of the system, Γ αβ vanishes for all equilibrium systems: " 'Complexity' vanishes ... if the system is at equilibrium" [1, p. 1461]. Due to this Γ αβ does not distinguish between two-dimensional Ising systems at low temperature, high temperature, or the critical temperature. All of these systems are at equilibrium and hence have vanishing Γ αβ . However, they display strikingly different degrees of structure and organization. Nor does Γ αβ distinguish between the many different kinds of organization observed in equilibrium [10] -between, say, ideal gases, the long-range ferromagnetic order of low-temperature Ising systems, the orientational and spatial order of the many different liquid crystal phases [11] , and the intricate structures formed by amphiphilic systems [12] . All of these systems are in equilibrium, but they (presumably) have very different complexities.
3. Of course, a measure of disequilibrium-such as, the 1 − ∆ term in Eq. (1)-cannot distinguish different equilibrium distributions. However, "disequilibrium" is not synonymous with "complexity". On the one hand, equilibrium systems, as just noted, can be structurally complex. On the other hand, nonequilibrium systems can be quite simple. To see this, consider the basic model of a laser: an ensemble of two-state systems. In the ideal "pumped" state the ensemble is maximally out of equilibrium; all of the two-state systems are in their highest energy state. Yet, despite having maximum disequilibrium, this state is certainly not structurally complex.
Second, we are confused by Ref. [1] 's calculation of Γ 11 for equilibrium Ising systems on p. 1462. If the system is at equilibrium, then the disequilibrium term 1−∆ should vanish, leading to a vanishing Γ 11 . Perhaps the authors are using a uniform distribution rather than the thermodynamic equilibrium distribution in their calculation of S max .
Third, Ref.
[1] appears to have misinterpreted our earlier work on the statistical complexity of one-dimensional spin systems [2, 13] . On p. 1462, Ref. [1] identifies the statistical complexity C µ [5, 14] with zero-coupling (J = 0) disorder ∆. At a minimum, this interpretation is not consistent dimensionally, since C µ has the units of entropy (bits), while ∆ is a dimensionless ratio. More crucially, however, Ref. [1] conflates the definition of C µ , which does not make C µ a function solely of the system's entropy, with a particular equation for C µ (Eq. (8) of Ref. [2] ) correct within a strictly delimited range of validity [2, 13] . Further, Ref. [1] draws an inaccurate conclusion based on that equation. For nearest-neighbor Ising systems Refs. [2] and [13] show that C µ = H(1), the entropy of spin blocks of length one. Contrary to the statement in Ref. [1] , H(1) is not the same as the entropy of noninteracting spins-i.e., of paramagnetic spin systems, those with J = 0.
Finally, Ref. [1] states that thermodynamic depth [15] belongs to the family of complexity measures that are single-humped functions of disorder. However, two of us recently pointed out that thermodynamic depth is an increasing function of disorder [16] .
In summary, we have argued here and elsewhere [13, 14] that a useful role for statistical complexity measures is to capture the structures-patterns, organization, regularities, symmetries-intrinsic to a process. Ref. [9] emphasizes that defining such measures solely in terms of the one-hump criterion-say, by multiplying "disorder" by "one minus disorder"-is insufficient to this task. Introducing an arbitrary parameterization of this producte.g. via α and β in Eq. (1)-does not help the situation. A statistical complexity measure that is a function only of disorder is not adequate to measure structural complexity, since it is unable to distinguish between structurally distinct configurations with the same disorder.
This work was supported at the Santa Fe Institute under the Computation, Dynamics and Inference Program via ONR grant N00014-95-1-0975 and by Sandia National Laboratory.
