The use of grouped data results in a downward bias in estimates of inequality because grouping omits intra-group inequality. This note shows that using grouped data may not lead to similar difficulties when estimating statistics such as the Gini income elasticity, which provides information on the impact on inequality of a marginal change in an income source, tax, or transfer.
Introduction
It is well known that the use of grouped data results in a downward bias in estimates of inequality.
In Lerman and Yitzhaki (1989) for example, grouping a sample of 64,000 observations into 30 groups of equal size caused a downward bias in the Gini of 1.4 percentage points, while grouping the data into five groups caused a bias of 8 percentage points. Similarly, Deltas (2000) reports a downward bias of up to 7.5 percent in the Gini even for a sample size of 20. This bias occurs because inequality measures can be decomposed into the sum of inter-and intra-group inequality (plus in the case of the Gini a term reflecting overlap between groups), with both the intra and inter group components being non-negative. Since grouping omits intra-group inequality, estimators of inequality based on grouped data reflect only intergroup inequality and therefore are biased downward.
Two approaches have been used to overcome this problem (Slottje, 1990) . Under the parametric approach, one fits a distribution to the data to "fill in" the omission caused by the grouping. The results then depend on the choice of the parametric distribution (e.g. Gastwirth and Glauberman, 1976; Podder, 1973, 1976; Mazzarino, 1986; Ortega et al. 1991) . The non-parametric approach imposes assumptions on the curvature of the Lorenz curve (Ogwang and Rao, 1999, Basmann et. al., 1990 ) but those methods are relatively complicated and it is not clear that the assumptions imposed are the correct ones (Abounoori and McCloughan, 2000) . In most practical cases no assumption is imposed on the distribution and in cases that one has to rely on grouped data, all one can do is to hope the bias is small.
The problems encountered when using grouped data for estimating inequality measures may not be as severe for statistics such as the Gini income elasticity (GIE hereafter). The GIE provides information on the impact on the Gini index of inequality of a marginal change in an income source, tax, or transfer.
The GIE resembles a regression-type parameter (Olkin and Yitzhaki, 1992) . It is a ratio of two statistics, both of them affected by aggregation. The aggregation problem in those types of statistics is discussed in Haitovski (1973 Haitovski ( , 2000 and Heitjan (1989) . While aggregation destroys the homoscedastic structure of the data, the downward bias that characterizes the estimation of inequality measures disappears. Since both the numerator and denominator are affected, the direction of the bias ceases to be a-priori clear, and whether there exists a bias, and its direction, depend on the assumptions concerning the original distributions.
Because of its flexibility and relevance for public policy, the GIE has been used extensively (e.g., Lerman and Yitzhaki, 1994; Garner, 1993; Wodon and Yitzhaki, 2001; Yao, 1999) . To estimate the GIE, researchers typically use the unit level data of households surveys. Yet in many cases, these data are not available. In this note, we suggest that it is feasible to estimate reliably the GIE using group data. Instead of assuming a theoretical original distribution, aggregating the data and evaluating the impact of aggregation, we start from large samples, aggregate the data and report the impact of aggregation. This method, although crude, enables us to evaluate whether aggregation significantly changes the estimates.
We restrict our analysis to groups according to the main variable of interest, i.e. income (per capita).
Methodology
Let X, Y be two continuous random variables, where X is a consumption commodity or an income source, and Y is total (per capita) consumption or income. To simplify notation, we use capital letters to represent population parameters, and small letters for sample values. The GIE of X with respect to Y is:
where F(Y) is the cumulative distribution of Y, and µ Y and µ X are the expected values of Y and X.
Denoting by r(y) the rank of y in the sample, the estimator of the GIE is based on the sample values:
Assume that the data are aggregated into k groups defined according to an increasing order of Y. If there are an equal number of observations in each group as is the case with quintiles or deciles, the observations are homoscedastic (equal variance). With a different number of observations in each group, they will be heteroscedastic. The means of the variables are not affected by the aggregation and therefore we ignore them in the rest of the discussion. However, the covariance terms in (2) may be affected.
, be the total number of observations in the original sample, with n i being the number of observations of group i. Let x ij and y ij ( i=1,…,k, j=1,…,n i ) be the original observations of X and Y, with i representing the group and j the observation in group i, and r ij representing the rank of observation ij in the overall distribution of Y. That is, to derive r ij we arrange all the observations in an increasing order of Y, ignoring the group they belong to, then define r ij as the rank of observation ij in the overall distribution. Note that r ij /N, ordered in an increasing order of Y, is the empirical estimator of F(Y).
Note also that the difference between the ranking of an observation in the overall distribution, and in its own group is a constant. That is, r i (y) = r(y) -a i , where r i (y) is the ranking of observation ij in its own group i, r(y) is the ranking in the overall distribution, and a i is the number of observations in the groups below group i. Since shifting a variable by a constant does not affect its covariance with other variables, in what follows we can substitute the ranking in the overall population by the ranking in group i.
Using the above notation, and noticing that COV(X, F(Y)) = E {(X-µ X ) F(Y)}, we can write the estimator of the numerator in (2) as:
where cov b is between-group covariance and cov i is intra-group covariance between X and F(Y).
Similarly, we can write the denominator as: (5) The ratio on the right hand side relates the intra-group covariance of X and F(Y) to that of Y and F(Y). Since there is no a priori reason to assume that this ratio is larger or smaller than one, we cannot know a priori whether the estimator of the GIE is biased upward or downward due to data grouping. Figure 1 illustrates the issue. The Lorenz curve is 0ABCL and the concentration curve is 0JFKL.
The shapes of the figures have nothing to do with reality. They are intended to show the basic property that the Lorenz curve is convex, while the concentration curve can be convex or concave. As shown in Yitzhaki (1994) , the GIE is the area between the concentration curve and the 45° line, divided by the area between the Lorenz curve and the 45° line. The data are divided into two groups, the first of which comprises of a share P 0 of all observations. The between-group concentration curve is 0HFGL and the between group Lorenz Curve is 0EBDL. Both the numerator and the denominator are biased downward.
The missing parts in the numerator are 0JFH and FKLG. The missing part in the denominator are 0ABE and BCLD. A priori, we do not have enough information to say whether we should expect an upward or a downward bias.
Empirical illustration
To test whether estimates of the GIE obtained from grouped data are close to those obtained from the full sample, we used data for Nicaragua (Living Standards Measurement Survey for 1998). The survey is nationally representative and it counts 5336 households. in all but one case, they remain very close to the full sample estimates, and well within the 95 percent confidence interval based on the full sample. This is not true for the Gini, whose value obtained with quintile data falls outside the confidence interval obtained for the full sample.
We replicated the test done for Nicaragua on data for several other Latin American countries, and in almost all cases, we found that the estimates of the GIE based on quintile data were fairly good. The only exceptions were for income sources received by a very small share of households. In Bolivia for example, the GIE for transfers received from the Government due to invalidity were larger than those obtained from the full sample value, although still of the same sign and within the 95 percent confidence interval for the full sample estimates (this interval was itself large due to the paucity of data on that specific income source). The implication of our findings is that analysts may well be able to rely on group data when estimating the GIE of an income or consumption source even though group data is not reliable to estimate the Gini itself. Source: Authors' estimation using Nicaragua LSMS for 1998. The estimates of the GIE are ratios of U-statistics and as such they are consistent estimators whose distributions converge, for large samples, to the normal distribution. The standard errors are computed with a jackknife method whose algorithm is presented in Yitzhaki (1991) . 
