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Abstract :
Cet article pre´sente deux nouvelles mesures de similarite´ et proximite´ entre concepts
d’une ontologie, qui ont pour originalite´, d’une part, de bien distinguer ces deux notions
et, d’autre part, de tirer parti des trois composantes se´miotiques des concepts : inten-
sion, extension et expression. Les calculs de proximite´ et de similarite´ reposent donc sur
les proprie´te´s des concepts, sur leurs instances et sur leurs termes. Des ressources addi-
tionnelles a` l’ontologie sont e´galement utilise´es, en particulier un corpus de textes. La
mesure SEMIOSEM e´value la similarite´ entre deux concepts, c’est-a`-dire leur analogie,
en s’appuyant sur la comparaison entre leurs prototypes et sur le fait qu’ils partagent des
instances communes et des termes communs. La mesure PROXIMA e´value la proximite´
entre deux concepts, c’est-a`-dire le fait qu’ils soient cognitivement lie´s, en mesurant la
densite´ des proprie´te´s qui les relient, et l’apparition conjointe dans un corpus de textes
des termes de´signant ces concepts ou leurs instances. Nous pre´sentons e´galement les
premiers tests re´alise´s qui permettent de comparer nos mesures avec les mesures de
similarite´ existantes et de comparer SEMIOSEM et PROXIMA entre elles.
Mots-cle´s : Mesure se´mantique, Similarite´, Proximite´, Se´miotique.
1. Introduction
La notion de proximite´ se´mantique est aussi vieille que celle de re´seau se´man-
tique et remonte aux travaux de Quillian [Quillian (1968)]. La notion de
proximite´ introduite par Quillian correspond a` l’association d’ide´e et mesure
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donc a` quel point une notion peut venir a` l’esprit lorsque une autre notion est
e´voque´e. Mais cette notion ge´ne´rale de proximite´ peut recouvrir au moins
deux types d’association : la similarite´ conceptuelle, c’est-a`-dire une analo-
gie entre deux concepts qui partagent un certain nombres de caracte´ristiques
et la proximite´ conceptuelle au sens strict, c’est-a`-dire un lien cognitif e´tabli
entre deux concepts dans un certain contexte. Par exemple, un article de
recherche et un relecteur sont des concepts proches, car e´voque´s ensemble
dans un meˆme contexte, mais ils ne sont pas du tout similaires. Par contre, un
article de recherche et une profession de foi politique sont tre`s similaires, dans
leur nature, voire dans leur structure, mais ne sont ge´ne´ralement pas proches.
Il est a` noter que cette distinction entre proximite´ et similarite´ a e´te´ intro-
duite depuis longtemps en psychologie cognitive dans le cadre de la the´orie de
la Gestalt [Koffka (1935)]. Le gestaltisme the´orise la perception au travers de
diffe´rentes lois qui pre´cisent la fac¸on dont les formes globales sont appre´hen-
de´es a` partir des de´tails perc¸us par l’œil. La loi de proximite´ stipule que nous
regroupons d’abord les e´le´ments proches et la loi de similitude que les de´tails
distants sont regroupe´s selon les similarite´s qu’ils pre´sentent.
En inge´nierie des connaissances, le de´veloppement des ontologies a con-
duit a` la de´finition de plusieurs mesures de similarite´ entre concepts, mesures
qui sont particulie`rement utiles pour l’alignement d’ontologies [Euzenat &
Valtchev (2004)], pour l’analyse de texte [Budanitsky & Hirst (2006)] ou la
recherche d’information [Hliaoutakis et al. (2006)]. Deux approches sont
principalement utilise´es : celles qui reposent sur l’utilisation des liens hie´rar-
chiques entre concepts et celles qui utilisent des ressources externes (en par-
ticulier des textes). Nous meˆmes avions propose´ une premie`re version de la
mesure de similarite´ SEMIOSEM, qui exploitait un corpus de textes [Aime´
et al. (2009b)]. Cependant, ces mesures - dont SEMIOSEM dans sa premie`re
version - ne permettent ge´ne´ralement pas de bien distinguer entre proximite´
au sens strict et similarite´. Par exemple, deux concepts e´voque´s souvent dans
les meˆmes textes sont sans doute proches, mais pas force´ment similaires, c’est
le cas de l’article de recherche et du relecteur. Deux concepts tels qu’article
de recherche et profession de foi politique peuvent eˆtre des concepts fre`res
dans une ontologie, et sont tre`s similaires sans pour autant eˆtre proches cog-
nitivement parlant.
Partant du constat que similarite´ et proximite´ sont deux notions proches
mais non similaires, nous proposons dans ce papier deux mesures se´mantiques
distinctes : une nouvelle version de la mesure de similarite´ SEMIOSEM et une
mesure de proximite´ PROXIMA. La premie`re e´value l’analogie entre deux
Mesures se´miotiques de similarite´ et de proximite´ conceptuelles
concepts, et est donc fonde´e uniquement sur les caracte´ristiques des concepts
(proprie´te´s, termes, instances) inde´pendamment de la structure de l’ontologie
qui les contient. SEMIOSEM n’utilise pas non plus de ressources addition-
nelles, comme des textes. PROXIMA e´value la proximite´ entre deux concepts,
au sens de´fini pre´ce´demment, et, outre l’ontologie contenant les deux con-
cepts, utilise un corpus de textes repre´sentatifs du domaine.
La suite de cet article est structure´e comme suit. La section 2 pre´sente le
mode`le formel au travers duquel nous manipulons les ontologies. Les sec-
tions 3 et 4 de´crivent respectivement SEMIOSEM et PROXIMA. La section 5
pre´sente des re´sultats expe´rimentaux.
2. Un mode`le d’ontologie se´miotique
Le mode`le ontologique que nous utilisons pour de´finir nos mesures incor-
pore des e´le´ments non standards que nous avons e´labore´s lors de pre´ce´dents
travaux [Aime´ et al. (2009a),Aime´ et al. (2010)]. Ces e´le´ments sont, d’une
part, des ponde´rations porte´es par les liens isa dans le treillis de concepts
pour rendre compte de la notion de prototypicalite´, et, d’autre part, 3 coef-
ficients repre´sentant les poids des composantes se´miotiques intensionnelle,
extensionnelle et expressionnelle dans la conceptualisation du domaine.
2.1. Ontologies et prototypicalite´
Construire une ontologie O d’un domaine D consiste a` spe´cifier une con-
ceptualisation consensuelle de connaissances. Nous appelons endogroupe
l’ensemble des personnes qui partagent la conceptualisation capture´e dans
l’ontologie. Pour un meˆme domaine, plusieurs ontologies peuvent eˆtre de´finies
par diffe´rents endogroupes. Nous qualifions ces ontologies d’Ontologies Ver-
naculaires de Domaine (OVD), le terme vernaculaire e´tant utilise´ au sens
de relatif a` une communaute´ d’usages, et non au sens de populaire. Nous
de´finissons uneOntologie Vernaculaire de Domaine (OVD), pour un domaine
D donne´ et un endogroupe G donne´, par le tuple suivant :
O(D,G) =
{
C,P , I,≤C ,≤P , dom, codom, σ, L
}
ou`
• C, P et I sont les ensembles de concepts, de proprie´te´s et d’instances
des concepts ;
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• ≤C : C×C et≤P : P×P sont des ordres partiels de´finissant les hie´rarchies
de concepts et de proprie´te´s1 ;
• dom : P → C et codom : P → (C ∪Datatypes) associent a` chaque
proprie´te´ son domaine et e´ventuellement son co-domaine ;
• σ : C → P(I) associe a` chaque concept ses instances ;
• L = {LC ∪ LP ∪ LI , termc, termp, termi} est le lexique du dialecte
de G relatif au domaine D ou` (1) LC , LP et LI sont les ensembles des
termes associe´s a` C, P et I, et (2) les fonctions termc : C → P(LC),
termp : P → P(LP ) et termi : I → P(LI) associent aux primitives
conceptuelles les termes qui les de´signent.
A` ce mode`le classique, nous avons propose´ dans [Aime´ et al. (2009a)]
et [Aime´ et al. (2010)] d’ajouter des ponde´rations permettant de repre´senter
la notion de prototypicalite´. Il s’agit de rendre compte dans le mode`le du
fait que, par exemple, lorsqu’on e´voque le concept d’oiseau, l’image qui nous
vient a` l’esprit est plus proche de celle du moineau que de celle du he´ron ou du
cacatoe`s. Les sous-concepts du concept d’oiseau doivent donc eˆtre ordonne´s
selon leur repre´sentativite´ par rapport a` leur concept pe`re. Cette prototypi-
calite´ conceptuelle est repre´sente´e dans notre mode`le par des ponde´rations
porte´es par les relations ≤C entre concepts.
Un autre type de prototypicalite´ existe entre chaque concept et les termes
utilise´s pour le de´signer. Ainsi, le terme oiseau est pre´fe´rentiellement utilise´
pour de´signer ce concept, avant celui de piaf ou de volaille. Cette prototypi-
calite´ lexicale est repre´sente´e dans notre mode`le par des ponde´rations porte´es
par les relations termc entre concepts et termes. Nous avons propose´ dans
[Aime´ et al. (2009a)] et [Aime´ et al. (2010)] une me´thode permettant le calcul
semi-automatique de ces deux ensembles de ponde´rations, nous n’y revien-
drons pas ici et conside´rons qu’elles sont pre´sentes dans l’ontologie.
Nous avons e´galement introduit un vecteur prototype
→
pcp qui, pour chaque
concept cp, est un vecteur dans l’espace des proprie´te´s P et repre´sente le pro-
totype du concept en terme intensionnel. La coordonne´e de chaque proprie´te´
dans le vecteur repre´sente l’importance de la proprie´te´ dans la conceptuali-
sation de la notion (cette coordonne´e vaut 0 si le concept n’appartient pas au
domaine de la proprie´te´). Par exemple, le fait que toutes les voitures ont un
1
c1 ≤
C
c2 signifie que le concept c2 subsume le concept c1.
Mesures se´miotiques de similarite´ et de proximite´ conceptuelles
frein a` main n’est pas tre`s important pour ce concept, car ce n’est pas a` cette
proprie´te´ que l’on pense ge´ne´ralement lorsqu’on parle de voiture. Par contre,
le fait qu’elles aient toutes des roues est plus important.
Nous avons propose´ un mode de calcul des vecteurs prototypes qui sup-
pose que soient disponibles des ponde´rations qui, pour chaque concept et pour
chaque proprie´te´ de ce concept, repre´sente l’importance de la proprie´te´ pour
ce concept. Nous supposerons, pour de´finir nos mesures, que ces ponde´rations
existent.
2.2. Ontologies se´miotiques
Les mode`les ontologiques incorporent ge´ne´ralement les trois dimensions se´-
miotiques introduites par Morris et Peirce [Morris (1938)] : l’intension des
concepts, c’est-a`-dire la se´mantique qui leur est attache´e, l’extension des con-
cepts, c’est-a`-dire leurs instances et l’expression des concepts, c’est-a`-dire les
termes qui les de´signent. Mais l’importance de chacune de ces composantes
dans la conceptualisation d’un domaine peut varier. Ainsi, les mathe´matiques
sont conceptualise´es surtout en intension, a` partir des proprie´te´s des concepts.
Les cate´gories d’animaux sont conceptualise´es plutoˆt en extension, a` partir
des animaux que l’on rencontre (mais un biologiste aura tendance a` concep-
tualiser ces cate´gories en intension). Le domaine divin, pour un athe´e ou
un agnostique, est conceptualise´ en expression, les concepts e´tant essentielle-
ment des mots sans signification bien de´finie, et sans instance.
Pour rendre compte dans notre mode`le des importances respectives de
ces trois composantes intensionnelle, extensionnelle et expressionnelle dans
l’ontologie, nous introduisons 3 coefficients respectivement nomme´s α, β et
γ. Nous imposons que ces coefficients soient positifs ou nuls, prennent leurs
valeurs dans l’intervalle [0, 1], et que α+β+γ = 1. Les valeurs de ces trois co-
efficients peuvent eˆtre fixe´es arbitrairement, ou calibre´es par expe´rimentations
mais nous avons propose´ dans [Aime´ et al. (2009a, 2010)] une me´thode pour
en calculer automatiquement des approximations. Nous conside´rons que le
triplet (α, β, γ) caracte´rise les coordonne´es cognitives de l’utilisateur dans le
triangle se´miotique.
3. SEMIOSEM, une mesure de similarite´ se´miotique
SEMIOSEM e´value la similarite´ entre deux concepts suivant les trois dimen-
sions se´miotiques. Deux concepts sont similaires si (1) d’un point de vue in-
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tensionnel, la distance entre leurs vecteurs prototypes est faible, (2) d’un point
de vue extensionnel, ils posse`dent un grand nombre d’instances en commun et
(3) d’un point de vue expressionnel, ils partagent un grand nombre de termes
pour les de´signer. Nous de´finissons SEMIOSEM : C×C → [0, 1] formellement
par :
SemioSem(c1, c2) = α.ints(c1, c2) + β.exts(c1, c2) + γ.exps(c1, c2)
Les fonctions ints, exts et exps sont respectivement de´taille´es dans les
sections 3.1., 3.2. et 3.3..
3.1. Composante intensionnelle de SEMIOSEM
D’un point de vue intensionnel, plus les prototypes respectifs de c1 et c2 sont
semblables, c’est-a`-dire plus les deux concepts partagent de proprie´te´s, plus
ces concepts sont similaires, et ceci en tenant compte de l’importance des
proprie´te´s dans la de´finition des deux concepts. La composante intensionnelle
ints : C × C → [0, 1] est donc calcule´e comme e´tant la distance entre les
vecteurs prototypes des deux concepts. Cette fonction est de´finie par :
ints(c1, c2) = 1− dist(
→
pc1 ,
→
pc2)
3.2. Composante extensionnelle de SEMIOSEM
D’un point de vue extensionnel, nous nous appuyons sur la mesure de sim-
ilarite´ de Dice [Dice (1945)]. Cette mesure est de´finie par le ratio entre le
nombre d’instances communes a` deux concepts et la moyenne du nombre
d’instances des deux concepts. Ainsi, deux concepts sont similaires s’ils
posse`dent un grand nombre d’instances en commun et tre`s peu d’instances
distinctes. Cette mesure offre de plus une plus grande re´gularite´ que la mesure
de Jaccard [Jaccard (1901)]. La fonction exts : C×C → [0, 1] est de´finie par :
exts(c1, c2) =
|σ(c1)∩σ(c2)|
(|σ(c1)|+|σ(c2)|)/2
3.3. Composante expressionnelle de SEMIOSEM
La fonction exps est de´finie par le ratio entre le nombre de termes communs
et le nombre total de termes de´signant les deux concepts. Ainsi, deux con-
cepts sont similaires s’ils posse`dent un grand nombre de termes communs
les de´signant et tre`s peu de termes propres a` chacun. La fonction exps :
C × C → [0, 1] est formellement de´finie par :
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exps(c1, c2) =
|termc(c1)∩termc(c2)|
|termc(c1)∪termc(c2)|
4. PROXIMA, une mesure de proximite´ se´miotique
PROXIMA e´value la proximite´ entre deux concepts suivant les trois dimen-
sions se´miotiques. Cette proximite´ ne peut seulement eˆtre calcule´e unique-
ment a` partir de l’ontologie, car celle-ci ne contient pas d’e´le´ments permettant
d’e´valuer la proximite´ de deux concepts du point de vue expressionnel. La
comparaison des termes de´signant deux concepts ne permet pas d’appre´cier a`
quel point ces termes sont lie´s dans l’univers cognitifs de l’endogroupe con-
side´re´. Nous utilisons donc un corpus de textes, suppose´ repre´sentatif de cet
univers cognitif, et qui nous sert a` calculer les composantes expressionnelle
et extensionnelle de PROXIMA.
Sur le principe, deux concepts sont conside´re´s comme proches si (1) d’un
point de vue intensionnel, ils sont relie´s par de nombreuses proprie´te´s, (2)
d’un point de vue extensionnel, les termes de´signant leurs instances sont sou-
vent pre´sents ensemble dans le corpus de textes et (3) d’un point de vue ex-
pressionnel, les termes qui les de´signent sont souvent pre´sents ensemble dans
le corpus de textes. Nous de´finissons PROXIMA : C×C → [0, 1] formellement
par :
Proxima(c1, c2) = α.intp(c1, c2) + β.extp(c1, c2) + γ.expp(c1, c2)
Les fonctions intp, extp et expp sont respectivement de´taille´es dans les sec-
tions 4.1., 4.2. et 4.3..
4.1. Composante intensionnelle de PROXIMA
D’un point de vue intensionnel, la proximite´ entre deux concepts peut eˆtre
e´value´e par le rapport entre le nombre de proprie´te´s qui les lient et le nombre
total de proprie´te´s ayant pour domaine l’un des deux concepts. Si au moins
une proprie´te´ existe entre les deux concepts, la fonction intp : C ×C → [0, 1]
est de´finie formellement par :
intp(c1, c2) =
[
1− log
(
|p12|+|p21|
|p1|+|p2|
)]−1
p1 = {pk ∈ P : c1 ∈ dom(pk)} est l’ensemble des proprie´te´s ayant c1
pour domaine
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p2 = {pk ∈ P : c2 ∈ dom(pk)} est l’ensemble des proprie´te´s ayant c2
pour domaine
p12 = {pk ∈ P : c1 ∈ dom(pk) ∧ c2 ∈ codom(pk)} est l’ensemble des
proprie´te´s ayant c1 pour domaine et c2 pour co-domaine
p21 = {pk ∈ P : c2 ∈ dom(pk) ∧ c1 ∈ codom(pk)} est l’ensemble des
proprie´te´s ayant c2 pour domaine et c1 pour co-domaine
Si |p1| + |p2| = 0, intp(c1, c2) = 0. Nous choisissons de ne pas e´largir
l’e´valuation de la proximite´ entre concepts au-dela` des proprie´te´s qui lient
directement les deux concepts. En effet, on constate empiriquement que rien
n’assure que deux concepts lie´s par une chaine de 2 proprie´te´s ou plus soient
proches. Par exemple, un article est produit par un auteur, qui a un certain
aˆge, mais les concepts d’article et d’aˆge ne sont pas proches.
4.2. Composante extensionnelle de PROXIMA
Le calcul de la composante extensionnelle de PROXIMA est similaire a` celui
de la composante expressionnelle et repose sur l’utilisation d’un corpus de
textes repre´sentatifs du domaine pour l’endogroupe conside´re´. D’un point
de vue extensionnel, nous conside´rons que deux concepts sont d’autant plus
proches que les termes de´signant leurs instances sont pre´sents ensemble dans
les meˆmes documents. La fonction extp : C × C → [0, 1] est formellement
de´finie par :
extp(c1, c2) =
nbBothi(c1,c2)
nbOnei(c1,c2)
nbBothi(c1, c2) est le nombre de documents ou` au moins un terme de´signant
une instance de c1 et au moins un terme de´signant une instance de c2 sont
pre´sents ensemble, et nbOnei(c1, c2) est le nombre de documents ou` au moins
un terme de´signant une instance de c1 ou de c2 est pre´sent.
Une matrice TFIDFi est calcule´e dans [0, 1]
t×d, ou` t est le nombre de ter-
mes apparaissant dans l’ontologie pour de´signer les instances et d le nombre
de documents du corpus. On a :
nbBothi(c1, c2) =
∑
dj∈DBothi(c1,c2)
∑
ti∈Ti(c1,c2)
TFIDFi(i, j)
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AvecDBothi(c1, c2) = {dz : (termi(c1)∩dz 6= ∅)∧(termi(c2)∩dz 6= ∅)}
et Ti(c1, c2) = termi(c1) ∪ termi(c2).
nbOnei(c1, c2) =
∑
dj∈DOnei(c1,c2)
∑
ti∈Ti(c1,c2)
TFIDFi(i, j)
AvecDOnei(c1, c2) = {dz : (termi(c1)∩dz 6= ∅)∨(termi(c2)∩dz 6= ∅)}
et Ti(c1, c2) = termi(c1) ∪ termi(c2).
4.3. Composante expressionnelle de PROXIMA
La composante expressionnelle est calcule´e a` partir d’un corpus de textes
repre´sentatifs du domaine pour l’endogroupe conside´re´. D’un point de vue
expressionnel, plus deux concepts sont de´signe´s par des termes pre´sents en-
semble dans les meˆmes documents, plus ils sont proches. Plus pre´cise´ment,
la composante expressionnelle de PROXIMA est d’autant plus e´leve´e que le
nombre de documents regroupant a` la fois des termes de´signant les deux con-
cepts est e´leve´, et ceci en comparaison du nombre de documents ou` apparait
au moins un des deux concepts. La fonction expp : C ×C → [0, 1] est de´finie
formellement par :
expp(c1, c2) =
nbBothc(c1,c2)
nbOnec(c1,c2)
nbBothc(c1, c2) est le nombre de documents ou` au moins un terme de´si-
gnant le concept c1 et au moins un terme de´signant le concept c2 sont pre´sents,
et nbOnec(c1, c2) est le nombre de documents ou` au moins un terme de´signant
c1 ou c2 est pre´sent.
Le simple comptage du nombre de documents ou` les termes apparaissent
ne rend cependant pas compte de l’importance de ces termes dans les do-
cuments. Une des meilleures mesures de cette importance est TF-IDF (Term
Frequency - Inverse Document Frequency) [Salton & McGill (1986)]. Pour
un terme ti et un document dj , le TF-IDF est donne´ par :
TFIDF (ti, dj) =
ni,j∑
k nk,j
.log
|D|
|{dk:ti∈dk}|
ni,j est le nombre d’occurrences du terme ti dans le document dj∑
k nk,j est le nombre d’occurrences de tous les termes dans le docu-
ment dj
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|D| est le nombre de documents du corpus et |{dk : ti ∈ dk}| est le
nombre de documents ou` le terme ti apparaıˆt
Nous proposons donc pour calculer nbBothc(c1, c2) de sommer les valeurs
de TF-IDF de chaque terme de´signant c1 ou c2 apparaissant dans les docu-
ments ou` sont pre´sents a` la fois des termes de´signant c1 et des termes de´signant
c2.
En pratique, nous calculons une matrice TFIDFc dans [0, 1]
t×d, ou` t est
le nombre de termes apparaissant dans l’ontologie pour de´signer les concepts
et d le nombre de documents du corpus. TFIDFc(i, j) vaut 0 si le terme ti
n’apparait pas dans le document dj et vaut TFIDF (ti, dj) sinon.
Le calcul de nbBothc(c1, c2) consiste alors a` sommer les coefficients de
la matrice TFIDFc pour tous les termes de´signant c1 ou de´signant c2 et
pour tous les documents contenant a` la fois un terme de´signant c1 et un terme
de´signant c2 :
nbBothc(c1, c2) =
∑
dj∈DBothc(c1,c2)
∑
ti∈Tc(c1,c2)
TFIDFc(i, j)
AvecDBothc(c1, c2) = {dz : (termc(c1)∩dz 6= ∅)∧(termc(c2)∩dz 6= ∅)}
et Tc(c1, c2) = termc(c1) ∪ termc(c2).
Le terme nbOnec(c1, c2) se calcule de la meˆme manie`re a` partir de la ma-
trice TFIDFc mais en sommant les coefficients pour tous les termes de´signant
c1 ou de´signant c2 et pour tous les documents contenant un terme de´signant
c1 ou un terme de´signant c2 :
nbOnec(c1, c2) =
∑
dj∈DOnec(c1,c2)
∑
ti∈Tc(c1,c2)
TFIDFc(i, j)
AvecDOnec(c1, c2) = {dz : (termc(c1)∩dz 6= ∅)∨(termc(c2)∩dz 6= ∅)}
et Tc(c1, c2) = termc(c1) ∪ termc(c2).
La composante expressionnelle donne´e ici mesure bien une proximite´ en-
tre concepts, relativement a` un corpus de documents, mais ne donne pas
d’information sur la similarite´ entre les deux concepts. Mais deux concepts
peuvent bien entendu eˆtre proches dans un corpus et similaires. C’est le cas
par exemple des concepts de conclusion et d’introduction, qui apparaissent
souvent dans les meˆmes documents, et sont assez similaires (modulo des fonc-
tionnalite´s diffe´rentes). Deux concepts peuvent e´galement eˆtre proches dans
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un corpus et non similaires. Par exemple les termes bouteille et vin se trouvent
souvent ensemble, mais ne de´signent pas des objets similaires.
5. Expe´rimentations
Tester toutes les composantes de SEMIOSEM et PROXIMA requiert a` la fois
une ontologie relativement riche (avec en particulier des proprie´te´s entre con-
cepts et des instances pour les diffe´rents concepts) mais e´galement des ponde´-
rations repre´sentant l’importance de chaque proprie´te´ dans la de´finition de
chaque concept (pour le calcul de la composante intensionnelle de SEMIOSEM)
et un corpus de textes repre´sentatifs du domaine (pour le calcul des com-
posantes extensionnelle et expressionnelle de PROXIMA).
Ne disposant pas d’ontologie comportant de nombreuses instances, nous
n’avons pas tenu compte dans les tests des composantes extensionnelles. De
plus, SEMIOSEM n’a e´te´ calcule´e qu’a` partir de sa composante expression-
nelle. Deux tests ont e´te´ mene´s : le premier a permis de comparer nos mesures
aux mesures de similarite´ existantes ; le deuxie`me a permis d’e´valuer les deux
mesures sur un jeu d’essai restreint pour s’assurer que leur comportement est
en ade´quation avec les notions de proximite´ et de similarite´ que nous pro-
posons.
5.1. Comparaison avec les mesures existantes
Nous avons retenu pour ce test les mesures de similarite´ propose´es par Jiang
et Conrath [Jiang & Conrath (1997)], Wu et Palmer [Wu & Palmer (1994)],
Resnik [Resnik (1999)], Hirst et St-Onge [Hirst & St-Onge (1998)] et Lin
[Lin (1998)]. Pour disposer d’un jeu d’essai conse´quent, nous avons choisi
d’utiliser l’ontologieWordNet 3.0 et le corpus Corpus of Contemporary Amer-
ican English2 issu de magazines, journaux, romans et textes acade´miques (de
1920 a` 2010) et comportant environ 160000 textes et pre`s de 410 millions de
termes.
A` partir de ces ressources, et en utilisant l’outil Wordnet Similarity de S.
Patwardhan et T. Pedersen3[Patwardhan et al. (2003)], nous avons calcule´ les
similarite´s (et proximite´s) pour les 353 couples de mots fournis par la ver-
sion de 2004 du test WordSimilarity-3534 de [Finkelstein et al. (2002)]. Ce
2http://www.americancorpus.org/
3http://www.d.umn.edu/t˜pederse/similarity.html
4http://www.cs.technion.ac.il/g˜abr/resources/data/wordsim353/wordsim353.html
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test fournit e´galement pour chaque couple une valeur de similarite´ fixe´e par
une dizaine de personnes et nous avons calcule´ le coefficient de corre´lation
line´aire entre les valeurs calcule´es et les valeurs fournies par WordSimilarity.
Seule la composante expressionnelle de SEMIOSEM et les composantes ex-
pressionnelle et intensionnelle de PROXIMA sont calcule´es ici. Pour le calcul
de PROXIMA, nous avons fixe´ les coordonne´es se´miotiques a` α = 0.66, β =
0, γ = 0.33 (et α = 0, β = 0, γ = 1 pour SEMIOSEM).
Mesure Corre´lation
Jiang & Conrath 0.61
Lin 0.7
Resnik 0.78
Wu & Palmer 0.75
Hirst & St Onge 0.64
PROXIMA 0.45
SEMIOSEM 0.71
Table 1: Coefficients de corre´lation line´aire WordSimilarity-353 / mesures.
Le tableau 1 regroupe les re´sultats obtenus. SEMIOSEM pre´sente un coeffi-
cient de corre´lation satisfaisant compare´ aux autres mesures alors que PROX-
IMA obtient un score faible. Mais si on regarde les re´sultats en de´tails, on
s’aperc¸oit que les mesures existantes, tout comme les valeurs fournies par
WordSimilarity, agre`gent similarite´ et proximite´. Par exemple, les termes
cup et coffee obtiennent un score de 6.58 dans le test WordSimilarity, et des
valeurs e´leve´es avec les mesures existantes, alors que le calcul de SEMIOSEM
sur cet exemple donne une valeur quasi nulle, ce qui est davantage conforme
a` la se´mantique de ces concepts.
Pour e´valuer plus pre´cise´ment SEMIOSEM et PROXIMA, nous avons donc
construit deux tests se´parant autant que possible les notions de proximite´ et
de similarite´.
5.2. Comparaison entre SEMIOSEM et PROXIMA
Nous avons compare´ nos mesures avec un jugement humain de proximite´
et un jugement humain de similarite´. Pour ce faire, nous avons extrait 31
couples de mots du test WordSimilarity-353 : (1) un groupe de 10 couples de
concepts estime´s peu ou pas similaires, avec une note faible, (2) un groupe
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de 10 couples de concepts estime´s tre`s similaires, avec une note e´leve´e, et
(3) un groupe de 11 couples de concepts estime´s peu similaires, avec une
note interme´diaire. La liste de couples, classe´e ale´atoirement, a e´te´ soumise
a` un ensemble de 22 personnes auxquelles nous avons demande´ de donner
une note de proximite´ et une note de similarite´ sur la meˆme e´chelle que le
test WordSimilarity-353. Les moyennes des notes ont e´te´ retenues pour le
test. Les tableaux 2 et 3 regroupent des exemples de valeurs de similarite´ et
proximite´ obtenues.
Mot 1 Mot 2 Similarite´ SEMIOSEM
pierre pre´cieuse joyau 9.82 1.00
rue avenue 8.88 0.75
tasse cafe´ 5 0.00
Table 2: Extrait des valeurs obtenues avec SEMIOSEM.
Sur ce jeu d’essai re´duit, nous obtenons un coefficient de corre´lation line´aire
de 0.69 entre les valeurs donne´es par SEMIOSEM et celles du jugement hu-
main de similarite´. SEMIOSEM obtient donc un score un peu plus faible que
sur le test WordSimilarity. Mais le de´tail des valeurs du jugement humain
montre encore une fois que la proximite´ entre concepts influe sur l’e´valuation
humaine de la similarite´. Par exemple, le couple de mots tasse et cafe´ ob-
tient une similarite´ de 5 dans le jugement humain de similarite´, ce qui est
conceptuellement errone´.
D’autre part, il nous parait que la place de l’intension des concepts est
pre´ponde´rante dans le processus de jugement de similarite´. En d’autres ter-
mes, on estime la similarite´ en se basant avant tout sur les proprie´te´s des
concepts. Le calcul de SEMIOSEM sur la seule composante expressionnelle
ne peut donc pas donner un tre`s bon re´sultat.
Mot 1 Mot 2 Proximite´ PROXEM
pierre pre´cieuse joyau 9.6364 0.50730
rue avenue 7.9091 0.45517
tasse cafe´ 6.5455 0.41793
Table 3: Extrait des valeurs obtenues avec PROXIMA.
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Nous obtenons un coefficient de corre´lation line´aire de 0.81 entre les valeurs
donne´es par PROXIMA et celles du jugement humain de proximite´. PROXIMA
obtient donc un tre`s bon score lorsque le distinguo entre proximite´ et simi-
larite´ est fait. D’autre part, ces valeurs sont obtenues avec un poids de 0.66
pour la composante intensionnelle, ce qui semble indiquer que la proximite´
entre concepts est fortement corre´le´e a` l’existence de proprie´te´s liant ces con-
cepts.
6. Conclusion et perspectives
Nous avons propose´ deux nouvelles mesures de similarite´ et proximite´ entre
concepts, qui ont pour originalite´ d’une part de bien distinguer ces deux no-
tions et d’autre part de tirer parti des trois composantes se´miotiques des con-
cepts. SEMIOSEM e´value la similarite´ entre deux concepts, c’est-a`-dire leur
analogie, en s’appuyant sur la comparaison entre leurs prototypes et sur le
fait qu’ils partagent des instances communes et des termes communs. PROX-
IMA e´value la proximite´ entre deux concepts, c’est-a`-dire le fait qu’ils soient
cognitivement lie´s, en mesurant la densite´ des proprie´te´s qui les relient, et
l’apparition conjointe dans un corpus de textes des termes de´signant ces con-
cepts ou leurs instances.
Nos mesures peuvent e´galement s’adapter au domaine de connaissances et
aux utilisateurs via la ponde´ration des composantes se´miotiques, ponde´rations
qui repre´sentent l’importance respective des aspects intensionnel, extension-
nel et expressionnel dans la conceptualisation du domaine. Cette richesse et
cette adaptabilite´ de nos mesures n’est cependant pleinement exploitable que
si certaines ressources sont disponibles pour les calculer, en particulier des
instances en nombre suffisant pour la composante extensionnelle.
Par rapport aux mesures utilisant les liens hie´rarchiques, un des avan-
tages de SEMIOSEM et PROXIMA est d’eˆtre inde´pendantes de la structure
hie´rarchique de l’ontologie. En effet, les valeurs de similarite´ et de proximite´
ne changeront pas si on introduit dans la hie´rarchie des concepts additionnels
pour structurer davantage l’ontologie, ou si on retire des concepts. Il nous
semble qu’il s’agit la` d’un point important, du fait que les ontologies sont de
plus en plus structure´es verticalement selon un sche´ma ontologie fondation-
nelle/ontologie noyau/ontologie de domaine, et incorporent donc de plus en
plus de concepts servant de ciment a` l’ontologie, mais sans signification re´elle
pour les utilisateurs, et pouvant donc fausser les calculs de similarite´ base´s sur
la structure.
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Cependant, l’utilisation intensive de nos mesures pose des proble`mes tech-
niques. Tout d’abord, pour le calcul de la composante intensionnelle de
SEMIOSEM, la ponde´ration des proprie´te´s peut s’ave´rer impraticable pour
des ontologies de tre`s grande taille. Il est possible de mettre tous ces poids
a` 1 pour calculer la composante, mais elle perd alors de son inte´reˆt. D’autre
part, le temps de calcul du nombre d’occurrences de termes dans les textes
devient conse´quent si le corpus est de tre`s grande taille (cependant, ce calcul
ne se fait qu’une seule fois). Les re´sultats obtenus sont par ailleurs nette-
ment de´pendants de la qualite´ du corpus. Enfin, SEMIOSEM est de´pendante
de l’impre´cision des calculs d’occurrences lie´e aux limites du TALN.
Les premiers tests montrent que nos mesures se re´ve`lent pertinentes et
s’ave`rent convenablement corre´le´es au jugement humain. Cependant, des
expe´riences plus larges, et portant sur toutes les composantes de nos mesures,
restent a` mener pour re´ellement valider notre approche. D’autre part, e´largir
les tests permettra d’e´tudier plus pre´cise´ment les liens entre similarite´, prox-
imite´ et repre´sentation ontologique des connaissances. Une expe´rience inte´-
ressante sera par exemple de faire varier les poids des composantes pour es-
timer les influences respectives des aspects intensionnel, extensionnel et ex-
pressionnel dans l’e´valuation humaine des similarite´s et proximite´s.
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