In this work we present a class of functions, motivated by gap functions, which we call G-coupling functions. We will show that these functions can generate a duality scheme for minimization problems by means of the general conjugation theory. Thanks to this scheme, a Lagrange-type function is introduced as well.
Introduction
For solving non-convex optimization problems, a tool that is becoming more important is generalized conjugation. In [4] the G-coupling functions are introduced in finite dimensional spaces. Here we extend this definition to the infinite dimensional case. These coupling functions will allow us to see duality schemes in a different way. The usual theory found in the literature ( [6] , [8] , and references therein) are related to a fixed coupling function, but here we consider (for a specified function f ) a family of coupling functions.
These coupling functions are motivated by gap functions. It is interesting to point out, that many of these (gap) functions have similar properties. However, in some cases they are functions of one vector and it is important, since they are linked to specified optimization problems, that those functions have zeros.
On the other hand, G-coupling functions will be defined as functions in two variables and they might not have zeros. Even more, given a specified proper function f , it is shown that a certain sub-family of this family of coupling functions satisfies many interesting properties.
In Section 2, we describe how many gap functions have similar properties, which are useful for the definition of G-coupling functions.
In Section 3, it is found the definition of G-coupling function with properties related to generalized conjugation using this family of functions and a fixed proper function f .
In Section 4, it can be seen how these ideas generate Lagrange-type functions (see [7] ).
Motivation
In several works already published, there can be found definitions of GAP functions for particular problems. Now we present 2 concrete examples.
In [2] , the Variational Inequality Problem is studied:
where T is a maximal monotone correspondence which is defined as follows: given a point to set map, T , it will be said that it is a maximal monotone correspondence if it satisfies that u − v, x − y ≥ 0 for every u ∈ T (x), v ∈ T (y) with x, y ∈ C and if there exists v, such that u − v, x − y ≥ 0, for all x, y ∈ C and for all u ∈ T (x), then v ∈ T (y). The corresponding GAP function is then defined as follows:
where G C (T ) = {(v, y) : v ∈ T (y), y ∈ C} and C is a non-empty closed convex set. This function happens to be non-negative and convex, and it is equal to zero only in solutions of (V IP ).
In [8] , the Equilibrium Problem is studied:
where K ⊂ IR n is a non-empty closed convex set and f : K × K → IR is a function that satisfies:
The GAP function is defined as:
In this case, the function g f is non-negative, convex and l.s.c. and if it vanishes at x 0 , then x 0 is a solution of (EP ).
In these examples, gap functions are used to transform a special Equilibrium Problem (for example, the VIP is a particular case of an EP) into a minimization problem. Now our attention is focused in using coupling functions that could be related, at least in some general aspect, to GAP functions. Therefore these functions must link both primal and dual variables. Since these coupling functions must be related to a sense of "gap", we consider these functions as non-negative and with 2 arguments.
Let us remember that for the minimization problem, the convex conjugation theory allows us to generate a dual problem and there is implicit another concept of gap function (see [1] , [3] and [5] ): consider
Define a function ϕ : IR n × IR p → IR, where IR = IR ∪ {−∞, +∞}, satisfying
Then ϕ will be called a perturbation function and the function h : IR p → IR defined by
will be called the marginal function. Observe that
Considering now h * * , the convex bi-conjugate (see [5] ) of h one has:
Then, making −β = h * * (0), one has
(Q) is called the dual problem of (P ) and in general we have −β ≤ α. It is said that there is no duality gap whenever h * * (0) = h(0). It is easy to prove that h * (u * ) = ϕ * (0, u * ), and if we define the function k :
This analysis is summarized in the following scheme:
If h is proper and convex, a necessary and sufficient condition for ensuring that there will be no duality gap (−β = α) is that h be l.s.c. at 0 (in general ϕ l.s.c. does not imply that h would be l.s.c.).
Further more, if h is convex, l.s.c. and 0 ∈ ri(dom(h)), then α = −β and the dual problem has at least one optimal solution, and if u * is an optimal solution of (Q) and ϕ = ϕ * * , then
x is an optimal solution of (P ) ⇐⇒ f (x) + h * (u * ) = 0.
Consider now the function g : IR n × IR p → IR defined by:
This function vanishes at (x 0 , u * 0 ) if and only if x 0 solves the primal problem and u * 0 solves the dual one. In addition, this function is non-negative and if the first variable is kept fixed, the function is convex and l.s.c. It is clear now, which properties are satisfied for many gap functions.
G-coupling Functions
As stated before, G-coupling functions are first introduced in [4] for finite dimensional spaces. We are going to extend this notion for arbitrary Banach spaces.
Henceforth, we consider two arbitrary Banach spaces X and Y .
Not every G-coupling function has zeros:
Then g ∈ F X,Y is continuous and it does not have any zeros.
Let us turn our attention now to how the family of functions F A,B will allow us to establish duality schemes in (at least for now) the minimization problem. It is important to point out that in the following we consider an unusual type of duality, f : A → IR ∪ {+∞} is kept fixed and g ∈ F A,B , for a given B ⊂ Y , is variable.
Consider a proper function f : A → IR ∪ {+∞}. For a given B ⊂ Y take g ∈ F A,B . Define f g : B → IR ∪ {+∞} and f gg : A → IR ∪ {+∞} as follows (for example see [6] and references therein):
In some cases, it would be better to consider a g ∈ F A,B which satisfies:
(D2) B is convex and g(x, ·) : B → IR is a convex and l.s.c. function for each x in A.
With this, we have the following:
which implies
Moreover if g satisfies (D2), then f g is a convex l.s.c function.
Unless it is mentioned, not every g ∈ F A,B satisfies (D2).
It would be interesting to know which condition either a G-coupling function g or the function f must satisfy in order that the function f g be proper, because with this one would have a non-trivial function related to f . The following lemma ensures the existence of such a function g ∈ F A,B for any B ⊂ Y , taking as a starting point a natural condition on f which must be imposed if f is the objective function of a minimization problem. Proof:
• Suppose that inf f > −∞, then for a non-empty B 0 ⊂ Y fixed, consider g ∈ F A,B 0 as follows:
Thus
which is clearly a proper function and since B 0 ⊂ Y was fixed arbitrarily, the result is satisfied for every B ⊂ Y .
• Take a non-empty B 0 ⊂ Y and g ∈ F A,B 0 such that f g is proper. Let us suppose that inf f = −∞, from [6] we can see that this implies that inf f gg = −∞. Then:
). Then inf y∈B 0 f g (y) = +∞, which implies that f g is not proper and we have a contradiction. Therefore we must have that inf f > −∞.
Notice that this proof also states, in particular, that there exists g ∈ F A,B for every nonempty B ⊂ Y which satisfies (D2) and f g is proper.
Given non-empty sets A ⊂ X and B ⊂ Y , let
and γ g,f : A × B → IR ∪ {+∞} defined by:
with g ∈ F A,B and f ∈ F A . Take f ∈ F A and define
Remark: Observe that γ g,f might not be in F A,B , since γ g,f can take the value +∞ for somewhere in A × B.
Lemma 3.3 F

A,B f is non-empty for all non-empty B ⊂ Y .
Proof: Given a non-empty B ⊂ Y , define g ∈ F A,B by:
It is easy to check that g belongs to F which satisfy (D2)).
Now consider (P ) min
with f ∈ F A . Taking g ∈ F
A,B f
, define the dual problem related to g:
Since inf
This means that there is no duality gap between the primal problem (P ) and its dual (D g ) for every g ∈ F
. Then y is a solution of (D g ) and x is a solution of (P ) if and only if γ g,f (x, y) = 0.
Proof: x and y are solutions of (P ) and (D g ) respectively if and only if
Remark: The previous result suggest us that the function γ g,f can be seen as the GAP function of problem (P ) and its dual (D g ).
The next theorem states that given non-empty sets A ⊂ X and B ⊂ Y , the correspondence defined by
, is a closed correspondence (see [9] ).
Theorem 3.2 Take f ∈ F A (A ⊂ X is non-empty) and a non-empty
iii) g k converges uniformly to a function g in A × B.
Then g ∈ F
A,B f and it satisfies (D2).
Proof: Let us prove first that g ∈ F A,B . Since g k converges uniformly to g, given ε > 0, there exists N ∈ IN such that if k ≥ N then
Hence
Taking inf
x,y (remember that inf g k = 0 for all k ∈ IN ):
g(x, y) < ε.
Then | inf g| < ε. And since ε > 0 is arbitrary, one has that inf g = 0. This proves that g ∈ F A,B .
Now we prove that g satisfies (D2). We need to prove that g(x, ·) : B → IR is convex and l.s.c. for all x ∈ A. Let x 0 ∈ A be fixed arbitrarily.
• g(x 0 , ·) is convex: since for all k ∈ IN , g k (x 0 , ·) is convex, one has that given y 1 , y 2 ∈ B and t ∈ [0, 1]:
Making k → +∞:
which proves that g(x 0 , ·) is convex.
• g(x 0 , ·) is l.s.c.: fix y 0 ∈ B and take λ < g(x 0 , y 0 ). There exists N ∈ IN such that
where ε = g(x 0 , y 0 ) − λ 2 .
Since g N (x 0 , ·) is l.s.c., then there exists V (y 0 ) ⊂ B, a neighborhood of y 0 , such that if y ∈ V (y 0 ) then λ + ε < g N (x 0 , y).
Reducing g(x 0 , y):
Therefore, if y ∈ V (y 0 ), then λ < g(x 0 , y). Thus g(x 0 , ·) is l.s.c. in y 0 ∈ B, and since y 0 was fixed arbitrarily then g(x 0 , ·) is a l.s.c. function.
We have proved that for a fixed x 0 ∈ A, g(x 0 , ·) is a convex l.s.c. function, and since x 0 was fixed arbitrarily we have proved in fact that g ∈ F A,B satisfies (D2).
It remains to prove that g ∈ F
A,B f
. For doing this, let us show that (f
Let ε > 0 and N ∈ IN be such that if k ≥ N then
Fix k ≥ N and take y ∈ B arbitrarily, then
Hence f
and so
This function has some interesting properties:
Proof: The inequality sup y) is always true. For the opposite:
It follows that inf
, we have that
We are interested now in which properties are satisfied for every saddle-point of L 1 . Remember that (x 0 , y 0 ) ∈ A × B is a saddle point of L 1 if and only if
Proof:
i) This is immediate thanks to the definition of saddle point.
ii) From the previous theorem and the definition of saddle point, we have that
This implies
is always true (see [6] and references therein).
Proof: This is immediate from
In Proposition 4.1 we would like to improve the fact that, in general, for every saddle point (x 0 , y 0 ) ∈ A × B of L 1 we have that f gg (x 0 ) = f (x 0 ). For doing this, we impose an additional condition over g. ii) x 0 is a solution of (P ) and y 0 is a solution of (D g ).
Proof: The implication ii) ⇒ i) is true thanks to the previous Proposition.
which is equivalent to
On the other hand
This implies that
And thus f (x 0 ) = −f g (y 0 ), which means that x 0 is a solution of (P ) and y 0 is a solution of (D g ).
Remark: To prove that there exists a g ∈ F A,B f such that inf y∈B g(x, y) = 0 for every x ∈ A just consider the trivial function g ≡ 0.
Examples
For these examples, consider X = IR n , h : X → IR m , A := {x ∈ X : h(x) ≤ 0} and f : A → IR. 
Classical Lagrangian
It is not difficult to show that F
A,B f
and, even more,
Therefore, using G-coupling functions, we have recovered the classical lagrangian duality.
Non-linear lagrangian function
In [7] we find the following well studied case of a non-linear lagrange-type function:
L(x, ω) = f (x) + max{ ω 0 , h(x) , . . . , ω p , h(x) }, where x ∈ IR n and ω ∈ (IR m + ) 1+p (p ∈ IN ).
If we consider Y = (IR m ) 1+p and B = (IR m + ) 1+p , define g : A × B → IR as follows:
g(x, ω) := min( −h(x), ω 0 , . . . , −h(x), ω p ), x ∈ A, ω ∈ B,
we will have that g ∈ F A,B f and the lagrangian function induced is the same Lagrange-type function given by [7] .
