We consider the dynamics of a harmonic crystal in d dimensions with n components, d, n \ 1. The initial date is a random function with finite mean density of the energy which also satisfies a Rosenblatt-or Ibragimov-Linnik-type mixing condition. The random function is translation-invariant in x 1 ,..., x d − 1 and converges to different translation-invariant processes as x d Q ± ., with the distributions m ± . We study the distribution m t of the solution at time t ¥ R. The main result is the convergence of m t to a Gaussian translation-invariant measure as t Q .. The proof is based on the long time asymptotics of the Green function and on Bernstein's ''room-corridor'' argument. The application to the case of the Gibbs measures m ± =g ± with two different temperatures T ± is given. Limiting mean energy current density is − (0,..., 0, C(T + − T − )) with some positive constant C > 0 what corresponds to Second Law.
INTRODUCTION
The paper concerns the problems of the convergence to equilibrium distribution and the heat conduction for harmonic crystals. We have started in refs. 7-10 the analysis of the long time convergence to the equilibrium distribution for partial differential equations of hyperbolic type in R d and for the harmonic crystals. Here we continue the analysis and prove Second Law for the crystals: the energy current is directed from the hot temperature to the cold one.
For one-dimensional chains of harmonic oscillators (with d=1) similar results have been established in refs. 1, 27, and in refs. 2, 11, 12, 14, 15, 16, 23 for one-dimensional chains of anharmonic oscillators coupled to heat baths. We extend the results for harmonic crystals to all d \ 1. The case d > 1 appears very different from d=1 because of more complicated properties of oscillatory integrals. We combine here the methods from ref. 1 with new ideas. Namely, we develop our ''cutoff '' strategy from ref. 10 which more carefully exploits the mixing condition in Fourier space. This approach allows us to cover all d \ 1.
We assume that the initial state Y 0 (x) of the crystal is a random element of the Hilbert space H a of real sequences, see Definition 2.1 later. The distribution of Y 0 (x) is a probability measure m 0 of mean zero satisfying conditions S1-S3 later. In particular, the distribution of Y 0 (x) converges to distinct translation-invariant measures m ± as x d Q ± .. Given t ¥ R, denote by m t the probability measure that gives the distribution of the solution Y(x, t) to dynamical equations with the random initial state Y 0 . We study the asymptotics of m t as t Q ± ..
Our main result gives the (weak) convergence of the measures m t on the Hilbert space H a with a < − d/2 to a limit measure m . m t F m . , tQ .,
which is a translation-invariant Gaussian measure on H a . A similar convergence result holds for t Q − . since our system is time-reversible. We construct generic examples of harmonic crystals and random initial data satisfying all assumptions imposed. The explicit formulas for the covariance of the measure m . are given in (2.15)-(2.24). We derive the expression for the limit mean energy current j . . The ergodicity and mixing of the limit measures m . follow by the same arguments as in ref. 10 . We apply our results to a particular case when m ± =g ± are Gibbs measures with two distinct temperatures T ± \ 0 (we adjust the definition of the Gibbs measures g ± in Section 4). The measures g ± satisfy all our assumptions, and the weak convergence g t F g . follows from our results. We apply formula for the limit energy current j . -(j This corresponds to Second Law. For d=1 similar problem in different framework have been analyzed in refs. 20 and 24. The authors follow another strategy for the construction of equilibrium measure. Namely, the finite simple lattice of length L with the viscosity is considered in contact with two heat baths at temperatures T ± . The convergence of the covariance is proved in the limits first t Q ., and then L Q .. The result is close to ours: the limit energy current is nonzero and ' DT which corresponds to the superconductivity. (2) However, the space decay of the limit position-momentum covariance in ref. 20 is exponential which differs from the power decay in our problem (see Remark 4.2(iii)). Therefore, the equilibrium measures are distinct.
For d \ 1 the convergence (1.1) has been obtained for the first time in ref. 19 for initial measures which are absolutely continuous with respect to the canonical Gaussian measure. We cover more general class of initial measures with the mixing condition and do not assume the absolute continuity. For the first time the mixing condition has been introduced by R. Dobrushin and Yu. Suhov for the ideal gas. (4) The condition substitutes (quasi-) ergodic hypothesis in the proof of the convergence to the equilibrium distribution, and plays the key role in our Bernstein-type approach. Developing this approach, we have proved the convergence for the wave and Klein-Gordon equations with translation-invariant initial measures. (7, 8, 18) In ref. 9 we have extended the results to the wave equation with the two-temperature initial measures. The present paper develops our previous results, (10) where the harmonic crystal has been considered for all d \ 1 in the case of translation invariant initial measures. Here we extend the results to the two-temperature initial measures.
We outline our main result and strategy of proof. Consider a discrete subgroup C of R d , which is isomorphic to Z d . We may assume C=Z Denote
2) takes the form of an evolution equation
Formally, this is the Hamiltonian system since
Here V is a convolution operator with the matrix kernel V and H is the Hamiltonian functional
Ov, vP+ 1 2 OVu, uP, Y= (u, v) , (1.5) where the kinetic energy is given by 1 2 Ov, vP=
2 and the potential energy by 1 2 OVu, uP=
, ( · , · ) stands for the real scalar product in the Euclidean space R n . We assume that the initial correlation functions 6) have the form
Here x=(
Here q ij ± (z) are the correlation functions of some translation-invariant measures m ± with zero mean value in H a . The measure m 0 is not translation-
Next, we assume that the initial mean ''energy'' density is uniformly bounded:
Finally, it is assumed that the measure m 0 satisfies a mixing condition of a Rosenblatt-or Ibragimov-Linnik-type, which means that
To prove the convergence (1.1) we follow the strategy of refs. 7-10. There are three steps:
(II) The correlation functions converge to a limit,
(III) The characteristic functionals converge to a Gaussian one,
, and Q . is the quadratic form with the matrix kernel
(1.13)
Below the brackets O · , · P denote also the Hermitian scalar product in the Hilbert spaces L On the other hand, the odd component is missing in ref. 10 and it requires a novel idea since its Fourier transform contains the Cauchy Principal Value which is more singular than measures corresponding to the even component. The singularity was studied in ref. 1 for the case d=1. However, similar detailed analysis for d > 1 seems to be impossible due to the bifurcations of the critical points.
Let us outline our method. We rewrite (1.11) in the equivalent form
or with non-smooth w k (h). The cutting of the critical set C is possible by two key observations: (i) mes C=0 and (ii) the correlation quadratic form is continuous in l 2 due to the mixing condition. The continuity follows from the space decay of correlation functions by well-known Shur's lemma. The systematic application of the Shur lemma allows us to extend (1.14) F(x, t) we get the uniform bounds (9.6), (9.7). These bounds follow by the stationary phase method because
, and hence, Ŷ (h) vanishes in all points h ¥ C with degenerate Hessian of the phase function. The bounds roughly speaking imply the following representation: Let us comment on our conditions concerning the interaction matrix V(x). We assume conditions E1-E4 later which in a similar form appear also in refs. 1, 19, and 26. E1 means the exponential space-decay of the interaction in the crystal. E2 resp. E3 means that the potential energy is real resp. nonnegative. We need condition E4 to apply the stationary phase method to the oscillatory integral representation for the covariance. It provides that the stationary points of the phase function are nondegenerate and ensures that mes C=0. We also introduce a new simple condition E5 for the case n > 1 which provides the convergence of the covariance Q t . It can be considerably weakened to condition E5OE from Remark 2.9(iii). For example, condition E5OE holds for the canonical Gaussian measures which are considered in ref. 19 
The main result of the paper is stated in Section 2 (see Theorem A). In Section 3 we give examples of Eq. (1.2) and measures m 0 which satisfy all our conditions E1-E6 and S0-S3, respectively. Section 4 concerns the application to Gibbs measures. In Section 5 we give bounds for the initial covariance. The compactness (Property I) is established in Section 6, convergence (1.11) in Sections 7 and 8, and convergence (1.12) in Section 9. In Section 10 we check the Lindeberg condition for convergence to a Gaussian limit. Appendix A is concerned with a dynamics and covariance in Fourier space.
MAIN RESULTS
Let us describe our results more precisely.
Dynamics
We assume that the initial date Y 0 belongs to the phase space H a , a ¥ R 1 , defined below.
We impose the following conditions E1-E6 on the matrix V.
E1. There exist constants
C, a > 0 such that |V kl (z)| [ Ce −a |z| , k, l ¥ n :={1,..., n}, z ¥ Z d .
Let us denote by
V (h) :=(V kl (h)) k, l ¥ n , where V kl (h) -; z ¥ Z d V kl (z) e izh , h ¥ T d , and T d denotes the d-torus R d /2pZ d .
E2
. V is real and symmetric, i.e.,
The condition means that the Eq. (1.2) is hyperbolic like wave and Klein-Gordon equations considered in refs. 7 and 8. Let us define the Hermitian non-negative definite matrix
with the eigenvalues (iii) The eigenvalues w k (h) have constant multiplicity in T d 0 C g , i.e., it is possible to enumerate them so that we have for h ¥ T d 0 C g :
(iv) The spectral decomposition holds,
where P s (h) is the orthogonal projection in R n which is real-analytic func-
Below we suggest that w k (h) denote the local real-analytic functions from Lemma 2.2(ii). Our next condition is the following: Our last conditions on V are the following: (ii) The operator
Convergence to Statistical Equilibrium
Let (W, S, P) be a probability space with expectation E and B(H a ) denote the Borel s-algebra in H a . We assume that 
Definition 2.5. m t is a Borel probability measure in H a which gives the distribution of Y(t):
Our main goal is to derive the convergence of the measures m t as t Q .. We establish the weak convergence of m t in the Hilbert spaces H a with a < − d/2:
where m . is a limit measure on the space H a , a < − d/2. This means the convergence 
For a probability measure m on H a we denote by m the characteristic functional (Fourier transform)
A measure m is called Gaussian (of zero mean) if its characteristic functional has the form
where Q is a real nonnegative quadratic form in
Mixing Condition
Let O(r) denote the set of all pairs of subsets A, B … Z d at distance dist(A, B) \ r and let s(A) be a s-algebra in H a generated by Y(x) with x ¥ A. Define the Ibragimov-Linnik mixing coefficient of a probability
Definition 2.7. The measure m 0 satisfies strong, uniform IbragimovLinnik mixing condition if
Below, we specify the rate of decay of j (see condition S3).
Statistical Conditions and Results
We assume that the initial measure m 0 satisfies the following conditions S0-S3:
S1
. m 0 has correlation functions of the form (1.7) with condition (1.8).
S2
. m 0 has a finite mean energy density, i.e., Eq. (1.9) holds.
S3
. m 0 satisfies the strong uniform Ibragimov-Linnik mixing condition with
(2.14)
Introduce the correlation matrix of the limit measure m . . It is translationinvariant
In the Fourier transform we have locally outside the critical set C g (see Lemma 2.2) 
Here we set (see (2.5))
with r 0 :=0, r s+1 :=n, and 20) with
where Ĉ g denotes a Hermitian conjugate matrix to the matrix Ĉ . The local representation (2.16) can be expressed globally as the sum:
where
Here P s (h) is the spectral projection introduced in Lemma 2.2(iv).
Remark 2.8. From Proposition 5.2(ii) and condition E6 (if
, and assume that conditions E1-E5 and S0-S3 hold. If C 0 ] ", then we assume also that E6 holds. Then (i) the convergence (2.9) holds and (1.11) also holds.
(ii) The limit measure m . is a Gaussian translation-invariant measure on H a .
(iii) The characteristic functional of m . is the Gaussian
where Q . is the quadratic form defined in (1.13). (ii) The uniform Rosenblatt mixing condition (25) also suffices, together with a higher power > 2 in the bound (1.9): there exists d > 0 such that (iii) The arguments with condition E5 in Lemmas 8.1 and 8.2 demonstrate that the condition could be considerably weakened. Namely, it suffices to assume Proposition 2.10 (Proposition 2.11) provides the existence (resp. the uniqueness) of the limit measure m . . They are proved in Sections 6 and 8-10, respectively.
Theorem A(iv) follows from (2.9) since the group U(t) is continuous in H a by Proposition 2.4(ii).
EXAMPLES
Let us give the examples of Eq. (1.2) and measures m 0 which satisfy all our conditions E1-E6 and S0-S3, respectively.
Nearest Neighbor Crystal
Conditions E1-E6. For any d, n \ 1 we consider the simple elastic lattice corresponding to the quadratic form
Hence, V(x) satisfies E2-E4 with C g =". By (3.2) the identities
is empty and condition E6 is unnecessary. Otherwise, if m j =0 for some j, the set C 0 ={0}. Then E6 is equivalent to the condition w Limit Covariance. For example, let us evaluate the limit covariance q . corresponding to (3.1) with n=1. Denote by E(z)=F
. Then
where f stands for the convolution of functions.
Gaussian Initial Measures
For simplicity, we consider n=1 and construct Gaussian initial measures m 0 satisfying S0-S3. We will define m ± in H a by the correlation functions q ij ± (x − y) which are zero for i ] j, while for i=0, 1,
Then by the Minlos theorem,
The measures m ± satisfy S0, S2. Let us take the functions z ± ¥ C(Z) such that
Define a ''two-temperature'' Borel probability measure m 0 as a distribution of the random function
Then correlation functions of m 0 are
, and q ij ± are the correlation functions of the measures m ± . The measure m 0 satisfies S0-S2. Further, let us assume, in addition to (3.3) , that
Then the mixing condition S3 follows with j(r)=0, r \ r 0 . For instance, (3.3) and (3.7) hold if we set q 
Non-Gaussian Initial Measures
Let us choose some odd bounded nonconstant functions f 
APPLICATION TO SECOND LAW
We apply Theorem A to the case when m ± are the Gibbs measures corresponding to distinct positive temperatures T − ] T + . We deduce that for the limit mean energy current j . =(j 
Energy Current

Energy Current for Finite Energy Solutions
We derive formally the expression for the energy current of the finite energy solutions u(x, t) (see (1.5) ). For the half-space W k :={x ¥ Z d : x k \ 0} we define the energy in the region W k (cf (1.5)) as
By formal calculation, using Eq. (1.2) we obtain 
Here j k (xOE, t) stands for the energy current density in the direction e k : by definition,
Limit Mean Energy Current
Now let u(x, t) be the random solution to (1.2) with the initial measure m 0 satisfying S0-S3. Then the bounds E1 and (6.3) (see below) imply for the mathematical expectation:
Therefore, from the convergence (1.11) it follows that in the limit t Q . we get
Denote by xOE − yOE=: zOE, m − p=: s and changing the order of the summation in the series we get (taking into account that V
Gibbs Measures
Definition of the Gibbs Measures
Formally Gibbs measures g ± are
± , T ± \ 0 are the corresponding absolute temperatures. We introduce the Gibbs measures g ± as the Gaussian measures with the correlation matrices defined by their Fourier transform as
Let H a (Z d ) be the Banach space of the vector-valued functions u(x) ¥ R n with the finite norm
Let us fix arbitrary a < − d/2. Introduce the Gaussian Borel probability
By the Minlos theorem, (3) the Borel probability measures g
The last bound is obvious if C 0 =" and it follows from condition E6 if
Finally, we define the Gibbs measures g ± (dY) as the Borel probability measures g
be a ''twotemperature'' Borel probability measure in H a that is constructed in Section 2.5.2 with m ± (dY)=g ± (dY) and Y 0 be a random function with distribution g 0 . Denote by g t the distribution of U(t) Y 0 , t ¥ R. Now we assume, in addition, that C 0 =", i.e., (cf. condition E6)
Note that in the case of canonical Gibbs measures condition E5OE is fulfilled (see Remark 2.9(iii)). Indeed, by (4.3) we have
Theorem 4.1. Let conditions E1-E4, (4.4) hold and a < − d/2.
Then there exists a Gaussian Borel probability measure g . on H a such that
Proof. Let us denote by Q t (x, y) the covariance matrix of measure g t , t ¥ R. Note that owing to (3.6), the matrix Q 0 (x, y) is a ''linear combination'' of q ± (x − y). Hence, Q 0 (x, y) satisfies conditions S0-S2. Therefore, by (4.3) we have 
Condition (4.4) implies
|q 00 ± (z)|=T ± |F −1 h Q z [V −1 (h)]| ' (1+|z|) −N , -N ¥ N.(4.
Limit Covariance and Energy Current for the Gibbs Measures
Now we rewrite the limit covariance q . (h) and the limit mean energy current j . defined by (4.2) in the case of the initial measure m 0 =g 0 with m ± =g ± defined above. At first, by (2.19)-(2.21) and (4.3) we have
where T :=
, DT :=
. Therefore, from Lemma 2.2(iv) and (2.22)-(2.24) we get (h) from (4.10) in the r.h.s. of (4.2), we obtain by (2.7)
Since P s (h) are the orthogonal projections, we have
Remark 4.2. (i) From (4.12) it follows that j
(ii) In some particular cases we have j 
BOUNDS FOR INITIAL COVARIANCE Definition 5.1. By
The next proposition reflects the mixing property in the Fourier transforms q ij ± of initial correlation functions q ij ± . Condition S2 implies that q ij ± (z) are bounded functions. Therefore, its Fourier transform generally belongs to the Schwartz space of tempered distributions.
Proposition 5.2. Let conditions S0-S3 hold. Then (i) For i, j=0, 1, the following bounds hold
Here the constant C does not depend on
Proof ad (i). Conditions S0, S2, and S3 imply by ref. 17, Lemma 17.2.3 (or Lemma 9.4(i) below):
Hence, (2.14) implies (5.1):
Proof ad (ii). The bound (5.3) and condition (1.8) imply the following bound:
Hence, from (2.14) it follows that q
Corollary 5.3. Proposition 5.2(i) implies, by the Shur lemma, that for any F, Y ¥ l
2 the following bound holds: 
COMPACTNESS OF MEASURES FAMILY
Since a < − d/2, it remains to prove that
The representation (A.3) gives
Note that the Parseval identity, (A.5) and condition E6 imply
Then Corollary 5.3 gives
where the constant
''CUTTING OUT'' OF CRITICAL SPECTRUM
We reduce the proof of the convergences (1.11) and (1.12) by a suitable spectral analysis.
Equicontinuity of Covariance
Obviously, (1.11) is equivalent to the next proposition. 
Proposition 7.1. Let conditions E1-E6 and S0-S3 hold. Then
The next lemma plays the central role in our arguments although its proof is similar to the proofs of Lemmas 2.2 and 2. 
which is finite by condition E6.
The set D 0 is dense in D V by Lemma 7.3 and condition E6.
Lemma 7.5. The quadratic forms
Proof. It suffices to prove the uniform bounds
where 
||F( · , t)||
2 l 2 =(2p) −d F T d ||G 1 g t (h)|| 2 |Ŷ (h)| 2 dh [ C ||Y|| 2 V . L (7.6)
Equicontinuity of Characteristic Functionals
The convergence (1.12) also it suffices to prove for Y ¥ D 0 only. This follows from the next lemma. Proof. This lemma follows immediately from Lemma 7.5 by the Cauchy-Schwartz inequality:
CONVERGENCE OF COVARIANCE FOR NON-CRITICAL SPECTRUM
We prove Proposition 7.1 for Y ¥ D
0
. First we split the initial covariance into the following matrices
Since the solution Y(t) to Cauchy problem (1.2) admits the representation (A.3) , we have 
Next introduce the matrices
Q a t (x, y)= C xOE, yOE ¥ Z d (G t (x − xOE) Q a (xOE, yOE) G T t (y − yOE)), x, y ¥ Z d , t > 0,(8.
Convergence of Q
, where the matrix q + . is defined by (2.23).
Proof. At first, let us apply the Fourier transform to the matrix Q + t (x, y) defined by (8.4). Then we have Q
Here we use that
Further, we choose certain smooth branches of the functions B(h) and w k (h) to apply the stationary phase arguments which require a smoothness in h. We choose a finite partition of unity
where g m are nonnegative functions from C .
(T d )
and vanish in a neighborhood of the set C defined in Definition 7.2(i). Further, using (8.
where by R t (h) we denote the 2n × 2n matrix with the entries (cf. (A.13)): 
, where the matrix q − . is defined in (2.24) . Proof.
Step 1. At first we apply the Fourier transform to Q − t (x, y) defined by (8.4):
Similarly to (8.6) and (8.8) using the partition of unity (8.7) and also formulas (A.10) and (A.11) we obtain
, where PV stands for the Cauchy principal part and y ¥ Z . Hence, by (8.2), we obtain 
Here w
Let us analyze the summands in the r.h.s. of (8.12 Step 3).
Step 2. First, we consider the integrals I ± kl (t). Let us denote, for simplicity of exposition, g m -g m (h), g mOE -g mOE (hOE) , and
ks (hOE) with either + or − , and some i=1, 2, r, s ¥ n. Then (8.12) and (8.14) give,
The integral with PV in the r.h.s. of (8.15) exists since w l (hOE) are analytic inside the supp g mOE (hOE). Changing variables h
=t in the inner integral in the r.h.s. of (8.15) we obtain 17) for h ¥ supp g mOE , and
Here (see Steps 1 and 2) by p kl (h, h) we denote
Step 4. Now we return to the r.h.s. of (8.12) . Let us substitute (8.14) in (8.12) . Then by (8.24 ) the summands in the r.h.s. of (8.12) 
,
Proof.
Step 1. We develop the method, ref. 1, p. 140. Let us define (as in (7.4))
Then using (8.4) we have, 27) where (|x − y|). Hence, the Cauchy-Schwartz inequality and (7.6) imply
where ||Y|| 2 V is defined by (7.2). Hence, (2.14) and condition E6 imply 
Hence, -e > 0 there exists N ¥ N so large that |q r (zOE, y
Respectively, decompose the series (8.28) into two series:
. By (7.6) and condition E6, the first series is estimated by
Then we can rewrite the second series by the Parseval identity as 
Therefore, (8.37) and (8.35) follows from condition E6. Therefore, it suffices to prove that the integrand in the r.h.s. of (8.34) tends to zero as t Q . for a.a. fixed
. We use the finite partition of unity (8.7) (remember that Y ¥ D 0 ) and split the function F ȳOE Q h [F(yOE, t) ] into the sum of the integrals:
The eigenvalues w k (h) and the matrices a 
Similarly to (8.38) or (8.8) using the partition of unity (8.7) we get 
Ḟ (t)=AOEF(t), t ¥ R;
which is obvious in the Fourier transform. Therefore, the solutions
) to the equations (1.3) and (9.3) coincide up to order of the components. Hence, F(x, t) has corresponding dispersive properties.
We will deduce (1.12) by analyzing the propagation of the solution F(x, t) to Eq. (9.3), in different directions x=vt with v ¥ R d . For this purpose, we apply the stationary phase method to the oscillatory integral (9.2) along the rays x=vt, t > 0. Then the phase becomes (hv ± w k (h)) t, and its stationary points are the solutions to the equations v=+ Nw k (h).
Recall that we can restrict ourselves by
. Therefore, the stationary phase method leads to the following two different types of the asymptotic behavior of F(vt, t) as t Q .: 
Proof. Consider F(x, t) along each ray x=vt with arbitrary v ¥ R d . Substituting to (9.2), we get
This is a sum of oscillatory integrals with the phase functions f 
) according to the standard stationary phase method. (13, 22) This implies the bounds (9.6) in each cone |x| [ ct with any finite c. 
Proof. (9.17) follows from (9.7) and Proposition 5.2(i). We discuss (9.15) only, (9.16) is done in a similar way. Let us express E |r j t | 2 in the correlation matrices. Definition (9.13) implies
According to (9.6), Eq. (9.18) implies that We are going to show that all summands I 1 , I 2 , I 3 tend to zero as t Q ..
Step (i). Equation (9.14) implies We then apply Lemma 9.4(ii) recursively and get, according to Lemma 9. We check Eq. (9.34) in Section 10. This will complete the proof of Proposition 2.11. L
THE LINDEBERG CONDITION
The proof of (9.34) can be reduced to the case when for some L \ 0 we have that
Then the proof of (9.34) is reduced to the convergence
by using Chebyshev's inequality. The general case can be covered by standard cutoff arguments by taking into account that the bound (9.15) for E |r j t | 2 depends only on e 0 and j. The last fact is obvious from (9.19) and (5.4). We deduce (10.2) from
Step 2. Similarly to (9.19) , the estimate (9.6) implies, 
0 (x)|=|M (4) (10.11) and the same for all x ¥ C i . L
Step 3. It remains to prove the following bounds for each i=2, 3, 4: 12) where X i is an indicator of the set W i . In fact, this sum does not depend on i, hence set i=2 in the summand: 
