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GW approximation is one of the most popular parameter-free many-body method that goes
beyond the limitations of the standard density functional theory (DFT) to determine the excitation
spectra for moderately correlated materials, and in particular the semiconductors. It is also the
first step in developing the diagrammatic Monte Carlo method into electronic structure tool, which
would offer numerically exact solution of the solid state problem. Currently most of the GW studies
are confined to the band-insulating materials and the implementation for metallic system remained
challenging as it requires one to accurately resolve the Fermi surface singularities to have stable
analytical continuation of the self-energy. Here we implement GW algorithm within all electron
Linear Augmented Plane Wave framework, where we pay special attention to the metallic systems,
and proper treatment of deep laying core states, as needed for the future variational diagrammatic
Monte Carlo implementation. Our improved algorithm for resolving Fermi surface singularities
allows us a stable and accurate analytic continuation of imaginary axis data, which is carried out for
GW excitation spectra throughout the Brillouin zone in both the metallic and insulating materials.
We compute band structures for elemental metallic systems Li, Na, and Mg as well as for various
narrow and wide bandgap insulators such as Si, BN, SiC, MgO, LiF, ZnS, and CdS and compare
our results with previous GW calculations and available experiments data. Our results are in good
agreement with available literature.
I. INTRODUCTION
Perturbative expansion around the free electron limit
is one of the most common techniques used in the many-
body theory. In ab-initio solid state applications, the
expansion is typically carried out in terms of the single-
particle Green’s function G, and the screened Coulomb
interaction W . When carried out at the first order ap-
proximation, and W is computed by the bubble Feynman
diagrams, the method is called the GW approximation1.
In widespread applications of this theory to semiconduc-
tors it was shown that such approximation predicts very
accurate band-gaps in semiconductors2–8 and thus be-
came one of the most popular ab inito beyond-density
functional theory (DFT) approach in the condensed mat-
ter physics and materials science communities.
There were also some early promising studies of metal-
lic systems9, but surprisingly small number of publica-
tions were devoted to study metals within GW10–12, and
almost no electronic structure code provides accurate
band-structure plots for metallic systems. Perhaps such
lack of progress towards GW predictions of band struc-
tures in metallic systems is due to difficulty of resolving
the singular excitation around the Fermi surface, which
require large number of momentum points and sophisti-
cated analytic integration, coupled with the state of the
art and stable analytic continuation from the imaginary
frequency to the real frequency spectra. Thus it remained
a major challenge to compute accurate band-structure
throughout the Brillouin zone for metallic systems using
GW approximation, which impeded the progress of com-
putational materials design in metallic systems in gen-
eral.
The accuracy, precision, and scaling of GW calcu-
lation, which requires non-local and dynamical self-
energy of electron, has considerably improved over the
years8,13–23. On the other hand, better treatment of
dynamical self-energy has been achieved in Dynamical
Mean Field Theory community24–26, which allows us to
reanalyze the predictive power of GW approximation in
metallic systems, and perhaps point towards the need of
including so called vertex corrections. Recently an al-
ternative point of view to vertex corrections is gaining
popularity, namely, Monte Carlo summation of high or-
der Feynman diagrams, which are visited by importance
sampling techniques27–34. In the quest to develop such
diagrammatic Monte Carlo technique, that can achieve
chemical accuracy in solid state applications, very accu-
rate GW implementation with all electron algorithm is
needed as the first step. In alternative plane wave im-
plementations, the systematic error due to approximate
treatment of core electrons could obscure the improve-
ment brought about by very expensive calculation of the
vertex corrections. The Python implementation of GW
developed here35, will be used for developing such sys-
tematic diagrammatic Monte Carlo expansion method in
the future. As a proof of concept, such high order Feyn-
man expansion method has been recently developed for
simpler but related problem of electron gas, for which
numerically converged results can be obtained in moder-
ately correlated regime of metallic system34, and holds
great promise for more widespread applications in solid
state systems.
Here we describe the implementation of GW approx-
imation within the all electron LAPW framework, pay-
ing special attention to metallic systems for which GW
calculations are difficult to converge and band structure
throughout the Brillouin zone is painful to compute. This
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2is reflected by the rare appearance of the band structure
of metals in the literature. While the bandwidth of the
metallic Na within G0W0 had appeared long ago
36, we
are not aware of any other publications containing band
structure plots for wide variety of moderately correlated
metals. We overcame the problem with more stable im-
plementation of the tetrahedron method, and improved
algorithm for frequency convolution on Matsubara axis,
which allowed us a stable analytic continuation of imag-
inary axis data by Pade approximation. We also present
a method for numerically efficient manipulation and stor-
age of Matsubara quantities using optimized SVD-basis
(section II D).
This paper is organized as follows. The next section
is devoted to the method, and presents the setup of per-
turbation theory in section II A, followed by the descrip-
tion of the method we use to compute the polarization
in Sec. II B, and the self-energy in Sec. II C, both are
computed in the eigenbasis of the Coulomb repulsion. In
Sec. II D we describe the new algorithm for efficient ma-
nipulation of the frequency dependent quantities G and
W , and in Sec. II E we discuss the implementation of the
product basis, which allows one to write polarization and
the Coulomb interaction in two dimensional matrix form.
In Sec. III we compare our implementation of G0W0 and
GW0 for insulators with other previously published re-
sults, while in Sec. III B we show band structures of sev-
eral metals within G0W0 approach.
II. METHOD
A. Setup of the perturbation theory
Here we concentrate on diagrammatic point of view to
the electronic structure problem, sketching the algorithm
in a way in which the extension to higher order diagrams
is emphasized, as needed for future Variational Diagram-
matic Monte Carlo studies34. We mention in passing
that our implementation starts from Wien2k implemen-
tation37 of Kohn-Sham orbitals, and closely follows the
algorithm of Gap2 code 38,39, and also Ref. 22. Some de-
tails can also be found in Ref. 23. Apart from a few bugs
found in the Gap2 code, which are detailed here35, the
output of our PyGW code and Gap2 code are identical
for identical input, therefore we managed to reproduce
results of Ref. 23. However, we detail below several im-
provements of the algorithm, which allows one to treat
metals as well as semiconductors.
The building blocks in our setup for the perturbation
theory are the Green’s functions in the Kohn-Sham ba-
sis Gk,i =
1
ω+µ−εk,i , and the Coulomb repulsion written
in its eigenbasis. To define the latter, we need to intro-
duce the so-called product basis40, which is an orthog-
onal (and overcomplete) basis that faithfully represents
products of two Kohn-Sham orbitals, and is here called
χqα(r). Here r stands for the real space vector within a
single unit cell, and q is momentum in the first Brillouin
zone. The technical details of how to achieve that within
LAPW basis is discussed in section II E. Once such prod-
uct basis χqα(r) is constructed, we compute the matrix
elements between two Kohn-Sham orbitals and this basis
functions: Mα,ij(k,q) ≡ 〈χqα|ψk,iψ∗k+q,j〉. Similarly, we
compute the matrix elements of the Coulomb repulsion
in this basis vαβ(q) = 〈χqα|VC(q)|χqβ〉, and than compute
the square root of the Coulomb repulsion in its eigen-
basis
√
v(q)
α,β
= Uα,l
√
vl U
†
l,β , where vl are eigenvalues
and Uα,l are eigenvectors of the Coulomb repulsion.
The interaction between four Kohn-Sham orbitals, in
which ψk,i, ψk′+q,j′ are incoming, and ψ
∗
k+q,j , ψ
∗
k′,i′ are
outgoing electrons, takes the form
ψ∗k′,i′ψk′+q,j′v(q)ψk,iψ
∗
k+q,j (1)
and can be evaluated in the product basis by∑
α,β
〈ψk′,i′ψ∗k′+q,j′ |χqβ〉 〈χqβ |v(q)|χqα〉 〈χqα|ψk,iψ∗k+q,j〉 (2)
which can be expressed with the above defined matrix
elements as∑
α,β
M∗β,i′j′(k
′,q) vβα(q) Mα,ij(k,q). (3)
We can now associate a square-root of the Coulomb re-
pulsion with each pair of the Kohn-Sham orbitals, and
rewrite this product in the above defined eigenbasis of
the Coulomb repulsion as∑
α,β,l
(M†(k′,q)U)i′j′,l
√
vl
√
vl(U
†M(k,q))l,ij . (4)
If we now define the new matrix elements of the form
M˜(k,q) ≡ √v U†M(k,q) (5)
we see that the Coulomb repulsion between the two in-
coming ψk,i, ψk′+q,j′ and the two outgoing ψ
∗
k+q,j , ψ
∗
k′,i′
Kohn-Sham orbitals can in general be written as the
product of two matrices∑
l
M˜†i′j′,l(k
′,q)M˜l,ij(k,q), (6)
and hence each three-point vertex can be associated with
the matrix element M˜l,ij(k,q), where index l is asso-
ciated with the bosonic-interaction propagator, and i,j
with the two Kohn-Sham bands (See Fig. 1).
We emphasize that for the perturbative expansion we
only need M˜ and the Kohn-Sham eigenvalues εk,i to eval-
uate the expansion. The matrix elements of the Coulomb
repulsion are hence absorbed into definition of M˜ and
should no-longer appear in the calculation. The advan-
tage of this approach was pointed out in Refs. 22: when
the product basis is increased in size so that it becomes
more and more precise and complete, there are more and
more eigenvalues of the Coulomb repulsion (vl), which are
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FIG. 1: Building blocks of the perturbation theory
around DFT starting point. Here εk,i are energies of
the Kohn-Sham orbitals, and M˜(k,q) are matrix
elements defined in the text.
extremely small, and such components can safely be ne-
glected when constructing M˜ . As the linear dimension of
the matrix M increases with increasing the energy cutoff
for the plane-waves, and the number of radial functions
in the spheres, the dimension of M˜ increases much slower
or saturates with increasing the size of the basis. As our
calculations only depends on M˜ , this saves considerable
amount of computational time.
We want to point out that for the future diagrammatic
Monte Carlo calculations, only matrix M˜l,ij(k,q) will
need to be stored, apart from Kohn-sham eigenvalues
εk,i, to evaluate the Feynman diagram of arbitrary or-
der. However, storing this object in memory will still be
a great challenge, as it depends on the dimension of the
Coulomb eigenbasis l, the square of the number of bands,
and also both the fermionic and bosonic momentum. We
envision that this matrix M˜ will need to be stored on a
more course momentum mesh, and some type of inter-
polation to denser mesh of fermionic propagators, which
depend on εk,i and describe the details of the Fermi sur-
face, will need to be implemented.
Finally, let us mention that the single-particle counter-
term in this expansion is the Kohn-Sham exchange-
correlation potential, which is evaluated in the band-
basis by
V xcij = 〈ψk,i|V xc|ψk,j〉 (7)
At the lowest order GW approximation, this potential
just needs to be subtracted, and the GW self-energy
needs to be added to the Kohn-Sham eigenvalues. At
the higher-order expansion, such counter-term can be,
for example, grouped with occurence of exchange sub-
diagram in each Feynman diagram, as implemented in
Ref. 34.
B. Polarization
The dielectric function in matrix form is ε = 1 −√
VCP
√
VC , where P is the polarization. At the lowest
order W0 approximation, the polarization is evaluated as
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FIG. 2: Polarization diagram at the lowest order is
the bubble, here expressed in the product basis |χqα〉.
The product of polarization and Coulomb interaction
can be expressed in the Coulomb eigenbasis in terms of
M˜ matrix elements only.
the bubble diagram, which can also be evaluated in the
eigenbasis of the Coulomb repulsion, in which it takes the
form
1− ε = (
√
VCP
√
VC)l,l′ =
∑
i,j,k
M˜l,ij(k,q)
1
β
∑
iω
1
iω + µ− εk,i
1
iω + iΩ + µ− εk+q,j M˜
∗
l′,ij(k,q) (8)
=
∑
i,j,k
M˜l,ij(k,q)
f(εki − µ)− f(εk+qj − µ)
iΩn + εk,i − εk+q,j M˜
∗
l′,ij(k,q) (9)
where f is the Fermi function, and indices i, j run over
Kohn-Sham bands. It is worth emphasizing that the size
of this matrix is smaller than the size of the product basis,
because only the eigenvalues of the Coulomb repulsion
(vl), which are finite, contribute to this matrix. Once the
matrix ε is calculated, we invert it in this eigenbasis of
the Coulomb repulsion, where the matrix is the smallest.
The inner part of the Eq. 9 can be rewritten in more
convenient way for computation, such that the band k, i
is occupied and the k + q, j is empty, in which case the
polarization takes the form
f(εki − µ)f(−εk+qj + µ) 2(ki − k+qj)
Ω2n + (ki − k+qj)2
(10)
4This form emphasizes that the Polarization is even in
Matsubara frequency, and real. However, the matrix el-
ements M˜l,ij(k,q) are in general complex, therefore the
polarization is a complex (Hermitian) quantity on imagi-
nary axis. We use this form for the tetrahedron method,
which is implemented similarly as in Gap2 code38, ex-
cept that we compute all Matsubara frequency points
using exactly the same tetrahedron setup, and precom-
pute common parts shared for all Matsubara frequencies,
and we group together terms which are nearly singular
to achieve better cancelation of errors, following ideas
from Ref. 41, and 42. Such algorithm, with the inner-
most loop over Matsubara points is faster, hence we can
afford more Matsubara points. More importantly, the
self-energy computed in this way has more uniform fre-
quency dependence, therefore the analytic continuation
of the Matsubara self-energy by the standard Pade ap-
proximation is now stable, and we can use all computed
Matsubara points for Pade analytic continuation, rather
than just a couple (for example the two pole approxima-
tion with four Pade coefficients is most common in other
implementations22,38).
C. Self-energy
The dynamic correlation self-energy within GW ap-
proximation is the convolution of the single-particle
Green’s function, and the dynamic part of the screened
interaction W −VC = VC(ε−1− 1), which takes the form
Σcii′(k, iωn) = −
1
β
∑
iΩm,q,j,αβ
〈χqα|ψk,iψ∗k+q,j〉 〈ψ∗k+q,jψk,i′ |χqβ〉 〈χqβ |VC(ε−1iΩm − 1)|χqα〉G0k+q,j(iωn + iΩm) (11)
= − 1
β
∑
iΩm,q,j,l,l′
M˜l′,ij(k,q)(ε
−1
iΩm
− 1)l,l′M˜∗l,i′j(k,q)G0k+q,j(iωn + iΩm) (12)
Note that as before, we expressed the self-energy also
in terms of the matrix-elements in the eigenbasis of the
Coulomb repulsion, which is smaller in dimension than
the product basis. The exchange self-energy is obtained
from above expression by replacing (ε−1iΩm − 1)l,l′ with
δl,l′ , and it takes the form
Σxii′(k, iωn) = −
∑
q,j,l
M˜l,ij(k,q)M˜
∗
l,i′j(k,q)f(k+q,j − µ)
The frequency convolution of the dielectric constant
with the single-particle Green’s function can be simplied
if we take into account that the polarization is even in
frequency Ωm (Eq. 10), hence dielectric constant is also
an even function, and therefore
Σcii′(k, iωn) = −
∑
q,j,l,l′
M˜l′,ij(k,q)M˜
∗
l,i′j(k,q)
1
β
∑
iΩm
(ε−1iΩm − 1)l,l′(iωn − k+q,j −iΩm)
(iωn − k+q,j)2 + Ω2m
, (13)
i.e., the odd component of the convolution vanishes, and
we are left with the sum that falls-off as 1/Ω4m, because
(−1iΩm − 1) falls off as 1/Ω2m. At zero temperature, we
can replace the Matsubara sum 1β
∑
iΩm
with the inte-
gral 12pi
∫∞
−∞ dΩ hence the inner-convolution in Eq. 13 can
computed by
1
pi
∫ ∞
0
dΩ
(ε−1iΩ − 1)l,l′(iωn − k+q,j)
(iωn − k+q,j)2 + Ω2 (14)
To carry out this integral, we spline the quantity (ε−1iΩ −
1)(Ω2 + 1), which has a nice property that saturates
at infinity with vanishing first derivative, and also ap-
proaches a constant at zero frequency. We use vanishing
first derivative at ininifty and vanishing second deriva-
tive at zero, as the boundary condition for the spline. To
achieve even better converging integral, we add and sub-
tract a constant such that when Ω = ωn the integrant
vanishes. Let us denote (ε−1iΩ − 1)l,l′ = Sll′(iΩ), then the
5integral Eq. 14 can be written as
lim
L1
∫ L
0
dΩ
pi
Sll′(iΩ)(k+q,j − iωn)
(iωn − k+q,j)2 + Ω2 = (15)
lim
L1
k+q,j − iωn
pi
∫ L
0
dΩ
(Sll′(iΩ)− Sll′(iωn))
(iωn − k+q,j)2 + Ω2 (16)
+
Sll′(iωn)
pi
arctan
(
L
k+q,j − iωn
)
Using the spline for Sll′(1 + Ω
2), we can afford 10-times
or 20-times more frequency points Ω that dielectric con-
stant is calculated on. For both meshes, to compute
the dielectric constant and to carry out the integral
Eq. 16, we use tangens mesh, which is a natural mesh
for representing Lorentzian function, and takes the form
Ω = w tan(x(pi − 2δ) − pi/2 + δ), where δ and w are pa-
rameters optimized for each function represented, and x
is a uniform mesh in the interval [−1, 1]. Here we want
to point out that replacing arctan
(
L
k+q,j−iωn
)
in Eq. 16
with ±pi/2 is not precise enough approximation, even
though in the strict L→∞ it is exact, and is used for ex-
ample in Gap2 code. This is because iω can also be large,
hence the ratio in arctan is not necessary very large.
The correlation self-energy Eq. 13 is computed on Mat-
subara axis, and requires analytic continuation to real
frequency in order to plot dispersion at finite frequency.
We managed to implement tetrahedron method in a sta-
ble way, so that all Matsubara frequencies iΩm are com-
puted in exactly the same way up to machine precision,
therefore we find that standard Pade approximation43 is
very stable, and can be used to plot self-energy on the
real axis at frequencies of interest (several electron-volts).
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FIG. 3: The self-energy diagram at the lowest order
GW approximation can also be expressed in terms of
matrix elements of M˜ , the dielectric constant ε, and the
single-particle Green’s function.
D. SVD frequency basis
We also implemented GW using the minimal frequency
basis, obtained by singular-value decomposition of the
analytic continuation kernel, the invention of Ref. 25.
The slowest part in our implementation is the compu-
tation of the dielectrinc constant ε, and in particular its
rotation from the band-basis to the product basis. If we
denote Eq. 10 as pij(k,q, iΩ), we can rewrite Eq. 9 by
(1− ε)ll′ =
∑
i,j,k
M˜l,ij(k,q)pij(k,q, iΩ)M˜
∗
l′,ij(k,q) (17)
Here i, j are Kohn-Sham band indices, and l,l′ are
Coulomb eigenbasis indices. We note that the dimen-
sion of the Coulomb eigenbasis l is substantially smaller
than the square of the number of bands, i.e., i ⊗ j. As
this matrix-matrix multiplication takes most of the com-
putational time, and needs to be performed for many
Matsubara frequencies, it is desired to find more com-
pact representation for pij(k,q, iΩ), so that Eq. 17 would
need to be performed only a few times.
The basic idea is to rewrite polarization in band basis
pij(k,q, iΩ) in terms of a small number of svd-basis func-
tions, similarly as in Ref. 25. The analytic continuation
from Matsubara to real frequency is
G(iΩ) =
∫
dxA(x)
iΩ− x (18)
hence, in discretized form, the kernel for analytic contin-
uation is
Kn,i ≡ K(Ωn, xi) = ∆xi
√
∆Ωn
iΩn − xi (19)
where ∆Ωn is the distance between Matsubara points,
and ∆xi is the distance between the points on the dis-
cretized real-frequency axis xi, such that√
∆Ωn G(iΩn) =
∑
i
Kn,iA(xi). (20)
Next we perform the singular-value decomposition of
the Kernel Kn,i Eq. 19, and obtain K(Ωn, xi) =∑
α uα(iΩn)sαvα(xi), where sα are the singular values,
and uα(iΩn /
√
∆Ωn ≡ Uα(iΩn) are the desired SVD-
basis functions. Note that∑
n
Uα(iΩn)Uα′(iΩn)∆Ωn =
∑
n
uα(iΩn)uα′(iΩn) = δα,α′(21)
because of the unitarity of the singular eigenvectors
uα(iΩn), which proves that SVD-basis functions are an
orthonormal basis. Since only small number of singular
values sα are nonzero, because the Kernel for analytic
continuation is known to be singular, such SVD-basis is
the minimal orthonormal basis for representing Matsub-
ara quantities. We use tangens mesh on the real fre-
quency axis xi as well as on the Matsubara axis Ωn, and
we can afford here large number of real-frequency points
(thousands) and also hundreds of Matsubara points.
Next we represent the polarization in band basis
pij(k,q, iΩn) in terms of these basis functions, i.e.
pij(k,q, iΩn) =
∑
α
Uα(iΩn)Pαij(k,q) (22)
6where Pαij(k,q) are coefficients in this SVD-basis. The
crucial point is that the number of coefficients α is much
smaller than the number of needed Matsubara points.
For example, to achieve the precision of polarization
pij(k,q, iΩn) up 10
−10, we typically need 30 coefficients.
In this way, using these 30 coefficients in SVD-basis, we
can then compute polarization on much larger number of
Matsubara frequencies.
First we compute coefficients for polarization in band-
basis Pαij(k,q) =
∑
Ωn
∆ΩnUα(iΩn)pij(k,q, iΩn) inside
the tetrahedron method, so that we do not need to store
large arrays pij(k,q, iΩn), and we rather store only the
coefficients Pαij(k,q). This is a simple matrix-matrix
product, and can be done very quickly, as there is small
number of basis functions Uα. Next, we use these coef-
ficients to get dielectric constant in product basis in two
steps
Cαl,l′(q) =
∑
i,j,k
M˜l,ij(k,q)Pαij(k,q)M˜∗l′,ij(k,q)(23)
(1− ε)ll′ =
∑
α
Uα(iΩ)C
α
l,l′(q) (24)
The crucial point is that the product Eq. 23 can be done
faster than product in original Eq. 17, when the number
of coefficients Pα is smaller than the number of Matsub-
ara points iΩn. There is some overhead due to the second
step Eq. 24, but this is quite fast, because the product
basis l is much smaller in dimension than the square of
the number of bands i⊗ j.
Finally, when comparing this SVD-basis implementa-
tion versus the convolution with spline interpolation, as
explained in Eq.16, we found somewhat mixed results.
While both methods work well, the spline interpolation
seems to be slightly more robust in cases we tested. This
is because for Pade analytic continuation we need to com-
pute self-energy to extremely high precision, and con-
sequently we found that around 30 coefficients Pα are
necessary. However, W (iΩn) seems to be quite smooth
function of Matsubara frequency in all cases we tested,
therefore with around 32 Matsubara points we could also
achieve extremely accurate spline for the screened inter-
action W (iΩn). Therefore in the test cases presented
here, the SVD implementation did not improve on spline
interpolation, presented above. In cases with more non-
trivial frequency dependence of W (iΩ), this SVD imple-
mentation will become more useful.
E. Product basis within LAPW
The construction of the product basis |χα〉 has been ex-
plained in several prior works, for example22,38,40, there-
fore we will be very brief. As it is standard in LAPW ba-
sis, the space is divided into the muffin-thin part around
each nucleai, and the interstital space in-between. Each
part of the space has its own basis functions, namely,
plane waves in the interstitials and some radial functions
in muffin-thin space. In our implementation the plane
waves are valid only in the interstitial part of the space,
and the radial functions only in the muffin-thin part,
which allows one to easily eliminate the linear depen-
dence of the basis, and allows one to use smaller product
basis.
In the muffin-thin part, the Kohn-Sham wave func-
tions are expanded in terms of the solutions of the ra-
dial Schrodinger’s equation (at certain energy close to
the center of the band) ul, its energy derivative u˙l, and
several local orbitals ulol . Here l is the orbital momentum
quantum number. Let’s denote all these functions with
an index κ, i.e., uκl . The product of the two Kohn-Sham
functions spans the Hilbert space which contains all prod-
ucts of such functions uκl u
κ′
l′ . However, we can also order
these products in terms of the orbital quantum number
L for the products, corresponding to the two particle or-
bital momentum L. Further we know that the triangular
identity must be satisfied, so that for a given two par-
ticle momentum L only those single-particle momenta l,
l′ that satisfy |l − l′| ≤ L ≤ l + l′ can contribute. We
can thus construct a limited, yet significant number of
products for each L, which we denote vn,L, where n runs
over all possible products uκl u
κ′
l′ , that satisfy triangular
inequality. We then compute overlap between these func-
tions On,n′ = 〈vn,L|vn′,L〉 and diagonalize it O = UλU†.
Note that here each L is treated independently, and in
practice we can neglect L which are larger than some
cutoff (when only p orbitals are occupied, L = 6 is very
accurate, and L = 10 is converged within a fraction of a
percent, hence 2(l + 2) ≤ L ≤ 2(l + 4) is good, where l
is maximum momentum for occupied single particle or-
bital).
The eigenvectors with the eigenvalues larger than some
cutoff (for example 10−4) are assumed to be linearly in-
dependent, and are used to construct final product basis
functions, i.e.,
|vα,L〉 =
∑
n
|vn,L〉Un,α 1√
λα
(25)
Finally, the three dimensional basis functions on the lat-
tice at momentum q are constructed with the help of the
the spherical harmonics, and the Bloch phase:
〈rq|χα,LM 〉MT = vα,L(r)YLM (rˆ)eiqr (26)
where MT means muffin-thin part of the space.
In the interstitial space we use plane-waves of recipro-
cal vectors G, i.e.,
〈rq|χG〉I =
1√
Vcell
ei(q+G)r (27)
As it is convenient to work with the orthonormal basis,
we diagonalize the interstitial basis as well. Just as above
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FIG. 4: (Color online) Band structure for insulators as computed in GGA (PBE), G0W0, and GW0 approximations
without LOs for: (a) Si, (b)SiC, (c) ZnS, and (d) LiF. For each compound we notice an increase in the band-gap in
either G0W0 or GW0.
we compute the overlap
OG′,G =
1
Vcell
∫
I
ei(G−G
′)rd3r (28)
= δGG′ −
∑
a
∫
MTa
ei(G−G
′)rd3r (29)
where I denotes integral over the interstitial space, and
MTa the muffin-thin space of any atom a in the unit
cell. We then diagonalize the overlap O = UλU†, and
than construct the orthogonalized plane wave basis as
|χG〉I =
∑
G′,α
|χG′〉I UG′,α
1√
λα
U†α,G. (30)
Note that here we added U† on the right-hand side, as
opposed to Eq. 25, because there is no small eigenvalue in
the overlap between plane-waves, and we do not reduce
the basis by dropping U†. However, including U† has a
useful effect, namely, the resulting orthogonalized plane
waves are gauge invariant, in the sense that they are in-
dependent of the arbirary phase (unitary transformation)
of eigenvectors, when diagonalizing complex overlap with
many degenerate eigenvalues.
Finally, we want to emphasize that the resulting pice-
wise basis, constructed by
|χ〉 =
{ |χα,LM 〉 r ∈ MT
|χG〉I r ∈ I (31)
is orthonormal, because both parts are orthonormal, and
are valid only in their respective parts of the 3D space.
This basis (denoted by |χα〉) was used in the previous
chapter to construct the matrix for the Coulomb repul-
sion and the dielectric function.
F. Miscelaneous
There are several important technical details of the
implementation, which are not going to be reviewed here,
because they have been nicely explained in Ref. 38 and
Ref. 22.
• For example, the algorithm to compute the matrix
elements of the bare Coulomb repulsion has been
thoroughly worked out in Ref. 38, and we followed
their implementation.
• The inclusion of core states in the calculation is an
important advantage of such all-electron implemen-
tation. Here we again follow the implementation of
8Ref. 38 and include core states in the basis. They
contribute to the product basis, to the polarization
calculation, and to the single-particle Green’s func-
tion.
• We also implemented the q→ 0 limit as in Refs. 38,
and with a few more tricks from Ref. 22. This ana-
lytic treatment of small q limit of polarization and
the Coulomb repulsion is essential, as the number
of q-points is still quite limited, and we can not
afford to drop q = 0 point, rather we worked out
the analytic limit of polarization using k · p per-
turbation theory. It turns out that P0,0(q → 0),
P0,G(q → 0) and PG,0(q → 0) are proportional
to q2, q and q, so that even though the Coulomb
repulsion is diverging at q→ 0, the dielectric con-
stant is not, and its analytic treatment requires one
to compute the matrix elements of the momentum
i∇ operator, similarly as in calculation of the opti-
cal conductivity.
• Finally, we implemented so called G0W0 and GW0
methods. In both cases we compute screened in-
teraction W0 from Kohn-Sham Green’s function
G0. In G0W0 we convolve W0 with Kohn-Sham
G0 = 1/(ω + µ − ε0k) using Eq. 16. Here ε0k
is the Kohn-Sham energy. In GW0 method, the
single-particle Green’s function is determined self-
consistently, and is approximated with the quasi-
particle form at every iteration, i.e.,
G =
1
ω + µ− εk (32)
εk = ε
0
k + Zk(Σ(εk)− Vxc) (33)
Zk =
1
1− dΣdω (εk)
(34)
III. RESULTS
A. Insulators
First we describe our results for insulating systems to
benchmark our GW implementation. We have computed
GW quasiparticle energies and band gaps for a set of pro-
totypical insulating materials, such as Si, BN, SiC, MgO,
ZnS, CdS, LiF etc. The experimental band-gap ranges in
this set of compounds between 1.2 and 14.2 eV. The 8× 8
× 8 k-point grid is considered here. The starting point for
GW calculation in insulators is obtained from DFT-GGA
simulation using PBE functional. It is worth mentioning
here that the gap size does depends on the choice of the
DFT exchange-correlation functional, however, the fu-
ture diagrammatic Monte Carlo method, which sums up
all relevant higher-order Feynman diagrams, should not
anymore depend on the starting point, since the higher
order counter-terms can be properly subtracted34.
The computed band gap within G0W0 and GW0 are
summarized in the Table I. We compare them with
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FIG. 5: (Color online) Self-energy on Matsubara and
real axis for Na at the Γ point of the valence band. The
straight line on real axis shows the quasiparticle
approximation expanding around zero frequency.
PAW44 and previous LAPW23 results with and without
additional local orbitals. We used the experimental lat-
tice constants from the literature (see column 2), which
are close to the values quoted by Shishkin and Kresse
in Ref. 44, but somewhat different than used in Ref. 23.
Experimental band gaps are quoted from Ref. 44, which
compare well with our results and previous literature.
We also compare our results obtained with and without
considering LOs, and as can be seen from the table, ad-
ditional LOs typically increase the size of the gap. The
energy levels for LOs are obtained from Ref. 23.
As is well known, for every band insulating compound,
the band gap increases in G0W0 as compared to DFT-
PBE value. In GW0 the band gap is further increased
compared to G0W0, especially for wide gap insulator like
LiF. We mention in passing that GW0 calculation is very
cheap post-processing step, once G0W0 calculation is fin-
ished. This is because most of the computational time is
spent in evaluating the screened interaction W0, and once
this is available, only the convolution Eq. 16 needs to be
repeated several times to determine the self-consistent
quasi-particle energies εk from Eq. 33.
As is clear from the Table I, our results agree well
with previous LAPW work by Jiang and Blaha 23, and
are also very close also to PAW results of Ref. 44. The
slight difference in the size of the band-gaps between our
results and those of Jiang and Blaha 23 is mainly due to
the difference in the lattice constants used in the two cal-
culations. For example, the computed band gap of CdS
using our code is 1.88 and 2.01 eV in G0W0 and GW0,
respectively, while it is 2.02 and 2.18 in Ref. 23. If we
rerun Gap2 code (used in Ref. 23) on the experimental
lattice constant quoted here, the band-gap is very close
to our values, namely, 1.90 and 2.04 eV in G0W0 and
GW0 respectively. We also noticed in passing that some-
what smaller muffin-tin radii in combination with a bit
larger RKmax tends to slightly increase the gap in most
of insulators, however we did not fine tune these values
in our calculation.
9Compound a PBE G0W0 G0W0 G0W0 GW0 GW0 GW0 Expt
(A˚) (present) (LAPW23) (PAW44) (present) (LAPW23) (PAW44)
Si 5.430 45 0.573 LO=0 1.095 1.03 1.13 1.09
LO=5 1.11 1.12 1.12 1.19 1.19 1.20 1.17
BN 3.615 4.472 LO=0 5.97 6.04 6.19 6.27
LO=5 6.15 6.36 6.10 6.39 6.61 6.35 6.1-6.4
CdS 5.83246 1.13 LO=0 1.88 2.02 2.01 2.18
LO=5 1.92 2.19 2.06 2.05 2.38 2.26 2.42
MgO 4.21347 4.74 LO=0 7.04 7.08 7.45 7.52
LO=5 7.22 7.52 7.25 7.63 8.01 7.72 7.83
SiC 4.35848 1.36 LO=0 2.13 2.23 2.25 2.36
LO=5 2.16 2.38 2.27 2.27 2.53 2.43 2.40
ZnS 5.41 49 2.08 LO=0 3.19 3.15 3.44 3.35
LO=5 3.27 3.35 3.29 3.48 3.61 3.54 3.91
LiF 4.028 9.08 LO=0 12.96 12.36 13.45 13.98
LO=5 13.42 14.27 13.27 14.18 15.13 13.96 14.2
TABLE I: Bandgap (in eV) of various insulators as computed in PBE and G0W0 approaches and their comparison
with experiments and previous GW results using PAW and LAPW basis, which are quoted from Ref 44 and Ref23
respectively. Comparisons of band-gap without LO and LO=5 are shown on the top and bottom respectively.
Setup gap G0W0 Γ−X gap G0W0 gap GW0 Γ−X gap GW0 P.B. size eigen. size
0 LO’s, Lmax = 6, PBemax = 20H 1.063 eV 1.201 eV 1.128 eV 1.267 eV 437 405
5 LO’s, Lmax = 6, PBemax = 20H 1.090 eV 1.224 eV 1.158 eV 1.292 eV 575 466
5 LO’s, Lmax = 6, PBemax =∞ 1.090 eV 1.224 eV 1.158 eV 1.292 eV 1407 544
5 LO’s, Lmax = 10, PBemax = 20H 1.095 eV 1.227 eV 1.162 eV 1.295 eV 1013 820
5 LO’s, Lmax = 10, PBemax =∞ 1.095 eV 1.227 eV 1.162 eV 1.295 eV 2019 958
Ref. 23, a = 10.23543 aB 1.12 eV 1.19 eV
Ref. 22, a = 10.26253 aB 1.11 eV
Experiment 1.17 eV 1.25 eV 1.17 eV 1.25 eV
TABLE II: Convergence of gaps for Si with experimental lattice constant a = 10.262536 aB , the plane wave cutoff
for interstitial basis RKmax = 8, and number of momentum points 4× 4× 4. Here LO stands for the number of
local orbitals. We choose the same local orbital energies as in Ref. 23. Lmax is the maximum orbital momentum L
allowed in the product basis and introduced above Eq. 25. PBemax is the cutoff energy in Hartee’s for including an
orbital in product basis. P.B. size is the size of the product basis, namely the dimension of the index α in
Mα,ij(k,q). eigen. size is the size of the eigenbasis of the Coulomb repulsion, i.e., the dimension of the index l in
M˜l,ij(q,q).
In Table II we show how the size of the gap depends
on the parameters of the product LAPW basis. Here
we use converged number of Matsubara points (32 for
evaluating W0 and 160 for convolution of W0 and G).
The important parameters are: number of local orbitals
(LO), the highest allowed orbital momentum of the prod-
uct basis Lmax defined just above Eq. 25, the maxi-
mum energy of the radial orbital included in the prod-
uct basis PBemax. Namely, when constructing the prod-
uct basis, we always include all basis functions corre-
sponding to occupied states as well as core state, how-
ever, we can neglect some radial basis functions, which
are solutions of the Schroedinger equation at very high
energy (beyond PBemax). The cutoff Lmax = 6 and
PBemax = 20Hartree above the Fermi energy gives gap
in Si within 3% of the converged value, with the size of
the product basis of 437, and the size of the Coulomb
eigenbasis of 405. Clearly, in such economic setup al-
most all basis functions are important, and hence cal-
culation in eigenbasis does not speed up the calculation
much. Next we add five LO’s at the energies tabulated
in Ref. 23, which converges the gap within 0.5%, and
increases the product basis for additional 138 functions,
while the eigenbasis size is increased for only 61 func-
tions. Increasing PBemax to infinity changes the gap size
for less than 0.2%, however, it increases the product basis
substantially to the size of 1407, i.e., additional 832 basis
functions. Here the power of the Coulomb eigenbasis be-
comes apparent, as that basis increases for only 78 addi-
tional functions, i.e., one order of magnitude less that the
number of functions added to the product basis. Finally,
increasing Lmax from 6 to 10 adds additional 0.5% to the
gap size, and increases the product basis for additional
438 functions, while the Coulomb eigenbasis is increased
for 354 functions. Finally, increasing PBemax at already
converged Lmax = 10 does not change the gap, but in-
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FIG. 6: (Color online) (a) Convergence of the K-point grid in Na showing the bandwidth of the occupied bands for
metals in GW approximation is sensitive with K-point grid. Red dots are the experimental ARPES data by
Plummer et al., which are reproduced from Ref.50. Band structure for elemental metals for (b) Li, (c) Na, and (d)
Mg as computed in LDA and G0W0.
creases the product basis substantially. Fortunately, the
eigenbasis is increased much less. Hence the energy cut-
off PBemax = 20Hartree (default in Gap2 code) allows
one to substantially reduce the computational cost and
reduce the product basis size and not affect the results
much. At the same time, the Coulomb eigenbasis is much
more economic basis than the product basis to perform
calculations of polarization and W .
Finally, in Fig. 4 we plot the band structure along the
high symmetry lines for selected insulators, namely Si,
SiC, ZnS, and LiF. As is well known, the major effect
of G0W0 and GW0 as compared to DFT is shift of the
valence bands away from conduction bands to increase
the gap size. The connectivity of the bands, and the
overall bands structure is only moderately changed from
its DFT structure, and the band renormalization is also
quite weak in most band insulators, except for LiF, where
the band renormalization from GGA is quite strong. We
notice that the shift in valence and conduction band in
GW is present throughout the BZ and is not particular
to a specific symmetry point.
B. Metals
Many widely available software packages now support
GW corrections to gaps in semiconductors, however, very
few publications10–12 have reported results for metals,
and even fewer reported plots of band structure through-
out the Brillouin zone. This is due to numerical diffi-
culty in treating the Fermi surface singularity in metallic
systems, which oftentimes leads to less accurate results
on Matsubara axis, and consequently extremely difficult
analytic continuation to real frequency. Here we have
improved the stability of tetrahedron method, as imple-
mented in Gap2 code39, and improved the convolution
between the G and W , so that the standard Pade ap-
proximation is stable.
Moreover, calculated self-energy, and hence the quasi-
particle energy, is available only at specific calculated
momentum points, hence some type of interpolation of
the computed self-energy to generic momentum point
is needed. For the purpose of computing spectra along
the high-symmetry lines we implemented the method of
Refs. 51,52, which requires that the interpolated band
structure goes through the discrete calculated points, and
at the same time requires some degree of smoothness of
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the resulting band-structure plots, to avoid the ringing ef-
fect. Such interpolation is not extremely precise at points
where cusps occur in band-structure, as smoothness at
such points should not be required, however overall it
is quite accurate and sufficiently simple to implement,
therefore we chose it here instead of more sophisticated
and more accurate Wannier interpolation53.
In Fig. 5 we show the correlation self-energy on the
Matsubara and on the real axis for Na at Γ point of
the last valence band. The imaginary part of the self-
energy on the real axis is roughly quadratic with very
large coherence scale, which is roughly proportional to
the width of the parabola. The real part is linear at low
frequency, however, at the frequency of the quasiparticle
peak (around −3 eV), ReΣ substantially deviates from
the straight line, hence simple quasiparticle approxima-
tion, which expands around zero frequency, would lead to
smaller self-energy at −3eV , and consequently to larger
bandwidth of Na. This demonstrates that accurate ana-
lytic continuation is crucial for extracting precise band-
width of metals, as very accurate self-energy at finite
frequency is required, beyond linear approximation.
Somewhat surprising fact we found is that even though
we use tetrahedron analytic integration over momentum
points, we still find that quite large number of momen-
tum points is necessary for converged results in metals.
While even 4× 4× 4 grid gives approximate spectra not
too different from LDA, the convergence with increas-
ing momentum points is slow, and is presented in Fig 6
(a). For comparison we also plot LDA values and ARPES
data which are reproduced from Ref 50. Only 16×16×16
momentum mesh is finally converged, and is essentially
the same as 20 × 20 × 20. We notice in passing that for
the metals tested here, denser momentum mesh tends to
decrease the bandwidth with 4×4×4 mesh in Na predict-
ing bandwidth of 3.31 eV, as compared to the converged
result of 3.15 eV.
In Fig. 6 we show band structure plots along high-
symmetry lines for Li, Na, and Mg, and we present the
bandwidth (energy difference between the Γ point en-
ergy and the Fermi energy) in table III. We compare
our results to those of Ref. 54, and to the experiment.
First we notice that the band structures of all these com-
pounds are remarkably similar to the LDA (or GGA)
results. As the Fermi surface is almost exactly spherical
in these compounds, and the band structure is close to a
renormalized free electron solution in the proper periodic
potential, the only relevant number in such calculations
is the bandwidth. We notice the bandwidth reduction
as compared to LDA in all the compounds studied here.
The range of band narrowing compared to LDA is about
∼ 5-7 %, which is far smaller than in experiment, or
reported in Ref. 9. It is however quite similar to re-
cently reported self-consistent quasi-particle GW values
in Ref. 54. We also notice that our G0W0 results com-
pare slightly more favorable with experiment, than the
self-consistent quasi-particle GW method, newertheless
there is substantial renormalization effect missing within
FIG. 7: (Color online)Comparison of computational
cost in PyGW and Gap2 codes: Logarithmic plot for
computational cost in G0W0 calculation for MgO using
PyGW and Gap2 software in Frontera Supercomputer.
G0W0 or QSGW method. These results therefore suggest
that the vertex corrections beyond GW are substantial
even in these systems with predominantly s and p elec-
trons. Such selected vertex corrections were studied in
Ref. 54, and with more phenomenological ansatz also in
Ref. 55. However, we believe that more systematic ap-
proach offered by the diagrammatic Monte Carlo method
would be very useful here, to understand the rate of the
perturbation theory convergence with the perturbation
order in metals with predominantly s and p electrons.
C. Scaling and Computational Cost
One of the biggest bottlenecks in GW calculations is
the computational cost of simulations, and the scaling
of the software. Although, theoretically GW scales as
O(N4), where N is the number of bands, while DFT
scales O(N3), practically GW method is around two or-
ders of magnitude slower compared to DFT even for
the smallest single atom unit cell with only around hun-
dred of bands, and becomes even slower with increasing
system size. Hence the search for greater efficiency of
the GW implementation and GW algorithm has became
one of the important research directions in the commu-
nity8,13–21. One possibility is to reduce the number of
necessary unoccupied states and consequently reduce the
scaling from O(N4) to O(N3)16,20,58. Here we focus on
the alternative direction in which we reduce the pref-
actor, and keep the O(N4) scaling. This is because for
higher-order Feynman diagrams, for which this software
will be used, such trick of reduced scaling is unlikely to
be found. Hence, we here concentrate on optimizing the
standard GW algorithm described in previous sections.
In Fig.7, we compare the computational time for com-
puting G0W0 band structure of MgO system using our
PyGW35 and Gap239 code with identical input and out-
put. Both codes show linear scaling with the number of
12
Compound LDA G0W0 (present) Expt QSGW
54
Li 3.46 3.39
Na 3.30 3.15 2.65 50 3.17
K 2.15 2.00 1.6 56 2.07
Mg 1.31,1.65, 6.89 1.29, 1.68, 6.66 0.9, 1.7, 6.15 57
TABLE III: Bandwidth of occupied bands for elemental metals as computed in LDA and G0W0 approaches and
their comparison with experiments and self-consistent quasi-particle GW (QSGW) which are adopted from Ref 54
cores, however, our PyGW code is around 3-times faster
than Gap2 code when using more than 80 cores, and
around twice as fast for smaller number of cores. This
scaling is obtained in Frontera supercomputer. Similar
scaling is found for larger systems tested here. The re-
duction of the computational time is due to several im-
provements of the implementation: a) the efficiency of
the tetrahedron method for computing the polarization
in band basis is improved by precomputing common parts
for all Matsubara frequencies, and more careful grouping
of the diverging terms has been implemented. b) To fur-
ther reduce the computational cost, we take into account
that the polarization in the band basis is a real matrix,
while only the matrix elements of the M˜ can be complex.
c) The Message Passing Interface (MPI) parallelization
is here used only over bosonic momentum q points, while
OpenMP parallelization is used in internal loops over fre-
quency, bands, and fermionic momenta.
The efficiency of GW implementation found here is
very useful for simulating metallic systems, as the num-
ber of momentum points required for such systems is
between one to two orders of magnitude larger than in
band insulators, as the correlation self-energy sensitively
depends on the Fermi surface singularity of the single-
particle Green’s function. This efficiency improvements
will also be useful in future implementation of the di-
agrammatic Monte Carlo method, which will compute
corrections to GW method in regime where such cor-
rections are relatively small, and this will require very
precise momentum mesh and accurate treatment of core
states, which is achieved only in such all electron imple-
mentations.
IV. CONCLUSIONS
In conclusions, we describe implementation of GW ap-
proximation within the all electron Linear Augmented
Plane Wave framework, where we pay special attention
to the metallic systems, and proper treatment of deep
laying core states, as needed for the future variational
diagrammatic Monte Carlo implementation. We imple-
ment both standard G0W0 approximation, i.e after trun-
cating the series of self-energy to the first order in G and
W, as well as GW0 algorithm, where we self consistently
compute G but truncate the series in W to the first order.
Our improved algorithm for resolving Fermi surface sin-
gularities and frequency convolution on Matsubara axis
allows us a stable and accurate analytic continuation of
imaginary axis data by Pade approximation, which is car-
ried out for GW band structures throughout the Brillouin
zone in both the metallic and insulating materials. We
compute band structure as well as band gaps for variety
of insulators. We demonstrate the accuracy of our im-
plementation by reproducing previous LAPW results for
band insulators.
Next, we compute the band structures for several
metallic systems, which are not available in most GW
codes. The bandwidths of elemental metals Li, Na, Mg
are found to be extremely sensitive to the momentum-
point grid precision. Computed bandwidths in G0W0,
which are narrower than in LDA by about 5-7%, agree
very well with the self-consistent quasi-particle GW ap-
proach. The bandwidth in experiment is considerably
smaller, which indicates that vertex corrections are im-
portant even in these elemental solids. The recently
developed systematic approach, offered by the diagram-
matic Monte Carlo method, would be very desirable to
determine whether the narrowing of the bandwidth in
these moderately correlated systems is purely electronic
in origin, or other effects, such as coupling to phonons, is
required to reproduce the experimental photoemission.
We also show a substantial three-fold improvement
in the speed of GW calculation compared to previous
LAPW code.
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