I. INTRODUCTION I[
T IS WELL KNOWN that optimum discrimination (in the sense of minimum error probability) of two zero-mean Gaussian signals requires comparing a quadratic form in the observable waveform x(t) with a predetermined threshold. ' In general, such a quadratic form is an infinite double series in a sequence of linear observables {Eli(s) 1, whether they are obtained by sampling or by expanding ~(t).["--[~~ Suppose we are allowed only a finite number of linear observables. Then, once 1 The two signals are assumed to be "nonsingular."
a set of n observables is chosen, the optimum discrimination for that set is accomplished by the classical maximum likelihood test, weighted by the a priori probabilities associated with the two signals. On the other hand, the error probability P, of such a test' depends on the particular set of observablcs chosen, and we wish to select that set of n observables which minimizes P, over all possible sets. Thus, optimization is on the choice of n observables, while the method of discrimination is fixed, namely, the maximum likelihood t,est. From a purely intuitive point of view, the optimum set of n observables should first of all be linearly independent. Otherwise, the number of observables would be effectively less than n, and P, would be greater in general.
Moreover, the optimum set should be taken from an infinite set of stochastically independent observables, for as we accumulate the observables, each additional observable should convey totally new "information" about the signals, and this should hold for any n. Since such an infinite set of observables can be taken from either one of the two 2 Hencefort?, P, always denotes the error probability of the maximum likehhood test unless otherwise specified.
signals, their stochastic independence should hold irrespectively of which signal they are taken from. This suggests the use of the coefficients of the "simultaneously orthogonal expansion" of the two signals.13] 8 15' That is, the optimum set of n observables should be chosen from these coefficients in such a way as to minimize P,.
Unfortunately, because of the analytically unwieldy nature of P,, it does not seem feasible to justify the preceding argument on a rigorous basis.
In the place of the error-probability minimization, we adopt the following optimality criteria: i) minimization of the Hellinger integral H, and ii) maximization of the Hajek divergence J. ii) H and J are nondecreasing functions of n, the dimensionality, iii) irrespective of (Ye and 01~) H = 0 implies P, = 0, and J < ~0 implies P, > 0. Equation (3) states that, except for the multiplicative constants, H and H" form an upper and lower bound for P,, respectively. This makes minimization of H a reasonable criterion of optimality. Similarly, (4) makes maximization of J another such criterion.
In order to state the problem precisely, we must define the scope of allowed linear operations on t,he observable waveform x(t), namely, the space of allowed observables i(x). It should include both the sampled values x(t,), -T 5 ti 5 T, and the correlation integrals of x(t), i.e., where f(t) is any square-integrable function and the observation interval is taken to be [-T, T]. We also allow any linear combinations of the observables of the above types and, moreover, the limits of sequences of these observables if they exist. A class %, which includes all these observables yet is mathematically convenient, may be defined as follows: Let {x(t), -T < t 5 Tj be a Gaussian process with zero mean and two alternative covariances R1(s, t) and Rz(s, t), -T I s, t I T, which are assumed continuous and positive-definite. Then, Z consists of the random variables defined by (5) with probability one and the limits in the stochastic mean of sequences of such random variables.* Thus, in general, for every element t of Z, there is a sequence of squareintegrable functions fl(t), fz(t), . . . , such that F(Z) = l.i.m.+, (z, fi),5 and such a limit exists if and only if lim,,, (fit RJ,) and lim+, (fi, R,f,) exist.' ,We note that l.i.m.+, (2, fi) is still linear in x and Gaussian distributed with zero mean, just as (z, f) is. Note also that a sampled value x(tj), -T 5 ti 5 T, is in Z since one can always find a sequence of square-integrable functions {ji) such that lim+, (fi, R,fi) = R,(ti, ti) and lim+,, (fi, R,fj) = R,(ti, k).' II;
Statement of the Problem
Select a set of El, * * * , En from % which minimizes H and another such set which maximizes J.
Remark
The solution is in terms of n sequences of squareintegrable functions {fki}, k = 1, . . . , n, with lim (fw, Rlfkj) < 00 and lim (fki, RBfki) < ~0 . element .$ is defined in general as the limit in the mean of a sequence of Gaussian variables. Although not apparent from the definition of E, it can nevertheless be shown that there is a one-to-one correspondence between ,"
and &,9 analogous to the one between X and V." Thus, the problem of selecting a set of .$,, . . . , En from Z that minimizes H and another such set maximizing J, is equivalent to that of choosing fl, . . . , fn from 6, for minimum H and another such set for maximum J, which in turn is reduced to selection of two n-dimensional subspaces of J& as in the simple case before. Then the previous result suggests that the desired subspaces might be specified by the eigenfunctions of an operator R;1/2RzR;1/Z + (R;1'2R2R;1'2)-1, which is the functionspace counterpart of B. 2) Since R;"' is an unbounded operator, R;l'Z~k is not in general a square-integrable function. This accounts for the necessity of defining [% in terms of a sequence.
However, if R;1/2'pk is square-integrable, then .$", is directly given as l*,(x) = (2, R;l"'pk), and (Pi becomes the eigenfunction of R;1/2RzR;1/2 directly. Thus, #lc = R;l12'pk satisfies the following integral equation: 281 -T 5 t 5 T.
Hence, if (7) has infinitely many square-integrable solutions +1, &, . * . , which span cz and are ordered according to X, + A;' >_ A, + X;' 2 . . . , then ET, . * * , E*, are given by the first n eigenfunctions of (7), namely, On the other hand, even if R~l'~'p~ is not square-integrable, it is still the formal solution of (7) provided (Pi exists.
In such a case R, -l'pqk may contain &functions and (x, R;l"'pk) may consist of sampled values as well as integrals of x(t). It turns out that in certain cases, where 'pit PA, * * . form a basis of &, l:, . . . , E*, can be given by the first n formal solutions of (7) as l*,(x) = (x, R;1'2&, I% = 1, *** , n, and Ry1j2'pk automatically specifies what operations (e.g., sampling, integration) are to be performed on x(t) and how they should be combined, as illustrated by two examples in the next section."
III. ILLUSTRATIVE EXAMPLES~~ Example 1
Suppose covariances of two Gaussian signals are given by R,(s, t) = e-" "-", R&s, t) = e-' "-", ff,p > 0.
Then, for these two covariances, the integral equation (7) has no square-integrable solutions. Thus, the desired 4% * * -, f'", must be specified in terms of sequences. Now the eigenvalues and the orthogonal eigenfunctions R&t, t) = 1 -9 3 R2(s, t) = ew (-9).
Then, for these two covariances, the integral equation (7) has infinitely many even square-integrable solutions, which span only the even half of 2,. Thus, the desired ET, *** , 5: are specified in terms of both integrals and sequences. Now the eigenvalues and eigenfunctions of the extension of R;1/2RzR;1'2 are given by 2e:T h--1 = hi = 1 + e;,," , 
Remark
Let P,, P,, and P be any probability measures on a measurable space (0, a), where P, and P, are absolutely continuous with respect to P. Denote by (dP,/dP) (w) and (dPJdP) (w) the Radon-Nikodym derivatives of P, and P, with respect to P. Then, by replacing y, Y, dy, pl, and pz by w, Sz, dP, dP,/dP, and dP,/dP in (1) and the preceding proof, the two inequalities are seen to hold in general. 
C. DERIVATION OF GENERAL SOLUTION
Let P, and P, be the Gaussian measures induced by (z(t), -T 5 t 5 T} with zero means and two continuous, positive-definite covariances R, (s, t) and R2(s, t), -TIs,tI T. 1" Suppose either Ri'2R;'/2 or R:/2R;'/2 is unbounded. Hence, for any e > 0, P, of the following decision scheme:
choose P, if l&(x)l < E, choose P, otherwise, can be made arbitrarily small for a sufficiently large k. That is, there exist a single linear observable and the associated decision scheme whose error probability is arbitrarily small. Thus, the problem as motivated in Section I loses its significance in this case. given by the eigenvalues of A,, the restriction of Q*Q to S. Thus, the problem is reduced to specifying the n-dimensional subspace S for which H is minimum and another such subspace for which J is maximum. Hence, if k = n," S spanned by 'pl, . . . , (P,, minimizes H and maximizes J simultaneously. On the other hand, if k < n, there exist p1 5 p2 5 . * . < p, limj,, pi = p, and orthonormal functions f,, fz, . . . , such that (Epj+, -E,i)Jj = fj, ('pi, fj) = 0, i = 1, * * * 7 k.
16 This includes the case where k = n -1 and p is an eigenvalue.
Then the assertion that the two sums of (10) converge (pi, Kfj) = 0, i = 1, *** ,k, (ft, Kfj) = 6Lj Lri" pd(fj, Epfj), to the right-hand sides of (8) Then, by following the same argument as before,17 it can be proved that the sum of (13) converges to the right-hand side of (9) a.s. [Pl, P,].
