Abstract. We define abstract Sobolev type spaces on L p -scales, p ∈ [1, ∞), on Hermitian vector bundles over possibly noncompact manifolds, which are induced by smooth measures and families P of linear partial differential operators, and we prove the density of the corresponding smooth Sobolev sections in these spaces under a generalized ellipticity condition on the underlying family. In particular, this implies a covariant version of Meyers-Serrin's theorem on the whole L p -scale, for arbitrary Riemannian manifolds. Furthermore, we prove a new local elliptic regularity result in L 1 on the Besov scale, which shows that the above generalized ellipticity condition is satisfied on the whole L p -scale, if some differential operator from P that has a sufficiently high (but not necessarily the highest) order is elliptic.
Introduction
Let us recall that a classical result of Meyers and Serrin [12] states that for any open subset U of the Euclidean R m and any k ∈ N ≥0 , p ∈ [1, ∞), one has W k,p (U) = H k,p (U), where W k,p (U) is given as the complex Banach space of all f ∈ L 1 loc (U) such that
and where H k,p (U) is defined as the closure of W k,p (U) ∩ C ∞ (U) with respect to the norm • k,p . On the other hand, thinking for example of Riemannian geometry on noncompact manifolds, it becomes very natural to ask under what minimal assumptions one can replace the partial derivatives in (1) by more general partial differential operators, that are nonelliptic and typically vector-valued. In fact, in order to deal with all possible geometric situations simultaneously, we introduce an abstract notion of a P-Sobolev space Γ W P,p µ (X, E) of L p µ -sections in a Hermitian vector bundle E → X (cf. Definition 2.5). Here, X is a possibly noncompact manifold, µ is a Date: May 13, 2014. 1 smooth measure on X (which may, but need not come from a Riemannian metric in general), F 1 , . . . , F s → X are Hermitian vector bundles, and the datum P = {P 1 , . . . , P s } is a finite collection such that each P j is a linear partial differential operator of order ≤ k j from E to F j . With • P,p,µ the canonical norm on Γ W P,p µ (X, E), the question we address here is: Under which assumptions on P is the space of smooth Sobolev sections Γ C ∞ (X, E) ∩ Γ W P,p µ (X, E) dense in Γ W P,p µ (X, E) w.r.t.
• P,p,µ ? (2) To this end, the highest differential order k := max{k 1 , . . . , k s } of the system P, plays an essential role: Namely, it turns out that even on an entirely local level (cf. Lemma 2.10), the machinery of Friedrichs mollifiers precisely applies
With this observation, our basic abstract result Theorem 2.9 precisely states that the local regularity (3) implies (2) , and that furthermore any compactly supported element of Γ W P,p µ (X, E) can be even approximated by a sequence from Γ C ∞ c (X, E). This result turns out to be optimal in the following sense (cf. Example 2.11): There are differential operators P such that for any q > 1 one has W P,q ⊂ W ord(P )−2,q loc , W P,q ⊂ W ord(P )−1,q loc , C ∞ ∩ W P,q is not dense in W P,q .
Thus it remains to examine the regularity assumption (3) in applications, where of course we can assume k ≥ 2.
To this end, it is clear from classical local elliptic estimates that for p > 1, (3) is satisfied whenever there is some elliptic P j with k j ≥ k −1. However, the L 1 -case p = 1 is much more subtle, since the usual local elliptic regularity is well-known to fail here (cf. Remark 2.7). However, in Theorem 2.6 we prove a new modified local elliptic regularity result on the scale of Besov spaces, which implies that in the L 1 -situation, one loses exactly one differential order of regularity when compared with the usual local elliptic L p , p > 1, estimates. This in turn shows that for p = 1, (3) is satisfied whenever there is some elliptic P j with k j = k. These observations are collected in Corollary 3.1. The proof of Theorem 2.6 relies on a new existence and uniqueness result, (cf. Proposition A.3 in Section A) for certain systems of linear elliptic of PDE's on the Besov scale, which is certainly also of an independent interest. Finally, we would like to point out that the regularity (3) does not require the ellipticity of any P j at all. Indeed, in Corollary 3.3 we prove that if (M, g) is a possibly noncompact Riemannian manifold and E → M a Hermitian vector bundle with a (not necessarily Hermitian) covariant derivative ∇, then for any s ∈ N and p ∈ (1, ∞), the Sobolev space
which means that we do not even have to use the full strenght of Theorem 2.9 here. To the best of our knowledge, the resulting density of
is entirely new in this generality.
Main results
Throughout, let X be a smooth m-manifold (without boundary) which is allowed to be noncompact. For subsets Y 1 , Y 2 ⊂ X we write
We abbreviate that for any k ∈ N ≥0 , we denote with N m k the set of multi-indices α ∈ (N ≥0 ) m with |α| := m j=1 α j ≤ k. Note that (0, . . . , 0) ∈ N m k by definition, for any k. In order to be able to deal with Banach structures that are not necessarily induced by Riemannian structures [3] , we fix a smooth measure µ on X, that is, µ is a Borel measure on X such that for any chart U for X there is a (necessarily unique) 0 < µ U ∈ C ∞ (U) with the property that
where dx = dx 1 · · · dx m stands for Lebesgue integration. We always understand our linear spaces to be complex-valued, and an index "c" in spaces of sections or functions stands for "compact support", where in the context of equivalence classes (with respect to some/all µ as above) of Borel measurable sections, compact support of course means "compact essential support". Assume for the moment that we are given smooth complex vector bundles E → X, F → X, with rank(E) = ℓ 0 and rank(F ) = ℓ 1 . The linear space of smooth sections in E → X is denoted by Γ C ∞ (X, E), and the linear space of equivalence classes of Borel sections in E → X is simply written as Γ(X, E).
We continue by listing some conventions and some notation concerning linear differential operators and distributions on manifolds. We start by adding the following two classical definitions on linear differential for the convenience of the reader, who can find these and the corresponding basics in [14, 17, 6, 11] . We also refer the reader to [9] (and the references therein) for the jet bundle aspects of (possibly nonlinear) partial differential operators. Definition 2.1. A morphism of linear sheaves
is called a smooth linear partial differential operator of order at most k, if for any chart
for X which admits local frames e 1 , . . . ,
, and any α ∈ N m k , there are (necessarily uniquely determined) smooth functions
The linear space of smooth at most k-th order linear partial differential operators is denoted by D
Proposition and definition 2.2.
The (linear principal) symbol of P is the unique morphism of smooth complex vector bundles over X,
where ⊙ stands for the symmetric tensor product, such that for all x : U → R m , e 1 , . . . , e ℓ 0 , f 1 , . . . , f ℓ 1 , α as in Definition 2.1 one has
We recall that the linear space Γ W k,p loc (X, E) of local L p -Sobolev sections in E → X with differential order k is defined to be the space of f ∈ Γ(X, E) such that for all charts U ⊂ X which admit a local frame e 1 , . . . , e ℓ 0 ∈ Γ C ∞ (U, E), one has
In particular, we have the space of locally p-integrable sections
The linear space of distributional sections in E → X is defined by
and where |X| → X denotes the bundle of 1-densities, which is a smooth complex line bundle. We have the canonical embedding
We continue with (cf. Proposition 1.2.12 in [17] , or [6] ):
the transpose of P , which satisfies
and all φ ∈ Γ C ∞ (X, E), with either φ or Ψ compactly supported.
Using the transpose, one extends any P ∈ D (k)
by requiring
Remark 2.4. 1. Assume that E → X and F → X come equipped with smooth Hermitian structures h E (•, •) and h F (•, •), respectively.
and
whereh E andh F stand for the isomorphisms of C ∞ (X)-modules which are induced by h E and h F , respectively. Then
(X, F ) one has P f 1 = f 2 , if and only if for some triple (µ, h E , h F ) as above it holds that
and then (4) automatically holds for all such triples (µ, h E , h F ).
From now on, given a smooth Hermitian vector bundle E → X and p ∈ [1, ∞], abusing the notation as usual, (•, •) x denotes the inner product on the fiber E x , with |•| x the corresponding norm, and we get a Banach space
where
Of course, Γ L 2 µ (X, E) becomes a Hilbert space with its canonical inner product.
The following definition is in the center of this paper:
, and for each i ∈ {1, . . . , s} let E → X, F i → X be smooth Hermitian vector bundles and let P := {P 1 , . . . , P s } with
is a Hilbert space with the obvious inner product, and we have the linear space
of locally p-integrable sections in E → X with differential structure P, which of course does not depend on any Hermitian structures. In this context, let us record the following local elliptic regularity result, whose L p loc -case, p ∈ (1, ∞), is classical (see for example Theorem 10.3.6 in [14] ), while the L 1 loc -case seems to be entirely new, and can be considered as our first main result:
be elliptic. Then the following results hold true:
Before we come to the proof, a few remarks are in order:
Remark 2.7. In fact, we are going to prove the following much stronger statement in part b): Under the assumptions of Theorem 2.6 b), for any
, one has that for any ψ ∈ C ∞ c (U), the distribution ψf is in the Besov space
This in turn is proved using a new existence and uniqueness result (cf. Proposition A.3 in Section A) for certain systems of linear elliptic PDE's on the Besov scale. We refer the reader to Section A for the definition and essential properties of the Besov spaces
Note that in the situation of Theorem 2.6 b), the assump-
An explicit counter example has been given in [15] for the Euclidean Laplace operator. In fact, it follows from results of [8] that for any strongly elliptic differential operator P in R m with constant coefficients and order 2k,
. In this sense, the above k-th order Besov regularity can be considered to be optimal.
Proof of Theorem 2.6 b). In this proof, we denote with (•, •) the standard inner product in each C n , and with |•| the corresponding norm and operator norm, and B r (x) stands for the corresponding open ball of radius r around x. Let us consider the formally self-adjoint elliptic partial differential operator
denotes the usual formal adjoint of P , which is well-defined by
one of which having a compact support, in other words, P † is nothing but the operator P µ,h E ,h F from Remark 2.4.1, with respect to the Lebesgue measure and the canonical Hermitian structures on the trivial bundles. By a standard partition of unity argument, it suffices to prove that if
The proof consists of two steps: We first construct a differential operator Q ψ which satisfies the assumptions of Proposition A.3, and which coincides with T near supp(ψ), and then we apply Proposition A.3 together with a maximality argument to Q ψ to deduce the thesis. we can assume that there are t 0 > 0, x 0 ∈ U such that We also take some φ ∈ C ∞ c (U) with φ = 1 on B t 0 (x 0 ), and for any 0 < t < t 0 we set
and we pick a χ t ∈ C ∞ c (R 2 , R 2 ) with χ t (z) = z for all z with |z| ≤ C t , and |χ t (z)| ≤ 2C t for all z. We define a differential operator
αij (x) (with the usual extension of φ(T αij −T αij (x 0 )) to zero away from U being understood, so in particular we have Q (t)
Let ζ ∈ R m \ {0}, η ∈ C ℓ be arbitrary. Then using σ T,x 0 = σ † P,x 0 σ P,x 0 , and that
is well-defined and positively homogeneous of degree k, one finds
Furthermore, for x ∈ U one easily gets
for some D(k, m) > 0. From now one we fix some small t such that
Then we get the estimate
which is valid for all
In other words, Q ψ := Q (t) satisfies the assumptions of Proposition A.3 with θ 0 = π, and by construction one has
has coefficients with compact support in U, and using (6) we get
all equalities understood in the sense of distributions with compact support in U. We fix R ≥ 0 so large that the conclusions of Proposition A.3 hold for Q = Q ψ , θ 0 := π, r = R,
So ψf coincides with the unique solution
On the other hand, asψf ∈ B
(by the very definition of β 0 ), we get
So (7) has a unique solutionw in B
, evidently coinciding with ψf , by the uniqueness of the solutions of (7) in the
Keeping Remark 2.4.2 in mind, we immediately get the following characterization of local Sobolev spaces:
Corollary 2.8. Let E → X be a smooth complex vector bundle, and
Our second main result is the following abstract Meyers-Serrin type theorem:
, and let E → X, F i → X, for each i ∈ {1, . . . , s}, be smooth Hermitian vector bundles, and let P := {P 1 , . . . , P s } with
The following vector-valued and higher order result on Friedrichs mollifiers is the main tool for the proof of Theorem 2.9, and should in fact be of an independent interest.
, where for sufficiently small ǫ > 0 we have set
Proof. a) We prove the statement by an induction argument on the order of the operator similar to that in [3, Appendix A]. The case k = 0 is an elementary property of convolution, the case k = 1 is the classical Friedrichs' theorem, see [4] . Therefore, let k ≥ 2 and assume that the result is true for operators of order at most k − 1, and also that at least for some α ∈ N m k with |α| = k we have P α = 0. For j ∈ {1, . . . , m}, let e j ∈ N m 1 be the j-th element of the canonical basis of R m , set
. . , m} with J j = ∅ and α ∈ J j we may write g j = ∂α j f , and
By the induction hypothesis,
by Friedrichs' theorem, and the proof is complete. b) This follows from the following two well-known facts:
This completes the proof.
Proof of Theorem 2.9. Let ℓ 0 := rank(E), ℓ j := rank(F j ), for any j ∈ {1, . . . , s}.
We take a relatively compact, locally finite atlas n∈N U n = X such that each U n admits smooth orthonormal frames for
Let (ϕ n ) be a partition of unity which is subordinate to (U n ), that is,
where the latter is a locally finite sum. Now let f ∈ Γ W P,p µ (X, E), and f n := ϕ n f . Let us first show that f n ∈ Γ W P,p µ,c (U n , E). Indeed, let j ∈ {1, . . . , s}. Then as elements of Γ D ′ (U n , E) one has
C ∞ (U n ; E, F j ), and as we have f ∈ Γ W k−1,p loc (X, E), it follows that
where the f j 's are the components of f with respect to the smooth orthonormal frame on U n for E. Thus we get
as the coefficients of [P j , ϕ n ] have a compact support in U n and 0 < µ Un ∈ C ∞ (U n ), and the proof of f n ∈ Γ W P,p µ,c (U n , E) is complete. But now, given ǫ > 0, we may appeal to Proposition 2.10 a) to pick an f n,ǫ ∈ Γ C ∞ c (X, E) with support in U n such that
Finally, f ǫ (x) := n f n,ǫ (x), x ∈ X, is a locally finite sum and thus defines an element in Γ C ∞ (X, E) which satisfies
which proves the first assertion. If f is compactly supported, then picking a finite covering of the support of f with U ′ n s as above, the above proof also shows the second assertion.
We close this section with the following example which shows that the assumptions of Theorem 2.9 are optimal in a certain sense: Example 2.11. Consider the third order differential operator
C ∞ (R) on R (with its Lebesgue measure). Then for any p ∈ (1, ∞) one has
Indeed, we first observe that
To see this, if f = Au and v = x∂
Here, F is the Fourier transformation andΨ := F Ψ. Next we show W A,p (R) ⊂ W 1,p loc (R). In fact, let u ∈ W A,p (R) and set x∂ 2 u = g ∈ W 1,p (R). We write g in the form g = g(0) + x 0 ∂g(y)dy. Then
∂g(y)dy. As p > 1, it is a well known consequence of Hardy's inequality that h ∈ L p (R). So
where H is teh Heaviside function, and we have proved that W A,p (R) ⊂ W 
so that (considering the continuous representative of any W 1,p (R) equivalence class) v n (0) → v(0). However, one has v n (0) = 0 for all n ∈ N, while v(0) = 1, a contradiction. Let s ∈ N, k 1 . . . , k s ∈ N ≥0 , let E → X, F i → X, i ∈ {1, . . . , s}, be smooth Hermitian vector bundles, and let P := {P 1 , . . . , P s } with P i ∈ D (k i ) C ∞ (X; E, F i ), and let k := max{k 1 , . . . , k s }. a) Let p ∈ (1, ∞). If one either has k < 2, or the existence of some j ∈ {1, . . . , s} with P j elliptic and k j ≥ k−1, then the assumptions from Theorem 2.9 are satisfied by P, in particular for any f ∈ Γ W P,p µ (X, E) there is a sequence
which can be chosen in Γ C ∞ c (X, E) if f is compactly supported, such that f n − f P,p,µ → 0 as n → ∞. b) If one either has k < 2, or the existence of some j ∈ {1, . . . , s} with P j elliptic and k j = k, then the assumptions from Theorem 2.9 are satisfied by P, in particular for any f ∈ Γ W P,1 µ
which can be chosen in Γ C ∞ c (X, E) if f is compactly supported, such that f n − f P,1,µ → 0 as n → ∞.
3.2.
A covariant Meyers-Serrin Theorem on arbitrary Riemannian manifolds. The aim of this section is to apply Theorem 2.9 in the context of covariant Sobolev spaces on Riemannian manifolds, which have been considered in this full generality, for example in [16] , and in the scalar case, in [2, 10] . The point we want to make here is that Theorem 2.9 can be applied in many situations, even if none of the underlying P j 's is elliptic. Let us start by recalling (cf. Section 3.3.1 in [14] ) that if E j → X is a smooth vector bundle and
a covariant derivative on E j → X for j = 1, 2, then one defines the tensor covariant derivative of ∇ 1 and ∇ 2 as the uniquely determined covariant derivative
being understood). Now let (M, g) be a possibly noncompact smooth Riemannian manifold without boundary and let µ(dx) = vol g (dx) be the Riemannian volume measure. We also give ourselves a smooth Hermitian vector bundle E → M and let ∇ be a Hermitian covariant derivative defined on the latter bundle. We denote the Levi-Civita connection on T * M with ∇ g . Then for any j ∈ N, the operator
g⊗ ∇ g , and we can further set
The following result makes Theorem 2.9 accessible to covariant Riemannian Sobolev spaces: Lemma 3.2. Let E ′ → X be a smooth complex vector bundle with a covariant derivative ∇ ′ defined on it. Then for any p ∈ [1, ∞) one has
Proof. Let ℓ := rank(E ′ ), and pick Hermitian structures on E ′ and
To this end, it is sufficient to prove that if V ⋐ W ⋐ X are such that there is a chart
, then with the components f j := (f, e j ) of f one has
To this end, note that there is a unique matrix of 1-forms
such that with respect to the frame (e j ) one has ∇ = d + A, in the sense that for all (
It follows that in W one has j df j ⊗ e j = df = ∇f − Af, so using |A ij | ≤ C in V and that (e j ) is orthonormal we arrive at
But it is well-known that the integrability (10) implies (9) (see for example Excercise 4.11 b) in [5] ).
With these preparations, we can state the following covariant MeyersSerrin theorem for Riemannian manifolds (which in the case of scalar functions, that is, if E = M × C with ∇ = d) has also been observed in [13, Lemma 3.1]):
Proof. Applying Lemma 3.2 inductively shows
so that the other statements are implied by Theorem 2.9.
4.
A substitute result for the p = ∞ case As C ∞ is not dense in L ∞ , it is clear that Theorem 2.9 cannot be true for p = ∞. In this case, one can nevertheless smoothly approximate generalized C k -type spaces given by families P, without any further assumptions on P, an elementary fact which we record for the sake of completeness: Proposition 4.1. Let s ∈ N, k 1 . . . , k s ∈ N ≥0 , and let E → X, F i → X, for each i ∈ {1, . . . , s}, be smooth Hermitian vector bundles, and let P := {P 1 , . . . , P s } with P i ∈ D (k i ) C ∞ (X; E, F i ). Then with k := max{k 1 , . . . , k s }, define the Banach space Γ P,∞ (X, E) by
Using Proposition 2.10 b), this result follows from the same localization argument as in the proof of Theorem 2.9.
Appendix A. An existence and uniqueness result for systems of linear elliptic PDE's on the Besov scale Throughout this section, let ℓ ∈ N be arbitrary. We again use the notation (•, •), |•|, and B r (x) for the standard Euclidean data in each C n . We start by recalling the definition of Besov spaces with a positive differential order:
. These are Banach spaces with respect to their canonical norms.
For negative differential orders, the definition is more subtle: 
. This definition does not depend on the particular choice of β, and one defines
, which again produces a Banach space.
We are going to prove:
that is, Q α and all its derivatives are bounded. Suppose also that for some θ 0 ∈ (−π, π] and all
the complex ℓ × ℓ matrix r n e iθ 0 − σ Q,x (iξ) is invertible, and that there are is C > 0 such that for all (x, ξ, r) as above one has
We consider the system of linear PDE's given by (12) r n e iθ 0 u(x) − Qu(x) = g(x), x ∈ R m , r ≥ 0.
Then for any β ∈ R, p, q ∈ [1, ∞], there is a R = R(β, p, q, Q) ≥ 0 with the following property: if r ≥ R and g ∈ B
Note that given some Q ∈ D (n)
which is strongly elliptic in the usual sense
with someC > 0 which is uniform in x, η, ζ, it is straightforward to see that the condition (11) is satisfied with θ 0 = π, C = min{1,C} (see also the proof of Theorem 2.6 b)). Before we come to the proof of Proposition A.3, we first collect some well known facts concerning Besov spaces. Unless otherwise stated, the reader may find these results in [7] and the references therein.
As a consequence of (ii), we have the following particular case of Sobolev embedding theorem: 
, and the norm of the latter operator can be estimated by
, then one has af ∈ B β p,q (R m ). More precisely, there exist C > 0, N ∈ N, independent of a and f , such that
be such that for some δ > 0 one has
For any j ∈ Z m set
. With these preparations, we can now give the proof of Proposition A.3:
Proof of Proposition A.3. We prove the result in several steps.
Step 1 (constant coefficients): Let the l ×l matrix r n e iθ 0 −i n σ Q (ξ) is invertible, and that there exists C > 0 such that for all (ξ, r) as above one has (13) |(r n e iθ 0 − σ Q (iξ)) −1 | ≤ C(r + |ξ|) −n .
Then for any β ∈ R, 1 ≤ p, q ≤ ∞, there exists R ≥ 0 such that, if r ≥ R and g ∈ B In order to prove the statement from Step 1, we start by assuming that Q coincides with its principal part Q n := |α|=n Q α ∂ α . Then, employing the Fourier transform, it is easily seen that for any r ≥ 0, g ∈ S ′ (R m , C ℓ ), the only possible solution u ∈ S ′ (R m , C ℓ ) of (12) is
Observe that (r n e iθ 0 − σ Q (iξ)) −1 is positively homogeneous of degree −n in the variables (R m ,C ℓ ) . Observe that δ can be chosen independent of x 0 . So, from
Step 1 with θ = (n − 1)/n in (14) , taking r sufficiently large (uniformly in x 0 ) we obtain r n u B and r so large that C 0 C(ǫ) ≤ r, we deduce (17) .
Step 3 (a priori estimate for arbitrary solutions in B To see this, we take δ, r 0 > 0 so that the conclusion in Step 2 holds. We consider a family of functions (ψ j ) j∈Z m as in (viii). Let u ∈ B β+n p,p (R m , C ℓ ) solve (12) , with r ≥ r 0 . For each j ∈ Z m we have r n ψ j u − Q(ψ j u) = ψ j g + Q j u,
