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Vain mielikuvitus on rajana, kun alamme tarkastella sa¨a¨nno¨nmukaisuuksia
ympa¨rilla¨mme, jotka voivat olla esimerkiksi aikaan, paikkaan tai tilaan kyt-
keytyneita¨. Monia na¨ista¨ sa¨a¨nno¨nmukaisuuksia sisa¨lta¨vista¨ ilmio¨ista¨ on myo¨s
mahdollista mitata erilaisten fysikaalisten mittalaitteiden avulla. Mittaus-
tulosten analysoinnilla, kuten niiden graafisella hahmottamisella, voidaan
jopa silma¨ma¨a¨ra¨isesti havaita joidenkin havaintojen noudattavan tiettyja¨
sa¨a¨nno¨nmukaisuuksia ja na¨ista¨ sa¨a¨nno¨nmukaisuuksista on mahdollista tehda¨
erilaisia johtopa¨a¨to¨ksia¨. Esimerkiksi 1600-luvun vaihteessa Tycho Brahen
astronomisten mittausten ja havaintojen perusteella silloinen apulaisensa,
astrofyysikko Johannes Kepler, kehitti empiirisia¨ malleja kuvaamaan pla-
neettojen liikeratoja. Na¨iden tarkastelujen pohjalta syntyiva¨t klassisesta me-
kaniikasta tutut Keplerin lait.
Nykypa¨iva¨na¨ on olemassa lukuisia tekniikoita, joiden avulla sa¨a¨nno¨nmu-
kaisuuksia on mahdollista mallintaa, tulkita ja jopa ennustaa ja ta¨llaisia tek-
niikoita hyo¨dynneta¨a¨n ja kehiteta¨a¨n hahmontunnistustutkimuksessa. Ka¨y-
ta¨nno¨n sovelluksissa hahmontunnistukseen hyo¨dynneta¨a¨n automaattista tie-
tojenka¨sittelya¨, koska tutkittavat havaintoainestot eli datat sisa¨lta¨va¨t usein
useita tuhansia havaintoja. Hahmontunnistustutkimuksen piiriin kuuluvat
muun muassa hahmontunnistus ja koneoppiminen seka¨ tietokonena¨ko¨ ja ko-
nena¨ko¨, joista ta¨ssa¨ tyo¨ssa¨ ka¨sitella¨a¨n hahmontunnistusta ja koneoppimista.
Jotta hahmontunnistus on koneoppimisen keinoin mahdollista, on havainnot
kyetta¨va¨ lokeroimaan jonkin ominaisuuden mukaan, kuten havaintoaineis-
tossa esiintyvien mittaustietojen perusteella. Toisaalta na¨ita¨ mittaustietoja
on mahdollista esika¨sitella¨ esimerkiksi tilastollisin menetelmin, jolloin havan-
noille saadaan jalostettua lisa¨ominaisuuksia. Na¨ista¨ aineiston ominaisuuk-
sista eli mittaustiedoista ja mahdollisesti niista¨ jalostetuista lisa¨tiedoista
ka¨yteta¨a¨n nimitysta¨ piirteet.
Ta¨ssa¨ tyo¨ssa¨ havaintojen lokerointia tehda¨a¨n luokittimien avulla, joiden
tarkoitus on luokitella havainnot onnistuneisiin ja virhekoodillisiin luokkiin
niiden la¨hto¨tietojen perusteella. Luokittelijat, kuten neuroverkko tai tuki-
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vektorikone, pystyva¨t laskennallisin menetelmin lo¨yta¨ma¨a¨n sa¨a¨nno¨nmukai-
suuksia niille syo¨tetysta¨ datasta. Data koostuu havannoista, jotka tulevat
siita¨ ympa¨risto¨sta¨ mihin luokittelijaa halutaan hyo¨dynta¨a¨. Havannoiksi lue-
taan esimerkiksi tera¨steollisuudessa toimivan tuotantolinjaston valmistamat
tera¨snauhat. Na¨ista¨ tera¨snauhoista tallennetaan tietokantaan koko valmis-
tusprosessin ajan lukuisia mittaus- ja mallinnustietoja, kuten aikaleimat, ke-
mialliset koostumukset, la¨mpo¨tila- ja dimensiotiedot. Siis jokainen havainto
sisa¨lta¨a¨ lukuisia piirteita¨, joiden avulla luokittelijan on mahdollista karak-
terisoida sita¨.
Luokittelijoiden toiminta perustuu tilastolliseen oppimisteoriaan. Mate-
matiikan na¨ko¨kulmasta luokittelija voidaan ajatella kuvauksena syo¨tteelta¨
vasteelle eli ta¨ssa¨ konseptissa havainnolta sen lopputulokselle. Adaptiivisil-
le luokittelijoille on ominaista, etta¨ ka¨ytta¨ja¨n ei tarvitse tuntea syo¨tteen ja
vasteen va¨lista¨ funktiota, vaan luokittelija voidaan opettaa tunnistamaan
niiden va¨linen yhteys. Ta¨ten on mahdollista lo¨yta¨a¨ relaatio monimutkai-
sen epa¨lineaarisen syo¨tteen ja vasteen va¨lille, jonka analyyttinen ratkaisemi-
nen olisi mahdotonta. Luokittelijan opettaminen tapahtuu valitun aineiston
pohjalta ja onnistuneesti toteutettuna on mahdollista ennustaa sen toimin-
taympa¨risto¨ssa¨ olevien, opetusaineistosta erillisten, havaintojen lopputulos-
ta.
Datan esika¨sittely on olennaista luokittelijan optimaalisen toiminnan
kannalta. Esika¨sittelylla¨ voidaan vaikuttaa piirteiden ma¨a¨ra¨a¨n ja laatuun,
jotka taas vaikuttavat suoraan siihen, kuinka tehokkasti valittu luokittelual-
goritmi toimii. Esimerkiksi yksinkertaiset toimenpiteet, kuten diskreettien
piirteiden jakaminen bina¨a¨risiksi ja jatkuvien piirteiden normalisointi voi-
vat olla kriittisia¨ toimenpiteita¨ luokittelijan optimaalisen toiminnan takaa-
miseksi. On olemassa myo¨s lukuisia erilaisia piirteiden valintamenetelmia¨ eli
algorimeja, joiden avulla on mahdollista erotella aineistosta olennaisia piir-
teita¨, joita hyo¨dynneta¨a¨n luokittelussa. Epa¨olennaisten piirteiden poista-
minen nopeuttaa luokittelijan opetusalgoritmin toimintaa ja pahimmillaan
epa¨relevantit piirteet voivat myo¨s heikenta¨a¨ luokittelutarkkuutta.
Adaptiivisia luokittelijoita ja hahmontunnistusta voidaan ka¨ytta¨a¨ ny-
kypa¨iva¨na¨ la¨hes minka¨ tahansa prosessien mallinnuksessa ja sen tukena eri-
tyisesti teollisuuden sovelluksissa. Luokittelijoita on mahdollista ka¨ytta¨a¨ it-
sena¨isesti, mutta ne voidaan myo¨s integroida osaksi tuotanto- tai mallinnus-
prosessia. Luokittelijoiden kyky mukautua itsena¨isesti prosessissa tapahtu-
viin muutoksiin ja oppia niista¨, tekee niista¨ ylivertaisen verrattuna perintei-
sempiin tilastollisiin tai fysikaalisiin malleihin.
Ta¨ssa¨ tyo¨ssa¨ on tutkittu tera¨ksen nauhavalssaukseen liittyva¨a¨ aineistoa,
johon edella¨ mainittuja konsepteja on sovellettu. Yksi suurimmista tappioita
aiheuttavista tekijo¨ista¨ tera¨ksen nauhavalssauksessa on siina¨ esiintyva¨t vir-
hekoodit, joiden ilmentyessa¨ tera¨snauhoja joudutaan tarkastamaan ja muok-
kaamaan ja¨lkika¨teen. Tuotannossa ka¨yteta¨a¨n edistyksellisia¨ fysikaalisia mal-
leja, joiden avulla tuotantoprosessia mallinnetaan tarkasti, mutta virhekoo-
2
dien esiintymista¨ ei ta¨sta¨ huolimatta onnistuta va¨ltta¨ma¨a¨n. Adaptiivisen
luokittelijan implementointi tuotantolinjastoon on yksi konkreettinen mah-




Luokittelijoiden tehta¨va¨ on kategorisoida havaintoja tiettyjen sa¨a¨nto¨jen ja
sa¨a¨nno¨nmukaisuuksien perusteella. Sa¨a¨nno¨t, joiden mukaan havainnot luoki-
tellaan, voidaan ma¨a¨ritella¨ suunnittelijan toimesta, mutta yleisempi ka¨yta¨nto¨
on hyo¨dynta¨a¨ luokittelijalle opetusalgoritmia, jonka avulla luokittelija op-
pii lo¨yta¨ma¨a¨n ainestossa esiintyva¨t sa¨a¨nno¨nmukaisuudet. Opetusalgoritmia
ka¨ytetta¨essa¨ suunnittelijalla ei tarvitse olla valaistuneempaa aineston omi-
naisuuksista tai siina¨ esiintyvien piirteiden merkityksista¨.
Havantoja on mahdollista luokitella niiden vasteluokan perusteella, jol-
loin kahden havainnon piirteiden arvot voivat na¨enna¨isesti olla hyvinkin eri-
laisia, vaikka ne edustaisivat samaa luokkaa. Ta¨llaisia luokittelualgoritmeja
edustavat esimerkiksi pa¨a¨to¨spuut, la¨himpien naapureiden menetelma¨t ja eri-
laiset Bayesin ja Gaussin menetelmiin perustuvat luokittimet, joista ta¨ssa¨
tyo¨ssa¨ on ka¨ytetty neuroverkkoja ja tukivektorikonetta. Vastaavasti vaste-
luokkaan perustuvan luokittelijan opetusmenetelma¨a¨ kutsutaan valvotuksi
oppimiseksi.
Toisaalta luokittelu voidaan tehda¨ havaintojen parametrien samankal-
taisuuden, esimerkiksi Euklidisen eta¨isyyden, perusteella, jolloin havaintojen
vasteluokka ei ole tiedossa tai sita¨ ei huomioida. Ta¨llaisella la¨hestymistavalla
voidaan havaintoja kategorisoida haluttujen kriteerien mukaan samankal-
taisiin ryppa¨isiin ja opetusmenetelma¨a¨ kutsutaan valvomattomaksi oppimi-
seksi. Yksi ka¨ytetyimmista¨ valvomattomista luokittelumenetelmista¨ on it-
sesta¨a¨n ja¨rjesta¨ytyva¨t kartat, joita on ka¨sitelty Luvussa 3.
2.1 Neuroverkko
Kirjallisuudessa neuroverkko ma¨a¨ritella¨a¨n muun muassa seuraavasti: Neu-
roverkko on laajamittaisesti rinnakkain jaettu prosessori, joka koostuu yk-
sinkertaisista ka¨sittely-yksiko¨ista¨, ja jolla on luontainen taipumus tallentaa
kokemuksellista tietoa, seka¨ kyky hyo¨dynta¨a¨ sita¨ [1]. Neuroverkko muistut-
taa aivojen toimintaa kahdella tavalla: A¨lykkyys hankitaan sen ympa¨risto¨sta¨
4
eli aineistosta oppimisprosessin avulla ja toisaalta neuronien keskena¨isia¨ yh-
teyksia¨, joita kutsutaan synaptisiksi painokertoimiksi, ka¨yteta¨a¨n tallenta-
maan opittua informaatiota.
Ylla¨mainittuun oppimiseen ka¨yteta¨a¨n opetusalgoritmia ja opetusdataa,
joiden avulla verkon painokertoimet saadaan optimoitua. Painokertoimia
voidaan halutessaan sa¨a¨ta¨a¨ manuaalisesti, jos suunnittelijalla on valistu-
neempaa ennakkotietoa ka¨ytto¨tarkoituksesta. Toisaalta neuroverkoille on
mahdollista hyo¨dynta¨a¨ jatkuvaa oppimista, jolloin verkon on mahdolista
mukautua muuttuvaan aineistoon ja oppia virheista¨a¨n.
Simon Haykin mainitsee teoksessaan Neural networks neuroverkkojen
yhdeksa¨n etua verrattaessa tavanomaisiin tilastollisiin la¨hestymistapoihin.
1. Epa¨lineaarisuus. Neuroverkoilla on kyky kuvata epa¨lineaarisia ongel-
mia, koska yksitta¨isia¨ tai useampia piirteita¨ on mahdollista ka¨sitella¨
useamman neuronin kautta. Ta¨ma¨ on eritta¨in hyo¨dyllista¨, kun on kyse
soveltavista ja monimutkaisista ongelmista, jotka monesti ovat luon-
nostaan epa¨lineaarisia.
2. Syo¨te-vaste kuvaus. Neuroverkko oppii syo¨tteiden ja niihin linkitty-
vien vasteiden perusteella ja on kyvyka¨s sa¨a¨ta¨ma¨a¨n neuronien paino-
kertoimet ka¨ytetyn opetusaineiston perusteella. Ta¨ten neuroverkko ei
tarvitse a priori tietoa, eli malleja tai oletuksia, ka¨sitelta¨va¨sta¨ aineis-
tosta. Kyseista¨ ominaisuutta voidaan kutsua parametrittomaksi tilas-
tolliseksi pa¨a¨ttelyksi.
3. Adaptiivisuus. Neuroverkkojen ominainen piirre on uudelleenoppimi-
nen, jolloin tiettyyn tarkoitukseen ka¨ytetty ennalta ma¨a¨ritelty verk-
ko voidaan uudelleenopettaa aineiston muuttuessa. On kuitenkin huo-
mioitava, ettei ta¨ma¨ uudelleenoppiminen takaa robusteja tuloksia vaan
voi johtaa jopa ongelmiin [2].
4. Luottamuksellinen vaste. Neuroverkko tuottaa, halutessaan, todenna¨-
ko¨isyyteen perustuvan vasteen, josta ilmenee tehdyn pa¨a¨to¨ksen to-
denna¨ko¨isyys. Kyseista¨ todenna¨ko¨isyytta¨ voi hyo¨dynta¨a¨ epa¨selvissa¨
luokittelutapauksissa.
5. Taustatietojen hyo¨dynta¨minen. Neuroverkkoon syo¨tetta¨va¨ informaa-
tio on jokaisen neuronin ka¨ytetta¨vissa¨, joten ta¨ma¨ tieto tulee luontai-
sesti hyo¨dynnetyksi.
6. Virhetoleranssi. Yleensa¨ neuroverkon rakenteet, pirteet, neuronit ja
vaste, ovat laajasti kytkettyna¨ toisiinsa, joten ka¨ytto¨olosuhteiden tulee
muuttua merkitta¨va¨sti, jotta suorituskyky heikentyisi merkitta¨va¨sti.
7. Laajamittaisesti toteutettavissa. Neuroverkko neuroneineen on luon-
teeltaan vahvasti rinnakkain toteutettu. Ta¨ma¨ mahdollistaa nopeam-
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man laskentatehon ja na¨in se soveltuu ka¨ytetta¨va¨ksi VLSI-teknologi-
assa.
8. Suunnittelun ja analysoinnin yhdenmukaisuus. Neuroverkot ovat uni-
versaaleja informaationka¨sittelijo¨ita¨, silla¨ samoja merkinta¨tapoja ka¨y-
teta¨a¨n eri tieteenalojen sovelluksissa. Koska neuronit ovat ka¨yto¨ssa¨
kaikenlaisissa neuroverkkorakenteissa, voidaan eri alojen sovelluksia ja
teorioita jakaa poikkitieteellisesti. Myo¨s neuroverkkojen eri osia, mo-
duuleja, voidaan yhdistella¨ mielivaltaisesti toisiinsa halutun lopputu-
loksen toivossa.
9. Neurobiologinen analogia. Neuroverkkojen suunnittelun pohjana on
aivojen analogia, jonka valossa tiedon prosessointi ta¨ssa¨ mielessa¨ on
fyysisesti mahdollista ja myo¨s nopeaa ja tehokasta. Siina¨ missa¨ neuro-
biologit ka¨ytta¨va¨t neuroverkkoja tulkitsemaan neurobiologisia ilmio¨ita¨
niin insino¨o¨rit hyo¨dynta¨va¨t neurobiologiaa uusien ideoiden lo¨yta¨miseen
teknologioissa.
2.1.1 Neuronimalli
Informaationprosessointiyksiko¨t, joita ka¨yteta¨a¨n neuroverkoissa kutsutaan
neuroneiksi. Neuronit koostuvat painokertoimista, summausfunktioista, har-
hatermista¨ ja aktivointifunktioista. Syo¨tesignaalin piirteille lasketaan paino-
kertoimet ja mahdollinen harha, jotka summataan ja syo¨teta¨a¨n aktivointi-
funktiolle, jotta saavutetaan neuronille sopiva vaste.
Olkoon x1, x2, . . . , xm syo¨tteen x piirteet, wk1, wk2, . . . , wkm piirteita¨ vas-






yk = '(uk + bk) (2.2)
Edella¨ kuvatuissa yhta¨lo¨issa¨ '(·) on neuronin aktivointifunktio, yk vas-
teet, bk harhat. Termia¨ uk kutsutaan vasteen lineaarikombinaattoriksi ja
edelleen harhan ja vasteen muodostama vasteen a ni-muunnosta voidaan
kutsua neuronin k kuvaamaksi indusoiduksi paikalliskenta¨ksi vk
vk = uk + bk (2.3)
Aktivointifunktion '(·) valinta on keskeista¨ optimaalisen toiminnan kan-
nalta. Kirjallisuudessa [1] esimerkkina¨ mainitaan kolme aktivointifunktion
arkkityyppia¨:
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• Porrasfunktio on jatkuva aktivointifunktio, jolle
'(vk) =
⇢
1 , jos vk   0
0 , jos vk < 0
(2.4)
Vastaavasti vasteelle yk saadaan
yk =
⇢
1 , jos vk   0
0 , jos vk < 0
(2.5)
• Voidaan ma¨a¨ritella¨ paloittainlineaarinenfunktio, jolle
'(vk) =
8<: 1 , jos vk   +
1
2
vk , jos +
1
2 < vk <  12
0 , jos vk   12
(2.6)
• Sigmoid-funktio on yleisimmin ka¨ytetty aktivointifunktio neurover-
koissa. Kyseessa¨ on aidosti kasvava funktio, jolla on seka¨ lineaarisia,




1 + exp( avk) (2.7)
missa¨ a on sigmoid-funktion jyrkkyyden ma¨a¨ra¨a¨va¨ parametri. Kun a
la¨hestyy a¨a¨reto¨nta¨ la¨hestyy sigmoid-funktion kuvaaja edella¨ mainittua
porrasfunktiota. Sigmoid-funktio kuitenkin di↵erentioituva toisin kuin
porrasfunktio. Myo¨s kuvajoukko
'(vk) =
8<: 1 , jos vk > 00 , jos vk = 0 1 , jos vk < 0 (2.8)
eroaa porrasfunktion kuvajoukosta (2.4).
2.1.2 Neuroverkkoarkkitehtuurit
Yleisesti neuroverkko rakennetaan niin, etta¨ neuronit muodostavat yhden tai
useampia neuronikerroksia syo¨tekerroksen ja vastekerroksen va¨liin. Ta¨llo¨in
na¨ista¨ va¨liin ja¨a¨vista¨ neuronikerroksista ka¨yteta¨a¨n nimitysta¨ piilokerros,
koska niiden arvot optimoidaan algoritmin toimesta, eika¨ niiden varsinaisis-
ta arvoista olla kiinnostuneita. Siis signaali tai syo¨te kulkee neuronien la¨pi,
jolloin syo¨tteen piirteet voivat olla kytkettyna¨ neuroneihin mielivaltaisesti,
ja edelleen neuronit voivat olla kytkettyna¨ vasteeseen mielivaltaisesti.
• Yksikerroksinen neuroverkko koostuu nimensa¨ mukaan ainoastaan yh-
desta¨ piilokerroksesta neuroneja. Ta¨llo¨in syo¨te kytkeytyy mielivaltai-
sesti neuronikerroksen neuroneihin, jotka tuotavat signaalille vasteen.
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• Monikerroksinen neuroverkko sisa¨lta¨a¨ useampia piilokerroksia ja ver-
rattuna yhteen piilokerrokseen voidaan useammalla saavuttaa korkeam-
manasteista hahmontunnistusta. Voidaan myo¨s sanoa, etta¨ verkolle
saadaan parempi yleista¨miskyky, eika¨ se ole niin riippuvainen pai-
kallisista a¨a¨riarvoista. Useammasta neuronikerroksesta on erityisesti
hyo¨tya¨ sillon, kun syo¨tteena¨ olevan aineiston koko tai piirteiden ma¨a¨ra¨
tai on suuri.
On osoitettu, etta¨ aineisto, joka sisa¨lta¨a¨ n kappaletta piirteita¨, voidaan
luokitella ta¨sma¨llisesti yhdella¨ piilokerroksella sisa¨lta¨en (n   1) kappalet-
ta neuroneja. Toisaalta kahdella piilokerroksella voidaan saavuttaa la¨hes
ta¨sma¨llinen vastekuvaus ka¨ytta¨ma¨lla¨ vain (n 2)/3 kappaletta neuroneja [3].
Joten ta¨ssa¨ tyo¨ssa¨ ka¨ytettiin hyva¨ksi yhta¨ tai kahta piilokerrosta tapauskoh-
taisesti.
2.1.3 Neuroverkon opetusprosessi
Puhuttaessa neuroverkoista voidaan opetusprosessi ma¨a¨ritella¨ seuraavasti
[4]: ”Oppiminen on prosessi, jossa neuroverkon vapaat parametrit mukau-
tuvat sen toimintaympa¨risto¨n mukaan. Opetusmenetelma¨t ma¨a¨ritella¨a¨n sen
perusteella, missa¨ ja miten parametrit muuttuvat.”
Opetusprosessi voidaan jaotella kolmeen eri vaiheeseen:
1. Neuroverkon toimintaympa¨risto¨ tuottaa sille a¨rsykkeita¨.
2. Neuroverkon vapaita parametreja¨ sa¨a¨deta¨a¨n a¨rsykkeiden mukaan.
3. Neuroverkon vaste muuttuu siihen tehtyjen muutosten perusteella.
Opetusalgoritmeja on lukuisia ja kaikilla on eriaisia ominaisuuksia. Na¨i-
ta¨ ovat esimerkiksi virheidenkorjaukseen perustuva-, muistiin perustuva-,
Hebbian-, kilpaileva- ja Boltzmann -oppiminen. Jatkossa ka¨sitella¨a¨n vir-
heenkorjaukseen perustuvaan opetusta, jossa opetusaineiston pohjalta syn-
tyneen virheen perustella neuroverkon painokertoimia sa¨a¨deta¨a¨n optimaali-
seen suuntaan, ja prosessia toistetaan kunnes haluttu tarkkuus ollaan saa-
vutettu.
Opetusprosessissa on huomioitava aineiston mahdollisesti sisa¨lta¨ma¨ vaih-
telu ja satunnaisuus eli havaintojen yksilo¨llisyys. Jos luokitin opetetaan liian
tarkasti tunnistamaan opetusaineiston havainnot, saattaa luokittelijan virhe
kasvaa ka¨ytto¨kelvottomaksi opetusaineistosta erilliselle havannoille. Toisin
sanoen, opetusaineiston ta¨ydellinen interpolointi johtaa ylioppimiseen [5],
ja ta¨ten luokittimen yleista¨miskykya¨ on testattava testi- ja validointiaineis-
toilla. Yksi tehokas menetelma¨ va¨ltta¨a¨ ylioppiminen on ristiinvalidointi [6].
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2.1.4 Virheentakaisinjohtamismenetelma¨
Oletaan, etta¨ aineiston syo¨te ja haluttu vaste tunnetaan. Virheentakaisinjoh-
tamismenetelma¨n perusajatuksena on palauttaa vasteessa esiintyva¨ virhe ta-
kaisin verkolle ja sa¨a¨ta¨a¨ neuronien painokertoimia optimaaliseen suuntaan.
Tyypillisesti opetusaineistoa iteroidaan verkon la¨pi useampia kertoja, jot-
ta verkon ennuste paranee. Na¨ista¨ iterointikierroksista ka¨yteta¨a¨n nimitysta¨
epookki ja merkita¨a¨n yla¨indeksilla¨ x(⌧).
Olkoon neuronin vastaanottamat syo¨tevektorit xi, missa¨ i = 1, . . . , n.
Lisa¨ksi yi neuronin vastesignaali. Nyt voidaan laskea vastevektorin sisa¨lta¨ma¨t
virheet ei(w) vertaamalla verkon tuottamaa vastetta yi haluttuun vastee-
seen ti eli
ei(w) = yi   ti
Edella¨ lasketulla virhetermilla¨ ei(w) voidaan korjata neuronien paino-
kertoimia w optimaalisemmaksi. Ta¨llo¨in minimoidaan virhefunktio E(w)








Kun tarkastellaan opetuksen tehokkuutta, voidaan puhua opetusnopeudes-
ta. Sita¨ arvioidaan opetusnopeusparametrin ⌘ avulla ja sita¨ kuvaava niin
kutsuttu delta-sa¨a¨nto¨ eli painokertoimen wkj muutos ma¨a¨ritella¨a¨n
 wkj = ⌘ekxj , (2.10)
missa¨ 0 < ⌘  1 on opetusnopeutta kuvaava positiivinen reaaliluku, ja
nimelta¨a¨n opetusnopeusparametri.
Ylla¨ kuvatulla painokertoimen muutoksella  w(⌧)kj on mahdollista pa¨i-






2.1.6 Gradientin hyo¨dynta¨minen virheenkorjauksessa
Gradientin avulla voidaan optimaalisen virhefunktion etsimista¨ nopeuttaa
merkitta¨va¨sti verrattuna approksimaatiohin, jotka perustuvat paikallisiin
nelio¨llisiin menetelmiin, kuten aiemmassa (2.9).
Taylorin-kehitelma¨ on ta¨rkea¨ tyo¨kalu virhefunktion gradienttien ja pai-
nokertoimien pa¨ivitysten laskemiseksi
E(w + w) = E(w) +rE(w)T w + wTr2E(w) w + . . . (2.12)
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Jatkossa hyo¨dynneta¨a¨n erityisesti Taylorin-kehitelma¨n
• Ensimma¨isen asteen
E(w + w) ' E(w) +rE(w)T w (2.13)
ja
• Toisen asteen approksimaatiota
E(w + w) ' E(w) +rE(w)T w + wTH w (2.14)
Optimoidessa tiettya¨ ongelmaa halutaan lo¨yta¨a¨ painokerroinvektori w,
joka minimoi virhefunktion E(w) arvon. Kun tarkastellaan virhefunktiota
geometrisesti, voidaan se ajatella pintana painokerroinavaruudessa. Jos pai-
nokerrointa w muutetaan va¨ha¨n w + "w, niin virhefunktio muuttuu
"E ' "wTrE(w),
missa¨ virhefunktion gradientti rE(w) osoittaa virhefunktion suurimmin
kasvavaan suuntaan. Koska E(w) on silea¨ ja jatkuva painokertoimenw funk-
tio, sen pienin arvo lo¨ytyy painokerroinavaruuden pisteesta¨, jossa gradientti
katoaa eli
rE(w) = 0, (2.15)
koska muutoin sita¨ voitaisiin muuttaa suuntaan rE(w) ja pienenta¨a¨ vir-
hetta¨. Na¨ita¨ pisteita¨, joissa gradientti katoaa kutsutaan satulapisteiksi tai
a¨a¨riarvoiksi minima tai maxima, joita on havainnollistettu kuvassa 2.1.
Ongelmana on, etta¨ na¨ita¨ satulapisteita¨ on lukuisia ja virhefunktio voi
olla hyvin epa¨lineaarinen suhteessa painokerroinvektoreihin. Ta¨sta¨ syysta¨
ei ole mahdollista lo¨yta¨a¨ analyyttista¨ ratkaisua virhefunktiolle rE(w) ja
on hyo¨dynnetta¨va¨ iteratiivisia numeerisia menetelmia¨. Suurimmassa osassa
na¨ista¨ menetelmista¨ valitaan jokin mielivaltainen painokerroinvektori w(0)
ja muunnetaan ta¨ta¨ sopivaan suuntaan useampia epookkeja painokerroina-
varuudessa
w(⌧+1) = w(⌧) + w(⌧) (2.16)
Na¨in edetessa¨ on otettava huomioon, etta¨ virhefunktion arvon on pienen-
nytta¨va¨ iterointikierrosten myo¨ta¨, joten on voimassa ehto
E(w(⌧+1)) < E(w(⌧)) (2.17)
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Kuva 2.1: Virhefunktion kuvaaja painokerroinavaruudessa. Kun tarkastel-
laan virhefunktion minimointia, voidaan kuvasta na¨hda¨ useampia paikalli-
sia minima-satulapisteita¨, jotka sijaitsevat vihreiden ympyro¨iden kohdalla.
Vastaavasti paikalliset maxima-satulapisteet on kuvattuna punaisella va¨rilla¨.
Keskella¨ tasoa on globaali minima-satulapiste, joka kuvattu sinisella¨ va¨rilla¨.
Laskevan gradientin menetelma¨
Gradienttia hyo¨dynta¨vista¨ menetelmista¨ yksinkertaisin on laskevan gradien-
tin menetelma¨, jossa painokertoimen pa¨ivitys tehda¨a¨n virhefunktion gra-
dientin negatiiviseen suuntaan
w(⌧+1) = w(⌧)   ⌘rE(w(⌧)), (2.18)
missa¨ opetusnopeusparametri ⌘ > 0. Ta¨ten painokertoimen muutos yhta¨lo¨lle
(2.16) on
 w(⌧) =  ⌘rE(w(⌧)) (2.19)
Edelleen, jos hyo¨dynneta¨a¨n ensimma¨isen asteen Taylorin-kehitelma¨n ap-
proksimaatiota (2.13) ja edellista¨ yhta¨lo¨a¨ niin saadaan
E(w + w) ' E(w) +rE(w)T w
= E(w)  ⌘krE(w)k2, (2.20)
kun ⌘ > 0 niin virhefunktio suppenee kohti optimaalista, mutta mahdolli-
sesti vain paikallista, satulapistetta¨.
Erityisesti laskevan gradientin menetelma¨ssa¨ opetusnopeusparametrin ⌘
valinnalla on suuri vaikutus neuroverkon virhetermin suppenemiseen ja ta¨ten
suorituskykyyn:
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• Kun ⌘ on pieni, niin opetusalgoritmi toimii liian vaimeasti, jolloin
painokertoimen kehityskaari on liian silea¨.
• Kun ⌘ on suuri, niin opetusalgoritmi toimii liian jyrka¨sti, jolloin pai-
nokertoimen kehityskaari oskilloi liiaksi.
• Kun ⌘ ylitta¨a¨ tietyn kriittisen arvon niin algoritmi ei ena¨a¨n toimi
tarkoituksenmukaisesti.
Menetelma¨ voi intuitiivisesti vaikuttaa tehokkaalta, koska painokertoi-
mien pa¨ivitys tapahtuu juuri virhefunktion minimoivaan suuntaan. Mene-
telma¨ on kuitenkin tehoton juuri silloin, kun valmista aineistoa ka¨yteta¨a¨n
kokonaisuudessaan opetuksessa, koska virhefunktion gradientin laskemiseksi
on ka¨ytetta¨va¨ koko opetusaineistoa, joka on laskennallisesti tyo¨la¨sta¨. Ta¨l-
laisissa tapauksissa voidaan ka¨ytta¨a¨ tehokkaampia algoritmeja, kuten skaa-
lattua konjugaatti gradientti tai Levenberg-Marquardt algoritmia.
Newtonin menetelma¨
Newtonin menetelma¨ perustuu nelio¨lliseen menetelma¨a¨n, jossa minimoidaan
virhefunktio E(w). Menetelma¨ hyo¨dynta¨a¨ Taylorin kehitelma¨n toisen asteen
approksimaatiota (2.14). Eli virhefunktio minimoituu, kun
rE(w) +H w = 0 (2.21)
Ratkaistaan ta¨ma¨ painokertoimen muutoksen suhteen
 w =  HrE(w) (2.22)
Nyt voidaan painokertoimen pa¨ivitys w(⌧+1) laskea yhta¨lo¨sta¨
w(⌧+1) = w(⌧)   (H(⌧)) 1rE(w(⌧)) (2.23)
Yleisesti ottaen Newtonin menetelma¨ suppenee asymptoottisesti nopeas-
ti eika¨ siina¨ ilmenny suuren opetusnopeusparametrin aiheuttamaa niin kut-
suttua liiallista oskillointia, kuten laskevan gradientin menetelma¨ssa¨. Kui-
tenkin menetelma¨n mahdollisia kompastuskivia¨ on erityisesti
• Hessin matriisin H laskeminen useampien painokertoimien tapaukses-
sa, joka on laskennallisesti tyo¨la¨sta¨.
• Ettei voida olla varmoja ta¨llaisen positiivisesti definiitin matriisin H
lo¨ytymisesta¨.
• Yhta¨lo¨n suppeneminen kriittiseen pisteeseen vain silloin kuin virhe-
funktio on ta¨ydellisesti nelio¨llinen. Yleisesti na¨in ei voida olettaa.
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Gauss-Newtonin menetelma¨








Havaintojen virheet e(i), missa¨ 1  i  ⌧ , ovat painokertoimista w(i) riippu-








(w  w(⌧)), missa¨ i = 1, 2, . . . , ⌧ (2.25)
Yhta¨pita¨va¨sti voidaan ka¨ytta¨a¨ matriisimuotoa
e0(w(⌧)) = e(⌧) + J(⌧)(w  w(⌧)), (2.26)






























Ta¨ten Jacobin matriisi J(⌧) on transpoosi virhetermien e(i) gradienteista
koostuvalle matriisille
re(⌧) = [re(1), . . . ,re(⌧)] (2.27)


















(w  w(⌧))TJ(⌧)TJ(⌧)(w  w(⌧)) (2.29)





J(⌧)(w  w(⌧)) = 0 (2.30)
Ta¨ta¨ matriisiesitysta¨ ka¨ytta¨en pa¨a¨sta¨a¨n painokertoimen pa¨ivityksessa¨ (2.28)
eroon nelio¨llisesta¨ virhetermin laskennasta ja se saa muodon
w(⌧+1) = w(⌧)   ⇥J(⌧)TJ(⌧)⇤ 1J(⌧)Te(⌧) (2.31)
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2.1.7 Skaalattu konjugaattigradienttialgoritmi
Skaalattu konjugaattigradienttialgoritmi (SCG) poikkeaa aiemmin esitel-
lyista¨ gradienttia hyo¨dynta¨vista¨ menetelma¨sta¨ erityisesti siina¨, etta¨ virhe-
funktion pa¨ivitys tapahtuu gradientin konjugaatin suuntaan, eika¨ esimer-
kiksi gradientin minimoivaan suuntaan. Algoritmi on osoitettu hyvin te-
hokkaaksi verrattuna perinteisenpa¨a¨n takaisinjohtamisalgoritmiin ja sita¨ on
onnistuneesti hyo¨dynnetty muissakin tutkimuksissa [7] [8].
Algoritmissa ka¨yteta¨a¨n hyva¨ksi Newtonin menetelma¨n tulosta (2.22),
jonka mukaan
 w = H 1rE(w). (2.32)
Ma¨a¨ritella¨a¨n kantavektorien joukko p(1),p(2), . . . ,p(⌧) 2 RN , jotka ovat kon-
jugaatteja matriisille H. Nyt H on positiivisesti definiitti ja(
p(k)
T
Hp(i) = 0 , kun k 6= i
p(k)
T
Hp(i) > 0 , kun k = i
, missa¨ 1  k ja i  ⌧. (2.33)
Valitaan k = i = ⌧ , niin p(⌧)
T













, missa¨ 0 <  (⌧) < 1, (2.35)
Ylla¨ olevan approksimaation on alunperin johtanut Magnus Hestenes [9]
konjugaatin suuntia hyo¨dynta¨vien optimointimenetelmiin liittyen ja se on
nimelta¨a¨n konjugaattigradienttimenetelma¨. Kuitenkin ma¨a¨rittelyn (2.33) no-
jalla approksimaation on oltava positiivinen, jotta matriisiH on positiivises-
ti definiitti, ja ta¨ten x(⌧) ta¨ytyy olla positiivinen. Ongelma voidaan ratkais-
ta lisa¨a¨ma¨lla¨ skaalausparametri   konjugaattigradienttimenetelma¨a¨n. Kun
x(⌧) < 0, kompensoi skaalausparametri   ta¨ma¨n approksimaation (2.35) po-





Skaalatun konjugaattigradienttialgoritmin ka¨yto¨ssa¨ on pa¨ivitetta¨va¨ pai-
nokertoimien w lisa¨ksi kantavektoreita p, jotka osoittavat virhefunktion mi-
nivoivan suunnan ja askeleen pituuden. Pa¨ivitykset tapahtuvat seuraavilla
yhta¨lo¨illa¨: ⇢
w(⌧+1) = w(⌧) + ↵(⌧)p(⌧)
p(⌧+1) = r(⌧) +  (⌧)p(⌧)
(2.37)
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Levenberg-Marquardt (LM) algoritmi perustuu perinteisemma¨n Gauss-New-
ton menetelma¨n (2.31) laajennukseen. Gauss-Newton menetelma¨n
w(⌧+1) = w(⌧)   ⇥J(⌧)TJ(⌧)⇤ 1J(⌧)Te(⌧)
ongelma on, etta¨ painokertoimen pa¨ivitykselle ei lo¨ydy ratkaisua silloin, kun
termi JTJ on singulaarinen ja ka¨a¨nteismatriisia (JTJ) 1 ei ole ma¨a¨ritelty.
Levenberg-Marquardt algoritmiin lisa¨ta¨a¨n skalaarimatriisi  I, jonka sum-
mauksella saadaan termi aina (JTJ + µI) positiivisesti definiitiksi. Paino-
kertoimen pa¨ivitys tehda¨a¨n siis yhta¨lo¨lla¨
w(⌧+1) = w(⌧)   ⇥(J(⌧))TJ(⌧) + µI⇤ 1(J(⌧))Te(⌧) (2.40)
Skalaarimatriisille µI on ominaista, etta¨ sen kasvaessa algoritmi la¨hestyy las-
kevan gradientin menetelma¨a¨ (2.18), ja termin pienentyessa¨ algoritmi sup-
penee kohti Gauss-Newton menetelma¨a¨ (2.31).
2.1.9 Monikerrosperseptroni
Neuroverkkojen erikoistapausta, joka koostuu syo¨tekerroksesta, yhdesta¨ tai
useammasta piilokerroksesta neuroneja seka¨ vastekerroksesta, ja jossa syo¨-
tesignaali etenee verkon la¨pi suoraviivaisesti kerros kerrokselta, kutsutaan
monikerrosperseptroniksi (MLP). Sen kolme keskeista¨ ominaispiirretta¨ ovat,
etta¨
• Neuronien aktivointifunktio on epa¨lineaarinen ja silea¨ eli se on jatku-
vasti di↵erentioituva. Yleisesti ka¨yteta¨a¨n aiemmin ma¨a¨riteltya¨ logis-
tista sigmoid-funktiota (2.7).
• Neuroverkossa on yksi tai useampi piilokerros neuroneja. Na¨iden avul-
la on mahdollista eritella progressiivisesti enemma¨n syo¨tteen ta¨rkeita¨
ominaisuuksia ja ta¨ten ka¨sitella¨ monimutkaisempia ongelmia.
• Verkon rakenteet eli piirteet, piilokerrokset ja vasteet, ovat vahvasti
linkittyneita¨ toisiinsa. Ta¨ma¨n seurauksena rakenteen sa¨a¨ta¨minen tar-
koittaa koko verkkorakenteen muokkaamista ja uudelleen opettamista.
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Edella¨ mainitut seikat huomioiden on monikerrosperseptronin teoreetti-
nen analysointi eritta¨in vaikeaa. Toisaalta, piilokerrosten olemassaolo tekee
myo¨s verkon havainnollistamisen monimutkaiseksi. Verkon opetusprosessissa
valikoituu mita¨ piirteita¨ ja ominaisuuksia neuronit painottavat. Ta¨ten myo¨s
oppiminen on monimutkaisempaa, koska on ka¨yta¨va¨ la¨pi paljon laajempi
kokonaisuus mahdollisia funktioita ja syo¨tteen piirteiden rooleja. Ta¨sta¨ seu-
raa, etta¨ piirteiden valinta on hyvin keskeisessa¨ roolissa verkkon suunnitte-
lussa. Monikerrosperseptronilla on mahdollista ratkaista monimutkaisia ja
-ulotteisia ongelmia, kun se opetetaan valvotusti, eli syo¨tteen vaste tunne-
taan, ka¨ytta¨en suosittua virheen takaisinjohtamisalgoritmia.
2.2 Tukivektorikone
Tukivektorikone on neuroverkkoa uudempi ja monessa mielessa¨ edistyneem-
pi hahmontunnistusmenetelma¨, joka on tehokas erityisesti kaksi vasteluok-
kaa sisa¨lta¨va¨lle aineistolle. Sen toiminta perustuu luokkien erottamiseen toi-
sistaan hypertason avulla, jonka ma¨a¨ra¨a¨ opetusaineiston tietyt pisteet, joita
kutsutaan tukivektoreiksi. Tavoitteena luokittelussa on maksimoida eta¨isyys
luokkien pisteiden ja hypertason va¨lilla¨, jotta luokittelijan toiminta opti-
moituu. Soveltaville aineistoille, jotka eiva¨t ole separoituvia luokkien suh-
teen, tukivektorit on ma¨a¨ritetta¨va¨ siten, etta¨ hypertasolla jaettujen luokkien
va¨liin ja¨a¨ mahdollisimman suuri eta¨isyys, mutta hypertason ja tukivektorei-
den va¨liin ja¨a¨ mahdollisimman va¨ha¨n luokkien pisteita¨ eli luokitteluvirhe
minimoituu.
2.2.1 Optimaalinen separoiva hypertaso
Optimaalinen separoiva hypertaso jakaa pisteet xi niiden vasteluokkien, esi-
merkiksi yi = { 1, 1}, perusteella kahteen osaan maksimoiden samalla luok-
kien pisteiden ja hypertason va¨lisen eta¨isyyden.
Hypertaso voidaan ma¨a¨ritella¨ tason yhta¨lo¨n ja sisa¨tulon avulla
(w · xi) + b = 0, (2.41)
missa¨ w on jonkun sisa¨tuloavaruuden normaali ja b 2 R. Hypertaso on
lineaarisesti separoiva, jos on olemassa w 2 Rn ja b 2 R, joille⇢
(w · xi) + b   1 , kun yi = 1
(w · xi) + b  1 , kun yi =  1 (2.42)
Ylla¨ oleva yhta¨lo¨pari voidaan kirjoittaa yksinkertaisemmin muotoon
yi(w · xi) + b   1 (2.43)
Nyt lineaarisesti separoivalle joukolle optimaalinen separoiva hypertaso mak-
simoi hypertason eta¨isyyden joukon pisteiden suhteen. Koska tason eta¨isyys
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Kuva 2.2: Optimaalinen lineaarisesti separoiva hypertaso ja tukivektorit ha-
vainnollistettuna kahden luokan tapauksessa, jossa punaiset ja siniset pisteet
edustavat kahteen eri luokkaan kuuluvia havaintoja.
la¨himpa¨a¨n pisteeseen on 1/w, ta¨ytyy optimoida hypertason yhta¨lo¨ pisteiden
eta¨isyyksien mukaan eli on optimoitava alla oleva yhta¨lo¨pari⇢
min(12w ·w)
s.e. yi(w · xi) + b   1 (2.44)
Nyt, jos on olemassa ratkaisu parille (w, b), niin ainakin yhdelle pisteelle xi
pa¨tee yi(w · xi)+b = 1. Ta¨ten ratkaisu on optimaalinen separoiva hypertaso.
2.2.2 Tukivektorit
Optimaalisen hypertason (2.44) ratkaisemisessa hyo¨dynneta¨a¨n Lagrangen








↵i{yi[(w · xi) + b]  1} (2.45)
Lagrangen funktio L on minimoitava muuttujien w ja b suhteen, mutta mak-














Ylla¨ olevan yhta¨lo¨n toteuttavat ratkaisut, joille ↵i 6= 0, ovat niin kutsuttu-
ja tukivektoreita. Na¨ma¨ tukivektorit sijaitsevat kahden luokan havaintojen
reunoilla la¨himpa¨na¨ hypertasoa, jota on havainnollistettu kuvassa 2.2.
Kun Lagrangen funktioon (2.45) sijoitetaan (2.46) ja (2.47) pa¨a¨sta¨a¨n
eroon termeista¨ w ja b. Ta¨ta¨ yhta¨lo¨a¨ kutsutaan duaaliseksi optimointion-








↵i↵jyiyj(xi · xj), (2.48)
jossa ↵i   0 kaikille i = 1, . . . , n ja
Pn
i=1 ↵iyi = 0.
Hypertason mukainen tukivektorikoneen pa¨a¨to¨sfunktio havainnoille ma¨a¨ritella¨a¨n
f(x) = sgn(w · x) + b, (2.49)








Piirreavaruus mahdollistaa epa¨lineaaristen piirteiden kuvaamisen lineaari-
sesti separoiville hypertasoille. On mahdollista kuvata mika¨ tahansa epa¨li-
neaarinen funktio lineaarisesti separoituvaksi moniulotteiselle piirreavaruu-
delle, mika¨ johtaa lineaariseen luokitteluongelmaan.
x = (x1, . . . ,xn) 7!  (x) =  1(x), . . . , n(x) (2.51)
Sisa¨tulon avulla ilmaistuna ta¨ma¨ tulee muotoon
K(xi,x) = ( (xi) ·  (x)) =  (xi)T (x) (2.52)
Funktiota K(·) kutsutaan ytimeksi, joka on symmetrinen funktio argument-
tien suhteen eli K(x,xi) = K(xi,x). Yksinkertaisimillaan voidaan valita
lineaarinen ydin, jolle
 (x) = x eli K(xi,x) = x
T
i x (2.53)
Jotta voidaan kuvata epa¨lineaarisia piirteita¨ lineaarisesti separoivilla tu-




wi i(x) + b (2.54)
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Kuva 2.3: Ydinfunktion avulla, joka hyo¨dynta¨a¨ korkeampi ulotteista piir-
reavaruutta, on mahdollista konstruoida optimaatinen separoiva hypertaso
epa¨lineaariselle pa¨a¨to¨sfunktiolle. Kuvassa punaiset ja siniset pisteet edusta-
vat kahden eri luokan havaintoja.
missa¨   : X 7! F on epa¨lineaarinen kuvaus syo¨tteelta¨ piirreavaruudelle.
Ka¨yta¨nno¨ssa¨ siis opetusdatan lineaarikombinaatioilla voidaan kuvata ha-








Ta¨ten, jos lo¨ydeta¨a¨n sopiva ydinfunktioK(xi,x), jolle sisa¨tulo on ma¨a¨ritelty,
niin on mahdollista myo¨s konstruoida ta¨lle tukivektorikone.
2.2.4 Gaussinen ydinfunktio
Tukivektorikoneessa ka¨ytetta¨va¨n ydinfunktion valinnalle on useita mahdol-
lisuuksia, kuten polynomi-, hyperbolinen- tai pyo¨ra¨hdyssymmetrinenfunktio.
Tarkastelaan viimeksi mainittua, koska se on yleisesti ka¨ytetty ja jokainen
ta¨llainen funktio on ainoastaan riippuvainen sa¨teen Euklidisesta eta¨isyydesta¨
sen ympyra¨n keskio¨o¨n na¨hden. Joten
 (x) = h(kx  xik) (2.56)
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Olkoon syo¨teverktorien joukko {x1, . . . ,xn} ja na¨ita¨ vastaavat vastei-
den arvot {t1, . . . , tn}. Ta¨llo¨in on lo¨ydetta¨va¨ silea¨ funktio f(x) siten, etta¨
syo¨tevektorit kuvautuvat niita¨ vastaaville vasteille eli f(xi) = ti, jokaiselle
i = 1, . . . , n. Ta¨llaiset funktiot lo¨ytyva¨t, kun valitaan lineaarikombinaatiot,





missa¨ kertoimet {wi} on ratkaistavissa pienimma¨n nelio¨summan menetel-
ma¨lla¨. Koska vakioita on yhta¨ monta kuin muuttujia, ne vastaavat ta¨sma¨lleen
haluttuja vasteita. On kuitenkin pidetta¨va¨ mielessa¨, etta¨ ta¨ydellinen inter-
polointi johtaa ylioppimiseen, eika¨ se ta¨ten ole tavoiteltavaa.
Jotta pa¨a¨sta¨a¨n duaalisesta pa¨a¨to¨ksenteosta todenna¨ko¨isyyksiin pohjau-
tuvaan hahmontunnistukseen, on mahdollista yhdista¨a¨ Gaussin prosesseja
tukivektorikoneen ytimen suunnitelussa. Gaussin prosessien na¨ko¨kulmassa
luovutaan perinteisesta¨ parametrimallista ja ma¨a¨ritella¨a¨n ennalta todenna¨-
ko¨isyysjakauma ydinfunktioille. Vaikka todenna¨ko¨isyysjakaumalle voidaan
ma¨a¨ritella¨ a¨a¨reto¨n ma¨a¨ra¨ mahdollisia tapahtumia, niin ka¨sitella¨a¨n ainoas-
taan syo¨tteita¨ xi vastaavia vasteita ja ta¨ten kyseessa¨ on a¨a¨rellinen ma¨a¨ra¨








jollekin   2 R.
2.2.5 Gaussista ydinfunktiota hyo¨dynta¨va¨n tukivektorikoneen
konstruointi
Tukivektorikoneen pioneerit, Vapnik ja Scho¨lkopf et al., ovat ka¨sitelleet ar-
tikkelissaan [10] ytimekka¨a¨sti, kuinka gaussista ydinfunktiota hyo¨dynta¨va¨














missa¨ b ja ci > 0 ovat vakioita.
Ympyro¨iden keskipisteiden valinnalle xi on useita vaihtoehtoja. Na¨ista¨
kahta a¨a¨ripa¨a¨ta¨ edustaa:
• Perinteisempi menettely on valita keskipisteet klusterointimenetelma¨l-
la¨, joka on riippumaton luokitteluongelmasta. Ta¨llo¨in painokertoimien
ma¨a¨ritta¨miseen voitaisiin ka¨ytta¨a¨ esimerkiksi jotain aiemmassa esitet-
tya¨ opetusalgoritmia.
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• Edistyneempi la¨hestymistapa on etsia¨ ta¨rkeimma¨t pisteet luokitteluon-
gelman kannalta. Na¨ma¨ pisteet on lo¨ydetta¨vissa¨ ka¨ytta¨ma¨lla¨ hyva¨ksi
tukivektorikonealgoritmia, joka perustuu tilastolliseen riskiteoriaan ja
rakenteellisen riskinminimointiin.
Tukivektorikonealgoritmi on osoittautunut ylivertaiseksi verratuna perintei-
sempa¨a¨n la¨hestymistapaan [10]. Ka¨yta¨nno¨ssa¨ on konstruoitava sopiva ydin-
funktio, joka ta¨ssa¨ tapauksessa on gaussinen pyo¨ra¨hdyssymmetrinenfunktio,
ja sa¨a¨detta¨va¨ hyperparametrit optimaalisiksi, jotka on mahdollista lo¨yta¨a¨
esimerkiksi ristiinvalidoinnilla.
On ratkaistava kahdensuuntainen luokitteluongelma, jossa vasteet edus-
tavat jompaa kumpaa a¨a¨ripa¨a¨ta¨, olkoon ne yi 2 { 1, 1}. Olkoon lisa¨ksi
syo¨tevektorit xi ja funktioiden joukko {f↵ : ↵ 2 ⇤} kuvaus
f↵ : RN ! { 1, 1}.
1. Rakenteelisen riskin minimointi.
Oletaan aluksi, etta¨ meilla¨ on osajoukko aineistosta
{(x1, y1), (x2, y2), . . . , (xl, yl)}, joiden ma¨a¨rittelyjoukot kuten ylla¨, ja
jotka ovat Gaussin prosessin mukaisesta tuntemattomasta todenna¨-
ko¨isyysjakaumasta P (x, y). Halutaan lo¨yta¨a¨ funktio f↵, joka minimoi
keskima¨a¨ra¨isen virheen satunnaisesti valituille syo¨tteille todenna¨ko¨i-





|f↵(x)  y| dP (x, y) (2.60)
Ongelma on, etta¨ R(↵) on tuntematon, silla¨ P (x, y) on tuntematon.
Voidaan kuitenkin ka¨ytta¨a¨ induktioperiaatetta riskin minimointiin,









Ta¨ma¨ la¨hestymistapa ei kuitenkaan ole optimaalinen eli se ei tuota
pieninta¨ mahdollista riskia¨, kun ka¨yto¨ssa¨ on a¨a¨rellinen ma¨a¨ra¨ ope-
tusaineistoa. Ta¨ha¨n ongelmaan on kehitetty rakenteellinen riskinmi-
nimointiperiaate [11]. Rakenteelliselle riskille on olemassa raja-arvo,
jossa jollekin ↵ 2 ⇤ va¨hinta¨a¨n todenna¨ko¨isyydella¨ 1  ⌫, pa¨tee




















Edella¨ mainituissa yhta¨lo¨issa¨ termia¨ h kutsutaan funktiojoukon Vapnik-
Chervonenkis (VC) dimensioksi, joka kuvaa vektorikoneen toteutta-
miskelpoisten funktioiden ma¨a¨ra¨a¨. Bina¨a¨risessa¨ luokitteluongelmassa
h on maksimaalinen ma¨a¨ra¨ pisteita¨, jotka voidaan luokitella kahteen
eri luokkaan sen funktioiden avulla eli 2h.
Nyt yhta¨lo¨n (2.62) nojalla, kun valitaan l kappaletta opetushavainto-
ja, voidaan riskia¨ hallita sa¨a¨ta¨ma¨lla¨ kahta aiemmin mainittua ominai-
suutta:
• Empiirista¨ riskia¨ Remp(↵), jonka suuruuteen vaikuttaa luokitte-
luun valittu funktio eli ↵.
• VC-dimensiota h{f↵ : ↵ 2 ⇤0}, missa¨ ⇤0 on indeksijoukon ⇤ jo-
kin osajoukko. VC-dimensio h on riippuvainen funktiojoukosta
f↵, joten sen hallittavaan ma¨a¨ritta¨miseen hyo¨dynneta¨a¨n funktio-
joukon sisa¨kka¨isia¨ osajoukkoja Sn := {f↵ : ↵ 2 ⇤n}, joille
S1 ⇢ S2 ⇢ · · · ⇢ Sn ⇢ . . . (2.63)
ja joiden VC-dimensiot ovat vastaavasti
h1  h2  · · ·  hn  . . .
Nyt rakenteellinen riskinminimointiperiaate valitsee funktion f↵nl os-
ajoukosta {f↵ : ↵ 2 ⇤n}, jolle riski on varmasti pienin yhta¨lo¨n (2.62)
nojalla.
2. Hypertasojen rakenne.
Rakenteelliset muutokset eli funktiojoukon osajoukkojen Sn valinnat
vaikuttavat separoituvien hypertasojen joukkoon ja ta¨ten myo¨s ope-
tusalgoritmiin.
Olkoon sisa¨tuloavaruus Z := {z1, . . . , zr}, jossa hypertasot kuvautuvat
{z 2 Z} : (x · z) + b = 0}. Kanoniselle parille (w, b) pa¨tee
min
i=1,...,r
|(w · zi) + b| = 1 (2.64)
jossa w ja b valitaan siten, etta¨ la¨hin hypertason piste on eta¨isyydella¨
1
kwk .
Ma¨a¨ritella¨a¨n seuraavaksi pallo BR(a) = {z 2 Z : kz  ak < R}, jon-
ka sa¨de R on pienin mahdollinen sa¨de siten, etta¨ se sisa¨lta¨a¨ pisteet
z1, . . . , zr. Lisa¨ksi na¨ille pisteille on ma¨a¨ritelty pa¨a¨to¨sfunktio
fw,b = sgn[(w · z) + b] (2.65)
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Voidaan osoittaa, etta¨ hypertasojen joukolle on mahdollista ma¨a¨ritella¨
rakenne. Ta¨ma¨ tulos perustuu ehtoon [12], jonka mukaan kanonisten
hypertasojen joukolla {fw,b : kwk  A} on VC-dimensio h, jolle pa¨tee
h < R2A2 + 1 (2.66)
Ilman ehtoa kwk  A pa¨a¨dyta¨a¨n funktiojoukkoon, jonka VC-dimensio
onN+1, missa¨N vastaa sisa¨tuloavaruuden Z astetta. Ta¨ten ehdon an-
siosta on tukivektorikoneella mahdollista ka¨sitella¨ huomattavasti kor-
keamman asteisia dimensioita.
3. Tukivektorialgoritmi lineaariselle pa¨a¨to¨sfunktiolle
Halutaan lo¨yta¨a¨ funktio, jolle pa¨tee
fw,b(zi) = yi, i = 1, . . . , l
Ta¨lle on myo¨s voimassa yhta¨lo¨n (2.64) nojalla
yi[(w · z) + b]   1, i = 1, . . . , l (2.67)
Ka¨yta¨nno¨n sovelluksissa kuitenkaan ta¨llaista funktiota ei lo¨ydy, kuin
aniharvoin, joten ehtoa (2.67) voidaan keventa¨a¨ ottamalla mukaan ter-
mi ✏   0, jolloin yhta¨lo¨ tulee muotoon
yi[(w · z) + b]   1  ✏, i = 1, . . . , l (2.68)
Nyt tukivektorialgorimin optimoinnissa on minimoitava raja-arvo ra-








missa¨   on positiivinen vakiotermi, joka ma¨a¨ra¨ytyy funktiojoukon va-
linnan perusteella. Ehdon (2.66) nojalla termin 12(w ·w) minimoin-
ti tarkoittaa VC-dimension minimointia eli myo¨s rakenteellisen riskin







i=1 ✏i on yla¨raja ope-
tusaineiston virheellisesti luokitelluille na¨ytteille, joka myo¨s vaikuttaa
rakenteelliseen virheeseen (2.62), jolloin vakio   on valittava sopivaksi.
Optimoidessa raja-arvoa rakenteelliselle riskille otetaan ka¨ytto¨o¨n La-







jonka kertoimille ↵i on lo¨ydetta¨va¨ maksimaalinen ↵i 6= 0, jolloin syo¨t-
teen havainnot (zi, yi) toteuttavat ehdon (2.68). Ta¨llo¨in on lo¨ydetty








↵i↵jyiyj(zi · zj), (2.71)
missa¨
0   ↵i    , i = 1, . . . , l ja
lX
i=1
↵iyi = 0 (2.72)





↵iyi · (z · zi) + b
 
(2.73)
4. Piirreavaruutta hyo¨dynta¨va¨ tukivektorialgoritmi
Edella¨ osoitettiin, kuinka tukivektorialgoritmi toimii lineaarille pa¨a¨-
to¨sfunktiolle. Konstruoidaan nyt tukivektorialgoritmi, jossa hyo¨dyn-
neta¨a¨n piirreavaruutta.
Olkoon syo¨tteet kuten aiemmin ja kuvaus   : xi 7! zi. Maksimoi-
dakseen yhta¨lo¨n (2.71) ja ratkaistakseen pa¨a¨to¨sfunktion (2.65) pita¨a¨
pystya¨ ratkaisemaan sisa¨tulo ( (x) · (xi)) korkeaulotteisessa piirrea-
varuudessa. Ta¨ytyy ma¨a¨ritta¨a¨ sopiva ydinfunktio siten, etta¨
K(x,xi) = ( (x) ·  (xi),




↵iyi ·K(x,xi) + b
 
(2.74)
Funktionaalianalyysin Mercerin teoreeman nojalla voidaan positiivi-
sesti definiitti ja jatkuva ydinfunktio K(x,xi) laajentaa tasaisesti sup-




 j j(x) (xj), (2.75)
jotka vastaavat sisa¨tuloa ( (x) ·  (xi)) ja kuvautuu
  : x 7! ⇥p 1 1(x),p 2 2(x), . . . ⇤. Ta¨ma¨n seurauksena voidaan tu-
kivektorialgoritmin lineaarista tapausta soveltaa myo¨s epa¨lineaarisille
tapauksille hyo¨dynta¨en sopivaa ydinfunktiota.
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5. Gaussisen ydinfunktion implementointi
























Vakiota b kutsutaan kynnysarvoksi ja sen laskemiseksi hyo¨dynneta¨a¨n
yhta¨lo¨a¨ (2.68) ja tietoa, etta¨ tukivektoreille xj , joille ✏ = 0 pa¨tee
lX
i=1
↵iyi ·K(xj ,xi) + b = yj (2.77)




Luokittelijalle syo¨tetta¨va¨t havainnot, koostuvat yleensa¨ useista eri muuttu-
jista, kuten esimerkkina¨ ta¨ssa¨ tyo¨ssa¨ aikaleimoista, materiaali-, mittaus- ja
mallinnustiedoista. Na¨ista¨ useista muuttujista, jotka kohdistuvat yksitta¨isiin
havaintoihin, ka¨yteta¨a¨n nimistysta¨ piirteet. Riippuen aineiston alkupera¨sta¨
ja ka¨ytto¨tarkoituksesta na¨ita¨ piirteita¨ voi olla liiankin paljon, eika¨ niiden
ta¨rkeydesta¨ aineiston luokittelun kannalta ole va¨ltta¨ma¨tta¨ tieta¨mysta¨.
Motivaatio piirteiden valintamenetelmien ka¨ytto¨o¨n tulee muun muassa
siita¨, etta¨ niilla¨ on mahdollista parantaa luokittelijoiden ennustustarkkuut-
ta, nopeuttaa niiden toimivuutta, ja yksinkertaistaa seka¨ tuottaa parempaa
ymma¨rrysta¨ prosessista, johon luokittimia hyo¨dynneta¨a¨n [13].
Ta¨ma¨n tyo¨n kannalta piirteiden valinta on oleellista erityisesti neuro-
verkkojen osalta, koska laskentateho on riippuvainen syo¨tevektorien dimen-
siosta, toisin kuin tukivektorikoneessa. Kyseinen ongelma tunnetaan ka¨sit-
teena¨ dimensioiden kirous, jonka alunperin esitteli Bellman vuonna 1957
[14]. Seuraavassa esitettyjen piirteiden valintamenetelmien avulla saavutet-
tiin kaksi mielenkiintoista ryhma¨a¨, joita hyo¨dynnettiin luokittelussa.
3.1 Piirteiden lisa¨ys- ja poistomenetelma¨
Piirteiden lisa¨ys- ja poistomenetelma¨, ja¨ljempa¨na¨ FBFS (Forward/backward
feature selection algorithm), perustuu niin sanotusti kokeelliseen piirteiden
valintaan ja menetelma¨ toteutettiin monikerrosperseptronilla Levenberg-Mar-
quardt-algoritmilla.
Piirteiden joukosta valittiin yksi piirre kerrallaan luokitteluun sen pe-
rusteella kuinka paljon neuroverkon ennustustarkkuus parantui. Sita¨ mukaa,
kun piirteita¨ hyva¨ksyttiin luokitteluun, oli jokaisella kierroksella mahdollis-
ta tiputtaa jokin edella¨ valituista piirteista¨ pois aineistosta, jos poistaminen
paransi tulosta. Vastaavaa menetelma¨a¨ on ka¨yetty menestyneesti sopivien
piirteiden ja kontekstien ma¨a¨ritta¨miseen [15].
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3.2 Itseja¨rjesta¨ytyva¨t kartat
Samalle aineistolle tuotetussa edelta¨va¨ssa¨ tutkimuksessa [16] hyo¨dynnettiin
itseja¨rjesta¨ytyvia¨ karttoja (SOM) piirteiden valinnassa. Menetelma¨n kehitta¨ja¨
on suomalainen Teuvo Kohonen, joka on myo¨s kirjoittanut eritta¨in kattavan
teoksen aiheen ympa¨rille [17].
Itseja¨rjesta¨ytyva¨t kartat perustuvat yksi- tai kaksiulotteiseen neuroni-
malliin, jossa neuronit voidaan ajatella diskreetteina¨ pisteina¨ tasossa muo-
dostaen niin kutsutun kartan, toisin sanoen verkon tai hilan. Verkon oppi-
minen tapahtuu ilman valvontaa, joten havainnot luokitellaan pelka¨sta¨a¨n
niiden piirteiden perusteella huomioimatta vasteluokkia. SOM:lla on mah-
dollista kuvata lukuisia piirteita¨ sisa¨lta¨va¨ aineisto kaksiulotteiselle kartalle
sa¨ilytta¨en havaintojen suhteelliset eta¨isyydet. Ta¨ten SOM on tehokas klus-
terointimenetelma¨, jolla voidaan analysoida piirteiden ka¨ytta¨ytymista¨ toi-
siinsa na¨hden.
Opetuksessa havannoille lasketaan Euklidiset eta¨isyydet verkossa ole-
viin neuroneihin na¨hden. Neuroni, joka osuu la¨himma¨s syo¨tetta¨ valitaan
parhaiten kuvaavaksi yksiko¨ksi, jolloin ta¨ma¨n neuronin ja sen ma¨a¨ra¨tyssa¨
ympa¨risto¨ssa¨ olevien neuronien painokertoimia sa¨a¨deta¨a¨n kuvaamaan ai-
neistoa paremmin. Opetuksen ja¨lkeen kartasta voidaan visuaalisesti tulkita
va¨rikoodien perusteella esimerkiksi kuinka yksitta¨iset piirteet ka¨ytta¨ytyva¨t
suhteessa muuhun piirrejoukkoon. Ta¨ten aineistosta on mahdollista esimer-
kiksi poistaa piirteita¨, jotka selva¨sti na¨ytta¨va¨t sekoittavan aineistoa eiva¨tka¨






Tutkimuksen aineisto ka¨sittelee tera¨ksen nauhavalssausta ja se on pera¨isin
Ruukin (entinen Rautaruukki) tera¨stehtaan tuotannonsuunnittelu- ja tuo-
tannonvalvontaja¨rjestelmista¨ Raahesta. Aineisto sisa¨lta¨a¨ tera¨ksen valssaus-
prosessin la¨mpo¨tila- ja dimensiotietoja ja na¨ille mallinnettuja tavoite arvo-
ja, seka¨ kemiallisia ominaisuuksia. Myo¨s valssausprosessin eri vaiheista ja
niiden kestosta on taltioitu aikaleimat.
Tera¨ksen nauhavalssausprosessia voidaan karkeasti kuvailla seuraavasti:
• Kymmenia¨ tonneja painava tera¨saihio kuumennetaan uuneissa tavoi-
tela¨mpo¨tilaansa valssausprosessia varten.
• Karkeassa esivalssauksessa tera¨s saatetaan tavoitepaksuuteensa aja-
malla sita¨ valssikkaiden la¨pi edestakaisin.
• Lopullisessa valssauksessa aihio saa tarkat tavoitemittansa.
• Valssauksen ja¨lkeen nauha ja¨a¨hdyteta¨a¨n vesisuihkuilla, mika¨ on ta¨rkea¨
vaihe tera¨snauhan mekaanisten ominaisuuksien kannalta.
• Valmis nauha kelataan rullalle valmiiksi tuotteeksi.
Tuotantolinjaston, jota on havainnollistettu kuvassa 4.1, automatisoidut
tietoja¨rjestelma¨t hyo¨dynta¨va¨t mittalaitteiden dataa ja mallintavat la¨mpo¨-
valssausprosessia seka¨ siihen liittyvia¨ lukuisia parametreja tehokkaasti. Pro-
sessin virheeto¨n fysikaalinen mallintaminen on la¨hes mahdotonta, joten te-
ra¨snauhan valmistuksessa esiintyy herka¨sti erilaisia poikkeavuuksia. Auto-
matisoitu tuotannonvalvontaja¨rjestelma¨ merkitsee tietokantaan virhekoodin
niille nauhoille, joiden lopputuloksessa on jotakin tavallisesta poikkeavaa.
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Kuva 4.1: Ruukin tehtaan tuotantolinjasto havainnostettuna.
Na¨ita¨ poikkeavuuksia on tuotannosta vastaavien henkilo¨iden tarkastettava
ja niille on mahdollisesti suoritettava erilaisia toimenpiteita¨ ja¨lkika¨teen. Val-
miin tera¨snauhan tarkistaminen ja mahdollinen muokkaaminen on kallista
ja aikaavieva¨a¨, joten tutkimuksen tarkoituksena oli kehitta¨a¨ tuotantoa enti-
sesta¨a¨n tuomalla hahmontunnistukseen perustuvaa konea¨lyllista¨ laadunval-
vontaa linjastolle.
Alkupera¨isessa¨ aineistossa oli yli kaksisataa piirretta¨, mutta edelta¨va¨n
tutkimuksen [16] ja asiantuntijoiden tieta¨myksen perusteella lopullisia piir-
teita¨ ja¨i aineistoon 37 kappaletta. Osa na¨ista¨ piirteista¨ oli luokkamuuttujia,
jotka jaoteltiin bina¨a¨risiksi, toisin sanoin esimerkiksi viisi mahdollista arvoa
sisa¨lta¨va¨sta¨ luokkamuuttujasta luotiin 5 erillista¨ bina¨a¨rista¨ piirretta¨. Ta¨ten
ka¨yto¨ssa¨ oli 77 jatkuvaa tai bina¨a¨rista piirretta¨, joista
• 33 kappaletta materiaalitietoja,
• 9 kappaletta la¨mpo¨tilatietoja,
• 12 kappaletta dimensiotietoja,
• 23 kappaletta valssaustietoja.
Havaintoja aineistossa oli 6004 kappaletta, joista 25.5% oli virhekoodillisia.
4.2 Tutkimusmenetelma¨t
4.2.1 Neuroverkot
Neuroverkot, joita hyo¨dynnettiin tutkimuksessa olivat monikerrospersept-
roneja (2.1.9), joiden painokertoimia pa¨ivitettiin virheentakaisinjohtamis-
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menetelma¨lla¨ (2.1.4). Opetusalgorimeista hyo¨dynnettiin
• Levenberg-Marquardt -algortmia, koska ta¨ma¨ on osoitettu nopeim-
maksi algoritmiksi keskisuurien neuroverkkojen opetuksessa [18] [3].
• Skaalattua konjugaattigradienttialgoritmia, koska se on ta¨ysin auto-
matisoitu eli se ei vaadi ka¨ytta¨ja¨lta¨ kriittista¨ na¨kemysta¨ parametrien
valinnasta, ja algoritmi on osoittautunut nopeammaksi kuin tavan-
omainen takaisinjohtamis- tai konjugaattigradienttialgoritmi [8].
Neuronien piilokerrosten lukuma¨a¨ra¨ rajoitettiin yhteen tai kahteen riip-
puen piirteiden lukuma¨a¨ra¨sta¨. Aktivointifunktiona ka¨ytettiin di↵erentioitu-
vaa logistista sigmoid -funktiota (2.7).
4.2.2 Tukivektorikone
Tukivektorikone toteutettiin gaussisella ydinfunktiolla (2.58). Optimaalis-
ten hyperparametrien valinnassa haarukoitiin laajasti eri mahdollisuuksia,





Aineiston esika¨sittelyn ja piirteiden valintamenetelmien pohjalta luokitte-
luun valittiin kolme erillaista piirrekokoonpanoa, joita ka¨ytettiin luokitte-
lussa:
• FBFS menetelma¨lla¨ saavutettiin 12 piirretta¨ muodostava ryhma¨.
• SOM menetelma¨n ryhma¨ koostui 16 kappaleesta piirteita¨.
• Kaikki 77 piirretta¨ olivat kokonaisuudessaan yhtena¨ ryhma¨n.
Opetusaineiston vasteet oli jaoteltu bina¨a¨risesti siten, etta¨ virhekoodilli-
nen havainto sai arvon 1 ja onnistunut arvon 0. Ta¨ten luokittelijoiden ennus-
teet sai arvoja va¨lilta¨ 0 ja 1 eli 0  yi  1. Luokittelun pa¨a¨to¨spisteeksi valit-
tiin 0.5 eli ennusteen ollessa pienempi kuin 0, 5 merkittiin se onnistuneeksi




0 , jos yi  0.5
1 , jos yi > 0.5
(5.1)
Luokittelija Piirrejoukko Ennustusvirhe
Neuroverkko(LM) FBFS (12 piirretta¨) 17.5%
Neuroverkko(LM) SOM (16 piirretta¨) 17.6%
Neuroverkko(LM) Kaikki (77 piirretta¨) 17.7%
Neuroverkko(SCG) FBFS (12 piirretta¨) 17.8%
Neuroverkko(SCG) SOM (16 piirretta¨) 18.1%
Neuroverkko(SCG) Kaikki (77 piirretta¨) 17.6%
Tukivektorikone FBFS (12 piirretta¨) 19.8%
Tukivektorikone SOM (16 piirretta¨) 18.7%
Tukivektorikone Kaikki (77 piirretta¨) 18.1%
Taulukko 5.1: Luokittelijoiden ennustevirheet eri piirrejoukoilla
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Luokittelijoiden tulokset eri piirrejoukoilla na¨kyva¨t taulukossa 5.1. Na¨h-
da¨a¨n, etta¨ LM-algoritmilla opetettu neuroverkko tuotti pienimma¨n virheen
ennusteille 12 piirretta¨ sisa¨lta¨va¨lla¨ aineistolla. Tukivektorikone ja neuroverk-
ko, joka opetettiin SCG-algorimilla, suoriutuvat parhaiten syo¨tteena¨a¨n kaik-
ki 77 piirretta¨. Na¨ma¨ tulokset antavat vertailukohdan sille, kuinka luokitte-
lijat suoriutuivat kyseisella¨ aineistolla.
Tulosten tarkempi analysointi kuitenkin osoitti, etta¨ suurin osa luokitte-
luvirheesta¨ esiintyi virhekoodillisten tera¨snauhojen luokassa {yi = 1}. Vir-
hekoodillisista havainnoista 45% oli luokiteltu va¨a¨rin, kun taas onnistuneille
nauhoille {yi = 0} luokitteluvirhe oli vain 5%. Ta¨sta¨ oli mahdollista pa¨a¨tella¨,
etta¨ liian suuri osa havainnoista luokitellaan onnistuneiksi {yi = 0}.
Virhekoodillisten havaintojen ennustettavuuden parantamiseksi etsittiin
ratkaisua sa¨a¨ta¨ma¨lla¨ luokittelijoiden kynnysarvoa ja harhatermeja¨. Para-
metrien optimaalisuutta testattiin usealla aineiston osajoukolla, jotka oli-
vat erillisia¨ opetusaineiston havainnoista, jotta lo¨ydettiin mahdollisimman
geneeriset ja luotettavat parametrit. Taulukoissa 5.2 ja 5.3 on esitetty tes-
tiaineiston onnistuneiden ja virhekoodillisten havaintojen todelliset arvot
riveilla¨ ja ennusteet sarakkeilla. Taulukoista voi na¨hda¨, etta¨ ta¨ma¨n menet-
telyn seurauksena aineiston ennusteiden kokonaisvirhe kasvoi huomattavas-
ti, mutta va¨a¨rinluokitellut havainnot olivat tasapainoisemmin jakautuneet
luokkien kesken.
Neuroverkko Onnistuneet Virhekoodit Havainnot Ennustusvirhe
Onnistuneet 1556 610 2166 28,2%
Virhekoodilliset 206 557 763 27,0%
Ennusteet 1762 1167 2929 27,9%
Taulukko 5.2: Neuroverkon ennustusvirhe onnistuneille havainnoille 28,2%
ja virhekoodillisille havainnoille 27,0%, ja ennusteen kokonaisvirhe on 27,9%
Tukivektorikone Onnistuneet Virhekoodit Havainnot Ennustusvirhe
Onnistuneet 1620 546 2166 25,2%
Virhekoodilliset 222 541 763 29,1%
Ennusteet 1842 1087 2929 26,2%
Taulukko 5.3: Tukivektorikoneen ennustusvirhe onnistuneille havainnoille
25,2% ja virhekoodillisille havainnoille 29,1%, ja ennusteen kokonaisvirhe
on 26,2%
Luokittelun suhteellisen suuren kokonaisvirheen takia oli luovuttava bi-
na¨a¨risesta¨ pa¨a¨to¨smallista (5.1) ja la¨hdetta¨va¨ selvitta¨ma¨a¨n virheiden jakau-
tumista luokitteluva¨lille yi 2 [0, 1]. Luokittelijoiden ennusteet jaettiin aiem-
man pa¨a¨to¨sfunktion sijaan kymmeneen osava¨liin, toisin sanoen
{[0.0, 0.1[, [0.1, 0.2[, . . . , [0.9, 1.0]}. Kuvissa 5.1 ja 5.2 na¨kyy neuroverkon (SCG)
32
ja tukivektorikoneen ennusteet luokiteltuna osava¨leille. Kuvissa onnistu-
neet havainnot ovat harmaalla va¨rilla¨ ja virhekoodilliset mustalla, joten
pa¨a¨to¨stason arvolla 0.5 harmaiden na¨ytteiden tulisi olla va¨lilla¨ [0, 0.5] ja
mustien va¨lilla¨ ]0.5, 1] tai muutoin ne ovat luokiteltu va¨a¨rin. Kyseisella¨
analysointitekniikalla saatiin luottamustasot ennusteiden osava¨leille, joista
voidaan sanoa esimerkiksi neuroverkon tapauksessa, etta¨ luottamustasolle
]0.9, 1] osuva ennuste on 96% todenna¨ko¨isyydella¨ virhekoodillinen havainto.
Kuva 5.1: Neuroverkon ennusteet kullakin luottamustasolla, missa¨
va¨rikoodeja vastaavat havainnot successful ja retentions tarkoittavat vas-
taavasti onnistunutta ja virhekoodillista havaintoa. Number of samples on
havaintojen lukuma¨a¨ra¨.
Aineiston kannalta suurin ongelma-alue on havainnot pa¨a¨to¨stason 0.5
ympa¨risto¨ssa¨, jossa ennusteiden virheprosentti ylitta¨a¨ 25%. Neuroverkon ta-
pauksessa ta¨ma¨ osava¨li on levea¨mpi [0.4, 0.7], kun tukivektorikoneelle se on
[0.4, 0.6]. Kun edella¨ mainitut ongelma-alueille osuvat havainnot poistettiin
luokittelusta eli vajaa nelja¨nnes aineistosta, niin ta¨llo¨in luokittelun koko-
naisvirheprosentti oli vain 10%.
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Kuva 5.2: Tukivektorikoneen ennusteet kullakin luottamustasolla, missa¨
va¨rikoodeja vastaavat havainnot successful ja retentions tarkoittavat vas-





Tutkimus toteutettiin Ruukin tera¨stehtaalle, koska virhekoodillisten nauho-
jen tuottamat kustannukset ovat taloudellisesti merkitta¨via¨. Adaptiivisen
luokittelijan implementointi tuotantolinjastoon voisi olla hyva¨ tapa ehka¨ista¨
virhekoodillisten nauhojen tuotantoa, mutta luokittelun suuren epa¨varmuu-
den takia se ei ole taloudellisesti kannattavaa. On mahdollista, etta¨ tuo-
tantolinjaston lukuisten mittalaitteiden ja mallinnuksen tuottaman tiedon
lisa¨ksi oleellista informaatiota puuttuu. Puutteellinen informaatio voitaisiin
mahdollisesti tuottaa lisa¨a¨ma¨lla¨ jokin mittalaite linjastoon. Toisaalta suu-
ri osa informaatiosta, jota luokitteluun ka¨ytettiin, perustui valssausproses-
sin mallinnukseen hyo¨dynnettyihin fysikaalisiin malleihin. Na¨ma¨ fysikaaliset
mallit voivat sisa¨lta¨a¨ estimointivirheita¨, joten mallinnuksen parantaminen
voisi va¨henta¨a¨ luokittelun virhetta¨.
Heikoista ennustustarkkuudesta huolimatta tutkimuksessa on pystytty
osoittamaan, etta¨ luokittelijoiden ennustuskyky aineistolle on la¨hella¨ toisi-
aan, vaikka ennustusvirheiden jakaumat ovat erilaisia. Na¨ma¨ erilaisuudet
selittyva¨t luokittelijoiden toimintaperiaatteen pohjalta ja ka¨ytettyjen neu-
roverkkoalgoritmien erilaisuudella. Jakaumien tarkemman tarkastelun poh-
jalta olisi voinut olla mahdollista lo¨yta¨a¨ homogeenisia¨ ryhmia¨, joiden luo-
kitteluvirhe olisi ollut pienta¨ verrattuna saavutettuihin tuloksiin. Tietylle
luottamustasolle sijoittuneiden ennusteiden klusterointi voisi olla yksi me-
netelma¨, jolla homogeenisia¨ ryhmia¨ oltaisi saavutettu.
Kokonaan toisenlainen la¨hestymistapa olisi hyo¨dynta¨a¨ ajantasaista pro-
sessiparametrien optimointia yhdistettyna¨ luokittelualgoritmiin. Optimointi
on mahdollista toteuttaa esimerkiksi ka¨ytta¨en geneettisia¨ algoritmeja [20].
Optimoinnin ja¨lkeen luokittelija voisi ennustaa valssauksen onnistumista,





Dimensioiden kirous Curse of dimensionality
Epookki Epoch
Gaussinen ydinfunktio Gaussian radial basis function kernel
Hahmontunnistus Pattern recognition
Itsesta¨a¨n ja¨rjesta¨ytyva¨t kartat Self-organizing maps
Konjugaattigradientti Conjugate gradient
Kynnysarvo Threshold




Opetusnopeusparametri Learning rate parameter
Piilokerros Hidden layer
Piirre Feature
Pyo¨ra¨hdyssymmetrinenfunktio Radial basis function
Pa¨a¨to¨sfunktio Decision function





Skaalattu konjugaattigradientti Scaled conjugate gradient
Tukivektorikone Support vector machine
Valvottu oppiminen Supervised learning
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