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RESUMO
A tese tem como objetivo estudar e desenvolver controladores prediti-
vos do tipo GMV (Generalized Minimum Variance) e GPC (Genera-
lized Predictive Controller), ampliando a família de projetos e a apli-
cabilidade destes controladores, para eliminar o offset (erro de regime
permanente), rejeitar perturbações e assegurar rastreamento de refe-
rência e robustez. A proposta apresenta um novo formalismo matemá-
tico aos projetos dos controladores GMV e GPC, aplicado a sistemas
monovariáveis e multivariáveis, empregando o modelo do processo e a
função custo na forma posicional e inserindo um filtro de ponderação
polinomial e integral na referência e saída do processo, alcançando pro-
jetos de controladores denominados Indirect Filtered Positional GMV
(I-FPGMV) e Filtered Positional GPC (FPGPC). Para o projeto do
controlador I-FPGMV, dois controladores adicionais são implementa-
dos, um utilizando-se a abordagem adaptativa (Direct FPGMV) e o
outro hibridizado com a síntese do controlador PID. Para o FPGPC, é
apresentada uma metodologia de projeto para processos multivariáveis
e a hibridização do FPGPC com o controlador PID e com uma es-
trutura IMC filtrada (Filtered Internal Model Control - F-IMC). Adi-
cionalmente, em ambos os controladores, I-FPGMV e FPGPC, uma
estrutura de malha de controle é sugerida para mitigar problemas de
saturação no sinal de controle. Ademais, os controladores I-FPGMV e
FPGPC são combinados com a técnica de controle repetitivo para tra-
tar referências e/ou perturbações periódicas, fornecendo dois projetos
alternativos de controladores denominados Repetitive I-FPGMV (RI-
FPGMV) e Adaptive Repetitive FPGPC (AR-FPGPC). Em seguida, é
proposto um projeto de controle para lidar com perturbações conheci-
das ou desconhecidas e mensuráveis ou não mensuráveis, combinando
o FPGPC, hibridizado com a estrutura F-IMC e a ação de controle fe-
edforward adaptativa, alcançando uma estrutura de malha de controle
denominada Adaptive Feedback/Feedforward F-IMC (AFF-FIMC). Por
fim, aspectos de robustez são incorporados nos polinômios de proje-
tos dos controladores propostos, por meio de uma implementação que
envolve as definições da função sensitividade e da integral do erro ab-
soluto (Integrated Absolute Error - IAE), para a sintonia “ótima” dos
parâmetros do filtro, utilizando otimização multiobjetivo baseada em
algoritmo genético. Simulações numéricas e ensaios práticos são apli-
cados para avaliar os projetos dos controladores propostos.
Palavras-chave: Controlador de variância mínima generalizado. Con-
trolador preditivo gneralizado. Controle repetitivo preditivo. Controle
feedback/feedforward. Offset-free. Robustez. Rastreamento de referên-
cia. Rejeição de perturbação.
ABSTRACT
The thesis aims to study and develop predictive controllers of the kind
GMV (Generalized Minimum Variance) and GPC (Generalized Predic-
tive Controller), thereby extending the design family and the applica-
bility of these controllers to eliminate offset (steady-state error), dis-
turbance rejection and ensure reference tracking and robustness. The
proposal presents a new mathematical formalism to the designs of the
GMV and GPC controllers, applied to monovariable and multivariable
systems, using both process model and cost function in the positional
form and inserting an integral polynomial weighting filter for the set-
point and output of the process, thus achieving controller designs called
Indirect Filtered Positional GMV (I-FPGMV) and Filtered Positional
GPC (FPGPC). For the I-FPGMV controller design, two additional
controllers are implemented, one using the adaptive approach (Direct
FPGMV) and another hybridized with the PID controller synthesis.
For the FPGPC, a design methodology to multivariable processes and
for the hybridization of the FPGPC with the PID controller and with a
Filtered Internal Model Control (F-IMC) structure is presented. Addi-
tionally, using both I-FPGMV and FPGPC controllers, a control loop
structure is suggested to mitigate saturation problems in the control
signal. In addition, the I-FPGMV and FPGPC controllers are combi-
ned with the repetitive control technique to handle periodic references
and/or disturbances, providing two alternative controller designs called
Repetitive I-FPGMV (RI-FPGMV) and Adaptive Repetitive FPGPC
(AR-FPGPC). Afterwards, a control design is proposed to deal with
known or unknown and measurable or non-measurable disturbances,
combining the FPGPC, hybridized with the F-IMC structure, and the
adaptive feedforward control action, achieving a control loop structure
called Adaptive Feedback/Feedforward Filtered IMC (AFF-FIMC). Fi-
nally, robustness aspects are incorporated into the design polynomials
of the proposed controllers, through an implementation involving the
definitions of sensitivity function and integrated absolute error (IAE),
for the optimal tuning of the filter parameters, using multiobjective
optimization based on genetic algorithm. Numerical simulations and
practical essays are applied to evaluate the proposed designs.
Keywords: Generalized minimum variance. Generalized predictive
controller. Repetitive predictive control. Feedforward control. Offset-
free. Robustness. Reference tracking. Disturbance rejection
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1 INTRODUÇÃO
Há milhares de anos o ser humano vem investigando a natureza
(sistema natural) com o intuito de extrair dela os recursos necessários
ao seu aprimoramento e desenvolvimento social e/ou tecnológico. Os
sistemas naturais possuem a capacidade de adaptação, alcançando res-
postas desejadas e lidando com interferências indesejadas. Porém, nos
sistemas artificiais, desenvolvidos a partir da necessidade humana, as
interferências precisam ser investigadas, tratadas e mitigadas.
Correlacionando-se com a Engenharia de Controle de Processos
e outras engenharias, os sistemas artificiais podem ser considerados
o todo e/ou parte dos processos industriais, dos sistemas elétricos de
potência, dos sistemas de comunicação, dos sistemas robóticos, entre
outros. Estes sistemas estão sujeitos a perturbações de diferentes natu-
rezas (mensuráveis ou não mensuráveis, conhecidas ou desconhecidas,
periódicas ou não periódicas, e ruídos) e a incertezas nos respectivos
modelos matemáticos, isto é, desbalanceamento entre o processo real e
o modelo (Model Plant Mismatch - MPM) (SEBORG et al., 2011). Estas
perturbações indesejáveis podem causar prejuízos aos atuadores, como
desgastes de válvulas pneumáticas, queima dos enrolamentos do moto-
res, além de mal funcionamento na leitura dos sensores, comprometendo
assim o desempenho do sistema controlado.
Em sistemas de controle onde o comportamento do processo é li-
near ou não-linear, perturbações de diferentes naturezas podem surgir,
causando ou não resultados inesperados e imprevisíveis, podendo tor-
nar os sistemas mais vulneráveis e difíceis de serem controlados. Para
tratar perturbações, ruídos ou MPM, é necessário conhecer a natureza e
magnitude das mesmas, com o intuito de minimizar a variância de uma
ou mais variáveis de interesse, explorando técnicas de controle clássica
ou avançada, que assegurem desempenho de malha fechada desejado e
robustez, frente a estas problemáticas (SEBORG et al., 2011).
Os Controladores Preditivos Baseados em Modelo (Model-Based
Predictive Controller - MBPC), que são os controladores foco desta
tese, são uma das opções de técnicas de controle investigadas pela co-
munidade de controle preditivo para lidar com perturbações, MPM e
com o offset (erro de regime permanente), melhorando o desempenho de
malha fechada do sistema controlado, tanto para o rastreamento de refe-
rência como para rejeição de perturbação (CAMACHO; BORDONS, 2007;
ROSSITER, 2004). O MBPC determina acontecimentos futuros (variá-
veis manipuladas e controladas) com base em informações passadas,
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surgindo assim como uma das mais promissoras estratégias de controle
na indústria de processos (WANG et al., 2016). Aspectos fundamentais
no projeto de controladores aplicados na indústria podem ser explora-
dos no MBPC, como por exemplo, a trajetória de referência futura e as
possibilidades de predição das perturbações e a inclusão de restrições
nas variáveis de saída e controle (CAMACHO; BORDONS, 2007; HOLKAR;
WAGHMARE, 2010; DARABIAN; JALILVAND; AZARI, 2016). A Figura (1)
apresenta o diagrama de blocos da estrutura básica do MBPC.
+
Modelo
entradas passadas
saídas passadas
Modelo
Rotina de 
otimização
+-
sinais de controle futuros
resposta forçada
resposta livre
resposta futura total
trajetória futura
restrição no controle função custo
Figura 1 – Diagrama simplificado de implementação do MBPC (CAMA-
CHO; BORDONS, 2007).
Trajetória futura: comportamento desejado do sinal para a
saída futura. O conhecimento prévio desta trajetória permite ao con-
trolador uma característica antecipativa.
Modelo: deve ser capaz de representar o comportamento dinâ-
mico do processo. Este modelo pode ser atualizado através de identifi-
cação online, conferindo ao controlador uma característica adaptativa.
Rotina de otimização: minimiza a função custo a cada período
de amostragem de forma a obter uma ação de controle que garanta um
desempenho adequado ao sistema. Nesta rotina tem-se um preditor
que fornece, através do modelo matemático, uma predição das saídas
futuras com base na informação atual do processo.
1.1 BACKGROUND DO ESTADO DA ARTE
O estudo de controladores preditivos teve seu início no final da
década de 70, e diversos controladores foram propostos ao longo dos
anos. O primeiro algoritmo de controle preditivo desenvolvido foi o
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MPHC (Model Predictive Heuristic Control) de Richalet et al. (1978),
aplicado em um processo químico, considerando restrições sobre as va-
riáveis de entrada e saída. Mais tarde este algoritmo foi denominado
MAC (Model Algorithmic Control) (CAMACHO; BORDONS, 2007). Em
seguida, DeKeyser e Cauwenberghe (1979) desenvolveram o método
denominado EPSAC (Extended Prediction Self-Adaptive Control).
Cutler e Ramaker (1980) desenvolveram o DMC (Dynamic Ma-
trix Control). Este algoritmo utiliza o modelo da resposta ao degrau
para obter as predições da saída do processo e apresenta um horizonte
de controle futuro finito onde, a partir deste instante de tempo (ho-
rizonte de controle), os controladores são nulos. Ydstie e Liu (1984)
desenvolveram o método EHAC (Extended Horizon Adaptive Control).
Além dos controladores MBPC mencionados, a literatura apre-
senta alguns modelos de controladores preditivos one-step-ahead adap-
tativos, de importante aplicabilidade na academia e indústria. Uma
das primeiras propostas destes controladores foi o Regulador de Vari-
ância Mínima (Minimum Variance - MV) auto-ajustável (self-tuning)
proposto por Åström (1970). O objetivo de projeto deste controlador é
regular a saída do processo em relação a uma referência constante, de
forma que a variância (efeito do ruído) na saída seja mínima.
O algoritmo de controle do regulador MV emprega um preditor
que utiliza o modelo do processo para calcular a ação de controle atual,
de modo a permitir que as saídas futuras sigam as trajetórias desejadas.
Esta característica preditiva proporciona ao controlador a observação
da saída a d-passos a frente (single-step-ahead), sendo uma vantagem
para o desempenho do sistema controlado. Na Figura (2) observa-se o
diagrama de blocos do regulador MV.
Modelo
+
Figura 2 – Diagrama de blocos do regulador MV (ÅSTRÖM, 1970).
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As raízes dos polinômios A
(
q−1
)
e B
(
q−1
)
são os polos e zeros
de malha aberta do modelo do processo, respectivamente, e C
(
q−1
)
é
um polinômio mônico que caracteriza a dinâmica do ruído, sendo estes
polinômios representados como:
B
(
q−1
)
= q−1
(
b0 + b1q−1 + · · ·+ bnbq
−nb
)
A
(
q−1
)
= 1 + a1q−1 + a2q−2 + · · ·+ anaq
−na
C
(
q−1
)
= 1 + c1q−1 + c2q−2 + · · ·+ cncq
−nc (1.1)
onde nb, na e nc representam o grau dos polinômios B
(
q−1
)
, A
(
q−1
)
e C
(
q−1
)
, respectivamente, d é o atraso de transporte discreto do pro-
cesso, SMV
(
q−1
)
e EMV
(
q−1
)
são os polinômios de projeto do regulador
MV, y
(
k
)
é a saída do processo, u
(
k
)
é o sinal de controle e ξ
(
k
)
é o
sinal do ruído branco de média nula.
O regulador MV teve um importante papel como base no desen-
volvimento de outras estratégias de controle preditivas, que hoje são
utilizadas tanto na academia quanto na indústria, como o Controlador
de Variância Mínima Generalizado (Generalized Minimum Variance -
GMV), proposto por Clarke e Gawthrop (1975) e o Controlador Predi-
tivo Generalizado (Generalized Predictive Controller - GPC), proposto
por Clarke, Mohtadi e Tuffs (1987a). Em última análise, estes controla-
dores, GMV e GPC, nada mais são do que generalizações da estratégia
de controle do regulador MV, fundamentadas em um desenvolvimento
teórico bastante consistente.
A forma como os controladores GMV e GPC se apresentam em
uma malha de controle é bastante motivadora, configurando um cenário
de iteração com todos os sinais envolvidos, tal como em uma estrutura
polinomial de dois graus de liberdade, conhecida como forma canônica
RST, onde R
(
q−1
)
, S
(
q−1
)
e T
(
q−1
)
são polinômios no domínio do
tempo discreto e representam os filtros dos sinais de controle, saída
e referência, respectivamente. A estrutura RST tem ampla aceitação
na academia e na indústria, e possui a vantagem de poder ser im-
plementada a partir do projeto de outros controladores digitais, como
por exemplo o controlador PID (Proportional-Integral-Derivative) (ÅS-
TRÖM; WITTENMARK, 1984; LANDAU, 1998; LANDAU; ZITO, 2006).
A literatura de controle apresenta diversas formas de obtenção do
equacionamento do controlador GMV. No trabalho original de Clarke
e Gawthrop (1975), a lei de controle é derivada pela minimização de
uma função custo associada ao conceito de sistemas generalizados. O
objetivo é incluir no desenvolvimento do controlador alguns parâmetros
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que permitam atender às diversas especificações de projeto, conferindo
maior flexibilidade à estrutura de controle. O sistema generalizado é
especificado pelo projetista e varia de acordo com os parâmetros a se-
rem incluídos no cálculo do controlador, com o modelo do sistema a ser
adotado e com a própria estrutura da função custo a ser minimizada.
Na Figura (3), observa-se o diagrama de blocos aumentado de um sis-
tema com o controlador GMV, onde P
(
q−1
)
é o filtro do sinal de saída
do processo, Q
(
q−1
)
é a ponderação do sinal de controle, r
(
k
)
é o sinal
de referência e φ
(
k
)
é a saída auxiliar generalizada.
+
Modelo
+
-
+
Figura 3 – Saída auxiliar para o projeto do controlador GMV (CLARKE;
GAWTHROP, 1979).
O GPC clássico de Clarke, Mohtadi e Tuffs (1987a) é da família
dos controladores de horizonte estendido e utiliza tradicionalmente um
modelo incremental do sistema na obtenção da variável de controle,
determinada pela minimização de uma função custo, similar ao contro-
lador GMV (CAMACHO; BORDONS, 2007). O GPC é um dos métodos
mais populares no âmbito do controle preditivo, sendo empregado em
diversas aplicações, abrangendo processos com diferentes complexida-
des. A Figura (4) ilustra o diagrama de blocos de um sistema com o
GPC, sendo ypred
(
k
)
a saída do preditor.
O GPC calcula uma sequência de ações futuras de controle, por
meio da minimização da função custo, que é a esperança matemática
de uma função quadrática que mede a distância entre a saída predita
do sistema e a referência, sobre o horizonte de predição, adicionando à
função quadrática uma medida do esforço de controle (HOLKAR; WAGH-
MARE, 2010; HABER; BARS; SCHMITZ, 2011). Em termos da represen-
tação matemática de modelos entrada-saída para o projeto dos contro-
ladores GMV e GPC, a literatura emprega uma das seguintes aborda-
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gens: posicional ou incremental, para diferentes estruturas de modelos
(CLARKE; MOHTADI; TUFFS, 1987a, 1987b; SILVEIRA; RODRIGUEZ; CO-
ELHO, 2012a; COELHO; ARAÚJO; SILVEIRA, 2014).
+
-
Modelo - Preditor
+
Algoritmo para 
minimização da 
função custo
Processo
Figura 4 – Diagrama de blocos do GPC.
Usualmente, a necessidade na implementação de controladores
aplicados a processos industriais e a outros tipos de sistemas de controle
é alcançar o offset-free (erro nulo de regime permanente nos comporta-
mentos servo e regulatório). O offset, a partir da referência desejada,
pode ocorrer para um MBPC se uma perturbação sustentada não men-
surável está entrando no sistema. Isto também pode ser gerado por um
MPM empregado no cálculo das predições do controlador. Integradores
podem ser incluídos nos modelos se o termo do ruído é modelado como
um ruído branco, ou seja,
v
(
k
)
=
C
(
q−1
)
A
(
q−1
) ξ(k)+ do(k) = ǫ
(
k
)
A
(
q−1
) + do(k) posicional
v
(
k
)
=
C
(
q−1
)
∆A
(
q−1
)ξ(k)+ do(k) = ǫ
(
k
)
∆A
(
q−1
) + do(k) incremental
(1.2)
em que do
(
k
)
é uma perturbação constante ou periódica, ǫ
(
k
)
é um
ruído filtrado por um modelo auto regressivo e ∆ =
(
1 − q−1
)
é o
operador diferencial integral.
Esta forma de tratamento do ruído, Equação (1.2), gera mode-
los com um grau de liberdade extra e condiciona não somente uma
melhor atenuação da perturbação, mas também a sua estimativa. No
caso posicional, se o polinômio C
(
q−1
)
= 1 ou C
(
q−1
)
6= 1, tem-
se os modelos ARX (Auto-Regressive with Exogenous Inputs) ou CAR
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(Controlled Auto-Regressive) e ARMAX (Auto-Regressive with Moving
Average and Exogenous Inputs), respectivamente. Para o caso incre-
mental, se C
(
q−1
)
= 1, um modelo ARIX (Auto-Regressive Integrated
with Exogenous Inputs) é alcançado, caso contrário, tem-se o modelo
ARIMAX (Auto-Regressive Integrated with Moving Average and Exo-
genous Inputs) ou CARIMA (Controlled Auto-Regressive Integrating
Moving Average) (COELHO; COELHO, 2015; AGUIRRE, 2015).
A Figura (5) ilustra os diagramas de blocos dos modelos para-
métricos empregados no tratamento do ruído e/ou perturbação.
+ +
(a) Modelo posicional ARX ou ARMAX.
+ +
(b) Modelo incremental ARIX ou ARIMAX
Figura 5 – Diagramas de blocos dos modelos paramétricos.
1.2 ASPECTOS DA TESE
A seguir são apresentados os fatores que motivaram a composi-
ção da tese, de que a perspectiva de se empregar filtros no projeto dos
controladores GMV e GPC, estendendo a aplicabilidade destes contro-
ladores e contribuindo de alguma forma com a literatura de controle
preditivo, seria benéfica para lidar com rastreamento de referência, re-
jeição de perturbação não periódica ou periódica, ruídos, MPM e pro-
blemas de saturação de malha, alcançando assim um novo formalismo
matemático e/ou técnicas de projeto e malhas de controle alternativas.
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Além dos fatores motivacionais, apresentam-se os objetivos, alguns con-
ceitos fundamentais a respeito dos controladores MBPC e o estado da
arte que contextualiza as contribuições desta tese.
1.2.1 Motivação
Nas últimas décadas tem crescido o interesse da academia e in-
dústria em técnicas de controle avançado e significativos desenvolvi-
mentos de projetos de controladores MBPC vêm sendo explorados. O
interesse pelo emprego destes controladores é por possuírem diversas
vantagens sobre as estruturas de controle clássicas, por exemplo o con-
trolador PID, como a possibilidade de lidar com restrições nas variáveis
manipuladas e controladas, controlar processos de fase não mínima e
de diferentes complexidades, assegurar estabilidade mesmo com altera-
ções nos parâmetros do sistema, dentro de um limite especificado no
projeto, e aplicabilidade direta em processos multivariáveis.
A motivação para estudar, desenvolver, implementar e estender
a teoria de projeto e aplicabilidade dos controladores GMV e GPC,
utilizando-se diversas estruturas de malha de controle, para tratar o
offset, lidar com MPM e garantir rastreamento de referência e rejeição
de perturbação, primeiramente está relacionada com o forte interesse da
comunidade acadêmica e da indústria na potencialidade destes contro-
ladores e com a capacidade de lidar com diferentes classes de processos
de complexidades variadas, tais como: estáveis, instáveis, fase mínima,
fase não mínima, linear, não linear entre outros (LI; EVANS, 2002; QIN;
BADGWELL, 2003; KO et al., 2006; KHANIKI; MENHAJ; ELIASI, 2007; LU;
DONG; FAN, 2016; SILVEIRA et al., 2016).
Adicionalmente, de suas potencialidades anteriormente destaca-
das, tanto o controlador GMV como o GPC possuem ampla penetração
nas indústrias química, petroquímica, alimentos, têxtil, alumínio entre
outras, além das áreas médicas, sistemas elétricos, robótica, aeronáu-
tica e de comunicação, sendo ainda hoje objeto de estudos para diversos
pesquisadores e em diferentes áreas de aplicação. Observa-se na Tabela
(1) algumas pesquisas empregando-se os controladores GMV e GPC.
Outro aspecto convidativo para explorar as funcionalidades dos
controladores GMV e GPC, é a forma matemática e estrutural como
estes controladores se apresentam, sendo possível utilizar métodos clás-
sicos de análise de robustez e desempenho existentes na literatura de
controle. Possibilitando assim, propor, justificar e validar metodologias
alternativas de projeto sob a ótica destes critérios de avaliação.
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Tabela 1 – Algumas áreas de aplicação da teoria dos controladores GMV e GPC
Área Aplicação
- GMV GPC
Sistemas de potência
Controle de um inversor UPS (Uninterrup-
tible Power Supply) com compensação de
atraso (DENG; ORUGANTT; SRINIVASAN,
2004);
Controle de um estabilizador do sistema de
potência (KO et al., 2006).
Controle de um sistema de conversão de
energia eólica (OUARI; REKIOUA; OUHROU-
CHE, 2014);
Controle de uma usina de energia solar (LU;
DONG; FAN, 2016).
Controle de processos
Controle de um processo de moldagem por
injeção, máquina que produz plástico (WA-
KITANI; HANATA; YAMAMOTO, 2012);
Controle do fluxo de líquido quente através
de uma válvula (ESSAHAFI; LAFKIH, 2015).
Controle de processos industriais com com-
pensação de atraso (NESHASTERIZ; SE-
DIGH; SADJADIAN, 2010);
Controle em cascata da temperatura do po-
limerizador (YANFEI et al., 2012).
Robótica
Controle de posição de um robô manipula-
dor de três graus de liberdade (RIUL; VALE;
MONTENEGRO, 2010);
Controle de servos posicionadores (LI,
2016).
Rastreamento de trajetória para cirurgia
robótica (GANGLOFF et al., 2006);
Controle do sistema de força de contato do
ponto final do robô (WEN et al., 2014).
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Esta tese foi inspirada nos diversos trabalhos já explorados pela
comunidade científica sob o aspecto do tratamento do offset empregan-
do-se controladores preditivos (JIPUANG et al., 2002; PANNOCCHIA,
2002; OTT et al., 2008; MAEDER; MORARI, 2010; HUUSOM et al., 2010a;
CARRASCO; GOODWIN, 2011; BELDA, 2013). Especialmente na neces-
sidade de se propor uma metodologia relacionando teorias da Enge-
nharia de Controle e técnicas de projeto para os controladores GMV
e GPC, que estivessem em sintonia com a teoria de controle robusto.
Assegurando o offset-free, mesmo na presença de MPM e perturbações
de diferentes naturezas (constante, conhecida, desconhecida, periódica,
não periódica), abrindo alternativas de projetos, refletindo novas ideias
ou mesmo pequenas contribuições nas propostas já existentes.
Para o tratamento do offset, assegurando rastreamento de re-
ferência e rejeição de perturbação, algumas soluções vêm sendo pro-
postas ao longo das últimas décadas. Portanto, durante as pesquisas
do doutorado e a investigação de soluções apresentadas pela literatura,
foi “difícil” mensurar se os trabalhos explorados eram positivos para a
problemática da tese. Assim, analisar e decidir qual direção tomar, em-
pregando a teoria de controladores preditivos, especificamente os con-
troladores GMV e GPC, foi um exercício intrigante, visto que, observar
o cenário em que a literatura se apresenta e, escolher a direção que pu-
desse levar ao destino onde a contribuição da tese fosse mais positiva
possível e motivadora, não foi uma tarefa “trivial” e “confortavelmente
segura”. Logo, alguns aspectos foram avaliados para a construção da
problemática desta tese.
A própria estrutura dos controladores GMV e GPC utiliza mode-
los auto regressivos para lidar com perturbações nas baixas frequências,
através do termo ∆ =
(
1− q−1
)
que aparece na predição, ou nas altas
frequências com dinâmicas não modeladas e perturbações não mensurá-
veis, onde o modelo da perturbação é modelado por meio do polinômio
T
(
q−1
)
(definido nesta tese como polinômio Tf
(
q−1
)
) ou C
(
q−1
)
. Estes
polinômios permitem ao projetista escolher outras dinâmicas específicas
e podem ser considerados como um pré-filtro, bem como um observa-
dor (CLARKE; MOHTADI; TUFFS, 1987a, 1987b; CAMACHO; BORDONS,
2007). Porém, a literatura ainda não apresenta uma forma adequada de
projetar o polinômio Tf
(
q−1
)
ou C
(
q−1
)
, sendo os parâmetros destes,
estimados ou definidos empiricamente.
Segundo Clarke, Mohtadi e Tuffs (1987b) e Camacho e Bordons
(2007), para lidar com perturbações mensuráveis, uma opção é inserir
explicitamente na estrutura do modelo matemático do projeto do GPC,
o polinômio D
(
q−1
)
, que representa a dinâmica da perturbação. Con-
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tudo, este tipo de abordagem trata somente perturbações mensuráveis,
e também não existe ainda na literatura uma metodologia para pro-
jetar o polinômio D
(
q−1
)
, sendo este estimado em muitas aplicações
(BORDONS; CUELI, 2004).
Para sistemas com representação em espaço de estados, utilizan-
do-se o projeto do MBPC linear, a perturbação desconhecida pode ser
estimada juntamente com os estados do sistema, pelo observador de
estados, com condições para a detectabilidade do sistema aumentado
(MUSKE; BADGWELL, 2002; PANNOCCHIA; RAWLINGS, 2003; MORARI;
MAEDER, 2012; YANG; ZHENG, 2014). Vale ressaltar que, lidar com
a estimativa dos estados do sistema torna o projeto mais complexo,
sobretudo se a perturbação é não mensurável.
Na abordagem do princípio do modelo interno (Internal Model
Principle - IMP), utilizando-se a representação em espaço de estados
ou função de transferência, um modelo interno (Internal Model - IM)
da referência ou perturbação de um sistema exógeno, podendo também
ser um integrador, é diretamente incluído na estrutura de controle, e
o MBPC é projetado para estabilizar o conjunto, processo e modelo
(MAGNI; NICOLAO; SCATTOLINI, 2001; MAGNI; SCATTOLINI, 2007). A
limitação desta abordagem é que o IM precisa ser adequadamente de-
finido para rejeitar perturbações e, em muitas aplicações, é difícil mo-
delar perturbações se estas são estocásticas. Outra limitação é que nos
trabalhos apresentados até o momento, as atenções são restritas a sinais
de referência e perturbação constantes (JIPUANG et al., 2002; HUUSOM
et al., 2010a; BELDA, 2013).
Analisando-se ainda a abordagem sob a ótica do IMP, uma téc-
nica de controle que vem sendo investigada para lidar com referência
e/ou perturbação periódica é o conceito de controle repetitivo. Um
gerador de sinal periódico é inserido na malha de controle para ras-
trear/rejeitar referências e perturbações periódicas. Alguns trabalhos
hibridizando a concepção de controle repetitivo com MBPC são pro-
postos na literatura com o intuito de combinar as vantagens das duas
técnicas para assegurar rastreamento de referência e rejeição de pertur-
bação periódicas (PATETE; FURUTA; TOMIZUKA, 2006; OTT et al., 2008;
RAMOS; COSTA-CASTELLÓ; OLM, 2013). A limitação desta abordagem
é que as frequências da referência e perturbação devem ser conhecidas
a priori para que o IM possa ser inserido no projeto do controlador.
Outra abordagem consiste em descrever o sistema na chamada
“Velocity form”, onde o tamanho dos estados é composta pelo incre-
mento dos estados e o erro de saída, enquanto que a variável manipulada
é o incremento do controle (PANNOCCHIA; RAWLINGS, 2001; BETTI;
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FARINA; SCATTOLINI, 2012; WAKITANI; HANATA; YAMAMOTO, 2012).
Esta abordagem é uma forma alternativa de tratar somente perturba-
ções mensuráveis, empregando-se um modelo especialmente reformu-
lado, com o estado incremental, incluindo integradores na saída. Neste
projeto, não há necessidade de compensar as perturbações mensuráveis,
devido à forma incremental do modelo.
Ademais, outros métodos interessantes que vêm sendo explorados
pela comunidade científica, porém, de forma mais modesta em relação
aos citados anteriormente, mas com potencial e resultados relevantes,
é o emprego dos controladores GMV e GPC em malhas de controle Fe-
edforward/Feedback (VILANOVA; ARRIETA; PONSA, 2009; CARRASCO;
GOODWIN, 2011) para lidar com pertubações conhecidas ou desconhe-
cidas, mensuráveis ou não mensuráveis.
Na busca por alternativas para expandir as soluções explora-
das pela literatura, detectou-se algumas características e/ou lacunas
comuns nas pesquisas realizadas, tais como:
i) todas a soluções listadas anteriormente para mitigar o problema
do offset, assegurando rastreamento de referência e rejeição de
perturbação de diversas naturezas, compartilham a ideia comum
de incluir implícita ou explicitamente uma ação integral na malha
de controle ou estimar a dinâmica da perturbação ou inserir um
IM (constante ou periódico) na malha de controle, combinando
com o projeto do MBPC, cada uma destas soluções com suas
próprias vantagens e desvantagens;
ii) observa-se que em geral, não são incorporados aspectos de robus-
tez e desempenho na sintonia dos polinômios (Tf
(
q−1
)
ou C
(
q−1
)
ou D
(
q−1
)
) ou matrizes de projeto dos MBPC’s. A sintonia des-
tes polinômios ou matrizes são realizadas por tentativa e erro ou
através de métodos de estimação;
iii) o formalismo matemático adotado é mais “complexo”, principal-
mente quando se utiliza representação em espaço de estados;
iv) no projeto utilizando-se o IMP, é necessário conhecer o sinal da
referência e/ou perturbação para que o IM possa ser adequada-
mente definido;
v) existem poucos trabalhos utilizando-se o conceito de controle re-
petitivo (esta técnica de controle emprega o IMP) combinado com
a filosofia de projeto dos controladores GMV ou GPC;
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vi) para os projetos empregando-se a malha de controle Feedforward/-
Feedback, é necessário conhecer a função de transferência da di-
nâmica da perturbação ou seu modelo, e o sinal da perturbação
deve ser medido antecipadamente;
vii) técnicas de otimização ou inteligência computacional para a sin-
tonia dos parâmetros de projeto (horizonte de predição da saída
e do controle e ponderação do sinal de controle) do MBPC e dos
polinômios de projeto são pouco explorados, tanto para sistemas
SISO (Single Input and Single Output) quanto para MIMO (Mul-
tiple Inputs and Multiple Outputs) (MAHFOUF; LINKENS; ABBOD,
2000; AICHA; BOUANI; KSOURI, 2013).
Assim, diante das abordagens de projeto discutidas, expandindo-
se os horizontes, abstraindo-se possíveis soluções que alcance resultados
positivos e que de algum modo possam contribuir com a literatura
de controle preditivo, questiona-se: Qual a real problemática da tese?
Onde a tese pode contribuir nestes aspectos? Seria apresentando uma
nova abordagem? Ou uma pequena contribuição às teorias existentes?
Com as características e “dificuldades” elencadas sobre o projeto
dos controladores MBPC’s, e partindo-se do pressuposto que soluções
mais simples e eficazes são melhores absorvidas pela indústria e aca-
demia, estabeleceu-se a problemática principal da tese, que é a de es-
tender as técnicas de projetos e aplicabilidades dos controladores GMV
e GPC, para assegurar o offset-free, rastreamento de referência e lidar
com MPM, rejeição de perturbação de diversas naturezas e problemas
de saturação no sinal de controle, de maneira a contribuir com projetos
e malhas de controle alternativas, empregando-se a filosofia de projeto
destes controladores.
As justificativas apresentadas esclarecem a relevância do tema
para ambos, academia e indústria, mostrando como os pesquisadores
estão envolvidos e motivados a estudar novas abordagens de projetos
para os controladores MBPC’s, tendo-se como foco nesta tese o GMV e
GPC, buscando melhorar o desempenho de malha fechada dos sistemas
controlados e, até mesmo hibridizando com outras estruturas de con-
trole como o controlador PID (DAI et al., 2011; WAKITANI; HANATA; YA-
MAMOTO, 2012) ou a estrutura IMC (Internal Model Control) (PREITL
et al., 2004). Além destas justificativas, existe o enfoque do Departa-
mento de Automação e Sistemas (DAS) da Universidade Federal de
Santa Catarina (UFSC), que possui interesse particular sobre a teoria
de controladores preditivos, adaptativos e robustos, tendo tradição no
desenvolvimento das mesmas no âmbito do ensino e pesquisa, através
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dos cursos de Graduação e Pós-Graduação em Engenharia de Controle
e Automação e parceria de soluções industriais com empresas nacionais.
1.3 OBJETIVOS
A partir da problemática exposta, alguns objetivos desta tese
foram traçados, na tentativa de eliminar ou minimizar as “dificuldades”
apontadas. Os objetivos estão divididos em geral e específicos, os quais
são apresentados a seguir.
1.3.1 Objetivo Geral
Investigar e propor um novo formalismo matemático aos contro-
ladores GMV e GPC, empregando o modelo e a função custo na forma
posicional e inserindo um filtro polinomial e integral na entrada e saída
do sistema. Estendendo assim, as técnicas de projeto e aplicabilidade
destes controladores para tratar o offset, assegurar rastreamento de
referência, rejeição de perturbação de diferentes naturezas e robustez
de sistemas SISO e MIMO. Sintonizar o filtro utilizando otimização
multiobjetivo baseada em algoritmo genético, estabelecendo um com-
promisso entre desempenho e robustez.
1.3.2 Objetivos Específicos
i) Propor um formalismo de projeto alternativo ao controlador GMV
clássico, empregando um modelo CAR do processo, uma fun-
ção custo posicional e inserindo um filtro polinomial e integral
na saída do processo, ampliando a família de projeto deste con-
trolador. O objetivo é fornecer um GMV posicional filtrado,
utilizando-se a síntese indireta (model-dependent) e a adaptativa
direta (model-free);
ii) Propor um novo formalismo matemático de projeto ao GPC clás-
sico, utilizando o modelo e função custo na forma posicional, inse-
rindo um filtro polinomial e integral na entrada e saída do sistema,
estendendo o conjunto de possibilidades de projetos e aplicações
deste controlador. O intuito é alcançar um controlador GPC fil-
trado e aplicar em sistemas SISO e MIMO;
iii) Implementar técnicas de hibridização em estruturas clássicas de
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controle do tipo PID, a partir do controlador GMV filtrado indi-
reto ou GPC filtrado, herdando as propriedades destes controla-
dores ao projeto do PID, como contribuição para sínteses alterna-
tivas de controladores robustos, combinando com a simplicidade
do controlador PID e tratando processos complexos;
iv) Embarcar o projeto do GPC filtrado na estrutura de malha IMC,
alcançando um controlador IMC filtrado, resgatando as caracte-
rísticas do GPC para a malha de controle IMC, com o objetivo
de controlar processos com variadas complexidades;
v) Apresentar uma estrutura de malha de controle modificada para
mitigar problema de saturação na variável manipulada, utilizando-
se o controlador GMV filtrado ou o GPC filtrado, sendo o filtro
proposto o responsável por minimizar o tempo em que o sinal de
controle fica fora da região delimitada de operação;
vi) Incorporar aspectos de robustez e desempenho aos projetos dos
controladores GMV e GPC filtrado, por meio da sintonia dos pa-
râmetros dos filtros destes controladores, utilizando otimização
multiobjetivo baseada em algoritmo genético. O objetivo é esta-
belecer um compromisso entre desempenho e robustez, por meio
de métodos clássicos de análise de robustez (magnitude do pico
de ressonância da função sensitividade -Ms) e índice de desempe-
nho (Integrated Absolute Error - IAEr) existentes na literatura,
garantindo assim robustez e desempenho de malha fechada;
vii) Fornecer uma metodologia de sintonia aos parâmetros dos filtros
do GPC filtrado empregando o teorema do pequeno ganho e o
conceito de incertezas aditivas e multiplicativas, com o intuito
analisar e garantir estabilidade robusta, frente a incertezas no
modelo;
viii) Propor um formalismo matemático e de estrutura de malha de
controle alternativo para assegurar rastreamento de referência e
rejeição de perturbação periódicas, empregando a filosofia de pro-
jeto dos controladores GMV e GPC filtrado, combinados com a
concepção de controle repetitivo. O objetivo é fornecer à litera-
tura de controle um controlador GMV filtrado repetitivo e um
GPC filtrado repetitivo utilizando a abordagem adaptativa, não
sendo necessário conhecer a perturbação periódica;
ix) Apresentar uma estrutura de malha de controle combinando o
projeto do controlador IMC filtrado com a ação de controle feed-
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forward adaptativa, com o intuito de tratar perturbações conhe-
cidas e desconhecidas e/ou mensuráveis e não mensuráveis;
x) Avaliar os projetos dos controladores e das malhas de controle
propostas em sistemas SISO e MIMO, lineares e não lineares, es-
táveis e instáveis, de fase mínima e fase não mínima, com diferen-
tes complexidades e por meio de simulações numéricas e práticas;
xi) Comparar os resultados obtidos pelos métodos propostos, com os
resultados desenvolvidos pela literatura, na presença de MPM e
para referências constantes e periódicas, perturbações conhecidas
e desconhecidas, mensuráveis e não mensuráveis, periódicas e não
periódicas;
xii) Avaliar os resultados obtidos utilizando os índices de robustez
Ms, GM (Gain Margin) e PM (Phase Margin) e os índices de
desempenho IAEr e TVC (Total Variation Control);
xiii) Documentar o desenvolvimento do projeto e resultados através
da escrita da tese e de artigos publicados em congressos nacionais
e internacionais e periódicos.
A Figura (6) ilustra as estruturas de controle abordadas na tese.
Porém, é importante ressaltar que esta figura mostra os controladores
GMV ou GPC filtrado propostos sendo empregados em uma malha de
realimentação clássica, mas a concepção se estende aos projetos dos
controladores repetitivo combinado com o MBPC utilizando-se uma
malha de controle repetitiva global e Feedforward/Feedback combinado
com a estrutura de malha de controle IMC filtrado, sendo estes últimos
também objetivos desta tese.
É importante enfatizar também que na Figura (6), os sinais de
referência, saída, controle e perturbação e o processo químico apre-
sentados são somente ilustrativos. Contudo, a proposta se estende a
processos com variadas complexidades (linear, não linear, estáveis, ins-
táveis, fase não mínima, entre outros), alcançando diferentes desempe-
nhos de malha fechada. As variáveisKα e α1 representam os indivíduos
no algoritmo genético e, no contexto da teoria de controle correspon-
dem aos valores do ganho e da constante de tempo do filtro inserido no
projeto dos controladores GMV e GPC, respectivamente.
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Figura 6 – Resumo gráfico da proposta da tese.
50
1.4 ESTADO DA ARTE
O estado da arte sobre os controladores preditivos é bastante
abrangente e requer espaço e tempo para uma discussão mais am-
pla e detalhada das representações e sínteses de projetos, caracterís-
ticas e aplicabilidades na área da engenharia de controle. Nesta tese,
considera-se alguns trabalhos relacionados ao tratamento do offset, ras-
treamento de referência, rejeição de perturbação de diferentes naturezas
e robustez em MBPC’s, dando ênfase aos controladores GMV e GPC,
analisando práticas de projetos que apresentem resultados relevantes,
tanto na representação em função de transferência como em espaço
de estados. Adicionalmente, técnicas de hibridização da síntese destes
controladores às estruturas clássicas de controle, como PID e IMC, são
discutidas.
1.4.1 MBPC no Tratamento do Offset
As primeiras realizações e implementações industriais do MBPC
datam do final da década de 70 e início de 80. Neste mesmo período, os
controladores GMV e GPC surgiram através dos trabalhos de Clarke
e Gawthrop (1975) e Clarke, Mohtadi e Tuffs (1987a, 1987b), respec-
tivamente, sendo o GPC o sucessor natural do controlador GMV. Em-
bora neste mesmo período Clarke, Mohtadi e Tuffs (1987b) tivessem
se preocupado em dar um tratamento especial ao GPC para lidar com
processos de variadas complexidades e ao mesmo tempo assegurar o
offset-free, inserindo um filtro na saída do sistema e na função custo
do GPC, os trabalhos que potencializaram o tratamento do offset e ro-
bustez, vieram alguns anos depois, conforme detalhados na sequência.
O formalismo matemático dado aos MBPC’s para eliminar o off-
set surgiram de diferentes formas, através de representações por funções
de transferência ou espaço de estados. A abordagem mais encontrada
na literatura, consiste em aumentar o modelo do processo, represen-
tado em espaço de estados, com o modelo da dinâmica da perturbação
desconhecida, que é estimado juntamente com os estados do sistema,
por meio do observador de estados. Esta metodologia de projeto foi
introduzida por Davison e Smith (1971), sendo analisada e estendida
para ser utilizada em projetos MBPC’s por diversos pesquisadores.
No trabalho de Muske e Badgwell (2002) foi apresentado um
modelo geral de perturbação representada em espaço de estados para o
MBPC, que atenua perturbações não mensuráveis, podendo estas apa-
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recerem na entrada, estado ou saída do processo. Ummodelo de sistema
aumentado foi proposto e um cálculo do valor de regime permanente foi
considerado para remover os efeitos da perturbação estimada. O pro-
jeto combinou a estimação da perturbação, o cálculo do valor de regime
permanente e a dinâmica do controlador, para que fosse possível alcan-
çar o offset-free. Este tipo de abordagem possui uma desvantagem,
pois a adição de estados de perturbações constantes e não mensurá-
veis ao modelo aumentado, introduz modos instáveis ao sistema, que
podem não ser controláveis, sendo assim, o sistema aumentado pode
não ser estabilizável e, portanto, não pode ser utilizado diretamente no
algoritmo do MBPC.
Em Pannocchia (2002) foi proposto o projeto de um MBPC ro-
busto para eliminar o offset, onde a análise matemática foi realizada
em espaço de estados e o modelo da dinâmica da perturbação foi com-
binado com o modelo do processo, alcançando um sistema aumentado.
O objetivo era garantir o rastreamento da variável controlada, para
qualquer processo que se encontrasse em uma região politópica. Os
autores amostraram o número de perturbações adicionais igual ao nú-
mero de medidas, que são suficientes para garantir o offset-free, desde
que o sistema de malha fechada seja estável. A “desvantagem” desta
abordagem é a complexidade matemática, a necessidade de analisar a
convexidade do sistema e o algoritmo de otimização min-max.
Jipuang et al. (2002) apresentaram uma proposta para trata-
mento da rejeição de perturbação utilizando o GPC. O projeto utilizou
um modelo CARIMA, com o polinômio Tf
(
q−1
)
da perturbação, in-
serindo um filtro na saída do processo, onde este foi escolhido para
ter ganho unitário de regime permanente. O projeto do GPC foi im-
plementado por alocação de polos para assegurar o rastreamento de
referência, e a rejeição de perturbação foi garantida pelo polinômio
Tf
(
q−1
)
. O projeto é semelhante ao apresentado por Clarke, Mohtadi
e Tuffs (1987b), porém a influência do filtro não aparece na função
de transferência de malha fechada, pois este foi considerado unitário,
e assim toda a análise de desempenho e robustez foi realizada sobre
o polinômio Tf
(
q−1
)
. Talvez Jipuang et al. (2002) pudessem ter sido
mais ousados e investigado a factibilidade do filtro no desempenho e
robustez do sistema, aprimorando assim a pesquisa de Clarke, Mohtadi
e Tuffs (1987b).
Na formulação de Pannocchia e Rawlings (2003), o offset-free
empregando MBPC foi obtido pelo aumento dos estados do sistema,
por meio da adição das perturbações não estacionárias (perturbações
estimadas). A representação do sistema e do projeto do controlador foi
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realizada em espaço de estados e uma perturbação não estacionária foi
adicionada para cada variável controlada. Os estados e as perturbações
foram estimados a partir dos sinais medidos do processo utilizando-se
o filtro de Kalman. Perturbações com dinâmicas diferentes podem ser
adicionadas, sendo necessário tomar cuidado com a matriz aumentada.
Simulação em um sistema não linear foi mostrada, porém não foram
exploradas mudanças de referências para que a capacidade do contro-
lador em rastrear referência em toda a região de operação, mesmo as
regiões mais não lineares, pudesse ter sido avaliada.
Em decorrência do trabalho de Pannocchia e Rawlings (2003),
Maeder, Borrelli e Morari (2009) apresentaram um estudo das princi-
pais condições e algoritmos de projeto MBPC utilizando modelos de sis-
temas lineares, para rastrear referências constantes e garantir o offset-
free para uma ampla gama de casos relevantes encontrados na academia
e indústria. Posteriormente, Morari e Maeder (2012) estenderam esta
ideia para aplicações em sistemas não lineares.
Outros trabalhos para eliminar o offset empregando o MBPC
foram explorados, com a similitude das abordagens discutidas, isto é,
aumentando o modelo da dinâmica do processo com a dinâmica da
perturbação e utilizando um observador para estimar o estado e a per-
turbação. Os trabalhos mostraram que, quando um modelo apropriado
da perturbação é utilizado, o offset-free é assegurado (QIN; BADGWELL,
2003; PANNOCCHIA; RAWLINGS, 2003; BORRELLI; MORARI, 2007; PAN-
NOCCHIA; BEMPORAD, 2007; MAEDER; MORARI, 2008; MAEDER; BOR-
RELLI; MORARI, 2009; MAEDER; MORARI, 2010).
Bordons e Cueli (2004) propuseram o projeto de um controla-
dor preditivo incluindo um modelo de predição auto-regressivo (Auto-
Regressi-ve - AR) da perturbação mensurável. O modelo da pertur-
bação foi incluído no preditor e a lei de controle que minimiza uma
determinada função custo foi composta de duas parcelas referentes as
respostas livre, sendo uma parcela o cálculo da resposta livre conven-
cional do MBPC, e a outra referente ao cálculo do valor estimado da
resposta livre devido à perturbação mensurável. Simulações numéri-
cas e resultados práticos foram apresentados, avaliando-se somente o
rastreamento de referência periódica.
Baseado no trabalho de Muske e Badgwell (2002), Faanes e Sko-
gestad (2005) investigaram alguns aspectos relacionados à ação integral
no MBPC e sobre as incertezas no modelo do processo, utilizando a esti-
mação da perturbação de entrada. A diferença neste trabalho foi que os
autores assumiram que as perturbações eram ruídos brancos integrados
e as introduziram no modelo aumentado, sendo que cada perturbação
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deveria atuar diretamente nos estados do sistema.
Huusom et al. (2010a, 2010b, 2011, 2012) propuseram um algo-
ritmo para estimação das perturbações desconhecidas e/ou não men-
suráveis baseado em um método de estimação adaptativo, comparando
com a abordagem clássica de modelagem da perturbação. A principal
contribuição foi a estimação adaptativa com fator de esquecimento va-
riável, aplicado ao MBPC para eliminar o offset, sendo vantajoso para
sistemas que possuem perturbações em degrau, não periódicas, desde
que o algoritmo de estimação atue rapidamente.
Diferentemente do que vem sendo discutido, Wang e Rossiter
(2008) estenderam o projeto do GPC clássico para lidar com rastrea-
mento de referência e rejeição de perturbação na forma senoidal, subs-
tituindo o polinômio D
(
q−1
)
do GPC pela correspondente função se-
noidal, ajustando a frequência desta função de acordo com a frequência
da referência e/ou perturbação. Ademais, um pré-filtro no sinal de
entrada foi inserido no projeto deste controlador e uma estratégia de
otimização do pré-filtro foi proposta, com o objetivo de melhorar o de-
sempenho transitório no rastreamento de referência. A diferença entre
o projeto de Wang e Rossiter (2008) e o GPC clássico, é que neste úl-
timo, o polinômio D
(
q−1
)
=
(
1 − q−1
)
, assegurando rastreamento de
referência e rejeição de perturbação de regime permanente para sinais
constantes.
Alguns aspectos podem ser observados do trabalho de Wang e
Rossiter (2008): i) comoD
(
q−1
)
é uma função senoidal, o rastreamento
de referência e rejeição de perturbação podem ser garantido, desde que
a dinâmica e frequência da referência e perturbação sejam conhecidas,
pois é necessário definir a priori este polinômio, para que seja inserido
ao projeto do GPC; ii) nos resultados de simulação foi dado ênfase
ao rastreamento de referência senoidal, não sendo explorada a rejeição
de perturbação (percentual aceitável da rejeição de perturbação perió-
dica), não estando claro se a proposta realmente é eficaz para rejeição
de perturbação periódica.
Belda (2013) incorporou integradores ao projeto do GPC clás-
sico para sinais de referência na forma senoidal e triangular, modifi-
cando a função custo do GPC clássico para cada sinal de referência,
distintamente, mantendo o modelo inicial do sistema. A penalização
do incremento de saída foi modificada, reduzindo o ripple da saída do
sistema para garantir o offset-free. A proposta é interessante, porém,
em relação ao tratamento do offset, a contribuição foi modesta, não al-
cançando um desempenho superior ao GPC clássico, pelo menos para
o processo empregado no artigo.
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Tatjewski (2014) propôs um projeto alternativo para lidar com
o offset, baseado nas abordagens já exploradas, estimando os estados,
modelando a dinâmica da perturbação e empregando no projeto do
MBPC, porém com uma diferença que pode ser interessante do ponto
de vista da necessidade de se buscar outras formas de tratar o problema.
Três tipos diferentes de lidar com o problema foram apresentados: i)
MBPC com modelo em espaço de estados, sendo um estado mensurável;
ii) MBPC com observador/estimação de estados, e com uma forma
estendida; iii) modelo em espaço de estados velocity form.
Para o caso do estado mensurável, este conduziu a uma estrutura
de controle sem observadores de estado da perturbação. Para o caso
onde o estado é não mensurável, uma nova e mais simples estrutura
de observador-controlador MBPC foi proposta, com a observação de
somente um estado do processo. A estrutura não é apenas mais simples,
mas também com condições de aplicabilidade menos restritivas do que
a abordagem convencional.
A maioria dos trabalhos apresentados trataram o problema do
offset para referências constantes e perturbações mensuráveis e conhe-
cidas, utilizando malha de controle clássica de realimentação. A comu-
nidade científica continua explorando a aplicabilidade do MBPC para
assegurar o offset-free como pode ser observado nos trabalhos recentes
de Horváth et al. (2015), Wang et al. (2016), entre outros.
Em aplicações multivariáveis, para garantir o offset-free, rastrea-
mento de referência e rejeição de perturbação e lidar com problemas de
acoplamento, Munoz-Hernández e Jones (2006) estenderam a aborda-
gem do GPC clássico com restrições no sinal de controle a um modelo
MIMO simplificado de uma central hidroelétrica (Dinorwig pumped-
storage hydroelectric power station). As respostas de malha fechada
dos sistemas controlados foram comparadas entre os controladores GPC
clássico e PI (Proportional-Integral).
1.4.2 Feedback/Feedforward no MBPC
Na teoria de controle, a ação feedforward poder ser vantajosa
para compensar perturbações de diferentes naturezas, se o modelo do
processo e da dinâmica da perturbação são suficientemente conhecidos,
pois utiliza o conhecimento da perturbação para agir antecipadamente
sobre o sistema controlado, antes que a mesma afete o erro do sistema
(desvio entre os sinais de referência e saída) (VISIOLI, 2006).
Este tipo de estratégia de controle exige que a dinâmica da per-
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turbação seja conhecida e o sinal mensurável, e o tempo de ação do
controlador feedforward sobre a saída deve ser menor que o tempo que
a perturbação leva para afetar a saída. Estas exigências limitam a uti-
lização deste controlador em situações práticas, onde as perturbações
são desconhecidas e não mensuráveis, exigindo que a variável controlada
reaja bem à perturbação para que o desvio seja minimizado.
Considerando-se as características do controlador feedforward e
suas restrições, alguns questionamentos são destacados: É possível in-
corporar a ação de controle feedforward na síntese do MBPC? Sobre
quais circunstâncias esta estratégia pode ser útil para assegurar o offset-
free diante de perturbações com dinâmicas desconhecidas e sinais não
mensuráveis?
Observa-se pela investigação do estado da arte, que estes questi-
onamentos ou estão sendo negligenciados pela comunidade científica ou
de fato a estrutura feedforward incorporada a qualquer tipo de projeto
MBPC não é potencialmente útil para lidar com o offset e para ga-
rantir rastreamento de referência, rejeição de perturbação de diferentes
naturezas e robustez. Buscando-se abstrair o máximo de informações
possíveis da aplicabilidade da ação de controle feedforward combinada
ao projeto do MBPC, alguns trabalhos foram encontrados e avaliados.
Moon, Cole e Clark (2006) propuseram um projeto adaptativo
para o GPC em uma estrutura de malha Feedback/Feedforward, sendo o
projeto do controlador estendido quando o sinal da perturbação mensu-
rável está disponível para a malha de controle feedforward. Os autores
dividiram o projeto em duas tomadas de decisão: i) o GPC adaptativo
Feedback/Feedforward foi utilizado quando a perturbação era estocás-
tica ou randômica; ii) o GPC adaptativo foi estendido para tratar per-
turbação determinística ou periódica. Quando o algoritmo está sobre a
ação da segunda decisão (ii), os sinais da perturbação mensurável são
utilizados para estimar os valores da perturbação futura, o qual são em-
pregados no projeto do controlador. Entretanto, quando a perturbação
é desconhecida ou não mensurável, é difícil estimar o sinal da pertur-
bação futura, e o termo futuro da perturbação no projeto do GPC é
descartado. A proposta é interessante, porém, o problema para lidar
com o offset, rastreamento de referência, rejeição de perturbação e ro-
bustez não foi tratado e, a estimativa das perturbações desconhecidas e
não mensuráveis continua sendo uma limitação a ser explorada. O pro-
jeto foi aplicado em um processo específico, sendo necessário investigar
a aplicabilidade do projeto em processos com diferentes dinâmicas.
Explorando as características e funcionalidades do controlador
GMV e incorporando a estrutura feedforward, encontram-se poucos tra-
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balhos (GRIMBLE, 2005; MOHAMED; ZAYED; ABOLAEHA, 2009). Moha-
med, Zayed e Abolaeha (2009) propuseram uma malha de controle Fe-
edback/Feedforward com o controlador GMV adaptativo, projetado por
alocação de polos para sistemas SISO. O objetivo foi manter o rastre-
amento da referência na mudança de setpoint, rejeitar perturbação de
carga constante de regime permanente e controlar processos de fase não
mínima.
O primeiro trabalho encontrado que contém a ação de controle
feedforward no MBPC apresentando um projeto “ótimo” e mais siste-
mático, foi o de Rossiter e Valencia-Palomo (2009). A proposta trata
rastreamento de referência e rejeição de perturbação, emprega diferen-
tes tipos de trajetória de referência e aborda casos com e sem restrições
no sinal de controle. É importante observar que o artigo é “rico” em
informações de projeto, todavia, não considera o impacto das pertur-
bações (mensuráveis, não mensuráveis, conhecidas e desconhecidas) e
MPM para análise de estabilidade e robustez. As pertubações aplica-
das foram do tipo degrau e estas podem ser tratadas em uma malha de
realimentação com o GPC clássico.
Goodwin et al. (2011) abordaram a questão de rastreamento de
referência utilizando o MBPC na malha de controle feedforward, formu-
lando uma estratégia denominada PF-MPC (Preview and Feedforward
Model Predictive Control), lidando com referências não constantes. O
formalismo matemático foi desenvolvido em espaço de estados e a es-
tratégia de controle combina a informação prévia sobre as alterações da
referência futura e o sinal de referência feedforward, buscando melho-
rar o desempenho nominal do MBPC. O projeto empregou uma função
custo específica para a ação de controle feedforward e não abordou ques-
tões relacionadas à rejeição de perturbação e à robustez. Simulações
com e sem restrições no sinal de controle foram apresentadas.
Carrasco e Goodwin (2011) propuseram uma extensão ao traba-
lho de Goodwin et al. (2011), onde o projeto do MBPC foi incorporado
em uma estrutura de malha fechada com dinâmicas de referência e
perturbação feedforward, isto é, foi implementado um controlador fe-
edforward para a referência e outro para a perturbação, sendo o sinal
da perturbação mensurável. Os controladores feedforward possuem a
similitude do MBPC da malha feedback, ou seja, o próprio controlador
feedforward é um MBPC, sendo este o principal diferencial do trabalho
em relação aos demais desenvolvidos nesta mesma linha de pesquisa. O
impacto das perturbações não mensuráveis foram avaliadas, porém, foi
considerado que estas perturbações eram constantes e um observador
foi empregado para assegurar um “perfeito” rastreamento dos sinais
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de referência, mesmo na presença de perturbações não mensuráveis e
MPM. Embora o artigo tenha uma característica de completude, com
uma apresentação sistemática do projeto, organizado e com resultados
interessantes, ainda assim o problema em lidar com perturbações des-
conhecidas e não mensuráveis e aspectos de robustez frente a MPM
para processos com diferentes complexidades, não foi investigado.
Outros trabalhos vêm sendo desenvolvidos utilizando-se a ação
de controle Feedback/Feedforward, empregando controladores clássicos
e avançados e aplicando técnicas de sintonia “ótima” aos parâmetros
dos controladores, utilizando índices de avaliação de desempenho e ro-
bustez, como o IAEr e a função sensitividade, respectivamente, ou
mesmo métodos de sintonia clássicos (FAANES; SKOGESTAD, 2004; VI-
LANOVA; ARRIETA; PONSA, 2009; HAST; HÄGGLUND, 2012; PAWLOWS-
KIA et al., 2012; VERONESI; VISIOLI, 2014; YU et al., 2014).
1.4.3 Controladores PID e IMC a Partir do MBPC
O controlador PID, há algumas décadas, é amplamente utilizado
na indústria devido à sua simplicidade, robustez e aplicabilidade prática
bem sucedida (HÄGGLUND; ÅSTRÖM, 2000; KHARE; SINGH, 2010; VILA-
NOVA; VISIOLI, 2012; ALCÁNTARA; VILANOVA; PEDRET, 2013). Devido
ao seu “ótimo” desempenho, observa-se que a academia e indústria vêm
mostrando interesse em hibridizar a síntese dos controladores preditivos
e adaptativos com a estrutura clássica PID, com o intuito de resgatar
as propriedades do MBPC, correlacionando com a simplicidade do PID
(YAMAMOTO; FUJII; KANEDA, 1998; UDUEHI; ORDYS; GRIMBLE, 2002;
DAI et al., 2011; SILVEIRA; COELHO; GOMES, 2012b, 2012c).
Outra técnica de controle que vem crescentemente sendo investi-
gada nas últimas décadas é a estrutura IMC, sendo reconhecida como
uma das estratégias mais eficientes, em processos com dinâmica es-
pecífica, para lidar com rejeição de perturbação constante e MPM,
e tem tido uma história de sucesso em diversas aplicações, inclusive
em abordagem de hibridização com os controladores PID e preditivo
(SKOGESTAD, 2003; PREITL et al., 2004; ZHI-CHENG; ZHI-YUAN; JING-
GANG, 2011; SHAMSUZZOHA; LEE, 2012; SKOGESTAD; GRIMHOLT, 2012;
VUPPU; VENKATA; KODATI, 2015).
Os trabalhos pioneiros e populares que implementaram as carac-
terísticas do controlador GMV no projeto do PID são de Cameron e
Seborg (1983) e Yamamoto, Fujii e Kaneda (1998), onde este último
propõe uma estrutura de controle PID aplicada no controle de tempe-
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ratura de um reator. A Tabela (2) contém as principais propriedades de
cada síntese de controle (o parâmetro ν está relacionado com o ganho
proporcional Kc do PID e E
(
q−1
)
é o polinômio de projeto do GMV).
Tabela 2 – Modelos padrão para o projeto do controlador GMV.
Cameron e Seborg (1983)
- Projeto de Controle: PI+D
- Topologia de Controle: caso posicional
- Ponderação na Saída: P
(
q−1
)
=
(
1 + Pn1q−1
)
/
(
1 + Pd1q−1
)
- Ponderação no Controle: Q
(
q−1
)
=
((
1 − q−1
)
/ν
)
− B
(
q−1
)
E
(
q−1
)
- Simulação: sistema de aquecimento de um tanque com agitador
Yamamoto, Fujii e Kaneda (1998)
- Projeto de Controle: PID
- Topologia de Controle: caso incremental
- Ponderação na Saída: P
(
q−1
)
= 1 + p1q−1 + p2q−2
- Ponderação no controle: Q
(
q−1
)
= ν −B
(
1
)
E
(
1
)
- Simulação: sistema de temperatura de um reator
Yamamoto, Inoue e Shah (1999) apresentaram uma nova estra-
tégia de controle PID self-tuning, onde os ganhos do controlador PID
foram calculados online, através da combinação das leis de controle dos
controladores GMV e PID. Os polinômios de projeto do controlador
GMV foram calculados por meio da técnica de alocação de polos.
Em decorrência dos trabalhos apresentados, empregando a sín-
tese do controlador GMV, Asano e Yamamoto (2001) propuseram uma
estratégia de controle preditiva PID self-tuning hibridizada com o GPC,
analisando estabilidade e rejeição de perturbação de carga.
Tendo como base o trabalho de Asano e Yamamoto (2001), Sato
e Inoue (2006) desenvolveram um método de projeto para o controlador
PID self-tuning, onde este controlador, na estrutura de controle I+PD,
foi hibridizado com o GPC, incluindo no projeto a trajetória da refe-
rência futura. A proposta mostrou que os parâmetros de projeto que
ajusta a trajetória da referência futura, muda apenas o tempo integral
do controlador PID.
Yamamoto, Sato e Inoue (2006) estenderam o projeto de Sato
e Inoue (2006) e propuseram um controlador PID hibridizado com o
GPC, inserindo um filtro na referência da lei de controle do GPC, sendo
o ganho proporcional do controlador PID variável no tempo.
Os projetos de hibridização dos controladores GMV e PID cita-
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dos anteriormente, utilizaram a metodologia de projeto GMV indireto,
onde os parâmetros do modelo do processo precisavam ser identifica-
dos para que os parâmetros do controlador GMV e consequentemente
do PID, fossem calculados. De modo contrário, Wakitani, Hanata e
Yamamoto (2012) desenvolveram uma metodologia de projeto para a
hibridização dos controladores GMV e PID, baseada no controlador
GMV direto (abordagem adaptativa), onde os parâmetros do controla-
dor GMV foram estimados diretamente, não necessitando da identifi-
cação dos parâmetros do modelo do processo (model-free).
Silveira, Coelho e Gomes (2012b) propuseram o projeto de um
controlador PID adaptativo, isto é, a sintonia dos ganhos de projeto
do controlador PID foi realizada a partir do controlador GMV di-
reto, sendo o algoritmo proposto avaliado em processos benchmark. No
mesmo ano, Silveira, Coelho e Gomes (2012c) apresentaram uma nova
abordagem de hibridização entre os controladores GMV direto e PID,
onde o ajuste do fator de ponderação do controle do controlador GMV
foi ajustado de forma online, por meio de um algoritmo de aprendiza-
gem adaptativo, empregando o método do gradiente. Para lidar com
plantas não lineares, o algoritmo de controle redefine a cada iteração a
matriz de covariância com base no erro de predição ponderado.
Coelho, Araújo e Silveira (2014) desenvolveram um projeto de
hibridização dos controladores GMV e PID a partir de um controlador
GMV indireto filtrado, em que a ponderação dos parâmetros do filtro,
adiciona dois graus de liberdade na sintonia dos parâmetros do contro-
lador PID, melhorando o desempenho e robustez de malha fechada.
Outra tendência de pesquisa na hibridização de controladores
preditivos tem sido considerada por alguns pesquisadores, que é a com-
binação do GPC na estrutura de controle IMC, objetivando extrair
as propriedades do GPC e relacionar com as vantagens do IMC. No
entanto, poucas implementações no domínio do tempo discreto e for-
malismo matemático para estender as características e vantagens do
GPC para o controlador IMC, a fim de lidar com processos de varia-
das complexidades (estáveis, instáveis, fase não mínima, fase mínima,
integrador, entre outros), MPM e rejeitar perturbações, têm sido ex-
plorados.
Preitl et al. (2004) apresentaram o projeto do GPC, empregando
diferentes tipos de restrições no sinal de controle, relacionando com a
estrutura de controle IMC com saturação de malha, inserindo técnica
anti-windup e mostrando a factibilidade da estrutura por meio de si-
mulações numéricas, em processos benchmark. A pesquisa analisou o
desempenho do sistema controlado em relação à sintonia dos parâme-
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tros de projeto do GPC (horizonte de predição da saída e controle e
ponderação do esforço de controle). Contudo, o projeto proposto não
explorou aspectos de robustez, estabilidade e desempenho de malha fe-
chada em processos integradores, instáveis e de fase não mínima, que
são os processos com maiores limitações em uma malha de controle
IMC, não estando claro a real contribuição da proposta.
Araújo, Jeronymo e Coelho (2014) propuseram um projeto de
controle combinando o GPC posicional filtrado com uma estrutura IMC
filtrada, resgatando as propriedades de estabilidade, robustez e desem-
penho do GPC e inserindo no esquema de controle do IMC, para lidar
com o offset e MPM, e garantir rastreamento de referência e rejeição
de perturbação e, principalmente para controlar processos instáveis e
de fase não mínima, limitação da estrutura IMC clássica.
1.4.4 Estrutura de Controle Repetitivo
O controle repetitivo é uma das técnicas de controle baseada no
IMP, e é usualmente utilizada pela comunidade acadêmica e industrial
para lidar com rastreamento de referência e rejeição de perturbação
de natureza periódica. Diversos trabalhos vêm sendo desenvolvidos
e apresentados empregando o controle repetitivo combinado com ou-
tras estratégias de controle clássica e avançada, para controlar sistemas
SISO e MIMO, com o objetivo de rastrear e/ou rejeitar referências/per-
turbações periódicas (YAMAMOTO, 1993; GUPTA; LEE, 2006; LIU; LIN,
2010; HASSAN, 2011; FLORES et al., 2012; WANG et al., 2016a). Contudo,
ainda é uma área de estudo pouco explorada pela literatura de controle,
principalmente quando se deseja combinar o controle repetitivo com os
projetos MBPC’s, como os controladores GMV e GPC.
Lee, Natarajan e Lee (2001) apresentaram o projeto do controla-
dor repetitivo combinado com o MBPC para lidar com erros periódicos
e rastreamento de referências periódicas, inserindo restrições nos sinais
de controle e saída, na formulação do projeto. A descrição do projeto foi
para sistemas lineares e variantes no tempo, porém, nos resultados de
simulação, um sistema MIMO2x2 invariante no tempo, controlado pelos
controladores PID, DMC e o MBPC repetitivo proposto, foi mostrado.
Nos projetos de Ginhoux et al. (2003a, 2003b, 2003c) foram pro-
postos um esquema de controle repetitivo combinado com o GPC para
controlar um robô cirúrgico em uma trajetória de referência definida
pelo cirurgião e, rejeitar perturbações periódicas conhecidas na saída
do processo. Uma nova função custo foi desenvolvida para o GPC sem
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restrições, empregando modelos SISO e MIMO. O rastreamento de re-
ferência e a rejeição de perturbação foram tratados separadamente pelo
controlador. O controlador proposto foi validado por meio de simula-
ções numéricas e práticas e em aplicação específica da área médica, isto
é, uma cirurgia auxiliada por robô.
O projeto de controle repetitivo combinado com o controlador
GMV pode ser encontrado no trabalho de Patete, Furuta e Tomizuka
(2006), onde foi proposto um modelo de projeto do controle repetitivo
baseado no controlador GMV posicional, empregando a técnica self-
tuning. O modelo do sinal repetitivo externo foi inserido em série com
o controlador GMV e o processo, em uma malha de controle clássica
realimentada, sendo o projeto do controlador GMV desenvolvido para
um modelo composto pelo modelo do processo mais o sinal repetitivo.
Simulações foram apresentadas para rastreamento de referência e rejei-
ção de perturbação na forma senoidal, porém, o período da frequência
dos sinais de referência e perturbação foram iguais, propiciando ao con-
trolador o tratamento dos sinais periódicos.
Os trabalhos de Gangloff et al. (2006), Ott et al. (2008, 2009)
propuseram uma estrutura de malha com dois GPC’s, um GPC clás-
sico incremental na malha direta e outro GPC incremental repetitivo
(R-GPC) na malha de realimentação. O R-GPC possui um operador
diferencial, ∆, e um gerador de sinais periódicos na função custo, alcan-
çando uma lei de controle capaz de lidar com referência e perturbação
periódicas. As simulações exploradas foram para aplicações específicas
na área médica e era necessário conhecer a frequência da perturbação
para que o gerador de sinais periódicos pudesse ser configurado.
Balaji et al. (2007) apresentaram uma nova estratégia de con-
trole que combina os conceitos básicos de controle de aprendizado itera-
tivo (Interactive Learning Control - ILC), controle repetitivo e MBPC.
As variáveis de estados do modelo são repostas periodicamente, jun-
tamente com a ação de controle do MBPC, de modo que o sistema
siga a trajetória de referência com o menor erro possível. O projeto foi
aplicado no controle de um reator de fluxo reverso catalítico, utilizado
para a combustão de metano, sendo as inversões de fluxo periódicas
efetuadas no sistema, um desafio a ser controlado.
Outros trabalhos foram apresentados pela literatura para lidar
com referências e perturbações periódicas, não sendo viável para a
escrita da tese descrever todos eles. Vale ressaltar que em todas as
propostas ou na maioria, são investigados somente o rastreamento de
referência, não sendo explorados rejeição de perturbação e MPM, e é
necessário que a frequência do sinal periódico a ser tratado seja conhe-
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cida a priori para que o gerador periódico possa ser configurado.
1.4.5 Aspectos de Robustez e Desempenho
Na área da Engenharia de Controle, uma interessante metodolo-
gia de projeto, por exemplo, consiste em determinar limites apropriados
as funções que determinam a margem de robustez, como a função sensi-
tividade (Ms) e os índices de desempenho, como o IAEr ou TVC, de tal
maneira que seus valores permaneçam dentro de limites desejados, para
que o sistema de controle responda a valores adequados de robustez e
desempenho. Esta metodologia é denominada loop-shaping, e é inte-
ressante tanto do ponto de vista acadêmico, como industrial (AYALA;
COELHO, 2008; ZHENG et al., 2009; AICHA; BOUANI; KSOURI, 2013; ÅS-
TRÖM; SEGOVIA; HÄGGLUND, 2014; VUPPU; VENKATA; KODATI, 2015).
A literatura de controle apresenta diversos trabalhos empregando-
se a técnica loop-shaping, por meio da função sensitividade e do índice
IAEr, entretanto, a maioria das pesquisas utilizam as estratégias de
controle PID e/ou IMC, como pode ser observado nos trabalhos de
Wang e Shao (2000), Zhi-cheng, Zhi-yuan e Jing-gang (2011), Skoges-
tad e Grimholt (2012), Alcántara, Vilanova e Pedret (2013), Vuppu,
Venkata e Kodati (2015), Åström, Segovia e Hägglund (2014).
Uma abordagem interessante explorada pela comunidade cien-
tífica para a sintonia “ótima” dos controladores clássico e avançado é
através da otimização dos parâmetros destes controladores empregando-
se inteligência computacional (AL-DUWAISH; NAEEM, 2001; AYALA; CO-
ELHO, 2008; SHAO, 2012; AICHA; BOUANI; KSOURI, 2013). Para os pro-
jetos de controladores clássicos, Ayala e Coelho (2008) apresentaram
uma técnica de sintonia dos parâmetros do controlador PID utilizando
algoritmo genético. Duas abordagens de algoritmos genéticos foram
mostradas para rastreamento de trajetória.
Para o projeto dos MBPC’s, Al-Duwaish e Naeem (2001) propu-
seram a implementação de um DMC não linear para processos Ham-
merstein e Wiener empregando algoritmo genético. A avaliação do
algoritmo foi realizada tendo como base as restrições estabelecidas no
processo e na função custo do DMC. Na mesma direção do trabalho de
Al-Duwaish e Naeem (2001), Shao (2012) apresentou o GPC baseado
em algoritmo genético para otimização da função custo deste contro-
lador, sendo o sinal de controle a variável de decisão, submetida a um
conjunto de restrições.
Aicha, Bouani e Ksouri (2013) desenvolveram um formalismo
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matemático sistemático do GPC clássico a sistemas multivariáveis (Mul-
tivariable GPC - M-GPC), para um ajuste automático da síntese deste
controlador por meio de uma otimização multiobjetivo baseada em al-
goritmo genético, minimizando assim dois parâmetros de desempenho
de malha fechada, sobressinal e tempo de resposta.
Observa-se pelo estado da arte que, no contexto dos MBPC’s,
pouco interesse tem sido dado na investigação de projetos utilizando
inteligência computacional e, ao mesmo tempo correlacionando com os
conceitos de desempenho e robustez existentes na teoria de controle.
Esta abordagem pode ser interessante do ponto de vista teórico e prá-
tico, pois é possível combinar as propriedades e vantagens do MBPC
e dos algoritmos computacionais inteligentes para projetar sistemas de
controle mais robustos e com melhor desempenho.
1.5 ORGANIZAÇÃO DO TEXTO
Esta tese está organizada da seguinte forma:
Capítulo 2: apresenta-se uma descrição sobre os índices de de-
sempenho e robustez encontrados na literatura, discutindo-se a res-
peito do critério de estabilidade de Nyquist e do teorema do pequeno
ganho, conceitos estes utilizados no desenvolvimento da tese. Mostra-
se também o projeto desenvolvido da otimização multiobjetivo base-
ada em algoritmo genético para os filtros dos controladores propostos,
relacionando-se os conceitos de desempenho e robustez como ferramen-
tas de avaliação em um sistema de controle.
Capítulo 3: apresenta-se uma breve descrição da teoria do con-
trolador GMV clássico e o desenvolvimento de três novos projetos do
GMV filtrado na abordagem posicional e com representação em função
de transferência para sistemas SISO, ampliando a família de projeto
dos controladores GMV. No primeiro e segundo projeto, emprega-se o
método indireto e direto, respectivamente, e no terceiro projeto tem-se
a sintonia do controlador PID por meio do controlador GMV filtrado
indireto. Mostra-se uma estrutura alternativa de malha de controle
com o GMV filtrado para mitigar problemas de saturação de malha.
Simulações numéricas e práticas são fornecidas e comparadas com o
GMV clássico.
Capítulo 4: apresenta-se o novo projeto do GPC posicional fil-
trado, representado na forma de função de transferência, aplicado a
sistemas SISO e MIMO. Mostra-se uma estrutura alternativa de malha
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de controle empregando-se o GPC filtrado para contornar problemas de
saturação de malha. Descreve-se um estudo comparativo entre o GPC
filtrado proposto e as demais abordagens de projetos do GPC clássico
exploradas pela literatura. Apresenta-se também um projeto alterna-
tivo de hibridização do GPC filtrado com os controladores PID e IMC.
Mostra-se a proposta de um projeto de sintonia para os parâmetros do
filtro do GPC filtrado, a partir do teorema do pequeno ganho e dos
conceitos de incertezas aditivas e multiplicativas. Simulações numé-
ricas são fornecidas e comparadas com o GPC clássico e com GPC’s
encontrados na literatura de controle preditivo.
Capítulo 5: apresenta-se uma breve discussão sobre o controle
repetitivo, conceitos básicos, a relação com os MBPC’s e aplicações.
Mostra-se uma proposta alternativa de malha de controle repetitiva,
combinada com o GMV e GPC filtrado, onde a estrutura com o GPC
é desenvolvida na forma adaptativa. Simulações numéricas e práticas
são fornecidas, validando-se a factibilidade dos projetos.
Capítulo 6: apresenta-se uma breve descrição sobre a teoria
da ação de controle Feedback/FeedForward clássico e do controle feed-
forward combinado com o controle IMC clássico. Mostra-se um novo
projeto de controle Feedback/FeedForward inserido na estrutura de con-
trole do IMC filtrado, empregando-se uma abordagem adaptativa, com
o intuito de lidar com perturbações desconhecidas e não mensuráveis.
Simulação numérica é fornecida para diferentes perturbações.
Capítulo 7: conclusões finais são apresentadas com ênfase nas
contribuições da tese, publicações realizadas e perspectivas de pesquisas
futuras.
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2 ANÁLISE DE DESEMPENHO E ROBUSTEZ
2.1 INTRODUÇÃO
Aspectos de desempenho e robustez são conceitos importantes na
análise do comportamento transitório e de regime permanente de um
sistema de controle. No projeto de um controlador robusto, este deve
apresentar uma adequada margem de estabilidade e robustez, estabe-
lecendo assim, um compromisso entre estabilidade de malha fechada
e desempenho. A literatura de controle apresenta diversos índices de
desempenho e robustez que permitem quantificar e/ou qualificar o sis-
tema controlado, avaliando o grau de robustez do controlador projetado
(SKOGESTAD, 2003; ÅSTRÖM; MURRAY, 2008).
Tipicamente, diversos sistemas de controle são projetados utili-
zando-se modelos de processos simplificados, onde estes modelos repre-
sentam as dinâmicas mais relevantes, necessárias ao projeto do contro-
lador. Entretanto, muitos sistemas dinâmicos possuem características
complexas, que são ignoradas e interferem na fase de projeto, os quais
precisam funcionar adequadamente quando aplicados em ambientes re-
ais, sempre que submetidos a diferentes pontos de operação e expostos
a diversas interferências inerentes ou não no sistema realimentado.
Analisando o sistema de controle em relação a robustez, duas
propriedades são relevantes avaliar: i) a propriedade de estabilidade
robusta, conjunto de modelos com dinâmicas diferentes, e ii) a propri-
edade de desempenho robusto, rastreamento de referência e rejeição de
perturbação. Assim, um controlador robusto corretamente projetado,
deve satisfazer estas duas propriedades. Desta forma, se um sistema
de controle opera satisfatoriamente, mesmo frente a MPM, sujeito a
perturbações e operando em diversos pontos de operação (lineares e
não lineares), tem-se então um sistema com desempenho robusto e que
funciona para um conjunto de processos com dinâmicas diferentes (MO-
RARI; ZAFIRIOU, 1989; JIMENEZ, 2000).
Este capítulo aborda os principais conceitos sobre os índices de
desempenho e robustez para avaliação de ambos, desempenho robusto
e estabilidade robusta. Os índices de desempenho são utilizados na
avaliação dos sinais de saída e controle, medindo o comportamento do
sistema em relação ao rastreamento de referência e rejeição de pertur-
bação. Na análise de robustez são explorados o critério de estabilidade
de Nyquist, os conceitos de GM e PM e do teorema do pequeno ganho
(empregado na análise da estabilidade robusta frente a MPM).
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Adicionalmente, aspectos de robustez e desempenho são apresen-
tados, sendo estes aspectos incorporados na sintonia dos polinômios de
projeto dos controladores propostos nesta tese, detalhados nos capítulos
seguintes, servindo como índices para análise da estabilidade robusta e
desempenho dos sistemas realimentados por estes controladores.
2.2 ÍNDICES DE DESEMPENHO
Os índices de desempenho são amplamente utilizados na lite-
ratura de controle como uma medida quantitativa do desempenho do
sistema controlado, sobretudo para avaliação de rastreamento de re-
ferência, rejeição de perturbação e da energia do sinal de controle.
Quando estes índices são minimizados, o sistema de controle é con-
siderado “ótimo” ou com desempenho dentro dos padrões desejados,
e estes são escolhidos dando-se ênfase nas especificações consideradas
importantes ao sistema.
Diversas definições são comumente empregadas para investigar
o critério do erro mínimo integral e medir a energia do controle, por
meio dos sinais de erro e controle, respectivamente (SEBORG et al., 2011;
SKOGESTAD; GRIMHOLT, 2012; YU et al., 2014). Portanto, as Equações
(2.1) e (2.2), no domínio do tempo discreto, são utilizadas nesta tese
como índices quantitativos de avaliação de desempenho dos sistemas de
controle propostos.
- Integral do Erro Absoluto: este índice de desempenho, deno-
minado Integrated Absolute Error (IAEr), integra o erro absoluto
ao longo do tempo e não adiciona peso a nenhuma medida do
sinal de erro na resposta do sistema.
IAEr =
∞∑
k=1
∣∣e(k)∣∣ (2.1)
- Variação Total do Controle: o índice conhecido como Total
Variation of Control (TVC), permite medir o módulo da variação
do sinal de controle, podendo-se assim avaliar o esforço de controle
sobre os atuadores de um sistema de controle.
TV C =
∞∑
k=1
∣∣u(k)− u(k − 1)∣∣ (2.2)
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2.3 CRITÉRIO DA ESTABILIDADE DE NYQUIST
O critério da estabilidade de Nyquist tem como metodologia de-
terminar a estabilidade de malha fechada de um sistema de controle,
a partir da característica da resposta em frequência de malha aberta.
Este critério pode ser aplicado em sistemas estáveis e instáveis de malha
aberta e em sistemas com múltiplos valores de frequência de corte, for-
necendo assim a medida de estabilidade e os valores de margem ganho
e de fase (SEBORG et al., 2011; FADALI; VISIOLI, 2012).
Considerando o diagrama de blocos da Figura (7)
+
-
+
+
Figura 7 – Malha de realimentação clássica.
O polos de malha fechada são definidos por
Pc
(
q−1
)
= 1 +Gc
(
q−1
)
Gp
(
q−1
)
= 1 +Gma
(
q−1
)
= 0 (2.3)
ondeGma
(
q−1
)
é o ganho de malha, e o polinômio característico Pc
(
q−1
)
muda de acordo com o controlador Gc
(
q−1
)
. Para o caso de sistema no
domínio do tempo discreto, a análise da estabilidade, que é determinar
o número de polos instáveis do sistema de malha fechada, é igual a
dos sistemas no domínio do tempo contínuo, sendo a posição dos polos
analisada no círculo unitário no plano Z. O valor do ganho de malha
do círculo unitário é Gma
(
ejωn
)
ou seu conjugado Gma
(
e−jωn
)
, no qual
é a resposta em frequência do sistema, sendo a faixa de frequência nor-
malizada para o ângulo ωn = ωTs, no intervalo de −π/Ts ≤ ω ≤ π/Ts.
Para o propósito de análise da estabilidade de um sistema reali-
mentado, Figura (7), o polinômio característico Pc
(
q−1
)
é um número
complexo e portanto tem ângulo ou argumento. O número de polos e
zeros de Pc
(
q−1
)
são circundados por um contorno fechado Γ no plano
complexo Z, então o arg
Γ
Pc
(
q−1
)
= 360◦ (números de zeros menos os
números de polos de Pc
(
q−1
)
dentro de um contorno Γ). A Figura (8)
mostra o gráfico do critério da estabilidade de Nyquist para sistemas
no domínio do tempo discreto.
Na Figura (8), o círculo menor é o círculo unitário, enquanto que
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o círculo maior é selecionado com um valor de raio “infinito”, de modo
a incluir todos os polos e zeros do polinômio característico desejado.
Se o contorno CB, que envolve todo o círculo unitário, for mapeado
através da função de transferência de malha aberta, Gma
(
q−1
)
, então
o número de polos de malha fechada, Pmf , fora do círculo unitário, é
igual ao número de rotações NNy do contorno mapeado, mais o número
de polos de malha aberta, Pma, fora do círculo unitário, isto é
Pmf = NNy + Pma (2.4)
-1
-1
1
1
raio
infinito
contorno
área de polos 
instáveis
direção 
positiva
CB
A
Pmf = nº de polos 
de malha fechada
Pma = nº de polos 
de malha aberta
Figura 8 – Gráfico do critério da estabilidade de Nyquist.
O gráfico de Nyquist é um diagrama cartesiano no plano com-
plexo, o qual Gma
(
q−1
)
é plotado. O polinômio característico Pc
(
q−1
)
é o vetor do ponto (−1, j0), que é denominado de ponto crítico para
a curva de Nyquist. Outra maneira de analisar o critério da estabi-
lidade de Nyquist é envolver as frequências características, ou seja, a
amplitude da frequência de cruzamento, ωc, que é a frequência quando
a curva Gma
(
ejωn
)
cruza o círculo unitário, e a fase da frequência de
cruzamento, ω180, que é a frequência onde Gma
(
ejωn
)
cruza o eixo real
negativo, conforme as seguintes equações∣∣Gma(ejωcTs)∣∣ = 1, Φ180 = arg Gma(ejω180Ts) = −180◦. (2.5)
As Figuras (9(a)) e (9(b)) apresentam a curva padrão de Ny-
quist de Gma
(
q−1
)
e a definição da amplitude e fase na frequência de
cruzamento, respectivamente.
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0
ponto
A 
na origem 
decrescendo 
(a) Diagrama de Nyquist padrão
0
positivo 
decrescendo 
ciclo
(b) ωc e ω180 no diagrama de Nyquist
Figura 9 – Diagramas de Nyquist.
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Algumas observações a respeito do critério de Nyquist são im-
portantes destacar (FADALI; VISIOLI, 2012; SEBORG et al., 2011):
i) fornece uma condição necessária e suficiente para análise da es-
tabilidade de malha fechada, baseado na função de transferência
de malha aberta;
ii) o ponto crítico (−1, j0) é deduzido da Equação (2.5);
iii) o valor de NNy é o número de voltas completas em torno do ponto
crítico (−1, j0). Um valor positivo de NNy indica que o ponto
crítico é circundado no sentido horário e valor negativo no sentido
anti-horário;
iv) NNy com valores negativos, implica que cada envolvimento con-
tracorrente pode estabilizar um polo instável de malha aberta;
v) o sistema de malha fechada será estável se Pmf = 0;
vi) muitos processos são estáveis em malha aberta, nesta situação
Pma = 0 e Pmf = NNy. Porém, um sistema estável de malha
aberta só é estável em malha fechada se e somente se o gráfico de
Nyquist não contornar o ponto (−1, j0), isto é, se NNy = 0.
2.4 MARGENS DE ESTABILIDADE
A concepção de margens de estabilidade, isto é, margem de ga-
nho (GM) e margem de fase (PM), é para fornecer uma medida útil na
análise da estabilidade robusta e desempenho, pois os sistemas de ma-
lha fechada podem tornar-se instáveis se a dinâmica do processo mudar
ou se o controlador não é bem sintonizado, portanto, é importante ter-
se uma medida quantitativa da estabilidade, que indique quão perto o
sistema controlado está da região de instabilidade (ÅSTRÖM; MURRAY,
2008; SEBORG et al., 2011; SKOGESTAD; GRIMHOLT, 2012).
A GM é definida como a variação requerida no ganho de malha
aberta, necessária para levar o sistema à instabilidade. Isto é, o au-
mento do ganho que Gma pode tolerar na frequência ω180, antes que
a curva Gma passe através do ponto crítico no diagrama de Nyquist.
Sistemas com valores altos de GM podem suportar maiores mudanças
nos parâmetros, antes de atingirem a instabilidade de malha fechada.
A PM também fornece a medida da estabilidade relativa, indica
quanto de atraso, dead-time, pode ser incluído na malha de realimenta-
ção antes de ocorrer a instabilidade. Pode-se dizer também que PM é
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a redução de fase que a curva Gma pode tolerar na frequência ωc, antes
que a curva Gma passe através do ponto crítico. As definições de GM e
PM são dadas nas Equações (2.6) e o gráfico da Figura (10) representa
estas margens no diagrama de Nyquist.
GM =
1∣∣Gma(ejω180Ts)∣∣ , PM = 180◦ + arg Gma
(
ejωcTs
)
(2.6)
0
ciclo
PM
Figura 10 – GM e PM definidas no diagrama de Nyquist.
Os valores de GM e PM têm uma relação direta com a resposta
do sistema de malha fechada, ou seja, quanto maior os valores de GM
e PM, melhor é a estabilidade, porém, mais lenta torna-se a resposta
dinâmica do sistema, por outro lado, valores menores destes ganhos,
correspondem em respostas mais rápidas, contudo, mais oscilatórias.
Em geral, um sistema de controle adequadamente projetado, tem as
seguintes margens de ganho e de fase: 1.7 ≤ GM ≤ 4.0 e 30◦ ≤ PM ≤
45◦. Para determinadas especificações de projeto, os seguintes valores
também podem ser utilizados: GM ≥ 2.5 e PM ≥ 45◦ (FRANKLIN;
POWELL; EMAMI-NAEINI, 2009; SEBORG et al., 2011).
2.5 FUNÇÕES SENSITIVIDADE E COMPLEMENTAR
As funções sensitividade e sensitividade complementar, permi-
tem avaliar as características da resposta de malha fechada, fornecendo
importantes informações à análise da estabilidade e robustez do sistema
controlado.
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Considerando-se o diagrama de blocos da Figura (7), é possí-
vel definir duas importantes funções, Função Sensitividade, Ssen, e
Função Sensitividade Complementar, Tcom, conforme as seguintes
equações (SEBORG et al., 2011):
Ssen
∆=
1
1 +GcGp
, Tcom
∆=
GcGp
1 +GcGp
. (2.7)
Comparando-se o diagrama de blocos da Figura (7) e as Equa-
ções (2.7), conclui-se que Ssen é a função de transferência de malha
fechada para a perturbação do
(
k
)
, enquanto Tcom é a função de trans-
ferência de malha fechada para a referência r
(
k
)
, onde Ssen +Tcom = 1.
Ssen e Tcom indicam quão sensível é o sistema de malha fechada para
mudanças no processo. Ssen deve ser pequeno nas baixas frequências e
convergir para 1 (0 dB) nas altas frequências e Tcom deve estar em 1
(0 dB) nas baixas frequências e se tornar menor nas altas frequências
(FRANKLIN; POWELL; EMAMI-NAEINI, 2009; SEBORG et al., 2011). O
gráfico da Figura (11) mostra um exemplo da função sensitividade e da
função sensitividade complementar para um sistema Gc
(
q−1
)
Gp
(
q−1
)
.
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Figura 11 – Gráfico da Ssen e Tcom.
Seja
∣∣Ssen(ejωn)∣∣ e ∣∣Tcom(ejωn)∣∣ a razão da amplitude de Ssen e
Tcom, respectivamente, então o máximo valor da razão de amplitude
fornece medidas úteis de robustez e também servem como critérios de
projeto de sistemas de controle. Definindo-se Ms como o máximo valor
de
∣∣Ssen(ejωn)∣∣ para todas as frequências, tem-se a seguinte relação:
Ms
∆= max
0≤ωn<pi
∣∣Ssen(ejωn)∣∣ ∆= max
0≤ωn<pi
∣∣∣∣∣ 11 +Gc(ejωn)Gp(ejωn)
∣∣∣∣∣ . (2.8)
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O máximo valor de Ssen também tem uma interpretação geomé-
trica, onde Ms é o inverso da menor distância do diagrama de Nyquist
de Gma
(
ejωn
)
para o ponto crítico (−1, j0). Portanto, quanto menor o
valor de Ms, mais robusto é o sistema de malha fechada (Figura (12))
(WANG; SHAO, 2000; ÅSTRÖM; MURRAY, 2008).
0
ciclo
Figura 12 – Relação de Ms no diagrama de Nyquist.
O máximo valor de
∣∣Tcom(ejωn)∣∣ fornece uma medida de robustez
denominada Mt, onde o cálculo desta medida é dado por
Mt
∆= max
0≤ωn<pi
∣∣Tcom(ejωn)∣∣ ∆= max
0≤ωn<pi
∣∣∣∣∣ Gc
(
ejωn
)
Gp
(
ejωn
)
1 +Gc
(
ejωn
)
Gp
(
ejωn
)
∣∣∣∣∣ . (2.9)
Ms e Mt também são conhecidos como pico de ressonância da
função sensitividade e da função sensitividade complementar, respec-
tivamente, e seus valores podem ser relacionados com as margens de
ganho e de fase. As Equações (2.10) mostram a relação de Ms e Mt
com GM e PM (SKOGESTAD; POSTLETHWAITE, 1996; SEBORG et al.,
2011; SILVEIRA; RODRIGUEZ; COELHO, 2012a).
GM ≥
Ms
Ms − 1
e PM ≥ 2sin−1
(
1
2Ms
)
,
GM ≥ 1 +
1
Mt
e PM ≥ 2sin−1
(
1
2Mt
)
. (2.10)
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Projetando-se um controlador para atender a valores especifica-
dos de Ms ouMt, estabelece-se então limites inferiores para GM e PM,
isto é, para um sistema de controle corretamente projetado para al-
cançar respostas de malha fechada dentro dos padrões desejados de
desempenho, Ms e Mt devem estar nas faixas 1.2 ≤ Ms ≤ 2.0 e
1.0 ≤ Mt ≤ 1.5, respectivamente (SEBORG et al., 2011). É impor-
tante observar que, para um sistema de controle funcionar de maneira
robusta, isto é, dentro da faixa de valores das métricas de robustez esta-
belecidas no projeto do controlador, ele não deve ser sensível à pequenas
variações no sistema ou à incertezas no modelo do processo.
Os índices de desempenho (IAEr e TVC) e robustez (Ms,Mt,
GM e PM) apresentados são empregados nesta tese, não somente como
ferramenta de avaliação da análise de desempenho e robustez, mas tam-
bém para incorporar estas propriedades (trade-off entre desempenho e
robustez) na sintonia dos polinômios de projeto dos controladores pro-
postos, por meio de uma otimização multiobjetivo baseada em algo-
ritmo genético.
Através de Ssen
(
ejωn
)
e Tcom
(
ejωn
)
, é possível relacionar os va-
lores de Ms e Mt com os parâmetros de projeto dos controladores I-
FPGMV (Indirect Filtered Positional GMV), FPGPC (Filtered Positi-
onal GPC) e MFP-GPC (Multivariable FPGPC), propostos nesta tese.
Considerando-se os diagramas de blocos da Figura (19), controlador I-
FPGMV, e da Figura (31), projeto FPGPC, e utilizando-se as Equações
(2.8) e (2.9), tem-se os picos de ressonância das funções sensitividade e
sensitividade complementar para os controladores I-FPGMV e FPGPC,
conforme as seguintes equações:
Ms
∆= max
0≤ωn<∞
∣∣∣∣∣ A
(
ejωn
)
∆R
(
ejωn
)
A
(
ejωn
)
∆R
(
ejωn
)
+Kαα
(
ejωn
)
B
(
ejωn
)
S
(
ejωn
)
∣∣∣∣∣ ,
Mt
∆
= max
0≤ωn<∞
∣∣∣∣∣ Kαα
(
ejωn
)
B
(
ejωn
)
S
(
ejωn
)
A
(
ejωn
)
∆R
(
ejωn
)
+Kαα
(
ejωn
)
B
(
ejωn
)
S
(
ejωn
)
∣∣∣∣∣ .
(2.11)
Os polinômios R
(
ejωn
)
e S
(
ejωn
)
na Equação (2.11), estão asso-
ciados aos controladores I-FPGMV e FPGPC na forma canônica RST,
isto significa que, para cada controlador I-FPGMV ou FPGPC, estes
devem ser substituídos pelos seus respectivos polinômios, RGMV
(
ejωn
)
,
SGMV
(
ejωn
)
ou RGPC
(
ejωn
)
, SGPC
(
ejωn
)
. Por meio destes índices de
robustez, juntamente com o índice de desempenho IAEr, é possível
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encontrar valores “ótimos” aos parâmetros do filtro Kαα
(
ejωn
)
destes
controladores, utilizando-se técnica de otimização (Seção 2.8).
2.6 TEOREMA DO PEQUENO GANHO
Esta seção aborda a análise da estabilidade robusta a partir do
teorema do pequeno ganho. Este teorema, é empregado nesta tese como
ferramenta à análise de robustez do sistema controlado, na presença de
incertezas de modelagem não-estruturadas, ou seja, incertezas aditivas e
multiplicativas, fornecendo informações úteis a respeito da estabilidade
robusta e desempenho, em relação a erros de modelagem e ao ajuste dos
parâmetros dos filtros dos controladores preditivos propostos (ZHOU;
DOYLE; GLOVER, 1996; JIMENEZ, 2000).
Na literatura de controle existem diversas pesquisas sobre análise
de robustez baseadas em MPM. O estudo a respeito das incertezas
no modelo do processo está dividido em duas categorias: incerteza
estruturada, onde admite-se que a incerteza seja modelada, havendo
faixas e limites à incertezas dos parâmetros do sistema, isto é, supondo-
se que a estrutura do modelo é conhecida, a incerteza reside apenas nos
valores numéricos de seus parâmetros e a incerteza não-estruturada,
sendo desconhecidas as fontes das incertezas, ou seja, tem-se menos
conhecimento da estrutura do processo (BANERJEE; SHAH, 1995; ZHOU;
DOYLE; GLOVER, 1996; ANDERSON; BRINSMEAD, 2001).
Supõe-se um modelo nominal Gm
(
q−1
)
, escolhido para represen-
tar adequadamente as dinâmicas de um processo real Gp
(
q−1
)
, onde
este assume qualquer valor dentro de um conjunto L de processos, line-
ares e invariantes, e é definido em termos de Gm
(
q−1
)
. A especificação
de L é a resposta do sistema no domínio da frequência, no qual fornece
a magnitude e a fase para todas as frequências relevantes ao sistema.
Os conjuntos L do sistema real para incertezas aditivas, La, e
multiplicativas Lm, podem ser descritos como
La =
{
Gp
(
ejωn
)
:
∣∣Gp(ejωn)−Gm(ejωn)∣∣ ≤Wa(ωn)}
Lm =
{
Gp
(
ejωn
)
:
∣∣∣∣∣Gp
(
ejωn
)
−Gm
(
ejωn
)
Gm
(
ejωn
)
∣∣∣∣∣ ≤Wm(ωn)
}
(2.12)
onde os erros de modelagem ou as incertezas aditiva e multiplicativa
são representadas por
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∆a
(
ejωn
)
= Gp
(
ejωn
)
−Gm
(
ejωn
)
≤Wa
(
ωn
)
∆m
(
ejωn
)
=
Gp
(
ejωn
)
−Gm
(
ejωn
)
Gm
(
ejωn
) ≤Wm(ωn) (2.13)
sendo Wa
(
ωn
)
e Wm
(
ωn
)
definidos como o raio do disco de incertezas
aditiva e multiplicativa, respectivamente.
As incertezas aditivas podem ser identificadas como erros adi-
tivos no processo e/ou dinâmicas em altas frequências não modeladas
(atraso de transporte entre outros) e as incertezas multiplicativas
podem ser identificadas como erros de saída (sensores), zeros incertos
fora do círculo unitário, erros de entrada (atuadores), erros em baixas
frequências (variações de parâmetros, desgaste) (ZHOU; DOYLE; GLO-
VER, 1996). A Figura (13) mostra os diagramas de blocos de quatro
tipos de incertezas e a Tabela (3) apresenta as definições de incertezas
aditivas e multiplicativas.
+
(a) Incerteza aditiva
+
(b) Incerteza aditiva inversa
+
(c) Incerteza multiplicativa
+
(d) Incerteza multiplicativa inversa
Figura 13 – Diagrama de blocos das incertezas.
Considerando-se o sistema de controle da Figura (7), onde este
é projetado para atender todos os processos reais do conjunto L, por-
tanto, o projeto de controle deve atender aos seguinte objetivos: i)
garantir estabilidade de malha fechada, investigando a estabilidade no-
minal e robusta; ii) garantir rastreamento de referência e rejeição de
perturbação, investigando o desempenho nominal e robusto. A esta-
bilidade nominal e robusta e o desempenho nominal e robusto são in-
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vestigados para que o sistema de malha fechada seja estável e tenha
desempenho satisfatório, para todos os processos do conjunto L.
Tabela 3 – Representação das incertezas.
Incerteza Notação Definição
aditiva ∆a Gp = Gm +∆a
multiplicativa ∆m Gp = Gm
(
1 + ∆m
)
aditiva inversa ∆ai Gp =
(
1−Gm∆ai
)−1
Gm
multiplicativa inversa ∆mi Gp =
(
1−∆mi
)−1
Gm
O teorema do pequeno ganho é uma ferramenta interessante para
análise da estabilidade robusta de um sistema de controle, na presença
de MPM, onde a representação espectral do critério do pequeno ga-
nho fornece informações úteis a respeito da estabilidade e do desem-
penho robusto do sistema, em relação aos erros de modelagem e aos
parâmetros de sintonia do controlador (ZHOU; DOYLE, 1999; ÅSTRÖM;
MURRAY, 2008). Este teorema pode ser visto como uma aplicação do
critério de Nyquist e sua interpretação nesta tese, é somente para sis-
temas SISO.
Considerando-se o sistema interconectado da Figura (14), com
M ∈ RH∞.
Então, o sistema de malha fechada (M,∆SGT) é internamente
estável para todo
∆SGT ∈ RH∞ := {∆SGT ∈ RH∞/||∆SGT||∞ ≤ 1} (2.14)
se e somente se ||M ||∞ < 1 (ZHOU; DOYLE; GLOVER, 1996).
+
+
Figura 14 – Diagrama da estrutura M -∆SGT.
A estabilidade interna de (M,∆SGT) é equivalente a[
I −∆SGT
−M I
]−1
, ∈ RH∞ (2.15)
Desde que M,∆SGT ∈ RH∞, então a Equação (2.15) é equi-
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valente a
(
I − M∆SGT
)−1
∈ RH∞. Assim, o objetivo é provar que
||M ||∞ < 1 se e somente se(
I −M∆SGT
)−1
∈ RH∞ ; ∀∆SGT ∈ RH∞ (2.16)
Inferindo-se que det
(
I −M∆SGT
)
6= 0 é equivalente, pela defi-
nição de autovalores, a 1 /∈ γ
(
M∆SGT
)
, onde 1 certamente não é um
autovalor de M∆SGT se todos estes autovalores estão em valor absoluto
menor que 1. Então
ρ
(
M∆SGT
)
< 1 (2.17)
uma vez que o raio espectral é menor do que a norma espectral de(
M∆SGT
)
, Equação (2.17), está implícito que ||M∆SGT||∞ < 1 e como
a norma é sub-multiplicativa, então
||M ||∞||∆SGT||∞ < 1 (2.18)
Isto significa que a condição suficiente para a estabilidade de
malha fechada é que a seguinte inequação seja satisfeita:
||∆SGT
(
ejωn
)
||∞ <
1
||M
(
ejωn
)
||∞
; ∀ωn ∈ [0, π] (2.19)
onde M
(
ejωn
)
é a composição dos parâmetros do processo e do con-
trolador e ∆SGT
(
ejωn
)
representa a dinâmica não-modelada, ou seja,
as incertezas do modelo. Portanto, assumindo-se que ||M
(
ejωn
)
||∞ é
estável, então o sistema de malha fechada é estável para toda incer-
teza estável ||∆SGT
(
ejωn
)
||∞ ≤ 1, se e somente se ||M
(
ejωn
)
||∞ < 1,
Equação (2.19). É importante observar que quando a norma H∞ de
M
(
ejωn
)
diminui, o raio das incertezas admissíveis aumenta.
2.7 ESTABILIDADE ROBUSTA SOB INCERTEZAS
2.7.1 Multiplicativa
Considerando-se o diagrama de blocos da Figura (15(a)), onde
a entrada e saída do sistema são mostradas nos pontos indicados na
Figura (15(b)), então a função de transferência vista pela incerteza
multiplicativa é dada pela seguinte relação:
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Mm
(
ejωn
)
= −
Gc
(
ejωn
)
Gm
(
ejωn
)
1 +Gc
(
ejωn
)
Gm
(
ejωn
) (2.20)
+
+
-
(a)
+
-
Mm
y r
(b)
Figura 15 – Sistema realimentado com incerteza multiplicativa.
Se a função de transferência que representa a incerteza, Equa-
ção (2.19), e a função de transferência da Equação (2.20) são estáveis,
então pelo teorema do pequeno ganho o sistema de malha fechada é
robustamente estável se
∣∣∆m(ejωn)∣∣ < 1∣∣∣Gc(ejωn)Gm(ejωn) [1 +Gc(ejωn)Gm(ejωn)]−1∣∣∣ ,∣∣∆m(ejωn)∣∣ < 1∣∣Tcom(ejωn)∣∣ . (2.21)
O denominador do lado direito da desigualdade da Equação
(2.21) é a função sensitividade complementar, isto significa que a incer-
teza multiplicativa deve ser menor que o mínimo de 1/Tcom
(
ejωn
)
. Para
minimizar o lado direito da desigualdade, deve-se maximizar Tcom
(
ejωn
)
,
onde o máximo desta função, sobre todas as frequências, é seu valor de
pico, consequentemente, a menor incerteza multiplicativa desestabili-
zante, margem de estabilidade multiplicativa (MSM), é calculada da
seguinte forma:
MSM =
1
sup
ωn
∣∣Tcom(ejωn)∣∣ . (2.22)
2.7.2 Aditiva
A metodologia de projeto para o FPGPC empregando-se a de-
finição de estabilidade robusta sob incertezas, é semelhante a da esta-
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bilidade robusta multiplicativa. Considerando-se o diagrama de blocos
da Figura (16), ou seja, a função de transferência vista pela incerteza
aditiva é dada por
Ma
(
ejωn
)
= −
Gc
(
ejωn
)
1 +Gc
(
ejωn
)
Gm
(
ejωn
) . (2.23)
+
+
-
(a)
Ma
+
-
y r
(b)
Figura 16 – Sistema realimentado com incerteza aditiva.
O sistema de malha fechada será robustamente estável se
∣∣∆a(ejωn)∣∣ < 1∣∣∣Gc(ejωn)(1 +Gc(ejωn)Gm(ejωn))−1∣∣∣ ,∣∣∆a(ejωn)∣∣ < 1∣∣Gc(ejωn)Ssen(ejωn)∣∣ . (2.24)
Parte do denominador do lado direito da desigualdade da Equa-
ção (2.24) é a própria função sensitividade Ssen
(
ejωn
)
, ou seja, a incer-
teza aditiva deve ser menor que 1/
(
Gc
(
ejωn
)
Ssen
(
ejωn
))
. A menor in-
certeza aditiva desestabilizante, margem de estabilidade aditiva (ASM),
é calculada da seguinte forma:
ASM =
1
sup
ωn
∣∣Gc(ejωn)Ssen(ejωn)∣∣ . (2.25)
2.8 OTIMIZAÇÃO DOS PARÂMETROS DO FILTRO
Esta seção discute aspectos de robustez incorporados na sin-
tonia dos parâmetros do filtro dos controladores I-FPGMV, FPGPC,
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MFP-GPC, RI-FPGMV (Repetitive I-FPGMV), R-FPGPC (Repetitive
FPGPC), AFF-FIMC (Adaptive Feedback/Feedforward Filtered Inter-
nal Model Control), através de uma otimização multiobjetivo baseada
em algoritmo genético. O objetivo é garantir que os índices Ms e IAEr
estejam em valores apropriados para assegurar robustez e desempenho
de malha fechada dentro dos padrões desejados. É importante dizer que
os símbolos e as siglas citados nesta seção, referentes aos controladores
propostos nesta tese, são detalhados nos capítulos seguintes.
O principal intuito da otimização multiobjetivo baseada em algo-
ritmo genético (KONAKA; COIT; SMITH, 2006; AYALA; COELHO, 2008;
BRANKE et al., 2008), é encontrar “valores ótimos” para os parâme-
tros Kα, α1, Kα e α1, estabelecendo um trade-off entre desempenho
e robustez, garantindo assim, rastreamento de referência, rejeição de
perturbação e estabilidade robusta.
Considerando-se as funções sensitividade, através da magnitude
do pico de ressonânciaMs, dos projetos dos controladores apresentados
nos Capítulos 3, 4, 5 e 6, Equações (2.11), (5.25) e (6.11) e o IAEr,
Equação (2.1), é possível buscar o mínimo valor de Ms, na faixa espe-
cificada (1.2 ≤Ms ≤ 2.0), e o mínimo valor de IAEr, empregando-se a
técnica loop-shaping (ZHENG et al., 2009; SEBORG et al., 2011; ÅSTRÖM;
SEGOVIA; HÄGGLUND, 2014). Os “valores ótimos” para os parâmetros
dos filtros são obtidos por meio de uma otimização multiobjetivo, e o
Algoritmo (1) apresenta o pseudo-código proposto, onde nG representa
o número de gerações.
Algumas importantes questões da técnica proposta de otimização
multiobjetivo baseada em algoritmo genético são:
i) cada indivíduo da população possui dois ou quatro genes (Kα,
α1 e/ou Kα, α1), que representam os parâmetros do filtro dos
controladores supracitados;
ii) a população inicial é criada (linha 1) dentro de uma faixa desejada
para os parâmetros do filtro, isto é, Kα e α1 estão no intervalo
[0.001; 5] e [0; 1], respectivamente;
iii) os indivíduos são ordenados (linha 4) com o menor valor de IAEr
e Ms, mas com o valor de Ms limitado dentro da faixa desejada;
iv) os melhores indivíduos, percentual definido da população (linha
a), são selecionados para a próxima geração, porque se um ponto
próximo ao “valor ótimo” estiver sido alcançado, este ponto é o
primeiro indivíduo da ordenação e pode ser ajustado (refinado)
por uma pequena taxa de mutação;
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Algoritmo 1 Pseudo-código do algoritmo de otimização multiobjetivo
Início
1: Criar uma população inicial aleatória de indivíduos;
2: Executar o GPC clássico para uma avaliação inicial dos índices
IAEr e Ms;
3: Avaliar cada indivíduo (Kα, α1 e/ou Kα, α1) executando o I-
FPGMV ou FPGPC ou RI-FPGMV ou R-FPGPC ou AFF-FIMC,
calculando novos valores de IAEr e Ms;
4: Ordenar cada indivíduo a partir dos valores de IAEr eMs, gerando
uma nova população;
5: for k = 1 . . . nG do
a) Selecionar os melhores indivíduos da população para a pró
xima geração;
b) Mutar a população a partir de um percentual definido;
c) Avaliar cada indivíduo e calcular os valores de IAEr
e Ms;
d) Ordenar os indivíduos a partir dos valores de IAEr e Ms
para gerar uma nova população;
6: Retornar o melhor indivíduo;
Fim
v) a probabilidade de mutação (linha b) é aplicada em uma distri-
buição uniforme entre 50% de Kα e 50% de α1. Se a mutação é
de Kα ou α1, existe 70% de chances de ser ajustada (refinada)
com uma pequena taxa de mutação (50% para cima e 50% para
baixo), com diferentes taxas de mutação para Kα e α1, pois es-
tes possuem intervalos de valores distintos. Os outros 30% são
através de métodos randômicos de mutação;
vi) esta estratégia de mutação gera um ajuste fino para os indiví-
duos que estão próximos ao ponto “ótimo”, onde os limiares de
mutação são multiplicados por um número randômico para gerar
diversidades nas casas decimais, e gerar diversidade global através
do ajuste randômico dos parâmetros. É importante enfatizar que
a mutação utilizada nesta tese, não se encaixa em nenhuma es-
tratégia de mutação proposta pela literatura, haja vista que esta
é específica para o problema tratado neste projeto de tese;
vii) novos indivíduos são criados aleatoriamente para gerar diversi-
dade globalmente;
viii) o espaço de busca utilizado no algoritmo genético proposto, são
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as variáveis Kα, α1 e/ou Kα, α1;
ix) são duas as funções objetivos utilizadas pelo algoritmo de oti-
mização multiobjetivo, a primeira é para o cálculo do IAEr, e
independe do projeto do controlador, ou seja,
IAEr =
∞∑
k=1
∣∣e(kTs)∣∣ (2.26)
e a segunda é para o cálculo deMs e depende do projeto do contro-
lador e da malha de controle, sendo representada pelas seguintes
relações:
-Controladores I-FPGMV e FPGPC
Ms
∆= max
0≤ωn<pi
∣∣∣∣∣ A
(
ejωn
)
∆R
(
ejωn
)
A
(
ejωn
)
∆R
(
ejωn
)
+Kαα
(
ejωn
)
B
(
ejωn
)
S
(
ejωn
)
∣∣∣∣∣
(2.27)
-Controladores RI-FPGMV, R-FPGPC e AR-FPGPC
Ms
∆= max
0≤ωn<pi
∣∣∣∣∣A
(
ejωn
)
∆R
(
ejωn
)
Am
(
ejωn
)
∆NR
(
ejωn
)
Dst1(ejωn
)
Dst2(ejωn
)
∣∣∣∣∣ (2.28)
-Controlador AFF-FIMC
Ms
∆
= max
0≤ωn<pi
∣∣∣∣∣ H
(
ejωn
)(
He
(
ejωn
)
−N1
(
ejωn
))
He
(
ejωn
)
+D1
(
ejωn
)
+Gff
(
ejωn
)
∆ff
(
ejωn
)
∣∣∣∣∣ (2.29)
-Teorema do Pequeno Ganho
Ms
∆
= max
0≤ωn<pi
∣∣∣∣∣ ∆R
(
ejωn
)
Kαα
(
ejωn
)
S
(
ejωn
)
ASM
∣∣∣∣∣ . (2.30)
É importante enfatizar que,
i) embora os parâmetros de sintonia λ, do GPC clássico e do FPGPC,
e Q
(
q−1
)
, do GMV clássico e I-FPGMV, sejam fundamentais em
termos de desempenho e energia do sinal de controle, estes não
são considerados no algoritmo de otimização como variáveis a se-
rem otimizadas, pois a sintonia dos principais parâmetros, Ny,
Nu, λ e Q
(
q−1
)
, para estabilidade de malha fechada e robustez,
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estão fora do escopo desta tese. O objetivo é assegurar que os pa-
râmetros do filtro dos controladores propostos, sejam capazes de
lidar com o offset, o rastreamento de referência, a rejeição de per-
turbação e MPM. A sintonia de Ny, Nu, λ e Q
(
q−1
)
é utilizada
somente para estabilizar o sistema, o desempenho e robustez de
malha fechada devem ser garantidos pelos filtros Kαα
(
q−1
)
e/ou
Kαα
(
q−1
)
;
ii) este método de otimização multiobjetivo baseada em algoritmo
genético empregando a concepção de robustez e desempenho nos
controladores GMV e GPC filtrados (I-FPGMV, FPGPC, RI-
FPGMV, R-FPGPC, AR-FPGPC e AFF-FIMC), para sintonia
dos parâmetros do filtro destes controladores, tem sido explorado
em poucas aplicações na literatura de controle e esta é uma das
contribuições desta tese. Evitando o exaustivo procedimento ten-
tativa e erro e a ausência de critérios da engenharia de controle;
iii) embora no procedimento de otimização as funções objetivos sejam
independentes, mas do ponto de vista da teoria de controle elas
estão correlacionadas, pois pelo diagrama de Nyquist, a medida
que a margem de robustez diminui, consequentemente o desem-
penho melhora e vice-versa.
2.9 CONCLUSÃO
Neste capítulo foi realizada uma breve discussão sobre análise
de desempenho e robustez, como ferramenta de avaliação de projeto
dos controladores propostos nesta tese. Inicialmente foram apresenta-
dos os índices de desempenho, IAEr e TVC, utilizados na literatura
de controle, como medidas quantitativas de avaliação dos sistemas de
controle. Ademais, foi descrito o critério de estabilidade de Nyquist,
no domínio do tempo discreto, como uma metodologia capaz de de-
terminar a estabilidade de malha fechada de um sistema de controle.
Em seguida, foi apresentado os conceitos de GM e PM, relacionando-os
com o diagrama de Nyquist, como uma ferramenta que pode fornecer
uma medida útil à análise da estabilidade e desempenho robusto.
Em seguida, foram apresentadas as definições das funções Ssen e
Tcom, empregadas na análise da estabilidade e robustez de um sistema
controlado, onde os picos de ressonância destas funções,Ms eMt, estão
correlacionados com o conceito de GM e PM e com o diagrama de Ny-
quist, fornecendo informações quantitativas na análise da estabilidade
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e robustez de um sistema de controle. Adicionalmente, as funções de
transferências Ms e Mt foram desenvolvidas e podem ser incorporadas
ao projeto dos controladores I-FPGMV e FPGPC, objetivando empre-
gar a função Ms, juntamente com o índice IAEr, para otimizar valores
“ótimos” aos parâmetros do filtro Kαα
(
ejωn
)
através de uma técnica
de otimização multiobjetiva.
Ademais, foi abordado o conceito de análise de robustez pelo
teorema do pequeno ganho. Este teorema é utilizado para analisar a
estabilidade e desempenho robusto do sistema controlado, na presença
de MPM, incertezas multiplicativa e aditiva.
Por fim, empregando-se a técnica loop-shaping e os conceitos
de algoritmo genético, aspectos de robustez incorporados na sintonia
dos polinômios de projeto dos controladores propostos nesta tese fo-
ram explorados, assegurando assim, projetos mais robustos, com me-
lhor desempenho e análises mais detalhadas no domínio da frequência.
O intuito do algoritmo de otimização é que os parâmetros dos filtros
dos controladores sejam sintonizados através de um algoritmo genético
multiobjetivo, baseado nos índices de desempenho (IAEr) e robustez
(Ms).
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3 PROJETO DO CONTROLADOR FPGMV
3.1 INTRODUÇÃO
Desde o seu surgimento na década de 70, o GMV, desenvolvido
por Clarke e Gawthrop (1975) como uma extensão do regulador MV de
Åström (1970), vem sendo empregado em vários campos de aplicações,
tais como, saúde e medicina, sistemas aeronáuticos, de comunicação,
de potência e robótica. Ainda hoje o controlador GMV é investigado
no tratamento do offset, na minimização da variância do ruído e na
melhoria da robustez do desempenho de malhas de controle, em situ-
ações numéricas e experimentais. Na Figura (17), utilizando-se a base
de dados SCOPUS, observa-se o número aproximado de publicações
sobre o GMV em revistas e conferências ao longo das últimas décadas.
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Figura 17 – Número aproximado de publicações do controlador GMV.
Ademais, uma ampla gama de pesquisadores tem contribuído sig-
nificativamente para o formalismo matemático e implementações prá-
ticas do GMV. Particularmente, o rastreamento de referência é um
dos principais objetivos em controle de processos industriais, e o resul-
tado da perda de desempenho pode ser causado por uma variedade de
fatores, tais como, MPM, mudanças de referência e presença de per-
turbações. Para lidar com estas condições, uma diversidade de estudos
têm sido propostos para o controlador GMV e modificados ao longo
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dos anos (CLARKE; HODGSON; TUFFS, 1983; DOI; MORI, 2002; DIMOGI-
ANOPOULOS; HIOS; FASSOIDS, 2007; SILVEIRA et al., 2016).
Para o controlador GMV clássico, proposto por Clarke e Gawth-
rop (1975), a literatura utiliza duas abordagens, o cenário posicional ou
incremental, onde o modelo entrada-saída linear do processo, a lei de
controle, a saída auxiliar generalizada, φ
(
k+ d
)
, e a função custo a ser
otimizada, assumem diferentes formas no domínio do tempo discreto,
como ilustrado na Tabela (4).
Tabela 4 – Modelos padrão para o projeto do controlador GMV.
(a) Caso Posicional
- Modelo do Processo:
A
(
q−1
)
y
(
k
)
= q−dB
(
q−1
)
u
(
k − 1
)
+ C
(
q−1
)
ξ
(
k
)
- Saída Auxiliar:
φ
(
k + d
)
= P
(
q−1
)
y
(
k + d
)
− T
(
q−1
)
r
(
k
)
+Q
(
q−1
)
u
(
k
)
- Lei de controle:
R
(
q−1
)
u
(
k
)
= T
(
q−1
)
r
(
k
)
− S
(
q−1
)
y
(
k
)
(b) Caso Incremental
- Modelo do Processo:
A
(
q−1
)
∆y
(
k
)
= q−dB
(
q−1
)
∆u
(
k − 1
)
+ C
(
q−1
)
ξ
(
k
)
- Saída Auxiliar:
φ
(
k + d
)
= P
(
q−1
)
y
(
k + d
)
− T
(
q−1
)
r
(
k
)
+Q
(
q−1
)
∆u
(
k
)
- Lei de controle:
R
(
q−1
)
∆u
(
k
)
= T
(
q−1
)
r
(
k
)
− S
(
q−1
)
y
(
k
)
No caso posicional, também denominado modo explícito, para
garantir o offset-free, somente no sentido da regulação da referência,
Clarke e Gawthrop (1975) e Koivo (1980) propuseram para sistemas
monovariáveis e multivariáveis, respectivamente, uma ponderação in-
tegral no sinal de controle definida como Q
(
q−1
)
= q0
(
1 − q−1
)
. No
mesmo período, Clarke e Gawthrop (1979) e mais tarde, Ezzaraa, Ait-
lafkih e Ramzi (2011) e Silveira, Rodriguez e Coelho (2012a), idea-
lizaram e implementaram a ponderação do controle como Q
(
q−1
)
=
q0
(
1− q−1
)
/
(
1− γq−1
)
, através de abordagens teóricas e simulações.
Em seguida, projetos alternativos para eliminar o offset para mu-
danças de referência em degrau foram relatados e baseados em equa-
ções do caso posicional, descritas na Tabela (4). Allidina e Hughes
(1979) propuseram uma abordagem adaptativa, que ajusta T
(
q−1
)
on-
line, sendo este polinômio atualizado pela seguinte relação:
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T
(
q−1
)
= t0 = P
(
1
)
+
A
(
1
)
B
(
1
)Q(1), (3.1)
com Q
(
q−1
)
= q0. Coelho, Amaral e Favier (1988) estenderam esta
metodologia para sistemas multivariáveis, incluindo a matriz interac-
tor, que é a representação matricial do atraso e está associada ao aco-
plamento em processos multivariáveis. Outra possibilidade para lidar
com o offset foi desenvolvida por Schumann (1979) e Favier e Hassani
(1982), com a inclusão de uma referência para o sinal de controle ur
(
k
)
,
portanto, a saída auxiliar assume a forma
φ
(
k + d
)
= P
(
q−1
)
y
(
k + d
)
− T
(
q−1
)
r
(
k
)
+Q
(
q−1
) [
u
(
k
)
− ur
(
k
)]
.
(3.2)
O objetivo é garantir que não somente a saída do sistema, mas
também o sinal de controle, rastreie a referência, com Q
(
q−1
)
= q0.
Sob a condição de malha fechada e de regime permanente, a lei de
controle e o sinal ur
(
k
)
são calculados pelas seguintes equações:
R
(
q−1
)
u
(
k
)
= Q
(
q−1
)
ur
(
k
)
+ T
(
q−1
)
r
(
k
)
− S
(
q−1
)
y
(
k
)
, (3.3)
ur
(
k
)
=
A
(
1
)
B
(
1
)r(k). (3.4)
De fato, a maioria dos projetos baseados no controlador GMV
posicional, garante erro de regulação nulo para rastreamento de refe-
rência, pela simples imposição de ganho estático unitário na função de
transferência de malha fechada. Em todas estas técnicas supracitadas,
a propriedade de eliminar o erro de regime permanente, se o processo
está sujeito a perturbações de carga constante, não é garantida, a menos
que uma topologia de adaptação adicional auto-ajustável (self-tuning)
seja implementada na malha de controle (DOI; MORI, 2002).
No caso incremental, também caracterizado como modo implí-
cito, propostos em Clarke, Hodgson e Tuffs (1983) e Tuffs e Clarke
(1985), um controlador integral foi obtido e investigado por meio de
um modelo CARIMA, proporcionando uma característica de malha in-
teressante para tornar o controlador GMV robusto no rastreamento
de referência e rejeição de perturbação ao sistema controlado. O mo-
delo do processo, a saída auxiliar e a lei de controle estão descritas na
Tabela (4). Scattolini (1986) estendeu o projeto do controlador GMV
incremental para o caso multivariável, utilizando uma matriz interactor
geral, ou seja, na forma não-diagonal.
90
Clarke, Hodgson e Tuffs (1983) foram os primeiros pesquisadores
que abordaram o projeto do controlador GMV na forma incremental,
e ao longo dos anos, diversos pesquisadores tais como Grimble (2004),
Dimogianopoulos, Hios e Fassoids (2007) e Grimble e Majecki (2008)
têm dado atenção e importância em produzir resultados teóricos e ex-
perimentais significativos no contexto da estabilidade, desempenho e
diagnóstico de sistemas de controle de malha fechada.
No cenário posicional e incremental, a ponderação no sinal de
controle, Q
(
q−1
)
, pode ser utilizada de diferentes formas, proposta por
diversos pesquisadores nos últimos anos. Embora não seja o foco desta
tese explorar a influência da ponderação do controle no desempenho do
sistema de malha fechada, na Tabela (5) encontram-se algumas relações
para Q
(
q−1
)
utilizadas na literatura do controlador GMV.
Tabela 5 – Ponderação do sinal de controle para o controlador GMV.
Caso Posicional Caso Incremental
Q
(
q−1
)
= q0 Q
(
q−1
)
= q0
Q
(
q−1
)
= q0∆ -
Q
(
q−1
)
= q0∆/
(
1− γq−1
)
Q
(
q−1
)
= q0/
(
1− γq−1
)
Este capítulo objetiva apresentar um novo formalismo de projeto
ao controlador GMV clássico, ampliando a família de projetos deste
controlador, não somente para eliminar o offset, mas também para es-
tabilizar sistemas monovariáveis com diferentes complexidades, garan-
tindo margem de robustez e desempenho de malha fechada em termos
do padrão de malha desejado, isto é rastreamento de referência e re-
jeição de perturbação. Este formalismo está dividido em três projetos
lineares do controlador GMV, utilizando o cenário posicional e inse-
rindo um filtro na saída do processo. O primeiro projeto emprega uma
abordagem indireta (model-dependent), alcançando um controlador de-
nominado GMV posicional filtrado indireto (Indirect Filtered Positio-
nal Generalized Minimum Variance - I-FPGMV). O segundo projeto
é conectado à síntese adaptativa direta (model-free), alcançando um
tipo de estrutura denominada de GMV posicional filtrado direto (Di-
rect Filtered Positional Generalized Minimum Variance - D-FPGMV).
No terceiro projeto, a síntese I-FPGMV é hibridizada na sintonia do
controlador PID ideal. Ademais, uma estrutura de malha de controle
é investigada, utilizando-se o controlador I-FPGMV para mitigar pro-
blemas de saturação de malha no sinal de controle.
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3.2 CONTROLADOR GMV INDIRETO FILTRADO
Considere o modelo CAR do processo, caracterizado pela se-
guinte equação paramétrica posicional, no domínio do tempo discreto:
A
(
q−1
)
y
(
k
)
= q−dB
(
q−1
)
u
(
k − 1
)
(3.5)
onde o objetivo é determinar o sinal de controle u
(
k
)
do controlador
GMV que minimiza a função custo da forma
JGMV =
[
φ
(
k + d
)]2
=
[
φy
(
k + d
)
− TGMV
(
q−1
)
r
(
k
)
+Q
(
q−1
)
u
(
k
)]2
(3.6)
em que TGMV
(
q−1
)
é o filtro da referência, Q
(
q−1
)
= q0 e φy
(
k + d
)
é
uma saída auxiliar, ilustrada na Figura (18), e ajustada por
φy
(
k + d
)
= P
(
q−1
)
y
(
k + d
)
=
Kαα
(
q−1
)
∆
y
(
k + d
)
. (3.7)
+
Processo
+
-
Figura 18 – Saída auxiliar para o projeto do controlador I-FPGMV.
Os valores de Kα e α
(
q−1
)
=
∏nα
i=1
(
1 − αiq−1
)
, que podem ser
sintonizados com polinômios de primeira ou segunda ordem, dão um
grau extra de liberdade para o ajuste do GMV e são calibrados para que
pesos maiores sejam inseridos nas baixas frequências, proporcionando
uma ponderação maior no erro de regulação nesta faixa de frequência
(GRIMBLE, 2004). O parâmetro αi está no intervalo [0, 1],sendo res-
ponsável pelo ajuste da velocidade da resposta e da compensação da
perturbação.
A função custo da Equação (3.6) tem um termo φy
(
k+d
)
no fu-
turo, o qual não está disponível no instante k. Portanto, a minimização
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não pode ser realizada, a menos que o termo φy
(
k+d
)
seja substituído
pelo valor estimado. Sendo assim, a Equação (3.5) é multiplicada por
P
(
q−1
)
e pode ser escrita como
A
(
q−1
)Kαα(q−1)
∆
y
(
k + d
)
= B
(
q−1
)Kαα(q−1)
∆
u
(
k
)
,
A
(
q−1
)
∆φy
(
k + d
)
= B
(
q−1
)
Kαα
(
q−1
)
u
(
k
)
. (3.8)
Considere a seguinte identidade polinomial:
1 = A
(
q−1
)
∆EGMV
(
q−1
)
+ q−dSGMV
(
q−1
)
(3.9)
em que neGMV = d−1 e nsGMV = na, representam o grau dos polinômios
EGMV
(
q−1
)
e SGMV
(
q−1
)
, respectivamente. Substituindo-se a Equação
(3.9) na Equação (3.8), obtém-se
φy
(
k + d
)
= SGMV
(
q−1
)
φy
(
k
)
+Kαα
(
q−1
)
B
(
q−1
)
EGMV
(
q−1
)
u
(
k
)
.
(3.10)
Substituindo-se a Equação (3.10) na Equação (3.6), a função
custo é expressa na forma
JGMV = [SGMV
(
q−1
)
φy
(
k
)
− TGMV
(
q−1
)
r
(
k
)
+Q
(
q−1
)
u
(
k
)
+Kαα
(
q−1
)
B
(
q−1
)
EGMV
(
q−1
)
u
(
k
)
]2. (3.11)
Pela minimização da Equação (3.11), em relação a u
(
k
)
, avalia-se
o sinal de controle do controlador I-FPGMV, sendo calculado por
SGMV(q−1)
Kαα(q−1)
∆
y(k)− TGMV(q−1)r(k)
+
[
Q(q−1) +Kαα(q−1)B(q−1)EGMV(q−1)
]
u(k) = 0,[
Q
(
q−1
)
+Kαα
(
q−1
)
EGMV
(
q−1
)]
∆u
(
k
)
= TGMV
(
q−1
)
∆r
(
k
)
−Kαα
(
q−1
)
SGMV
(
q−1
)
y
(
k
)
(3.12)
em que o controle aplicado é u
(
k
)
= u
(
k− 1
)
+∆u
(
k
)
e os polinômios
RGMV
(
q−1
)
e TGMV
(
q−1
)
, associados com a estrutura de controle RST,
são relacionados como
RGMV
(
q−1
)
= Q
(
q−1
)
+Kαα
(
q−1
)
B
(
q−1
)
EGMV
(
q−1
)
,
TGMV
(
q−1
)
=
Kαα
(
q−1
)
∆
. (3.13)
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Tendo-se como base a Equação (3.12), a lei de controle do con-
trolador I-FPGMV na forma RST é dada pela seguinte equação:
RGMV
(
q−1
)
∆u
(
k
)
= Kαα
(
q−1
) [
r
(
k
)
− SGMV
(
q−1
)
y
(
k
)]
. (3.14)
Combinando-se o modelo da Equação (3.5) e a lei de controle do
controlador I-FPGMV, Equação (3.14), a dinâmica de malha fechada
do sistema controlado é representada por
y
(
k
)
=
q−dKαα
(
q−1
)
B
(
q−1
)
A
(
q−1
)
∆RGMV
(
q−1
)
+ q−dKαα
(
q−1
)
B
(
q−1
)
SGMV
(
q−1
)r(k).
(3.15)
A condição do offset-free para rastreamento da referência na
forma degrau, y
(
k
)
seguindo r
(
k
)
, é garantida se SGMV
(
1
)
= 1, o qual
é assegurada pela Equação (3.15). Portanto, a lei de controle do con-
trolador I-FPGMV da Equação (3.14) é uma forma alternativa para
viabilizar erro nulo de regime permanente entre a referência e a saída
com Q
(
q−1
)
= q0 e P
(
q−1
)
definido pela Equação (3.7), o que signi-
fica selecionar P
(
q−1
)
com um termo integral, e está sob a filosofia de
projeto do erro ponderado com a forma polinomial e integral.
Algumas características importantes da síntese do controlador
I-FPGMV são destacadas, tais como:
i) o modo implícito aparece naturalmente na lei de controle incre-
mental da Equação (3.14), mesmo utilizando o modelo do pro-
cesso e a função custo na abordagem posicional;
ii) os parâmetros de projeto Q
(
q−1
)
e P
(
q−1
)
devem ser ajustados
pelo operador para cada aplicação, visando ajustar o comporta-
mento dinâmico de malha fechada do sistema;
iii) quando Kα e α
(
q−1
)
são iguais a 1, o projeto do controlador
GMV clássico é obtido;
iv) o controlador I-FPGMV pode ser avaliado em processos de fase
mínima/não mínima e estáveis/instáveis (COELHO; ARAÚJO; SIL-
VEIRA, 2014), onde o filtro Kα e α
(
q−1
)
, interferem na estabili-
dade de malha fechada (Equação (3.16));
v) o controlador I-FPGMV oferece compensação do atraso de trans-
porte, conforme observa-se pela função de transferência de malha
fechada da Equação (3.15), isto é,
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y
(
k
)
=
q−dKαα
(
q−1
)
B
(
q−1
)
A
(
q−1
)
∆RGMV
(
q−1
)
+Kαα
(
q−1
)
B
(
q−1
)
SGMV
(
q−1
)r(k).
(3.16)
Para avaliar casos de rejeição de perturbação na entrada e saída
do processo, considera-se a adição de duas perturbações di
(
k
)
e do
(
k
)
,
como mostra o diagrama de blocos da Figura (19), onde os filtros
de saída e controle podem ser vistos como um esquema de controle
com dois graus de liberdade (Two-Degrees-Of-Freedom - 2DOF), adi-
cionando interessantes propriedades ao controlador, para assegurar o
offset-free ao sistema controlado.
GMV
-
+
++
Figura 19 – Diagrama de blocos do controlador I-FPGMV.
As correspondentes funções de transferência de malha fechada
devido a y
(
k
)
para di
(
k
)
, e y
(
k
)
para do
(
k
)
, são representadas respec-
tivamente por
y
(
k
)
=
B
(
q−1
)
∆RGMV
(
q−1
)
A
(
q−1
)
∆RGMV
(
q−1
)
+ q−dKαα
(
q−1
)
B
(
q−1
)
SGMV
(
q−1
)di(k),
y
(
k
)
=
A
(
q−1
)
∆RGMV
(
q−1
)
A
(
q−1
)
∆RGMV
(
q−1
)
+ q−dKαα
(
q−1
)
B
(
q−1
)
SGMV
(
q−1
)do(k).
(3.17)
O projeto do controlador I-FPGMV apresentado é para o caso
sem restrições do sinal de controle. O intervalo da saturação deste
sinal não é considerado e, esta situação, pode deteriorar ou instabilizar
o sistema de malha fechada. Uma forma alternativa para mitigar o
efeito da saturação, foi abordada por Middleton (1996), para o caso
de um sistema contínuo controlado por um controlador PI analógico.
Trata-se de uma realimentação de saturação, projetada para evitar que
o sinal de controle enviado ao processo fique fora por um longo período
de tempo da região delimitada de operação do sistema controlado.
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Com o intuito de lidar com as restrições do sinal de controle no
projeto do controlador I-FPGMV, a malha de controle proposta por
Middleton (1996) é adaptada à estrutura canônica RST, no domínio do
tempo discreto. O filtro α
(
q−1
)
do controlador I-FPGMV é transferido
à uma malha interna de realimentação saturada, para que um sinal
de controle virtual uf
(
k
)
seja gerado, dentro de uma faixa de valores
mínimo e máximo, atenuando a amplitude deste sinal. Portanto, a nova
lei de controle para o caso com restrições do controlador I-FPGMV é
calculada pela seguinte expressão:
α
(
q−1
)
u
(
k
)
−RGMV
(
q−1
)
∆u
(
k
)
+Kαα
(
q−1
) [
r
(
k
)
− SGMV
(
q−1
)
y
(
k
)]
= α
(
q−1
)
u
(
k
)
−
[
∆RGMV
(
q−1
)
− α
(
q−1
)
α
(
q−1
)
]
uf
(
k
)
+Kα
[
r
(
k
)
− SGMV
(
q−1
)
y
(
k
)]
= ub
(
k
)
. (3.18)
A malha de controle modificada está descrita pela Equação (3.18)
e pode ser implementada de acordo com a Figura (20). Observa-se
uma malha interna de realimentação saturada, onde os valores mínimo
e máximo de uf
(
k
)
podem ser diferentes da saturação real u
(
k
)
.
++
Figura 20 – Diagrama modificado com saturação no I-FPGMV.
3.3 CONTROLADOR GMV DIRETO FILTRADO
Nas últimas décadas a literatura de controle de processos tem
dado ênfase à estrutura de controle adaptativa direta, onde o projeto
do controlador não é baseado no modelo do processo, mas emprega
um mecanismo de adaptação recursivo para obter os parâmetros do
controlador de acordo com as especificações de desempenho, o qual
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está relacionado a um modelo de referência, técnica de controle tam-
bém denominada livre de modelo (model-free). A Figura (21) ilustra a
concepção do projeto de controle adaptativo direto, no contexto self-
tuning (DEKEYSER, 2000; ÅSTRÖM; WITTENMARK, 2008; SILVEIRA;
RODRIGUEZ; COELHO, 2012a).
Processo
Controlador
Mecanismo
r(k)
Q, , K
Figura 21 – Estratégia de controle adaptativa direta.
Para derivar o projeto do controlador I-FPGMV na aborda-
gem adaptativa direta, os coeficientes dos polinômios RGMV
(
q−1
)
e
SGMV
(
q−1
)
da Equação (3.14) devem ser diretamente estimados.
No contexto self-tuning, o projeto do controlador D-FPGMV
é baseado na definição de um sistema generalizado de saída, φD
(
k
)
,
representado em função dos polinômios do controlador, RGMV
(
q−1
)
,
SGMV
(
q−1
)
e TGMV
(
q−1
)
e obtido a partir da Figura (18) e das Equa-
ções (3.10) e (3.13), dado por
φD
(
k
)
= SGMV
(
q−1
)
φy
(
k − d
)
− TGMV
(
q−1
)
r
(
k − d
)
+RGMV
(
q−1
)
u
(
k − d
)
,
∆φD
(
k
)
= SGMV
(
q−1
)
∆φy
(
k − d
)
−Kαα
(
q−1
)
r
(
k − d
)
+RGMV
(
q−1
)
∆u
(
k − d
)
. (3.19)
De modo a satisfazer os objetivos de projeto do controlador
D-FPGMV, é importante desenvolver um modelo com os polinômios
RGMV
(
q−1
)
e SGMV
(
q−1
)
escritos na forma implícita. Utilizando as
Equações (3.10), (3.13) e (3.19), conduz-se ao seguinte modelo para ser
empregado com um algoritmo de estimação recursiva, ou seja,
φ
D
(
k
)
= ∆φD
(
k
)
+Kαα
(
q−1
)
r
(
k − d
)
,
φ
D
(
k
)
= SGMV
(
q−1
)
∆φy
(
k − d
)
+RGMV
(
q−1
)
∆u
(
k − d
)
. (3.20)
Com o propósito de adequar a Equação (3.20) em uma estrutura
adaptativa, utilizando o estimador dos mínimos quadrados recursivo
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(Recursive Least Squares - RLS) (BOBÁL et al., 2005; COELHO; COELHO,
2015), é necessário reescrevê-la na forma vetorial, ou seja,
ΦD = ϕT θ (3.21)
e os vetores de medidas e parâmetros estimados são calculados, respec-
tivamente, por
ϕT = [∆φy
(
k − d
)
∆φy
(
k − d− 1
)
· · ·
∆u
(
k − d
)
∆u
(
k − d− 1
)
· · · ], (3.22)
θT =
[
s0 s1 s2 · · · r0 r1 r2 · · ·
]
. (3.23)
O Algoritmo (2) descreve o pseudo-código para estimação dos
polinômios RGMV
(
q−1
)
e SGMV
(
q−1
)
e o cálculo da lei de controle do
controlador D-FPGMV.
Algoritmo 2 Pseudo-código do controlador D-FPGMV
Início
1: Condições iniciais das variáveis (u, y, φ
D
, θ);
2: for k = 1 . . . nit do
a) Medir o sinal de saída do sistema;
b) ∆φy
(
k
)
= Kαα
(
q−1
)
y
(
k
)
;
c) ∆φD
(
k
)
= ∆φy
(
k
)
−Kαα
(
q−1
)
r
(
k
)
+ q0∆u
(
k − d
)
;
d) φ
D
(
k
)
= ∆φD
(
k
)
+Kαα
(
q−1
)
r
(
k
)
e) Estimador RLS: vetor de parâmetros θT ;
f) Calcular e aplicar a lei de controle (Equação (3.14)).
3: Retorna u, y, φ
D
, R, S;
Fim
Os seguintes aspectos são observados no projeto do controlador
D-FPGMV:
i) o algoritmo RLS pode ser utilizado para calcular diretamente os
coeficientes da lei de controle e não existe um estágio intermediá-
rio na síntese do controlador;
ii) não é obrigatório o conhecimento a priori do modelo do processo
para a sintonia dos parâmetros do controlador;
iii) não é necessário modelar a dinâmica do ruído para cada aplicação;
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iv) resultados de simulação deste projeto podem ser encontrados no
paper de Coelho, Araújo e Silveira (2014).
3.4 RELAÇÃO DOS CONTROLADORES I-FPGMV E PID
A filosofia de projeto do controlador I-FPGMV pode também
ser utilizada para gerar uma sintonia aos parâmetros de projeto do
controlador PID. A capacidade do controlador I-FPGMV em lidar com
diversas complexidades em sistemas de controle de malha fechada pode
ser vantajosa para sintonizar um controlador PID com base em índices
de desempenho (projeto “ótimo”).
O intuito de sintonizar os parâmetros do controlador PID a partir
do projeto do controlador I-FPGMV é para inserir as propriedades deste
controlador no projeto do PID, resgatando importantes características
para lidar com processos de fase não mínima, instável, com longo atraso
de transporte, minimizar ruídos, rastrear referência, entre outros.
Grande parte dos controladores realimentados utilizados na in-
dústria são do tipo PID e na sua maioria, por várias décadas, este
controlador possui uma vasta aplicação no controle automático de pro-
cessos. O controlador PID tem diferentes arquiteturas de implementa-
ção, que variam de acordo com os fabricantes em termos de sintonia,
equação recursiva, topologia, filtragem e escala. Uma arquitetura pa-
drão, no tempo contínuo, é o controlador PID ideal e é expresso por
u
(
t
)
= Kc
{
e
(
t
)
+
1
Ti
∫
e
(
t
)
dt+ Td
de
(
t
)
dt
}
(3.24)
em que e
(
t
)
= r
(
t
)
−y
(
t
)
é o erro do sistema,Kc é o ganho proporcional,
Ti é o tempo integral e Td é o tempo derivativo. A estrutura de controle
da Equação (3.24) é utilizada em DCs (Digital Control Systems) e PLCs
(Programmable Logic Controllers).
Observando-se a Equação (3.24), as bandas proporcional e deri-
vativa aparecemmultiplicando o erro do sistema. Isto tem uma implica-
ção no desempenho do controlador, pois mudanças bruscas na referência
causam uma variação no erro instantaneamente, produzindo ações de
controle de grande magnitude. Esta condição penaliza não somente a
vida útil do atuador, mas também a dinâmica de malha fechada do
processo. Para evitar estes problemas práticos, incluindo também o
comportamento de saturação de malha, a seguinte implementação é
escolhida: i) o termo integral utiliza e
(
t
)
= r
(
t
)
− y
(
t
)
; ii) os termos
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proporcional e derivativo utilizam e
(
t
)
= −y
(
t
)
. Desta forma, o con-
trolador PID, no domínio do tempo discreto, para a topologia ideal, é
escrito como
∆u
(
k
)
= Kc
Ts
Ti
r
(
k
)
−Kc
(
1 +
Ts
T i
+
Td
Ts
)
y
(
k
)
+Kc
(
1 + 2
Td
Ts
)
y
(
k − 1
)
−Kc
Td
Ts
y
(
k − 2
)
(3.25)
que representa a estrutura de controle denominada I+PD (VISIOLI,
2006; FADALI; VISIOLI, 2012).
A seguir, o projeto do controlador I-FPGMV é combinado com
a topologia do controlador PID da Equação (3.25), garantindo não
somente as propriedades dinâmicas do controlador I-FPGMV de malha
fechada, mas também para obter desempenho robusto (rastreamento
de referência e rejeição de perturbação) com um adequado conjunto de
parâmetros do controlador PID (sintonia “ótima”).
Esta regra alternativa de ajuste de sintonia dos ganhos do con-
trolador PID é importante para otimizar a dinâmica de malha fechada
do processo controlado e pode ser implementada em um grande número
de aplicações e dispositivos digitais (métodos de sintonia para o con-
trolador PID ainda continuam sendo pesquisados). Para assegurar que
o controlador I-FPGMV tenha a mesma estrutura do PID da Equação
(3.25), é necessário reescrever a Equação (3.14) da seguinte forma
∆u
(
k
)
= Kα
α
(
1
)
RGMV
(
1
)r(k)−Kα α
(
1
)
RGMV
(
1
)SGMV(q−1)y(k) (3.26)
sendo
RGMV
(
1
)
= Q
(
1
)
+Kαα
(
1
)
B
(
1
)
EGMV
(
1
)
(3.27)
α
(
1
)
=
nα∏
i=1
(
1−αi
)
⇒
{
- primeira ordem: α
(
1
)
=
(
1− α1
)
- segunda ordem: α
(
1
)
=
(
1− α1
)(
1− α2
)
.
Definindo o escalar β como
β =
Kα
RGMV
(
1
) (3.28)
então a Equação (3.26) é substituída por
∆u
(
k
)
= βα
(
1
) [
r
(
k
)
− SGMV
(
q−1
)
y
(
k
)]
. (3.29)
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Comparando-se as Equações (3.25) e (3.29), obtém-se a corres-
pondente sintonia dos ganhos da lei de controle I-FPGMV/PID, de
acordo com as seguintes equações:
KcGMV = −βα
(
1
)
(s1 + 2s2) , TiGMV = −
(s1 + 2s2)
(s0 + s1 + s2)
Ts,
TdGMV = −
s2
(s1 + 2s2)
Ts (3.30)
Observa-se que nas Equações (3.29) e (3.30), não existe nenhuma
restrição na ordem do polinômio B
(
q−1
)
, os zeros de malha aberta
do processo. Entretanto, a ordem do polinômio A
(
q−1
)
, cuja as raí-
zes são os polos de malha aberta do processo, Equação (3.5), devem
ser de segunda ordem para validar a Equação (3.29), controlador I-
FPGMV/PID, pois a ordem do polinômio SGMV
(
q−1
)
, utilizado na lei
de controle do controlador I-FPGMV/PID depende da ordem do po-
linômio A
(
q−1
)
.
3.5 RESULTADOS DE SIMULAÇÃO
3.5.1 Processo CSTR
O primeiro estudo de caso é a aplicação do controlador I-FPGMV
no controle de um sistema químico. O processo é uma reação exotér-
mica irreversível de primeira ordem, isto é, um Tanque Reator Agitador
Contínuo (Continuous Stirred-Tank Reactor - CSTR) que apresenta um
comportamento não-linear com pontos de equilíbrio estáveis e instáveis.
A resposta da dinâmica não-linear varia de acordo com o ponto de ope-
ração e o objetivo é controlar o processo em diferentes pontos (estáveis
e instáveis). Considerando-se o modelo contínuo normalizado adimen-
sional dado em (HERNANDEZ; ARKUN, 1993), tem-se as relações:


x˙1 = −x1 +Da
(
1− x1
)
exp
(
x2
1+x2/φa
)
x˙2 = −
(
1 + βa
)
x2 + baDa
(
1− x1
)
exp
(
x2
1+x2/φa
)
+ βau
y = x1
(3.31)
onde x1 e x2 representam a concentração adimensional de reagentes e
a temperatura do reator, respectivamente. O sinal de controle, u, é a
temperatura adimensional da camisa de arrefecimento. Os parâmetros
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do modelo CSTR são Da = 0.072, φa = 20, ba = 8 e βa = 0.3, sendo es-
tes o número Damköhler, energia de ativação adimensional, coeficiente
de reação e de transferência de calor, respectivamente.
Na Figura (22) observa-se a curva estática do processo CSTR
e o maior desafio é o controle do sistema em torno de um ponto de
equilíbrio instável, neste caso, os valores médios de concentração. Com
base na equação do modelo contínuo (Equação (3.31)) e analisando-se
o gráfico da curva estática do processo, é possível calcular múltiplos
pontos de equilíbrio, (0.1437) (ponto estável), (0.3652) (ponto instável)
e (0.7658) (ponto estável).
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
entrada
sa
íd
a
Figura 22 – Característica estática do CSTR.
O estimador RLS online é utilizado para identificar um modelo
de segunda ordem no domínio do tempo discreto para o cálculo dos
parâmetros de projeto do controlador I-FPGMV. Nos ensaios de ma-
lha fechada, os objetivos de controle consistem em regular o sistema
em torno do ponto instável de regime permanente, rastrear o sinal de
referência sobre as regiões estáveis e instáveis e garantir rejeição de per-
turbação de carga. A sintonia dos parâmetros do filtro do controlador
I-FPGMV (Kα e α1) é realizada utilizando-se otimização multiobjetivo
baseada em algoritmo genético (Capítulo 2, Seção 2.8), e a ponderação
do sinal de controle Q
(
q−1
)
= q0 é sintonizada somente para estabilizar
o sistema. O intuito é assegurar que o filtro Kαα
(
q−1
)
trate o offset.
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Os controladores GMV clássico e I-FPGMV e o algoritmo ge-
nético são sintonizados com os seguintes valores: Q
(
q−1
)
= 0.05 (es-
colhido apenas para estabilizar o sistema - por tentativa e erro), pe-
ríodo de amostragem de 0.3 s, tamanho da população de 60 indivíduos,
100 gerações, taxa de mutação e seleção de 30% e 40%, respectiva-
mente. O projeto do controlador GMV clássico utiliza o polinômio
P
(
q−1
)
=
(
1 − 0.86q−1
)
, para estabilizar o sistema de malha fechada.
Vale ressaltar que os valores dos índices de desempenho (IAEr e TVC),
aplicados na avaliação das respostas de malha fechada, em todos os es-
tudos de caso, são calculados utilizando-se o tempo total de simulação.
A Tabela (6) mostra os valores de Kα, α1 (constante de tempo
do filtro em segundos), IAEr (rastreamento de referência), IAEd (rejei-
ção de perturbação), TVC e dos índices de robustez (Ms, GM (dB) e
PM (◦)) do sistema controlado. Observa-se que os valores de IAEr e
TVC são menores para o controlador I-FPGMV, ou seja, o controlador
regula o sinal de saída com maior precisão (IAEr - 41% de diferença)
e menor esforço de controle (TVC - 38% de diferença), e ainda garante
robustez com os valores deMs, GM e PM dentro da faixa sugerida pela
literatura. Maiores detalhes a cerca dos índices de desempenho (IAEr
e TVC) e robustez (Ms, GM e PM) encontram-se no Capítulo 2.
Tabela 6 – Índices de desempenho e robustez - CSTR (Regulação)
Controlador Kα α1 IAEr IAEd TVC Ms GM PM
GMV clássico 1 0 2.14 0.47 7.39 2.39 1.72 24.16◦
I-FPGMV 2.0767 0.8732 1.38 0.11 4.57 1.51 2.96 38.68◦
A Figura (23) mostra os resultados dos controladores GMV clás-
sico e I-FGMV regulando a saída do processo em torno do ponto ins-
tável, onde os sinais de saída são movidos do ponto de equilíbrio es-
tável, (0,0.1437), para o ponto de operação instável, (0,0.3652), sendo
mantida a regulação do sinal de saída, mesmo na presença de uma per-
turbação de carga (10% da magnitude do valor de referência), aplicada
no instante de tempo 90 s. Observa-se através dos sinais de saída e
controle, que o controlador GMV clássico possui maior dificuldade em
regular a saída e rejeitar perturbação (valor de IAEd é calculado en-
tre os instantes 90 e 160 segundos, e é 77% maior) na região instável,
se comparado ao controlador I-FPGMV, além de demandar superior
energia de controle.
É importante enfatizar que o desempenho do controlador GMV
clássico para este estudo de caso depende de um adequado ajuste do
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Figura 23 – Controladores GMV clássico e I-FPGMV regulando a saída
do processo CSTR.
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polinômio P
(
q−1
)
, sintonizado aqui por tentativa e erro. A proposta
do controlador I-FPGMV é interessante tanto do ponto de vista da
sintonia ótima dos parâmetros do filtro, pelo algoritmo de otimização,
quanto do melhor desempenho de malha fechada do sistema controlado.
A Figura (24) exibe a convergência dos índices IAEr e Ms e
dos valores de Kα e α1, obtidos através da otimização multiobjetivo
baseada em algoritmo genético, isto é, o custo dos indivíduos e aptidão
ao longo das gerações.
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Figura 24 – Convergência de Kα, α1, IAEr e Ms - Processo CSTR.
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O segundo resultado de simulação utiliza mudanças de referên-
cias ao longo de toda a faixa de operação do processo CSTR e perturba-
ção de carga (10% da magnitude de referência), aplicada no instante de
tempo 276 s. Este estudo de caso é um interessante desafio para avaliar
se o controlador I-FPGMV proposto é eficiente em controlar sistemas
cuja dinâmica varia em diferentes condições de operação, e em garantir
rastreamento de referência e rejeição de perturbação.
A Tabela (7) mostra os valores de Kα, α1, dos índices de de-
sempenho e robustez do sistema controlado pelos controladores GMV
clássico e I-FPGMV. Verifica-se que os valores de IAEr e TVC do con-
trolador I-FPGMV são menores, comparados ao controlador GMV clás-
sico, isto significa que o controlador I-FPGMV, que utiliza uma sintonia
“ótima” para os parâmetros do filtro, possui satisfatório rastreamento
de referência (IAEr 27% menor), maior rejeição de perturbação (IAEd
68% de diferença) e menor esforço de controle (TVC 46% de diferença).
Os valores dos índices de robustez para o controlador GMV clássico es-
tão fora da faixa sugerida pela literatura de controle, diminuindo assim
a margem de robustez deste controlador.
Tabela 7 – Índices de desempenho e robustez - CSTR (Rastreamento)
Controlador Kα α1 IAEr IAEd TVC Ms GM PM
GMV clássico 1 0 7.19 0.63 37.51 9.48 1.12 6.04◦
I-FPGMV 2.0925 0.8729 5.26 0.20 20.33 1.97 2.03 29.35◦
É importante destacar que os valores deMs, GM e PMmodificam-
se com a sintonia do polinômio P
(
q−1
)
e do filtro Kαα
(
q−1
)
, ou seja,
para o controlador GMV clássico, deve existir uma sintonia de P
(
q−1
)
que alcance melhores índices de robustez, já no caso do controlador I-
FPGMV, a margem de robustez é garantida pela sintonia “ótima” dos
parâmetros do filtro.
Na Figura (25) tem-se os sinais de saída e controle do sistema
controlado pelos controladores GMV clássico e I-FPGMV. Observa-
se que o controlador I-FPGMV é capaz de estabilizar o sistema, ras-
trear referência em todas as regiões de operação e rejeitar perturba-
ção de carga mais rapidamente, se confrontado ao controlador GMV
clássico, que possui dificuldades em operar nas regiões com maior não-
linearidade e na rejeição de perturbação. Portanto, o desempenho de
malha fechada desejado (menor IAEr e 1.1 ≤ Ms ≤ 2.0) é alcançado
com a atuação do controlador I-FPGMV, ratificando a habilidade deste
controlador em lidar com comportamento servo e regulatório, robustez
e estabilidade de malha fechada em processos não-lineares.
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Figura 25 – Controladores GMV clássico e I-FPGMV rastreando a saída
do processo CSTR.
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A Figura (26) apresenta um exemplo ilustrativo do espaço de
busca (número de pontos limitados) para os índices IAEr eMs, em que
os pontos destacados em vermelho (*), representam pontos com valores
próximos aos encontrados pelo algoritmo genético. Estes índices são
utilizados pelo algoritmo genético, através das suas funções objetivo,
Equações (2.26) e (2.27), com o intuito de encontrar os valores ótimos
dos parâmetros do filtro (Kα e α1).
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Figura 26 – Espaço de busca dos índices IAEr e Ms - Processo CSTR.
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Observa-se pelos gráficos da Figura (26), que em um espaço de
busca com “infinitos” pontos, seria improvável obter valores de Kα e
α1 com maior precisão sem empregar alguma técnica de otimização.
Assim, a otimização multiobjetivo baseada em algoritmo genético é
uma ferramenta vantajosa, dentre outras existentes na literatura, à ser
aplicada no problema de otimização investigado nesta tese.
3.5.2 Processo Fan and Plate
No segundo estudo de caso, emprega-se uma aplicação prática
ao processo Fan and Plate (FAP), na avaliação de desempenho do con-
trolador I-FPGMV hibridizado à estrutura do controlador PID (forma
I+PD). O processo foi desenvolvido no Laboratório de Controle e Au-
tomação (LCA) da UFSC, e é empregado em aulas práticas no Curso
de Engenharia de Controle e Automação. Na Figura (27) visualiza-se
a estrutura da montagem física do processo FAP.
Figura 27 – Processo Fan and Plate (FAP).
O processo contém uma placa conectada a um potenciômetro que
mede o ângulo de inclinação, esta placa é movimentada pela velocidade
do vento gerado por um motor DC (Direct Current) acoplado a uma
hélice. Para regular a posição angular da placa, o fluxo de ar, gerado
pelo conjunto de rotação motor DC e hélice, deve ser controlado, e a
posição da placa é medida através de um potenciômetro de precisão, que
é ideal para lidar com pequenos incrementos de variação da resistência
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(resolução), em relação ao ângulo de posição da placa. Os circuitos de
medição e atuação estão limitados na faixa de 0 a 5 V.
A Figura (28) mostra o sinal de saída do processo FAP para dife-
rentes valores de magnitude de entrada, obtido através de um step test
de malha aberta, para avaliar o comportamento do processo e sua dinâ-
mica variante. Observa-se comportamentos sobreamortecido, subamor-
tecido e ganho estático variante ao longo da faixa de operação. Estas
características motivam a aplicação do controlador I-FPGMV/PID ao
processo FAP, objetivando rastrear diferentes magnitudes de referên-
cia, de modo a garantir que a saída esteja o mais próximo possível do
setpoint desejado, com o menor esforço de controle.
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Figura 28 – Resposta de malha aberta do processo FAP.
Nos ensaios de malha fechada, o estimador RLS online é utilizado
para identificar um modelo de segunda ordem no domínio do tempo
discreto e os polinômios resultantes do processo de malha aberta são:
Gp
(
q−1
)
=
B
(
q−1
)
A
(
q−1
) = 0.5526− 0.3330q−1
1 + 1.3339q−1 + 0.5114q−2
(3.32)
Os controladores GMV/PID clássico e I-FPGMV/PID e o algo-
ritmo genético são sintonizados com os seguintes valores: Q
(
q−1
)
= 1.0,
período de amostragem de 0.1 s, tamanho da população de 60 indiví-
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duos, 100 gerações, taxa de mutação e seleção de 30% e 40%, respec-
tivamente e Kα otimizado em uma faixa de 0 a 1.5 devido a limitação
de tensão de operação (0 a 5 V) do processo e da placa de aquisição.
A Figura (29(a)) ilustra o resultado do experimento para o con-
trolador GMV/PID clássico, sinais de saída e controle, onde observa-se
o rastreamento de referência e uma resposta transitória oscilatória com
sobressinal nos intervalos de mudança da magnitude de referência. A
sintonia final dos parâmetros do controlador PID, a partir do GMV
clássico é dada por: Kc = 0.6022, Ti = 0.0770 s e Td = 0.0606 s.
A Figura (29(b)) mostra os sinais de saída e controle do processo
FAP controlado pelo controlador I-FPGMV/PID, com Kα = 1.25 e
α
(
q−1
)
=
(
1− 0.5797q−1
)
. O desempenho de malha fechada para ras-
treamento de referência é alcançado com oscilações e sobressinal mais
suaves nas mudanças da magnitude de referência, se comparado com
a resposta do controlador GMV/PID clássico, isto é, observa-se uma
dinâmica mais conservativa, com menor esforço do sinal de controle,
não sobrecarregando o atuador. Os parâmetros do controlador PID
a partir do controlador I-FPGMV são sintonizados com os seguintes
valores: Kc = 0.3523, Ti = 0.0766 s e Td = 0.0655 s.
Comparando-se os gráficos da Figura (29), e os índices de desem-
penho e robustez da Tabela (8), conclui-se que a resposta do sistema
controlado pelo I-FPGMV/PID possui melhor capacidade de rastrea-
mento (IAEr 3% menor) e energia do sinal de controle 46% inferior em
relação ao controlador GMV/PID clássico, com os índices de robustez
dentro da faixa sugerida pela literatura de controle.
Tabela 8 – Índices de desempenho e robustez - Fan and Plate
Controlador Kα α1 IAEr TVC Ms GM PM
GMV/PID clássico 1 0 6.75 61.25 1.51 2.97 38.71◦
I-FPGMV/PID 1.25 0.5797 6.54 33.22 1.83 2.20 31.62◦
Embora seja realizada uma análise comparativa entre os con-
troladores GMV/PID e I-FPGMV/PID, o objetivo não é invalidar o
desempenho e eficácia do controlador GMV/PID clássico, mas mostrar
a capacidade do controlador I-FPGMV/PID em controlar processos
utilizando um cenário prático, apresentando um melhor desempenho
devido a sintonia “ótima” dos parâmetros do filtro Kαα
(
q−1
)
.
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Figura 29 – Resposta do sistema com os controladores GMV/PID clás-
sico e I-FPGMV/PID - Processo FAP.
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3.6 CONCLUSÃO
Este capítulo abordou uma síntese alternativa para o projeto do
controlador GMV clássico, para o qual pode ser projetado e avaliado
no contexto do critério de desempenho e robustez. Sendo assim, um
novo formalismo matemático foi desenvolvido para lidar com o offset,
denominado I-FPGMV, não somente para comparar com outras possi-
bilidades de projeto existentes na literatura do GMV clássico, mas tam-
bém visando mostrar que os resultados podem ser interessantes tanto
do ponto de vista de simulações numéricas como de implementação
prática, em processos com diferentes características e complexidades.
Além disto, o projeto do controlador I-FPGMV foi conectado em uma
abordagem adaptativa direta, denominada D-FPGMV e com a sintonia
do controlador PID ideal (I-FPGMV/PID).
Ademais, o projeto do controlador I-FPGMV foi proposto em
uma estrutura de malha para tratar questões de saturação em um sis-
tema de controle. A estrutura proposta é representada na forma canô-
nica RST e a finalidade é apresentar uma malha de controle simples,
utilizando técnicas de controle consolidadas na literatura, como a forma
RST, para mitigar problemas com saturação na variável de controle.
O projeto do controlador I-FPGMV foi avaliado através de si-
mulações numéricas, em um sistema químico (CSTR), e comparado
ao projeto do controlador GMV clássico. O processo CSTR é desafi-
ador por possuir comportamento estável/instável, linear/não-linear de
malha aberta, em diferentes pontos de operação. Os resultados de esta-
bilidade, desempenho e robustez de malha fechada foram satisfatórios
ao atuar no rastreamento de referência, regulação da saída e rejeição de
perturbação, sobretudo quando os pontos de operação são movidos em
regiões críticas de estabilidade. Observou-se através dos índices IAEr,
IAEd, TVC, Ms, GM e PM que o controlador I-FPGMV alcançou me-
lhores valores, e dentro da faixa sugerida pela literatura de controle.
Adicionalmente o projeto do controlador I-FPGMV/PID foi apre-
ciado em um processo mecatrônico (FAP), por meio de um experimento
prático, e comparado com o controlador GMV/PID clássico. Este pro-
cesso possui ganho variável e comportamento não-linear em alguns pon-
tos de operação. O intuito foi validar a factibilidade deste controlador
no controle de processos práticos, podendo os ganhos do controlador
PID, sintonizados a partir do controlador I-FPGMV, serem embarcados
em controladores industriais. O controlador I-FPGMV/PID mostrou-
se eficaz no rastreamento de referência para diferentes magnitudes de
setpoint, com índices de desempenho e robustez adequados.
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4 PROJETO DO CONTROLADOR FPGPC
4.1 INTRODUÇÃO
O GPC é um dos mais relevantes métodos de controladores
MBPC e tem uma história de sucesso na indústria e academia. O
GPC tem sido implementado em várias aplicações, alcançando interes-
santes resultados em termos de robustez e desempenho, em processos
com diferentes características e complexidades (CLARKE, 1996; QIN;
BADGWELL, 2003; NESHASTERIZ; SEDIGH; SADJADIAN, 2010; DARA-
BIAN; JALILVAND; AZARI, 2016). Na Figura (30), construída a partir
da base de dados SCOPUS, observa-se o número aproximado de pu-
blicações em periódicos e conferências, onde nota-se um considerável
aumento de publicações sobre o GPC, ao longo dos anos.
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Figura 30 – Número aproximado de publicações do GPC.
O GPC clássico proposto por Clarke, Mohtadi e Tuffs (1987a)
utiliza um modelo preditivo para prever a saída do processo ao longo de
um horizonte de tempo, com a saída sendo composta de sinais medidos
das entradas-saídas passadas e do sinal de controle futuro. Um vetor
com sinais de controle futuro é determinado para atender as especifica-
ções de projeto em termos de uma referência futura desejada, por meio
de uma função custo que mede a distância entre a saída predita e a
sequência de referência, mais a energia do controle, sobre os horizontes
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de predição da saída e do controle (CLARKE, 1996).
O GPC clássico pode ser transformado na estrutura polinomial
RST, onde o grau dos coeficientes dos polinômios R
(
q−1
)
, S
(
q−1
)
e
T
(
q−1
)
depende dos horizontes de predição da saída (LANDAU, 1998;
JIPUANG et al., 2002). A forma canônica RST do GPC, pode ser hibridi-
zada na estrutura de projeto dos controladores IMC ou PID, garantindo
a estes controladores, importantes propriedades de malha fechada, tais
como rastreamento de referência, rejeição de perturbação, estabilidade
e robustez, mesmo na presença de perturbações e incertezas no modelo
(PREITL et al., 2004; YAMAMOTO; SATO; INOUE, 2006).
A formulação matemática padrão do GPC clássico está baseada
em um modelo de processo monovariável linear CARIMA e uma fun-
ção custo quadrática, ambas utilizando uma abordagem implícita. A
Tabela (9) ilustra o modelo linear do processo, a função custo, J , a
ser otimizada e a lei de controle. Os parâmetros Ny e Nu representam
os horizontes de predição da saída e do controle, respectivamente, λ
é a ponderação do sinal de controle, yˆ
(
k + j/t
)
é a saída predita no
horizonte de predição Ny, KG é o ganho do GPC e f é a resposta livre.
Na proposta original de Clarke, Mohtadi e Tuffs (1987a), o polinômio
C
(
q−1
)
e o atraso d são iguais a 1.
Tabela 9 – Equações de projeto do GPC clássico.
- Modelo do Processo:
∆A
(
q−1
)
y
(
k
)
= q−dB
(
q−1
)
∆u
(
k − 1
)
+ C
(
q−1
)
ξ
(
k
)
- Função Custo:
J =
∑Ny
j=1
[
yˆ
(
k + j/t
)
− r
(
k + j
)]2
+ λ
∑Nu
j=1
[
∆u
(
k + j − 1
)]2
- Lei de controle:
∆u(k) = KG
(
r− f
)
=
∑Ny
j=1 kGj
[
r
(
k + j
)
− f
(
k + j
)]
R
(
q−1
)
∆u
(
k
)
= T
(
q−1
)
r
(
k
)
− S
(
q−1
)
y
(
k
)
As características de projeto do GPC clássico dão a este con-
trolador um modo de implementação incremental, portanto, assegura
o offset-free para alguns sistemas de malha fechada. Este formalismo
tem sido extensivamente explorado por pesquisadores de controle pre-
ditivo e, uma variedade de métodos de projetos e aplicações têm sido
propostos a este controlador, tanto para sistemas SISO como MIMO
(JIPUANG et al., 2002; MUNOZ-HERNÁNDEZ; JONES, 2006; WANG; ROS-
SITER, 2008; BELDA, 2013; AICHA; BOUANI; KSOURI, 2013).
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Clarke, Mohtadi e Tuffs (1987b) propuseram ao GPC clássico
uma análise de projeto com o polinômio C
(
q−1
)
6= 1 para tratamento
de ruídos ou perturbações. Quando C
(
q−1
)
6= 1, há uma ligeira mu-
dança na resposta livre do controlador, sendo então possível minimizar
a variância do ruído, desde que este polinômio seja adequadamente
modelado. Entretanto, em diversas aplicações, o polinômio C
(
q−1
)
é difícil de ser identificado, devido às características do ruído serem
variantes no tempo (apresentando ou não uma distribuição estatística
normal). Neste caso, o polinômio C
(
q−1
)
é substituído pelo polinômio
Tf
(
q−1
)
, no qual é representada a dinâmica da perturbação e pode ser
considerado como um pré-filtro ou observador. O GPC clássico com a
inserção do polinômio Tf
(
q−1
)
é conhecido na literatura como T-GPC
(CLARKE, 1994a; ROSSITER, 2004).
Este capítulo propõe um formalismo alternativo de projeto para
o GPC clássico em ambos os sistemas, SISO e MIMO, estendendo o con-
junto de possibilidades de projetos e aplicações para este controlador.
No caso de sistemas SISO, o projeto emprega uma representação do mo-
delo do processo e função custo na forma posicional e, ao mesmo tempo,
obtém um controlador incremental, selecionando um filtro polinomial
integral na entrada e saída do sistema, sendo este novo formalismo
denominado GPC posicional filtrado (Filtered Positional Generalized
Predictive Controller - FPGPC). O objetivo é que o FPGPC seja capaz
de estabilizar processos com diferentes características e complexidades,
eliminar o offset, fornecer dinâmicas de malha fechada nos padrões de
malha desejado e garantir margens de estabilidade e robustez.
Adicionalmente, uma estrutura de malha é apresentada, utilizan-
do-se o projeto do FPGPC para mitigar problemas de saturação no
sinal de controle. Ademais, um estudo comparativo entre os contro-
ladores GPC clássico, T-GPC e FPGPC é detalhado, destacando-se a
influência dos filtros, existentes no projeto destes controladores, na es-
tabilidade, desempenho e robustez do sistema controlado e nas funções
de transferência de malha fechada.
Em seguida, é proposta uma metodologia de projeto para o con-
trolador IMC a partir do FPGPC, alcançando um projeto de malha de
controle denominado controlador IMC filtrado (Filtered IMC - F-IMC).
O FPGPC também é hibridizado na síntese do controlador PID, para
uma adequada sintonia dos ganhos deste controlador. A hibridização
permite herdar as propriedades do FPGPC para as estruturas de malha
dos controladores F-IMC e PID, podendo controlar processos de malha
aberta com características distintas (integradores, estáveis e instáveis,
fase mínima e fase não mínima, linear e não linear, entre outros).
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Finalmente, o projeto do FPGPC é estendido para aplicações
em sistemas MIMO, onde o modelo do processo e a função custo pos-
suem Múltiplas entradas e saídas, alcançando uma síntese de controle
denominada GPC posicional filtrado multivariável (Multivariable Fil-
tered Positional GPC - MFP-GPC). As análises de projeto, tais como
propriedades do controlador, estabilidade, robustez e desempenho, são
semelhantes a do FPGPC, porém, aplicadas a sistemas MIMO.
Destaca-se, ainda, que para todos os projetos apresentados neste
capítulo, uma otimização multiobjetivo baseada em algoritmo genético
é utilizada para que uma dinâmica de malha fechada desejada seja al-
cançada, garantindo um trade-off entre desempenho e robustez, através
de uma sintonia “ótima” dos parâmetros dos filtros dos controladores.
4.2 CONTROLADOR GPC FILTRADO
Considerando-se o modelo determinístico CAR do processo, ca-
racterizado pela seguinte equação no domínio do tempo discreto:
A
(
q−1
)
y
(
k
)
= q−dB
(
q−1
)
u
(
k − 1
)
. (4.1)
A lei de controle é obtida pela minimização da função custo,
dada pela seguinte expressão:
JGPC =
Ny∑
j=1
[
φy
(
k + j
)
− φr
(
k + j
)]2
+ λ
Nu∑
j=1
[
u
(
k + j − 1
)]2
(4.2)
com φy
(
k+ j
)
e φr
(
k+ j
)
variáveis que representam a saída e entrada
auxiliar, respectivamente, e são definidas como
φy
(
k
)
= P
(
q−1
)
y
(
k
)
=
Kαα
(
q−1
)
∆
y
(
k
)
,
φr
(
k
)
= P
(
q−1
)
r
(
k
)
=
Kαα
(
q−1
)
∆
r
(
k
)
(4.3)
os polinômios P
(
q−1
)
e α
(
q−1
)
estão correlacionados com os aspectos
da dinâmica e do filtro do sistema de malha fechada, respectivamente,
e Kα representa o ganho do filtro.
A sintonia de Kα e α
(
q−1
)
=
∏nα
i=1
(
1− αiq−1
)
dão um grau de
liberdade extra para a calibração e estabilidade do FPGPC. Estes parâ-
metros são sintonizados para que mais pesos sejam inseridos nas baixas
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frequências, ponderando assim uma penalidade maior sobre o erro de
regulação nesta faixa de frequência (GRIMBLE, 2004). O parâmetro αi
está no intervalo [0, 1] e é responsável pelo ajuste da velocidade da res-
posta de malha fechada para rastreamento de referência e rejeição de
perturbação.
A função custo tem um termo no futuro φy
(
k + j
)
, Equação
(4.2), o qual não está disponível no instante k. Assim, a minimização
não pode ser realizada, a menos que o termo φy
(
k+ j
)
seja substituído
pelo valor estimado. Portanto, a Equação (4.1) é multiplicada por
P
(
q−1
)
e é reescrita como
A
(
q−1
)
P
(
q−1
)
y
(
k + j
)
= B
(
q−1
)
P
(
q−1
)
u
(
k + j − d− 1
)
. (4.4)
Substituindo-se a Equação (4.3) na Equação (4.4), obtém-se
A
(
q−1
)
φy
(
k + j
)
= B
(
q−1
)
u
(
k + j − d− 1
)
,
A
(
q−1
)
= ∆A
(
q−1
)
, B
(
q−1
)
= Kαα
(
q−1
)
B
(
q−1
)
. (4.5)
Considere a seguinte identidade polinomial:
1 = EGPCj
(
q−1
)
A
(
q−1
)
+ q−jFGPCj
(
q−1
)
(4.6)
em que ne = j − 1 e nf = na, representam o grau dos polinômios
EGPCj
(
q−1
)
e FGPCj
(
q−1
)
, respectivamente. Substituindo-se a Equação
(4.6) na Equação (4.5) no instante
(
k + j
)
, tem-se a seguinte relação:
φy
(
k + j
)
= B
(
q−1
)
EGPCj
(
q−1
)
u
(
k + j − d− 1
)
+ FGPCj
(
q−1
)
φy
(
k
)
.
(4.7)
Considerando a identidade polinomial
B
(
q−1
)
EGPCj
(
q−1
)
= Gj
(
q−1
)
+ q−jG
(
q−1
)
(4.8)
então a Equação (4.7) pode ser reescrita na forma
φy
(
k + j
)
= Gj
(
q−1
)
u
(
k + j − d− 1
)
+ φˆy
(
k + j/k
)
(4.9)
onde
φˆy
(
k + j/k
)
= Gj
(
q−1
)
u
(
k − d− 1
)
+ FGPCj
(
q−1
)
φy
(
k
)
. (4.10)
O vetor Φf é baseado na predição da resposta livre e é composto
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por
Φf =
[
φˆy
(
k + 1/k
)
φˆy
(
k + 2/k
)
· · · φˆy
(
k +Ny/k
)]T
(4.11)
com a sequência do sinal de controle futuro expressa na forma vetorial
U =
[
u
(
k − d
)
u
(
k − d− 1
)
· · · u
(
k +Nu − d− 1
)]T
(4.12)
então a Equação (4.9) pode ser representada na forma vetorial como
Φy = GU +Φf ,
Φy =
[
φy
(
k + 1
)
φy
(
k + 2
)
· · · φy
(
k +Ny
)]T
. (4.13)
A função custo do FPGPC pode ser reescrita da seguinte forma:
JGPC =
(
Φy − Φr
)T (
Φy − Φr
)
+ UTΛU (4.14)
onde Λ = diag
(
λ
)
. Pela minimização da função custo para o caso sem
restrições, deriva-se o vetor de controle do FPGPC através da equação
U =
(
GTG+ Λ
)−1
GT [Φr − Φf ] (4.15)
que é semelhante ao formalismo de projeto do GPC clássico incremen-
tal, onde as diferenças nesta tese, estão relacionadas com o caso posi-
cional para o modelo e função custo, mas com a seleção de P
(
q−1
)
na
forma de função de transferência polinomial integral. Na formulação
original do GPC clássico de Clarke, Mohtadi e Tuffs (1987a, 1987b),
nenhuma análise foi realizada em relação as propriedades de desem-
penho, estabilidade e robustez do sistema controlado, utilizando-se o
cenário posicional.
Para analisar a influência do filtro P
(
q−1
)
em lidar com rastre-
amento de referência, rejeição de perturbação e robustez, a Equação
(4.15) pode ser reescrita na forma canônica polinomial RST, definida
pela seguinte lei de controle:
1 + q−1 Ny∑
j=1
kGPCjGj

 u(k) = Ny∑
j=1
kGPCj q
jφr
(
k
)
−
Ny∑
j=1
kGPCjFGPCjφy
(
k
)
,
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u
(
k
)
= KGPC [Φr − Φf ] =
Ny∑
j=1
kGPCj
[
φr
(
k + j
)
− φf
(
k + j
)]
(4.16)
onde KGPC é obtido da primeira linha da matriz
(
GTG+ Λ
)−1
GT .
Utilizando-se a definição de P
(
q−1
)
, então a forma canônica RST
do FPGPC é expressa como
RGPC
(
q−1
)
u
(
k
)
= TGPC
(
q−1
)
φr
(
k
)
− SGPC
(
q−1
)
φy
(
k
)
,
RGPC
(
q−1
)
∆u
(
k
)
= Kαα
(
q−1
) [
TGPC
(
q−1
)
r
(
k
)
− SGPC
(
q−1
)
y
(
k
)]
.
(4.17)
Os polinômios RGPC
(
q−1
)
, SGPC
(
q−1
)
e TGPC
(
q−1
)
são represen-
tados na forma
RGPC
(
q−1
)
=

1 + q−1 Ny∑
j=1
kGPCjGj

 ,
TGPC
(
q−1
)
=
Ny∑
j=1
kGPCjq
jKαα
(
q−1
)
,
SGPC
(
q−1
)
=
Ny∑
j=1
kGPCjFGPCjKαα
(
q−1
)
. (4.18)
O diagrama de blocos da estrutura RST a partir do projeto do
FPGPC está representado na Figura (31), onde se observa os filtros na
referência, na saída e no controle. O sinal de controle u
(
k
)
é a saída
do filtro Kαα
(
q−1
)
, no qual este adiciona interessantes propriedades ao
controlador, tais como estabilidade, robustez, ajuste da velocidade de
resposta no rastreamento de referência e rejeição de perturbação.
FPGPC
-
+
++
Figura 31 – Diagrama de blocos do FPGPC.
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Combinando-se o modelo do processo, Equação (4.1), a lei de
controle do FPGPC, Equação (4.17) e o diagrama de blocos da Figura
(31), a função de transferência do sistema de malha fechada é dada por
y
(
k
)
=
q−(d+1)Kαα
(
q−1
)
B
(
q−1
)
TGPC
(
q−1
)
A
(
q−1
)
∆RGPC
(
q−1
)
+ q−(d+1)Kαα
(
q−1
)
B
(
q−1
)
SGPC
(
q−1
)r(k).
(4.19)
Algumas importantes características da síntese do FPGPC são:
i) o modo implícito aparece naturalmente na lei de controle, Equa-
ção (4.17), ainda que utilizando-se no projeto o modelo de pro-
cesso e função custo na abordagem posicional;
ii) os parâmetros adicionais de projeto,Kα e α
(
q−1
)
, devem ser ajus-
tados pelo operador à cada aplicação, para que o comportamento
dinâmico do sistema de malha fechada seja regulado conforme as
condições desejada;
iii) quando Kα e α
(
q−1
)
são iguais a 1, o caso do GPC clássico é
obtido;
iv) a adição do filtro Kαα
(
q−1
)
ao projeto do controlador, fornece
interessantes propriedades para lidar com rastreamento de refe-
rência e rejeição de perturbação e robustez;
v) o controlador pode ser avaliado em processos estáveis/instáveis,
de fase mínima/não mínima ou com diferentes complexidades
(ARAÚJO; JERONYMO; COELHO, 2014), em que o filtroKα e α
(
q−1
)
,
interferem na estabilidade de malha fechada (Equação (4.19));
vi) o controlador também fornece compensação por atraso de tempo
conhecido e a função de transferência de malha fechada, Equação
(4.19), pode ser reescrita como
y
(
k
)
=
q−(d+1)Kαα
(
q−1
)
B
(
q−1
)
TGPC
(
q−1
)
A
(
q−1
)
∆RGPC
(
q−1
)
+Kαα
(
q−1
)
B
(
q−1
)
SGPC
(
q−1
)r(k).
(4.20)
Para avaliar casos de rejeição de perturbação na entrada e saída
do processo, considera-se a adição de duas perturbações, conforme o
diagrama de blocos da Figura (31). As correspondentes funções de
transferências de malha fechada devido a y
(
k
)
para di
(
k
)
e y
(
k
)
para
do
(
k
)
são representadas da seguinte forma:
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y
(
k
)
=
q−(d+1)B
(
q−1
)
∆RGPC
(
q−1
)
A
(
q−1
)
∆RGPC
(
q−1
)
+Kαα
(
q−1
)
B
(
q−1
)
SGPC
(
q−1
)di(k),
y
(
k
)
=
A
(
q−1
)
∆RGPC
(
q−1
)
A
(
q−1
)
∆RGPC
(
q−1
)
+Kαα
(
q−1
)
B
(
q−1
)
SGPC
(
q−1
)do(k).
(4.21)
Na condição de regime permanente, o FPGPC remove o offset
relacionado ao rastreamento de referência, periódica e não-periódica, e
as perturbações na forma degrau, e atenua as perturbações de natureza
senoidal, triangular e ruído branco.
O projeto do FPGPC discutido nesta seção, é para o caso sem
restrições dos sinais de controle e saída do processo, onde a faixa li-
mite de saturação destes sinais não são consideradas. A literatura do
GPC clássico explora a adição de restrições na função objetivo, atra-
vés de uma programação linear quadrática, para lidar com problemas
de saturação de malha em ambos os sinais, saída e controle, porém,
a minimização desta função torna o projeto mais complexo, de modo
que a solução não pode ser obtida explicitamente como no caso sem
restrições, além de exigir maior esforço computacional no cálculo da lei
de controle (CAMACHO; BORDONS, 2007).
Com o objetivo de mitigar o problema de saturação no sinal de
controle utilizando uma abordagem de projeto mais simples, optou-se
por implementar uma estrutura de malha de controle adaptada à forma
polinomial RST, semelhante a apresentada na Seção 3.2, onde o filtro
α
(
q−1
)
interfere na qualidade de desempenho de malha fechada em
termos da manutenção do sinal de controle, no estado de saturação,
por meio de uma saturação de realimentação. A lei de controle para o
caso com restrições do FPGPC é calculada pela seguinte relação:
− RGPC
(
q−1
)
∆u
(
k
)
+Kαα
(
q−1
) [
TGPC
(
q−1
)
r
(
k
)
− SGPC
(
q−1
)
y
(
k
)]
= 0,
−
[
∆RGPC
(
q−1
)
− α
(
q−1
)
α
(
q−1
)
]
uf
(
k
)
+Kα
[
TGPC
(
q−1
)
r
(
k
)
− SGPC
(
q−1
)
y
(
k
)]
= ub
(
k
)
. (4.22)
O diagrama de blocos do sistema de controle de malha fechada,
implementado a partir da Equação (4.22), é mostrado na Figura (32).
Vale ressaltar que até este momento, tanto a implementação da
122
síntese do FPGPC, como a abordagem para compensar saturação de
malha em controladores preditivos utilizando a estrutura RST, apresen-
tados na Seção 3.2 e nesta seção, respectivamente, têm sido explorados
em poucas aplicações na literatura de controle e, estes formalismos de
projetos são contribuições desta tese.
++
Figura 32 – Diagrama de blocos com saturação no FPGPC.
4.3 COMPARATIVO ENTRE OS GPC’S
Esta seção mostra um estudo comparativo entre os controlado-
res GPC clássico (CLARKE; MOHTADI; TUFFS, 1987a, 1987b), T-GPC
(ROSSITER, 2004; CAMACHO; BORDONS, 2007) e FPGPC. O intuito é
avaliar a influência dos filtros destes controladores na estabilidade, ro-
bustez e desempenho de malha fechada para lidar com o offset e MPM.
Clarke, Mohtadi e Tuffs (1987b) propuseram a inserção de um
polinômio adicional Pf
(
q−1
)
ao projeto do GPC clássico, alcançando o
GPC clássico filtrado (denominado nesta tese de GPC-F), semelhante
ao empregado no controlador GMV clássico, onde um polinômio de
ponderação é incluído na saída do modelo, criando-se uma saída auxi-
liar, isto é,
φp
(
k
)
= Pf
(
q−1
)
y
(
k
)
=
Pnf
(
q−1
)
Pdf
(
q−1
) y(k). (4.23)
A função custo do GPC-F é semelhante a do GPC clássico (Ta-
bela 9), porém, o sinal de saída predito, yˆ
(
k + j/t
)
, é substituído pelo
sinal da saída auxiliar predito, φˆp
(
k
)
. Assim, a lei de controle do
GPC-F é calculada através da seguinte expressão:
∆u
(
k
)
= KG [r− f] =
Ny∑
j=1
kj
[
r
(
k
)
− f
(
k
)]
,
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∆u
(
k
)
=
Ny∑
j=1
kGj
[
r
(
k
)
−
Fj
(
q−1
)
Pdf
(
q−1
)y(k)− Ij(q−1)∆u(k − 1− d)
]
.
(4.24)
Considerando-se o modelo do processo do GPC clássico, onde
Tf
(
q−1
)
=
(
1 − βfq−1
)
é o polinômio que implementa um pré-filtro
ao projeto do T-GPC, a lei de controle é obtida pela minimização da
função custo da Tabela (9), sendo equivalente à lei de controle do GPC
clássico, com diferenças no cálculo da resposta livre f , isto é,
∆u
(
k
)
=KG
[
r−
∼
f
]
=
Ny∑
j=1
kGj

r(k)−
∼
F j
(
q−1
)
Tf
(
q−1
) y(k)−
∼
Ij
(
q−1
)
Tf
(
q−1
)∆u(k − 1− d)

 .
(4.25)
As equações polinomiais para a síntese do T-GPC são resolvi-
das utilizando-se o polinômio Tf
(
q−1
)
, então as matrizes de projeto
∼
I e
∼
F são modificadas e, consequentemente, os polinômios
∼
R
(
q−1
)
=
R
(
q−1
)
Tf
(
q−1
)
e
∼
S
(
q−1
)
= S
(
q−1
)
Tf
(
q−1
)
.
Pelo diagrama de blocos da Figura (31) é possível analisar os
projetos dos três controladores na forma RST, com mudanças nos po-
linômios R
(
q−1
)
, S
(
q−1
)
e T
(
q−1
)
para cada controlador. No caso
dos controladores GPC-F, T-GPC e FPGPC, são considerados os fil-
tros Pdf
(
q−1
)
, Tf
(
q−1
)
e Kαα
(
q−1
)
, respectivamente. A Tabela (10)
mostra as equações de projeto relacionadas à estrutura RST.
Importantes considerações podem ser observadas a partir das
funções de transferência de malha fechada, funções sensitividade e leis
de controle dos controladores GPC clássico, GPC-F, T-GPC e FPGPC
apresentadas na Tabela (11).
i) os controladores GPC-F, T-GPC e FPGPC possuem diferentes
características, de acordo com o projeto dos filtros Pf
(
q−1
)
, Tf
(
q−1
)
e Kαα
(
q−1
)
para cada malha de controle;
ii) a estrutura com dois graus de liberdade do T-GPC, somente pode
ser explorada para rejeição de perturbação, no qual depende do
polinômio Tf
(
q−1
)
, sendo o rastreamento de referência garantido
apenas pelas sintonias dos parâmetros do GPC (Ny, Nu e λ);
iii) para o FPGPC, tanto o rastreamento de referência quanto a re-
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Tabela 10 – Equações dos controladores GPC, T-GPC e FPGPC.
- Equações de projeto
GPC clássico
R
(
q−1
)
=
[
1 + q−1
∑Ny
j=1 kGjIj
]
S
(
q−1
)
=
∑Ny
j=1 kGjFj
T
(
q−1
)
=
∑Ny
j=1 kGjq
j
GPC-F
R
(
q−1
)
=
[
1 + q−1
∑Ny
j=1 kGjIj
]
S
(
q−1
)
=
∑Ny
j=1 kGj
Fj
Pdf (q−1)
T
(
q−1
)
=
∑Ny
j=1 kGjq
j
T-GPC
R
(
q−1
)
=
[
Tf
(
q−1
)
+q−1
∑
Ny
j=1
kGj
∼
I j
Tf
(
q−1
)
]
S
(
q−1
)
=
∑Ny
j=1 kGj
∼
F j
Tf (q−1)
T
(
q−1
)
=
∑Ny
j=1 kGjq
j
FPGPC
RGPC
(
q−1
)
=
[
1 + q−1
∑Ny
j=1 kGPCjGj
]
SGPC
(
q−1
)
=
∑Ny
j=1 kGPCjFGPCjKαα
(
q−1
)
TGPC
(
q−1
)
=
∑Ny
j=1 kGPCjq
jKαα
(
q−1
)
jeição de perturbação são tratados pelo filtro Kαα
(
q−1
)
, além de
modificar também a robustez e a estabilidade de malha fechada;
iv) o filtro Tf
(
q−1
)
no T-GPC não modifica os polos de malha fe-
chada e a lei de controle, diferentemente dos filtros Pdf
(
q−1
)
e
Kαα
(
q−1
)
dos controladores GPC-F e FPGPC;
v) os filtros Tf
(
q−1
)
e Pdf
(
q−1
)
modificam a função sensitividade da
malha de controle, mas não modificam o comportamento nominal,
diferentemente do FPGPC;
vi) ainda não se tem uma metodologia de projeto da sintonia do po-
linômio Tf
(
q−1
)
. Embora existam orientações na literatura, onde
a constante de tempo βf deve ser ajustada com valor próximo ao
polo dominante de malha aberta do processo (CLARKE, 1994a;
ROSSITER, 2004).
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Tabela 11 – Comparativo das funções de transferência dos controladores
GPC, T-GPC e FPGPC.
(a) GPC clássico
y
(
k
)
=
T
(
q−1
)
q−dB
(
q−1
)
A
(
q−1
)
∆R
(
q−1
)
+B
(
q−1
)
S
(
q−1
)r(k)
Ssen =
A
(
q−1
)
∆R
(
q−1
)
A
(
q−1
)
∆R
(
q−1
)
+B
(
q−1
)
S
(
q−1
)
u
(
k
)
= 1
∆R
(
q−1
) [T (q−1)r(k)− S(q−1)y(k)]
(b) GPC-F
y
(
k
)
=
T
(
q−1
)
q−dB
(
q−1
)
Pdf
(
q−1
)
A
(
q−1
)
∆R
(
q−1
)
Pdf
(
q−1
)
+B
(
q−1
)
S
(
q−1
)r(k)
Ssen =
A
(
q−1
)
∆R
(
q−1
)
Pdf
(
q−1
)
A
(
q−1
)
∆R
(
q−1
)
Pdf
(
q−1
)
+B
(
q−1
)
S
(
q−1
)
u
(
k
)
= 1
∆R
(
q−1
) [T (q−1)r(k)− S(q−1)
Pdf
(
q−1
)y(k)]
(c) T-GPC
y
(
k
)
=
Tf
(
q−1
)
T
(
q−1
)
q−dB
(
q−1
)[
A
(
q−1
)
∆R
(
q−1
)
+B
(
q−1
)
S
(
q−1
)]
Tf
(
q−1
)r(k)
Ssen =
A
(
q−1
)
∆
∼
R
(
q−1
)[
A
(
q−1
)
∆R
(
q−1
)
+B
(
q−1
)
S
(
q−1
)]
Tf
(
q−1
)
u
(
k
)
=
Tf
(
q−1
)
∆
∼
R
(
q−1
)
[
T
(
q−1
)
r
(
k
)
−
∼
S
(
q−1
)
Tf
(
q−1
)y(k)
]
(d) FPGPC
y
(
k
)
=
Kαα
(
q−1
)
q−dB
(
q−1
)
TGPC
(
q−1
)
A
(
q−1
)
∆RGPC
(
q−1
)
+Kαα
(
q−1
)
B
(
q−1
)
SGPC
(
q−1
)r(k)
Ssen =
A
(
q−1
)
∆RGPC
(
q−1
)
A
(
q−1
)
∆RGPC
(
q−1
)
+Kαα
(
q−1
)
B
(
q−1
)
SGPC
(
q−1
)
u
(
k
)
=
Kαα
(
q−1
)
∆RGPC
(
q−1
) [TGPC(q−1)r(k)− SGPC(q−1)y(k)]
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4.4 CONTROLADOR F-IMC A PARTIR DO FPGPC
Esta seção descreve o projeto do controlador F-IMC, desenvol-
vido a partir do projeto do FPGPC. Esta hibridização é um formalismo
alternativo à estrutura convencional do controlador IMC, sendo parte
da contribuição desta tese, para herdar as propriedades e vantagens do
FPGPC e estender as possibilidades de projeto deste controlador. O
objetivo desta proposta é tratar perturbações e incertezas no modelo
em processos estáveis e instáveis, com longo atraso de transporte, de
fase não mínima, integradores e de diferentes complexidades, evitando
problemas de estabilidade e oferecendo robustez e desempenho desejado
do sistema de controle de malha fechada.
O controlador IMC clássico é amplamente conhecido como uma
das mais eficientes estratégias de controle para atenuar perturbações e
MPM e tem sido utilizado com sucesso em várias aplicações industriais,
incluindo hibridização com controladores PID e preditivos (PREITL et
al., 2004; VILANOVA; ARRIETA; PONSA, 2009; VUPPU; VENKATA; KO-
DATI, 2015). A principal característica do projeto do controlador IMC
é a simplicidade de implementação da lei de controle, com poucos pa-
râmetros a serem sintonizados, porém, para garantir estabilidade de
malha fechada, ambos, controlador e processo devem ser estáveis (MO-
RARI; ZAFIRIOU, 1989).
O projeto do controlador IMC clássico ainda tem dificuldades em
controlar processos instáveis, integradores, com longo atraso de trans-
porte e de fase não mínima, ainda que exista na literatura muitos estu-
dos com propostas alternativas para lidar com estes tipos de processos.
Entretanto, a maioria destas abordagens traçam uma equivalência en-
tre a estrutura IMC e o controlador PID e exigem algumas hipóteses e
manipulações matemáticas para que resultados satisfatórios sejam ob-
tidos (MORARI; ZAFIRIOU, 1989; BRAATZ, 1996; ZHI-CHENG; ZHI-YUAN;
JING-GANG, 2011).
O projeto do controlador F-IMC aqui proposto, está baseado no
projeto do FPGPC apresentado na Seção 4.2, sendo este controlador
conectado em um sistema de controle na forma canônica RST, em que
RGPC
(
q−1
)
e SGPC
(
q−1
)
são projetados para obter o desempenho de
regulação desejado e rejeição de perturbação, e TGPC
(
q−1
)
é projetado
para garantir rastreamento de referência. Os valores dos coeficientes
e o grau destes polinômios dependem de como o filtro Kαα
(
q−1
)
e os
parâmetros de sintonia (Ny, Nu e λ) do FPGPC são selecionados.
Uma forma alternativa de embarcar as propriedades do FPGPC,
onde SGPC
(
q−1
)
6= TGPC
(
q−1
)
e a função de transferência do contro-
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lador é dada por GcGPC
(
q−1
)
= Kαα
(
q−1
)
/∆RGPC
(
q−1
)
, é utilizar o
diagrama de blocos da Figura (31), hibridizado com a estrutura do
controlador F-IMC, Figura (33).
Considerando-se a estrutura do controlador F-IMC, Figura (33),
a seguinte função de transferência do controlador equivalente, Ceq
(
q−1
)
,
pode ser obtida:
Ceq
(
q−1
)
=
CIMC
(
q−1
)
Am
(
q−1
)
A
(
q−1
)
−Kαα
(
q−1
)
Bm
(
q−1
)
CIMC
(
q−1
) . (4.26)
Os sistemas de controle dos controladores F-IMC, Figura (33), e
FPGPC, Figura (31), serão equivalentes se o controlador CIMC
(
q−1
)
, no
diagrama de blocos da Figura (33) é escolhido de acordo com a função
de transferência da Equação 4.27.
+
-
+
-
C
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++
Figura 33 – Diagrama de blocos do controlador F-IMC.
CIMC
(
q−1
)
=
SGPC
(
q−1
)
Am
(
q−1
)
Am
(
q−1
)
∆RGPC
(
q−1
)
+Kαα
(
q−1
)
Bm
(
q−1
)
SGPC
(
q−1
) ,
FIMC
(
q−1
)
=
Kαα
(
q−1
)
TGPC
(
q−1
)
SGPC
(
q−1
) . (4.27)
Utilizando-se o diagrama de blocos do controlador F-IMC, Fi-
gura (33) e a Equação (4.27), então a lei de controle do controlador
F-IMC é expressa da forma
u
(
k
)
= CIMC
(
q−1
) [
FIMC
(
q−1
)
r
(
k
)
−Kαα
(
q−1
)
y
(
k
)]
+ CIMC
(
q−1
) [
Kαα
(
q−1
)Bm(q−1)
Am
(
q−1
)u(k)
]
. (4.28)
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É importante enfatizar as seguintes questões:
i) a lei de controle do controlador F-IMC, Equação (4.28), é seme-
lhante a lei de controle do FPGPC, Equação (4.17);
ii) o FPGPC hibridizado com o F-IMC difere da síntese de controle
proposta por Preitl et al. (2004), pois este último utiliza o modelo
de processo e função custo na forma incremental, inserindo tra-
tamento de saturação na malha direta do IMC clássico, enquanto
a concepção de projeto da estrutura F-IMC utiliza o modelo do
processo e função custo na forma posicional, inserindo um filtro
P
(
q−1
)
, assegurando estabilidade e robustez de malha fechada;
iii) o objetivo é empregar a hibridização FPGPC e F-IMC para evi-
tar problemas de instabilidade, e/ou melhorar o desempenho e
robustez do sistema controlado, e/ou lidar com perturbações e
incertezas no modelo, mesmo para processos instáveis, fase não
mínima, integradores e outros de igual ou superior complexidade.
4.5 RELAÇÃO DOS CONTROLADORES FPGPC E PID
Esta seção propõe empregar a síntese de projeto do FPGPC
para sintonizar os parâmetros de projeto (Kc, Ti, Td) de um contro-
lador PID. As leis de controle dos controladores FPGPC e PID são
combinadas para herdar e assegurar as propriedades dinâmicas de ma-
lha fechada do FPGPC, fornecendo estabilidade e robustez, através da
sintonia “ótima” dos ganhos de projeto do controlador PID. Diversos
pesquisadores têm considerado a possibilidade de hibridizar a síntese
dos controladores preditivos e adaptativos com a estrutura clássica do
controlador PID, a fim de combinar as propriedades de malha fechada
destes controladores, com a simplicidade de projeto do controlador PID
(YAMAMOTO; SATO; INOUE, 2006; SATO; INOUE, 2006; DAI et al., 2011).
Para garantir que o FPGPC tenha a mesma forma da lei de
controle do controlador PID da Equação (3.24), é necessário reescrever
a Equação (4.17) da seguinte forma:
∆u
(
k
)
= Kα
α
(
1
)
T
(
1
)
RGPC
(
q−1
)r(k)−Kαα
(
1
)
SGPC
(
q−1
)
RGPC
(
q−1
) y(k). (4.29)
Combinando-se as Equações (4.29) e (3.24), é possível obter a
correspondente sintonia dos ganhos do controlador PID, hibridizado
com o FPGPC (controlador FPGPC/PID), utilizando-se as relações
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K∗ =
−KαT
(
1
)
α
(
1
)(
s1 + 2s2
)
s0 + s1 + s2
,
KcGPC = K
∗ − r1KcGPC
(
k − 1
)
− ...− rnKcGPC
(
k − nr
)
,
TiGPC = −
(
s1 + 2s2
)
s0 + s1 + s2
Ts, TdGPC = −
s2
s1 + 2s2
Ts. (4.30)
Alguns aspectos em relação ao controlador FPGP/PID são im-
portantes destacar:
i) verifica-se pela Equação (4.30) que um ganho proporcional vari-
ante no tempo aparece na sintonia do controlador PID;
ii) os valores dos ganhos do controlador FPGPC/PID estão dire-
tamente relacionados com a seleção do filtro Kαα
(
q−1
)
e dos
parâmetros Ny, Nu e λ. O filtro é sintonizado através de uma
otimização multiobjetivo baseada em algoritmo genético;
iii) este tipo de hibridização é realizada para modelos de processos de
primeira ordem, sintonia PI, ou segunda ordem, sintonia PID. Isto
é justificado pelo fato de que a ordem do polinômio SGPC
(
q−1
)
de-
pende da ordem do modelo do processo, polinômio A
(
q−1
)
, e que
para combinar as leis de controle do controlador PID ideal, Equa-
ção (3.24), e do FPGPC, Equação (4.30), o polinômio SGPC
(
q−1
)
deve ser de primeira ou segunda ordem;
iv) o objetivo de se utilizar uma regra de sintonia dos ganhos do con-
trolador FPGPC/PID, é para ajustar e otimizar as dinâmicas de
malha fechada do sistema controlado, podendo assim ser imple-
mentado em vários dispositivos digitais e em diferentes aplicações
de controle, inserindo nestes dispositivos e aplicações as proprie-
dades de malha do FPGPC.
4.6 CONTROLADOR FPGPC MULTIVARIÁVEL
No cenário industrial, usualmente os processos possuem variáveis
que precisam ser controladas e manipuladas. Em alguns casos, mudan-
ças em uma das variáveis manipuladas afeta as variáveis controladas e
vice-versa. Então para estes casos, cada par de entrada-saída deve ser
considerado como um processo SISO, isto é, o sistema é desacoplado,
se for possível, e controlado separadamente. Para sistemas em que o
130
acoplamento não pode ser negligenciado, o sistema de controle deve
ser considerado como um único processo MIMO e não um conjunto de
processos SISO (CAMACHO; BORDONS, 2007).
Técnicas de controle clássicas e avançadas tem sido extensiva-
mente exploradas pela comunidade de controle para controlar sistemas
MIMO. Uma interessante abordagem de projeto para controle de pro-
cessos MIMO é o uso de controladores MBPC’s, pois estes controlado-
res têm a vantagem de lidar diretamente com processos multivariáveis
sem a necessidade de desacoplar o sistema. O GPC é um dos métodos
de projeto do MBPC que tem sido largamente implementado em vá-
rias aplicações em processos MIMO (UDUEBI; ORDYS; GRIMBLE, 2002;
MUNOZ-HERNÁNDEZ; JONES, 2006; AICHA; BOUANI; KSOURI, 2013).
Considerando-se o modelo determinístico CAR para um processo
multivariável com n-saídas e m-entradas, caracterizado pela seguinte
equação posicional no domínio do tempo discreto:
y
(
k
)
= GM
(
q−1
)
u
(
k − 1
)
(4.31)
onde y
(
k
)
∈ Rn é nx1 e representa o vetor da saída do processo, u
(
k
)
∈
R
m é mx1 e é o vetor do sinal de controle e GM
(
q−1
)
é definido como
GM
(
q−1
)
= Dd
(
q−1
)
GpM
(
q−1
)
, GpM
(
q−1
)
= A−1
M
(
q−1
)
BM
(
q−1
)
,
gpMil
(
q−1
)
= q−dil
Bil
(
q−1
)
Aii
(
q−1
) , di = min
l
[dil],
i = 1, 2, ..., n e l = 1, 2, ...,m. (4.32)
Dd
(
q−1
)
e AM
(
q−1
)
∈ Rnxn são matrizes diagonais polinomiais,
com elementos q−di que representam o atraso de transporte e elementos
Aii
(
q−1
)
, respectivamente e BM
(
q−1
)
∈ Rnxm é uma matriz polinomial
com elementos Bil
(
q−1
)
, tal que são calculadas pelas seguintes relações:
Aii
(
q−1
)
= 1 + aii1 q
−1 + ...+ aiinaiiq
−naii ,
Bil
(
q−1
)
= bil0 + b
il
1 q
−1 + ...+ bilnbilq
−nbil (4.33)
as raízes dos polinômios Aii
(
q−1
)
e Bil
(
q−1
)
são os polos e zeros de ma-
lha aberta do modelo estimado, respectivamente. Portanto, a Equação
(4.31) pode ser reescrita como
Aii
(
q−1
)
yi
(
k
)
= q−di
m∑
l=1
Bil
(
q−1
)
ul
(
k − 1
)
. (4.34)
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A lei de controle do MFP-GPC é obtida pela minimização da
função custo da forma
JMGPC =
n∑
i=1
Nyi∑
j=1
{φyi
(
k + j
)
− φri
(
k + j
)
}2
+
m∑
l=1
λl
Nul∑
j=1
(ul
(
k + j − 1
)
)2. (4.35)
sendo φyi
(
k+ j
)
e φri
(
k+ j
)
as variáveis auxiliares dos sinais de saída
e referência, respectivamente, e são definidas como:
φyi
(
k
)
= Pl
(
q−1
)
yi
(
k
)
, φri
(
k
)
= Pl
(
q−1
)
ri
(
k
)
(4.36)
onde r
(
k
)
∈ Rn é o vetor de referência. A matriz diagonal polinomial
Pl
(
q−1
)
, expressa pela Equação (4.37), está correlacionada com os as-
pectos da dinâmica de malha fechada, Kαl e αl
(
q−1
)
representam o
ganho do filtro e o filtro do sistema de malha fechada, respectivamente.
Pl
(
q−1
)
=


Kα1α1
(
q−1
)
∆ 0 · · · 0
0
Kα2α2
(
q−1
)
∆ · · · 0
...
...
. . .
...
0 0 · · ·
Kαlαl
(
q−1
)
∆


mxn
(4.37)
É importante dizer que os parâmetros Kαl e αl
(
q−1
)
podem
receber diferentes valores para cada entrada do processo, isto é, se ul
(
k
)
é mx1, então tem-se m valores de Kαlαl
(
q−1
)
à serem sintonizados.
A sintonia de Kαl e αl
(
q−1
)
=
∏nα
i=1
(
1 − αilq
−1
)
dão um grau
de liberdade extra para a sintonia e estabilidade do controlador MFP-
GPC. Os parâmetros αil estão no intervalo [0, 1] e ajustam a velocidade
de resposta de malha fechada para lidar com o offset.
A Equação (4.34) é multiplicada por Pl
(
q−1
)
e reescrita como
Aii
(
q−1
)
φyi
(
k + j
)
= Bil
(
q−1
)
ul
(
k + j − di − 1
)
,
Aii
(
q−1
)
= ∆Aii
(
q−1
)
, Bil
(
q−1
)
=
m∑
l=1
Kαlαl
(
q−1
)
Bil
(
q−1
)
.
(4.38)
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Considerando a seguinte identidade polinomial:
1 = EMi,j
(
q−1
)
Aii
(
q−1
)
+ q−jFMi,j
(
q−1
)
. (4.39)
Substituindo-se a Equação (4.39) na Equação (4.38) no instante(
k + j
)
, tem-se a equação
φyi
(
k + j
)
= Bil
(
q−1
)
EMi,j
(
q−1
)
ul
(
k + j − di − 1
)
+ FMi,j
(
q−1
)
φyi
(
k
)
.
(4.40)
e utilizando-se a matriz polinomial
Bil
(
q−1
)
EMi,j
(
q−1
)
= Gil,j
(
q−1
)
+ q−jGil,j
(
q−1
)
(4.41)
então a Equação (4.40) pode ser reescrita da seguinte forma:
φyi
(
k + j
)
= Gil,j
(
q−1
)
ul
(
k + j − di − 1
)
+ φˆyi
(
k + j/k
)
(4.42)
onde
φˆyi
(
k + j/k
)
= Gil,j
(
q−1
)
ul
(
k − di − 1
)
+ FMi,j
(
q−1
)
φyi
(
k
)
.
O vetor Φfi é baseado na predição da resposta livre e é composto
por
Φfi =
[
φˆyi
(
k + 1/k
)
· · · φˆyi
(
k +Nyi/k
)]T
e
Φf =
[
ΦTf1 Φ
T
f2
· · · ΦTfn
]T
∈ RNy (4.43)
é o vetor da resposta livre aumentado, composto por Ny =
∑n
i=1Nyi e
com a sequência do sinal de controle futuro representada como
Ul =
[
ul
(
k + 1− d1
)
· · · ul
(
k +Nul − di − 1
)]T
e
UM =
[
UT1 U
T
2 U
T
3 · · · U
T
m
]T
(4.44)
é o vetor do sinal de controle aumentado, composto porNu =
∑m
l=1Nul .
A Equação (4.42) pode ser representada na forma vetorial como
ΦyNyu = GNyuUM +Φf (4.45)
133
onde GNyu é a seguinte matriz:
GNyu =


G0 0 · · · 0
G1 G0 · · · 0
...
...
...
...
GNu−1 GNu−2 · · · G0
...
...
...
...
GNy−1 GNy−2 · · · GNy−Nu


NyxNu
(4.46)
A função custo do MFP-GPC pode ser reescrita da forma
JMGPC = (ΦyNyu − Φr)
T (ΦyNyu − Φr) + U
T
M
ΛMUM (4.47)
onde ΛM ∈ RNuxNu e é dado por
ΛM = diag{λ1INu1 , λ2INu2 , · · · , λmINum } (4.48)
com escalares λl ≥ 0, l = 1, 2, ...,m. Minimizando para casos sem
restrições, o vetor dos sinais de controle é calculado por
UM = (GTNyuGNyu + ΛM)
−1GTNyu [Φr − Φf ] (4.49)
o qual é um formalismo similar ao projeto do GPC clássico para mo-
delos SISO, onde nesta tese, a diferença está relacionada com o caso
posicional para modelo MIMO e função custo, mas com a seleção da
matriz diagonal polinomial Pl
(
q−1
)
em um sistema MIMO.
Para analisar a influência dos filtros da matriz diagonal polino-
mial Pl
(
q−1
)
no rastreamento de referência e rejeição de perturbação,
a Equação (4.49) pode ser reescrita na estrutura polinomial RST, onde
a matriz de ganho KM ∈ RmxNy é obtida da primeira linha da matriz
(GTNyuGNyu + ΛM)
−1GTNyu e a lei de controle é dada por
In + q−1 mxn∑
i=1
Nyi∑
j=1
KMi,jGi,j

u(k) = n∑
i=1
Nyi∑
j=1
KMi,jq
i,jφri
(
k
)
−
n∑
i=1
Nyi∑
j=1
KMi,jFMi,jφyi
(
k
)
. (4.50)
Considerando-se a definição de Pl
(
q−1
)
, a lei de controle do
MFP-GPC na forma RST é escrita como
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u
(
k
)
= R−1
MGPC
(
q−1
)
Pl
(
q−1
) [
TMGPC
(
q−1
)
r
(
k
)
− SMGPC
(
q−1
)
y
(
k
)]
.
(4.51)
As matrizes polinomiais no domínio do tempo discreto para o
MFP-GPC possuem as seguintes dimensões:
TMGPC
(
q−1
)
= matriz(nxn) , SMGPC
(
q−1
)
= matriz(nxn),
RMGPC
(
q−1
)
= matriz diagonal(nxm). (4.52)
Pelo diagrama de blocos da Figura (34), observa-se os filtros de
referência, saída e controle, onde o sinal de controle é a saída da função
de transferência CM
(
q−1
)
= R−1
MGPC
Pl
(
q−1
)
, adicionando assim, inte-
ressantes propriedades ao projeto do controlador para garantir o offset-
free, robustez, desempenho de malha fechada dentro dos padrões dese-
jados e tratar problemas de acoplamentos. Quando o sistema MIMO
está fracamente ou fortemente acoplado, o nível de acoplamento inter-
fere em cada variável de saída como uma perturbação adicionada ao
sistema controlado.
Considerando-se o diagrama de blocos da Figura (34), é possível
extrair as funções de transferência de malha fechada devido a y
(
k
)
para
r
(
k
)
, y
(
k
)
para di
(
k
)
e y
(
k
)
para do
(
k
)
, representadas por
MFP-GPC
-
+
++
Figura 34 – Diagrama de blocos do MFP-GPC.
y
(
k
)
=
[
DMGPC
(
q−1
)]−1 [
TMGPC
(
q−1
)
CM
(
q−1
)
GM
(
q−1
)]
r
(
k
)
,
y
(
k
)
=
[
DMGPC
(
q−1
)]−1
GM
(
q−1
)
di
(
k
)
,
y
(
k
)
=
[
DMGPC
(
q−1
)]−1
do
(
k
)
,
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4.7 ESTABILIDADE ROBUSTA SOB INCERTEZAS
Esta seção aborda o projeto para análise da estabilidade robusta
utilizando-se o teorema do pequeno ganho e os conceitos de incertezas
aditiva e multiplicativa. O desenvolvimento matemático e os diagramas
de blocos apresentados, são baseados no projeto do FPGPC (Seção 4.2),
mas se aplicam também ao controlador I-FPGMV (Capítulo 3).
4.7.1 Incerteza multiplicativa
Utilizando-se as definições de estabilidade robusta multiplica-
tiva no projeto do FPGPC, tem-se uma relação entre os polinômios
deste controlador na forma RST e os parâmetros do filtro, com as fun-
ções de transferência da incerteza multiplicativa, Equação (2.21), e de
Mm
(
ejωn
)
, Equação (2.20). Pelos diagramas de blocos da Figura (35),
é possível extrair as funções de transferência deMm
(
ejωn
)
e ∆m
(
ejωn
)
,
relacionadas aos parâmetros do FPGPC, conforme Equação (4.54).
Mm
(
ejωn
)
=
∣∣∣∣∣ Kαα
(
ejωn
)
SGPC
(
ejωn
)
Gm
(
ejωn
)
∆RGPC
(
ejωn
)
+Kαα
(
ejωn
)
SGPC
(
ejωn
)
Gm
(
ejωn
)
∣∣∣∣∣ ,
∣∣∆m(ejωn)∣∣ <
∣∣∣∣∣∆RGPC
(
ejωn
)
+Kαα
(
ejωn
)
SGPC
(
ejωn
)
Gm
(
ejωn
)
Kαα
(
ejωn
)
SGPC
(
ejωn
)
Gm
(
ejωn
)
∣∣∣∣∣ .
(4.54)
Por meio da função de transferência relacionada a incerteza mul-
tiplicativa, Equação (4.54), é possível encontrar uma relação entre a in-
certeza multiplicativa, ∆m
(
ejωn
)
, e os parâmetros do filtro do FPGPC,
isto é, uma relação que calcula o menor valor deKα e α
(
ejωn
)
que deses-
tabiliza o sistema de controle, desde que seja possível medir ou estimar
a incerteza ∆m
(
ejωn
)
, conforme a seguinte inequação:
Kαα
(
ejωn
)
<
∣∣∣∣∣ ∆RGPC
(
ejωn
)
SGPC
(
ejωn
)
Gm
(
ejωn
)(
∆m
(
ejωn
)
− 1
)
∣∣∣∣∣ (4.55)
Maximizando o denominador do lado direito da desigualdade,
Equação (4.55), tem-se o menor valor de Kα e α
(
ejωn
)
em todas as
frequências que desestabilize o sistema de controle, a partir de um valor
fixo de ∆m
(
ejωn
)
.
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Figura 35 – Diagrama de blocos do FPGPC/incerteza multiplicativa.
4.7.2 Incerteza aditiva
Considere os diagramas de blocos da Figura (36), onde as funções
de transferência de Ma
(
ejωn
)
e da incerteza aditiva são construídas
pelas seguintes relações:
Ma
(
ejωn
)
=
∣∣∣∣∣ Kαα
(
ejωn
)
SGPC
(
ejωn
)
∆RGPC
(
ejωn
)
+Kαα
(
ejωn
)
SGPC
(
ejωn
)
Gm
(
ejωn
)
∣∣∣∣∣ ,
∣∣∆a(ejωn)∣∣ <
∣∣∣∣∣∆RGPC
(
ejωn
)
+Kαα
(
ejωn
)
SGPC
(
ejωn
)
Gm
(
ejωn
)
Kαα
(
ejωn
)
SGPC
(
ejωn
)
∣∣∣∣∣ .
(4.56)
Através da função de transferência da incerteza aditiva, ∆a
(
ejωn
)
,
é possível encontrar uma relação entre a incerteza aditiva e os parâme-
tros do filtro do FPGPC, isto é, uma relação que calcula o menor valor
de Kα e α
(
ejωn
)
, que desestabilize o sistema de controle, desde que
seja possível medir ou estimar o valor da incerteza ∆a
(
ejωn
)
, conforme
a seguinte inequação:
Kαα
(
ejωn
)
<
∣∣∣∣∣ ∆RGPC
(
ejωn
)
SGPC
(
ejωn
)(
∆a
(
ejωn
)
−Gm
(
ejωn
))
∣∣∣∣∣ (4.57)
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Maximizando-se o denominador do lado direito da desigualdade
da Equação (4.57), tem-se o menor valor de Kα e α
(
ejωn
)
em todas
as frequências que desestabiliza o sistema de controle, a partir de um
valor fixo de ∆a
(
ejωn
)
.
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+
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y r
Figura 36 – Diagrama de blocos do FPGPC com incerteza aditiva.
Observa-se que para aumentar a margem de segurança contra
incertezas multiplicativas desestabilizantes, o valor de MSM deve ser
grande, onde Tcom deve ser pequena. Esta característica é interessante
para eliminar ruído, mas não é adequada para rastreamento de re-
ferência e rejeição de perturbação, entretanto, é importante ressaltar
que pequenos ganhos de malha nas altas frequências, protege contra
incertezas multiplicativas nesta faixa de frequência, sem prejudicar o
offset-free nas baixas frequências.
Igualmente, para incertezas aditivas, a função de transferência
adequada para ASM, é a mesma que determina a energia do controle,
portanto, valores pequenos de Ssen são adequados para assegurar de-
sempenho robusto, isto é, rastreamento de referência e rejeição de per-
turbação, e valores pequenos de Tcom são adequados para garantir es-
tabilidade robusta e eliminar ruídos.
É importante ressaltar que as Equações (4.55) e (4.57) objetivam
propor um método de sintonia aos parâmetros do filtro, Kαα
(
ejωn
)
, do
138
FPGPC, empregando-se os conceitos do teorema do pequeno ganho e
de incertezas multiplicativa e aditiva, respectivamente, na presença de
erros de modelagem, para análise de estabilidade e robustez de um sis-
tema controlado pelos controladores I-FPGMV e FPGPC. Estas formas
de sintonia, Equações (4.55) e (4.57), e o tratamento matemático para
análise da estabilidade robusta sob incertezas, Seção 2.7, são também
contribuições desta tese. O método de sintonia “ótima” dos parâme-
tros do filtro é desenvolvida por meio de uma ferramenta de otimização
baseada em algoritmo genético (Seção 2.8).
4.8 RESULTADOS DE SIMULAÇÃO
4.8.1 Processo Tanques de Níveis
O primeiro estudo de caso deste capítulo é baseado na simulação
numérica de um processo não linear de tanques de níveis acoplados. O
objetivo da simulação é avaliar a eficácia do FPGPC em controlar pro-
cessos não lineares e de alta complexidade, garantindo rastreamento de
referência, rejeição de perturbação e adequada margem de estabilidade
e robustez ao sistema controlado. Adicionalmente, um tratamento de
saturação de malha é explorado, utilizando-se a proposta de malha de
controle do diagrama de blocos da Figura (32).
Sistemas de controle de níveis são comuns na indústria, especial-
mente em indústrias química, petroquímica e nuclear, e em ambientes
de celulose. A Figura (37) mostra um exemplo de um sistema de tan-
ques de níveis.
   

entrada, u pﬀﬁﬂ ﬃ
1 
0
Figura 37 – Processo tanques de níveis acoplados.
As equações contínuas que caracterizam a dinâmica do processo
não linear de tanques de níveis acoplados são dadas por (TAN; LI, 2001).
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

A1h˙1 = u− a1c1
√
2g
(
h1 − h2
)
A2h˙2 = a1c1
√
2g
(
h1 − h2
)
− a2c2
√
2g
(
h2 − h0
)
+ d
(4.58)
onde h1 e h2 representam o nível de líquido nos tanques 1 e 2, respecti-
vamente, h0 = 3 cm é o nível de líquido do reservatório, A1 = A2 = 100
cm2 são as áreas da seção transversal dos tanques, a1 = a2 = 0.396 cm2
são as áreas do orifício, c1 = 0.53 e c2 = 0.63 são constantes (tanque 1
e 2, respectivamente) e g = 981 cm/s2 é a aceleração da gravidade.
A característica não linear do processo tanques de níveis, descrita
pela Equação (4.58), está mostrada na Figura (38).
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Figura 38 – Característica estática do processo tanques de níveis.
Os objetivos de malha e as restrições operacionais são: i) a en-
trada u é utilizada para ajustar o nível do líquido no tanque 2, h2, para
um nível desejado, variando a entrada u de zero até 33.33 cm3/s; ii) a
perturbação d no tanque 2 possui magnitude 8.33 cm3/s e é adicionada
em t = 1200 s e retirada em t = 2128 s; iii) o nível no tanque 2 é regu-
lado em quatro valores; iv) um comportamento sobreamortecido para
h2 de magnitude reduzida para a variância do controle, maior rejeição
de perturbação, rastreamento de referência e regulação da saída são as
especificações de malha fechada a serem alcançadas pelo FPGPC.
Os parâmetros do FPGPC e do algoritmo genético são escolhi-
dos como: Ny = 15, Nu = 1, λ = 0.5, tamanho da população de 80
140
indivíduos, 100 gerações, taxa de mutação e seleção de 30% e 40%, res-
pectivamente, e período de amostragem de 2 s. A Tabela (12) mostra
os valores de Kα, α1 (sintonizados por meio do algoritmo genético - Ca-
pítulo 2) e dos índices de desempenho e robustez do sistema controlado.
Tabela 12 – Índices de desempenho e robustez - Tanques de níveis
Controlador Kα α1 IAEr IAEd TVC Ms GM PM
GPC clássico 1 0 935.50 220.98 589.17 1.96 2.04 29.53◦
FPGPC 5.8238 0.75309 474.18 84.72 700.6 1.34 3.91 43.67◦
Pela Tabela (12) observa-se que o valor de Ms do FPGPC é
menor se comparado ao GPC clássico, garantindo assim uma maior
margem de robustez e estabilidade, e valores de GM e PM na faixa su-
gerida pela literatura de controle. Em relação aos índices de desempe-
nho, a diferença é significativa para o sistema controlado pelo FPGPC,
os valores de IAEr e IAEd apresentam diferenças percentuais de 49%
e 62% menores, respectivamente, se comparado ao GPC clássico. En-
tretanto, a energia do controle é maior, devido ao ganho Kα do filtro,
alcançando em alguns pontos os limites de saturação, estabelecendo-se
um compromisso entre o esforço de controle e o desempenho de malha
fechada, Figura (39).
Verifica-se na Figura (39) os sinais de saída e controle do sistema
controlado pelo GPC clássico e FPGPC. O FPGPC é capaz de estabi-
lizar o sistema, rastrear a referência em todas as regiões de operação
estabelecidas na simulação e rejeitar perturbação de carga, apresen-
tando uma resposta do sinal de saída mais conservativa, garantindo
assim as especificações de desempenho desejada de malha fechada. O
sistema controlado pelo GPC clássico alcança uma resposta mais osci-
latória, sobretudo na região de maior não linearidade, e o tempo para
rejeição de perturbação é superior.
Utilizando-se o projeto do FPGPC e a sintonia “ótima” dos pa-
râmetros do filtro deste controlador, explorou-se o tratamento de sa-
turação da malha de controle proposta na Figura (32). A simulação
objetiva regular o sinal de saída em três diferentes regiões de operação,
mostrando os intervalos de tempo onde a saturação acontece e como ela
pode ser mitigada. A Figura (40) mostra os sinais de saída e controle,
destacando-se as regiões que ultrapassam os limites de saturação e os
intervalos de tempo em que o sinal de controle fica fora da faixa de va-
lores delimitada de operação do sistema controlado. Os parâmetros do
filtro são sintonizados como: Kα = 3.9455 e α
(
q−1
)
=
(
1−0.0526q−1
)
.
141
0 500 1000 1500 2000 2500 3000 3500
3
4
5
6
7
8
re
fe
rê
nc
ia
 e
 s
aí
da
 (c
m)
tempo (s)
 
 
0 500 1000 1500 2000 2500 3000 3500
0
10
20
30
co
n
tro
le
 (c
m3
/s
)
tempo (s)
referência
saída
perturbação
(a) GPC clássico
0 500 1000 1500 2000 2500 3000 3500
3
4
5
6
7
8
re
fe
rê
nc
ia
 e
 s
aí
da
 (c
m)
tempo (s)
 
 
0 500 1000 1500 2000 2500 3000 3500
0
10
20
30
co
n
tro
le
 (c
m3
/s
)
tempo (s)
 
 
referência
saída
perturbação
(b) FPGPC
Figura 39 – Resposta do sistema com o GPC clássico e o FPGPC -
Tanques de níveis.
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Figura 40 – Resposta do sistema com tratamento de saturação - Tan-
ques de níveis.
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É relevante observar que devido ao tratamento que é dado à
saturação, a dinâmica de malha fechada modifica-se, isto é, o sistema
torna-se mais conservativo (Figura (40(b))) em relação ao sistema que
não recebeu tratamento de saturação (Figura (40(a))). Esta proposta
para mitigar o problema de saturação em uma malha de controle é
interessante do ponto de vista prático, pois é uma estrutura de simples
implementação, menor esforço computacional e se mostra eficiente.
4.8.2 Processo 2ª ordem
O segundo estudo de caso é baseado em uma simulação numérica
para um processo de 2ª ordem. O objetivo da simulação é apresentar
uma análise comparativa entre os controladores GPC clássico, GPC-F,
T-GPC e FPGPC, investigando a influência dos filtros destes contro-
ladores no desempenho de malha fechada, em relação ao rastreamento
de referência e rejeição de perturbação. A função de transferência no
domínio do tempo discreto é dada por (ROSSITER, 2004):
G
(
q−1
)
=
q−1 + 0.3q−2
1− 1.2q−1 + 0.32q−2
. (4.59)
Os parâmetros de projeto dos controladores e do algoritmo ge-
nético são sintonizados como: Ny = 8, Nu = 3, λ = 1, tamanho da
população de 60 indivíduos, 100 gerações e período de amostragem de
1 s. A Tabela (13) mostra os índices de desempenho e robustez e os
parâmetros dos filtros de cada controlador, sendo o filtro do GPC-F
sintonizado por tentativa e erro e do T-GPC utilizando as orientações
sugeridas pela literatura (CLARKE, 1994b; ROSSITER, 2004).
Tabela 13 – Índices de desempenho e robustez - Processo 2ª ordem
Controlador Filtro IAEr TVC Ms
GPC clássico - 0.90 0.78 2.14
GPC-F
(
1− 0.15q−1
)
0.84 0.89 3.99
T-GPC
(
1− 0.8q−1
)
1.22 0.70 1.49
FPGPC 2.8199
(
1− 0.8231q−1
)
0.43 1.61 3.49
Observa-se na Tabela (13) que para o T-GPC, o valor de IAEr
é bem maior em relação aos demais controladores, isto ocorre devido
à sintonia do filtro Tf
(
q−1
)
. Para o GPC clássico e GPC-F os valores
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dos índices de desempenho estão próximos, em função da sintonia do
filtro Pf
(
q−1
)
do GPC-F. No caso do FPGPC o valor de IAEr é sig-
nificativamente menor, entretanto, o valor de TVC é superior, sendo
necessário maior energia de controle para manter o sistema controlado
com desempenho de malha fechada desejado.
Como os parâmetros do filtro do FPGPC são sintonizados atra-
vés de uma otimização multiobjetivo, então o valor máximo deMs = 3.5
é modificado, para que o algoritmo encontre melhor desempenho no
rastreamento de referência e na rejeição de perturbação de carga, sem
comprometer a estabilidade de malha fechada do sistema controlado.
A Figura (41) mostra os sinais de saída e controle para os quatro con-
troladores, com uma referência em degrau de 0.5 de magnitude e uma
perturbação de carga de 0.2, aplicada no instante de tempo t = 0.2 s.
Observa-se que as unidades em termos de magnitude são adimensionais.
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Figura 41 – Resposta do sistema para o GPC clássico, GPC-F, T-GPC
e FPGPC (Sintonia 1) - Processo 2ª ordem.
Vale ressaltar que, pela análise do diagrama de Nyquist, é conhe-
cido que quanto mais próximo o sistema controlado estiver do limite
superior de Ms, mais este sistema se aproxima do ponto de Nyquist
(−1, j0) e melhor é o desempenho de malha fechada, porém, menor a
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margem de robustez e estabilidade (Capítulo 2). Estes valores limites
(1.1 ≤ Ms ≤ 2.2) são orientações encontradas na literatura, contudo
existem aplicações em que o sistema controlado pode alcançar valores
fora desta faixa e ainda assim, permanecer estável e com adequado de-
sempenho, como é o caso das respostas apresentadas pelo GPC clássico,
GPC-F e FPGPC, que possuem valores de Ms fora da faixa.
Com o objetivo de avaliar a influência dos filtros do GPC-F, e T-
GPC no desempenho de malha fechada do sistema controlado, os filtros
destes controladores são re-sintonizados como: Tf
(
q−1
)
=
(
1−0.5q−1
)
e Pf
(
q−1
)
=
(
1−0.25q−1
)
. A Figura (42) ilustra os sinais de referência,
saída e controle do sistema controlado com os valores modificados dos
parâmetros dos filtros.
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Figura 42 – Resposta do sistema para o GPC-F, T-GPC e FPGPC
(Sintonia 2) - Processo 2ª ordem.
Pelos gráficos da Figura (42) constata-se que no T-GPC, o filtro
Tf
(
q−1
)
interfere somente na atenuação da perturbação, mantendo o
rastreamento de referência semelhante ao do gráfico da Figura (41), isto
ocorre porque o rastreamento de referência, no T-GPC, independe do
filtro Tf
(
q−1
)
. Para o GPC-F, o filtro Pf
(
q−1
)
modifica o rastreamento
de referência e a atenuação da perturbação. Verifica-se também, por
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meio das Figuras (41) e (42), que o T-GPC é menos efetivo em lidar
com rejeição de perturbação se comparado ao FPGPC, onde este último
supera os três controladores em ambos, rastreamento de referência e
rejeição de perturbação.
É importante enfatizar que, por meio da função de transferên-
cia de malha fechada e da função sensitividade do T-GPC, GPC-F e
FPGPC (Tabela (11)), sabe-se que a atenuação da perturbação para
o T-GPC, depende diretamente de Tf
(
q−1
)
, e que o rastreamento de
referência é garantido somente pelos parâmetros do GPC (Ny, Nu e λ).
No caso do GPC-F e FPGPC, os filtros Pf
(
q−1
)
e Kαα
(
q−1
)
modifi-
cam as funções de transferência tanto devido a y
(
k
)
para r
(
k
)
, quanto
a y
(
k
)
para do
(
k
)
. O estudo comparativo das equações da Tabela (11)
é ratificado através dos gráficos das Figura (41) e (42).
4.8.3 Processo instável e fase não mínima
O terceiro estudo de caso emprega uma simulação numérica em
um processo instável e de fase não mínima. Os objetivos da simulação
são: i) mostrar a equivalência entre os controladores FPGPC e F-
IMC, avaliando a eficácia destes controladores em lidar com o offset
e MPM; ii) explorar o projeto do controlador F-IMC para controlar
processos instáveis e de fase não mínima, alcançando desempenho de
malha fechado desejado e garantindo uma margem segura de robustez
e estabilidade; iii) avaliar o desempenho e robustez do controlador F-
IMC quando os parâmetros do filtro são sintonizados através de uma
otimização multiobjetivo.
Ademais, análise de robustez do sistema controlado pelo contro-
lador FPGPC/F-IMC é realizada, utilizando-se o teorema do pequeno
ganho, empregando-se os conceitos de incertezas aditivas e multipli-
cativas (Capítulo 2, Seção 2.6). O intuito é avaliar se o teorema do
pequeno ganho, aplicado ao projeto do FPGPC, fornece condições ne-
cessárias para a análise da estabilidade e desempenho de malha fechada,
na presença de MPM e perturbações.
Um processo de 3ª ordem, instável e de fase não mínima é utili-
zado, sendo o modelo do processo de 2ª ordem, também instável e de
fase não mínima, conforme as seguintes funções de transferência:
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Gp
(
q−1
)
=
−0.00557q−1 + 0.0624q−2 + 0.0185q−3
1− 1.963q−1 + 0.988q−2 − 0.100q−3
,
Gm
(
q−1
)
=
0.0354q−1 + 0.0485q−2
1− 1.843q−1 + 0.759q−2
. (4.60)
Os parâmetros de projeto do controlador e do algoritmo genético
são escolhidos como: Ny = 7, Nu = 1, λ = 1.5, uma população de
60 indivíduos, 100 gerações, taxa de mutação de 30%, probabilidade
de seleção de 40%, saída limitada em ±8 de magnitude e período de
amostragem de 1 s. A Tabela (14) mostra os valores dos índices de
desempenho e robustez dos controladores GPC clássico e FPGPC.
Tabela 14 – Índices de desempenho e robustez - Instável e fase não
mínima
Controlador Kα α1 IAEr IAEd TVC Ms GM PM
GPC clássico 1 0 126.83 8.63 485.40 1.78 2.28 36.7◦
FPGPC 0.6103 0.4367 45.57 2.98 36.07 1.54 2.85 39.4◦
Observa-se pela Tabela (14) que o FPGPC tem desempenho su-
perior ao GPC clássico, isto é, os índices IAEr e IAEd são 64% e 65%
menores, resultando em um melhor rastreamento de referência e rejei-
ção de perturbação, e baixa energia do sinal de controle (TVC 93%
menor). Além dos índices de robustez, que para o FPGPC, estão todos
dentro da faixa de valores sugeridos pela literatura.
A Figura (43) mostra os sinais de saída e controle do FPGPC
hibridizado na estrutura de malha do controlador F-IMC. A simulação
possui quatro mudanças de referência e perturbação em degrau de 0.3 de
magnitude, aplicada no instante t = 300 s. Verifica-se que o controlador
F-IMC alcança desempenho e dinâmica de malha fechada equivalente
ao FPGPC, estabilizando o sistema com pequenas variações no esforço
de controle, baixas oscilações na saída e rápida rejeição de perturbação.
Pela Figura (43), constata-se que é possível resgatar as caracte-
rísticas do FPGPC para a estrutura de malha F-IMC, tratando pro-
cesso de dinâmica mais complexa, com o mesmo desempenho de um
controlador preditivo, isto é, as propriedades de malha do FPGPC são
embarcadas em um projeto IMC, onde os aspectos de robustez e de-
sempenho são os mesmos alcançados pelo FPGPC.
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Figura 43 – Resposta do sistema do FPGPC/F-IMC - Instável e fase
não mínima.
A Figura (44(a)) mostra o diagrama de Nyquist do sistema con-
trolado pelo GPC clássico e FPGPC. Observa-se que a curva do sis-
tema controlado pelo FPGPC está mais a direita do ponto de Nyquist
(−1, j0) do que o sistema controlado pelo GPC clássico, embora a curva
de Nyquist tenha dado mais de uma volta em torno do ponto (−1, j0),
devido ao polo instável (interseções à esquerda). Pela análise de robus-
tez, quanto mais próximo à direita do ponto de Nyquist estiverem as
interseções das curvas, menor a margem de estabilidade e desempenho
robusto, existindo uma relação direta com o Ms, isto é, a medida que
o valor de Ms aumenta, menor é a distância entre as interseções das
curvas e o ponto de Nyquist (Capítulo 2).
O gráfico da Figura (44(b)) representa a margem de estabilidade
aditiva (Additive Stability Margin - ASM), a margem de estabilidade
multiplicativa (Multiplicative Stability Margin - MSM) e a magnitude
das incertezas (MPM), ou seja, a diferença entre o processo real e o mo-
delo do processo. Nesta simulação, observa-se que para o GPC clássico,
o sinal ASM é menor que o sinal MPM nas altas frequências, resultando
em uma resposta dos sinais de saída e controle oscilatória. Entretanto,
utilizando-se o FPGPC, o sinal ASM é maior que o sinal MPM em toda
a faixa de frequência, alcançando respostas conservativas nos sinais de
saída e controle (Figura (43)).
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Como ASM e MSM têm uma relação direta com as funções sen-
sitividade (Ssen) e sensitividade complementar (Tsen), (Equação (2.7)),
respectivamente, então para aumentar a margem de segurança con-
tra incertezas aditivas e multiplicativas desestabilizantes, os valores de
ASM e MSM devem ser grandes, por outro lado, os valores de Ssen e
Tsen devem ser pequenos. Valores pequenos de Ssen são adequados para
assegurar desempenho robusto (rastreamento de referência e rejeição de
perturbação) e de Tsen são adequados para garantir estabilidade robusta
e eliminar ruído. Para valores de MSM grande nas altas frequências,
é possível eliminar ruídos, mas não é adequado para rastreamento de
referência e rejeição de perturbação e vice-versa, portanto, deve ha-
ver um trade-off entre os valores de ASM e MSM que assegure tanto
desempenho robusto como estabilidade robusta.
Nesta tese, o teorema do pequeno ganho é empregado para ava-
liar a estabilidade e robustez do sistema controlado, por meio da sin-
tonia “ótima” dos parâmetros do filtro Kαα
(
q−1
)
, frente as incertezas
no modelo e com processo de difícil complexidade. O propósito da si-
mulação é mostrar a aplicabilidade do teorema do pequeno ganho à
análise de robustez do FPGPC/F-IMC. A comparação entre o GPC
clássico e FPGPC, é somente uma orientação de projeto para destacar
a eficácia do FPGPC em lidar com o offset, garantindo rastreamento
de referência e rejeição de perturbação.
4.8.4 Processo MIMO - Usina Hidrelétrica
Este estudo de caso considera uma simulação numéria de um
processo MIMO2x2 (modelo simplificado de uma usina hidrelétrica), no
qual as principais características são: dinâmica de fase não mínima,
polos pouco amortecidos (associados a uma perturbação na tubulação
de água, water-hammer, e a sincronização elétrica), as relações não
lineares entre o ângulo das palhetas guias (guide vane angle), o fluxo
do volume de água e a energia mecânica (MUNOZ-HERNÁNDEZ; JONES,
2006). A Figura (45) mostra o modelo do processo, sendo as variáveis
representadas no sistema pu (per-unit).
O modelo do processo tem a mesma matriz função de transfe-
rência, G
(
s
)
, do processo real e é dado por
∆Pm
(
s
)
∆G
(
s
) =
[
−2.36s2−5.45s+15
s2+8.8s+13.4
−8.56s
s2+8.8s+13.4
−8.56s
s2+8.8s+13.4
−2.36s2−5.45s+15
s2+8.8s+13.4
]
. (4.61)
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Figura 45 – Modelo MIMO do processo usina hidrelétrica.
No diagrama de blocos da Figura (45), a abertura da guide vane,
∆G, é acionada por um motor hidráulico a óleo, cuja função de trans-
ferência é dada por
∆G
(
s
)
U
(
s
) = 1(
0.19s+ 1
)(
0.4s+ 1
) . (4.62)
A equação “swing” (amplitude de oscilação, bastante conhecida
na literatura de sistema de potência) é representada pela seguinte fun-
ção de transferência:
∆Pe
(
s
)
∆Pm
(
s
) = Ksω02Hge
s2 + KD2Hge s+
Ksω0
2Hge
(4.63)
onde Hge = 3.995 Jnm2/MVA é a constante de inércia da turbina,
Ks = 0.7071 é o coeficiente de torque sincronizado, KD = 8.38 é o
coeficiente de amortecimento e ω0 = 314.1592 rad/s é a velocidade
elétrica do rotor (MUNOZ-HERNÁNDEZ; JONES, 2013). A Equação (4.63)
adiciona polos pouco amortecidos ao sistema MIMO.
Um filtro de primeira ordem para redução do ruído está incluído
em cada malha de realimentação na saída do gerador, e é representado
pela seguinte função de transferência:
∆Pes
(
s
)
∆Pe
(
s
) = 1
s+ 1
. (4.64)
O objetivo desta simulação é avaliar a habilidade do MFP-GPC
e M-GPC clássico em controlar processos MIMO, minimizar o nível
de acoplamento que estes processos possuem, dificultando o controle, e
lidar com o offset, garantindo desempenho e robustez de malha fechada
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dentro dos padrões desejados, ou seja, rápido tempo de resposta, com
o sinal de saída pouco oscilatório, rastreamento da referência (IAEr
menor possível) e baixa energia do sinal de controle.
Os parâmetros de projeto dos controladores e do algoritmo ge-
nético são escolhidos como: Ny = 30, Nu = 2, λ = 30, população de
80 indivíduos, 100 gerações, taxa de mutação e seleção de 30% e 40%,
respectivamente e período de amostragem de 0.25 s. Os parâmetros dos
filtros do MFP-GPC são sintonizados com: i) sistema 1: Kα1 = 9.9044
e α1 = 0.1669; ii) sistema 2: Kα2 = 7.8890 e α2 = 0.5330.
Pela Tabela (15), observa-se que o MFP-GPC possui desempe-
nho superior no tratamento de rastreamento de referência e rejeição de
perturbação (interferência entre os sistemas na mudança de referência),
pois seus valores de IAEr1 e IAEr2 são 51% e 48%, respectivamente,
menores, se comparados aos do M-GPC clássico, contudo, a energia
do sinal de controle é maior, devido aos valores do ganhos dos filtros.
Verifica-se ainda, que os valores de Ms estão na faixa sugerida pela
literatura, garantindo melhor margem de robustez e estabilidade.
Tabela 15 – Índices de desempenho e robustez - Processo MIMO
Controlador IAE1 IAE2 TVC1 TVC2 Ms1 Ms2
M-GPC clássico 6.22 5.06 0.20 0.16 1.17 0.85
MFP-GPC 3.06 2.61 0.33 0.17 1.24 1.37
A Figura (46) mostra os sinais de saída e controle do processo
controlado pelo M-GPC clássico e MFP-GPC para três mudanças de
referência em degrau. Uma vez que os sistemas são acoplados, as mu-
danças de referências são vistas como uma perturbação para a saída do
outro sistema e vice-versa, no qual o MFP-GPC alcança menor tempo
de rejeição destas perturbações (mudanças na magnitude das referên-
cias), em relação ao M-GPC clássico.
É importante enfatizar que a resposta do sistema para o M-GPC
clássico é mais conservativa, sendo esta a razão pela qual este controla-
dor possui maior dificuldade no rastreamento dos sinais de referência e
na rejeição das perturbações. Para contornar esta questão, os parâme-
tros de projeto,Ny, Nu e λ, devem ser re-sintonizados e/ou sintonizados
de maneira “ótima”, para que um melhor desempenho possa ser alcan-
çado. Entretanto, como já citado anteriormente, estes parâmetros de
projeto são escolhidos somente para estabilizar o sistema, transferindo
aos filtros do MFP-GPC e sua sintonia “ótima”, a responsabilidade em
garantir desempenho de malha fechada dentro dos padrões desejados e
margem segura de estabilidade e robustez.
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4.8.5 Processo 3ª ordem
Este estudo de caso é baseado em uma simulação numérica e
analisa a estabilidade, desempenho e robustez de um sistema contro-
lado pelo FPGPC. O objetivo da simulação é mostrar a habilidade
do FPGPC em lidar com MPM, empregando-se o teorema do pe-
queno ganho e utilizando-se a sintonia “ótima” dos parâmetros do filtro
Kαα
(
q−1
)
por meio de uma otimização multiobjetivo. Um processo
de terceira ordem é aplicado, sendo o modelo estimado representado
por uma função de transferência de primeira ordem (BANERJEE; SHAH,
1992), respectivamente, como
Gp(q−1) =
0.0077q−1 + 0.0212q−2 + 0.0036q−3
1− 1.903q−1 + 1.151q−2 − 0.216q−3
,
Gm(q−1) =
0.0854q−1
1 + 0.9163q−1
. (4.65)
A otimização dos parâmetros do filtro é projetada explorando a
concepção de incertezas aditivas, utilizando-se o teorema do pequeno
ganho, isto é, a função objetivo implementada no algoritmo de otimi-
zação é a função de transferência da Equação (4.56). Os parâmetros
de projeto do FPGPC e do algoritmo genético são sintonizados como:
Ny = 5, Nu = 1, λ = 1, 100 gerações, população de 60 indivíduos e
período de amostragem de 1 s.
A Tabela (16) mostra os índices de desempenho e robustez do
sistema controlado pelo GPC clássico e FPGPC. Observa-se através
dos índices de robustez do FPGPC que este controlador possui uma
margem de estabilidade e robustez mais segura, sendo os valores de
GM e PMmaiores, se comparado ao GPC clássico e, consequentemente,
mais distância do ponto de Nyquist (1/GM).
Tabela 16 – Índices de desempenho e robustez - Processo de 3ª ordem
Controlador Kα α1 IAEr TVC Ms GM PM
GPC clássico 1 0 745.46 940.33 1.21 5.70 48.70◦
FPGPC 0.9907 0.6280 61.60 16.31 1.14 7.98 51.87◦
As Figuras (47(a)) e (47(b)) ilustram os sinais de saída e controle
e os sinais ASM, MSM and MPM do sistema controlado pelo GPC
clássico, respectivamente. Verifica-se que a sintonia do GPC clássico
não é suficiente para manter o sistema na condição de estabilidade.
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Figura 47 – Resposta do sistema com GPC - Processo de 3ª ordem.
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Observa-se na Figura (47(b)) que nas altas frequências o sinal
ASM é menor que o sinal MPM e nesta faixa de frequência o controlador
perde a estabilidade. Observa-se também que nas baixas frequências,
ambos os sinais ASM e MSM são maiores que MPM, mas ainda assim
o sinal de saída permanece instável em toda a faixa de frequência. Por-
tanto, mesmo que se conheça a incerteza que poderá ou não conduzir
o sistema controlado à instabilidade, o teorema do pequeno ganho ofe-
rece apenas condições necessárias mas não suficientes à análise desta
estabilidade.
A Figura (48) mostra o ponto de Nyquist, (−1, j0), e os valores
de GM e PM, destacando-se a distância de GM e PM ao ponto (−1, j0)
para ambos FPGPC e GPC clássico, estas distâncias têm uma relação
direta com Ms. Observa-se que para o FPGPC, o gráfico se apresenta
mais distante do ponto de Nyquist.
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Figura 48 – Diagrama de Nyquist para o GPC clássico e FPGPC -
Processo de 3ª ordem.
As Figuras (49(a)) e (49(b)) apresentam os sinais de saída e
controle e os sinais ASM, MSM e MPM do sistema controlado pelo
FPGPC, com quatro mudanças de referência e perturbação aplicada
em t = 80 s e retirada em t = 380 s. Verifica-se pelos gráficos da Figura
(49(a)) que o sistema é estável para esta sintonia dos parâmetros do
filtro, em toda a faixa de frequência de operação do sistema, mesmo
na presença de MPM. Na Figura (49(b)) observa-se que o sinal ASM
torna-se maior que o sinal MPM nas altas e baixas frequências.
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Vale ressaltar que, a garantia de uma margem segura de estabi-
lidade só é possível porque o algoritmo de otimização, empregando o
conceito de ASM, trata estas incertezas em toda a faixa de frequência de
operação do sistema, sintonizando valores “ótimos” para os parâmetros
do filtro associados à estabilidade e robustez do sistema controlado.
No caso do GPC clássico, devem existir valores de Ny, Nu e λ que
permitem o GPC alcançar melhores desempenho do que o apresentado
na Figura 47(a), mas o objetivo da simulação é mostrar a capacidade
do filtro Kαα
(
q−1
)
em contornar problemas de instabilidade, garantir
robustez e desempenho de malha fechada dentro dos padrões desejados
(rastreamento de referência e rejeição de perturbação).
4.9 CONCLUSÃO
Este capítulo descreveu um novo formalismo de projeto para o
GPC clássico utilizando-se a função custo e modelo SISO do processo
na forma posicional, onde filtros foram inseridos nos sinais de referência
e saída do sistema controlado, resultando em duas variáveis auxiliares
de entrada e saída, adicionando assim, grau de liberdade extra à sinto-
nia, estabilidade, desempenho e robustez do GPC, objetivando garantir
o offset-free, robustez e propriedades para tratar rastreamento de re-
ferência, rejeição de perturbação e MPM. Portanto, um formalismo
matemático alternativo foi apresentado, denominado FPGPC, visando
contribuir de algum modo com as pesquisas na área de controle pre-
ditivo, podendo também ser comparado com outras possibilidades de
projetos existentes na literatura de controle. Adicionalmente, foi pro-
posta uma estrutura de malha para contornar problemas de saturação
no sinal de controle, onde a programação linear quadrática, explorada
no projeto do GPC clássico para tratamento de saturação, não neces-
sita ser implementada no FPGPC, oferecendo assim, uma malha de
controle mais simples e de fácil implementação no contexto industrial,
para mitigar o tempo de saturação em uma malha de controle.
Em seguida foi apresentado um estudo comparativo entre os con-
troladores GPC clássico, GPC-F, T-GPC e FPGPC, com o intuito de
avaliar a influência dos filtros destes controladores no desempenho de
malha fechada, na lei de controle, no rastreamento de referência e na
rejeição de perturbação. Além de destacar como os parâmetros dos
filtros destes controladores são sintonizados.
Ademais, o FPGPC foi hibridizado com a estrutura IMC filtrada,
denominada F-IMC, demonstrando que o controlador F-IMC pode her-
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dar as propriedades do FPGPC, e assim lidar com problemas de offset,
incertezas no modelo, e controlar processos integradores, instáveis, fase
não mínima, entre outros de diferentes complexidades.
Depois o projeto do controlador PID ideal, na estrutura I+PD,
foi conectado com a síntese do FPGPC e, portanto, uma metodologia
de sintonia para os parâmetros do controlador PID foi obtida. O intuito
deste tipo de hibridização foi para herdar as propriedades do FPGPC
na sintonia dos parâmetros de projeto do controlador PID, podendo
então embarcar as características do controle preditivo em dispositivos
digitais, tais como controladores industriais, CLP’s, entre outros.
Ademais, utilizando-se a mesma metodologia de projeto do FPGPC,
foi proposto um GPC filtrado para modelos MIMO, denominado MFP-
GPC. O projeto do MFP-GPC também partiu do cenário posicional,
com filtros na referência e saída de cada modelo SISO. O objetivo foi
contribuir de alguma maneira com as pequisas na área de técnicas de
controle avançado em sistemas multivariáveis, apresentando um con-
trolador com interessantes características para lidar com incertezas no
modelo, offset, robustez e problemas de acoplamento.
Finalmente, análise de robustez foi apresentada aplicando-se o
teorema do pequeno ganho e os conceitos de incertezas aditiva e mul-
tiplicativa ao projeto do FPGPC para lidar com MPM. Por meio das
funções de transferências destas incertezas, foi possível correlacionar
os parâmetros de projeto do FPGPC com as funções do teorema do
pequeno ganho e das incertezas, agregando-se também uma forma de
sintonia para os parâmetros do filtro Kαα
(
ejωn
)
dos controladores I-
FPGMV e FPGPC.
O primeiro estudo de caso apresentado foi empregado em uma
simulação numérica para o processo tanques de níveis, com o intuito
de avaliar a estabilidade do sistema controlado pelo FPGPC, a eficácia
deste controlador em lidar com o offset, mostrando a superioridade do
FPGPC em termos de desempenho e robustez, devido ao filtro inserido
no projeto deste controlador e sua sintonia “ótima” através de uma
otimização multiobjetivo (trade-off entre IAEr e Ms). Ademais, foi
aplicado o tratamento de saturação de malha, limitando-se os valores
do sinal de controle e observando-se o quanto é possível diminuir o
tempo em que este sinal fica fora da faixa de operação do sistema
controlado e consequentemente melhorar a resposta de malha fechada.
No segundo estudo de caso, foi explorada uma simulação numé-
rica para um processo de 2ª ordem, com o objetivo de mostrar resul-
tados comparativos entre o GPC clássico, GPC-F, T-GPC e FPGPC.
A simulação destacou a influência de cada filtro destes controladores e
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como eles interferem no rastreamento de referência e rejeição de per-
turbação. A análise comparativa foi realizada especialmente para o
FPGPC, mostrando-se as vantagens deste controlador, e da sintonia
dos parâmetros do filtro utilizando otimização multiobjetivo, modifi-
cando significativamente o desempenho de malha fechada.
O terceiro estudo de caso, mostrou uma simulação numérica para
um processo instável e de fase não mínima, a fim de avaliar não somente
a equivalência entre os controladores FPGPC e F-IMC, mas também
para mostrar que o controlador F-IMC é factível em controlar processos
de complexidade variada, frente a limitações da síntese do controlador
IMC convencional. Outro objetivo da simulação foi mostrar um satis-
fatório desempenho (IAEr, TVC) e robustez (Ms, GM, PM) de ma-
lha fechada do controlador F-IMC, mesmo na presença de incertezas
no modelo, mudanças de magnitude da referência e perturbações de
carga. Adicionalmente, análise de robustez foi realizada utilizando-se
o diagrama de Nyquist e o teorema do pequeno ganho, verificando-
se assim, que o FPGPC assegura ao sistema de malha fechada uma
vantajosa margem de estabilidade e robustez.
O quarto estudo de caso foi avaliado por meio de uma simulação
numéria em um sistema MIMO, onde o processo possui as seguintes ca-
racterísticas: dinâmica de fase não mínima, polos pouco amortecidos e
duas entradas e duas saídas. Verificou-se que o M-GPC clássico não tem
grandes dificuldades em controlar este processo, contudo, uma melhor
resposta de malha fechada, em termos de rastreamento de referência
e rejeição de perturbação foi alcançado pelo MFP-GPC. A proposta
da simulação foi mostrar a aplicabilidade do MFP-GPC em controlar
processos MIMO e minimizar o nível de acoplamento de malha.
Por último, o quinto estudo de caso foi avaliado empregando-
se uma simulação numérica em um processo de terceira ordem com
incertezas no modelo, objetivando projetar e avaliar a capacidade do
FPGPC em manter a estabilidade e robustez do sistema controlado,
mesmo na presença de MPM.
É importante enfatizar que aspectos de robustez são incorpora-
dos na sintonia dos polinômios de projeto dos controlares FPGPC e
MFP-GPC, isto é, os parâmetros dos filtros destes controladores são
sintonizados através de otimização multiobjetivo baseada em algoritmo
genético, cuja descrição está detalhada no Capítulo 2, Seção 2.8.
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5 CONTROLADOR REPETITIVO PREDITIVO
5.1 INTRODUÇÃO
Assegurar um comportamento de offset-free na indústria de pro-
cessos, é um desafio na engenharia de controle, especialmente quando
o objetivo é lidar com rastreamento de referência e rejeição de per-
turbações periódicas. Abordagens de controle clássica e avançada tem
sido exploradas para lidar com este fenômeno e, diversas pesquisas têm
sido desenvolvidas empregando-se o MBPC (BORDONS; CUELI, 2004;
GUPTA; LEE, 2006; WANG; ROSSITER, 2008; OTT et al., 2008; LIU; LIN,
2010; WANG et al., 2016).
Um formalismo alternativo para tratar rastreamento de referên-
cia e rejeição de perturbação periódicas é a concepção de controle re-
petitivo, também denominado “estrutura básica de controle repetitivo”
(RAMOS; COSTA-CASTELLÓ; OLM, 2013). Este tipo de controle pode ser
combinado com as técnicas de controle clássico e avançado, sendo as
sínteses dos controladores GMV e GPC, no cenário posicional ou incre-
mental, uma interessante e vantajosa abordagem de hibridização para
lidar com referências e/ou perturbações periódicas, devido suas propri-
edades de desempenho e robustez. Algumas aplicações na área médica,
em sistemas de potência, robótica, entre outras, são encontradas na li-
teratura de controle preditivo, combinando-se o controle repetitivo com
projetos MBPC’s. Ainda assim, os controladores GMV e GPC hibridi-
zados com o projeto de controle repetitivo são pouco explorados, tanto
na indústria como na academia (PATETE; FURUTA; TOMIZUKA, 2006;
OTT et al., 2008; WANG et al., 2016a).
Este capítulo descreve uma breve discussão sobre o controle re-
petitivo, mostrando a estrutura básica deste controle, e as principais
definições e características. Ademais, é apresentado a hibridização do
projeto do controlador I-FPGMV com o controle repetitivo, para lidar
com referências e/ou perturbações periódicas. O objetivo é propor uma
estrutura de malha com dois controladores, um controlador I-FPGMV
na malha direta para garantir rastreamento de referência e outro con-
trolador I-FPGMV repetitivo na malha repetitiva (realimentação que
combina o modelo do processo, a saída do sistema e o controlador I-
FPGMV repetitivo) para tratar rejeição de perturbação periódica.
Finalmente, o projeto do FPGPC é combinado com o controle
repetitivo, também para tratar referências e/ou perturbações de natu-
reza periódica, empregando-se uma estrutura de malha de controle com
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dois FPGPC’s, um FPGPC na malha direta e outro FPGPC repetitivo
na malha repetitiva. Adicionalmente, para esta última combinação é
proposto um projeto alternativo envolvendo uma estrutura de malha
adaptativa, utilizando-se a estimação da perturbação para medir sua
frequência, isto é, o controle repetitivo hibridizado com o FPGPC é
empregado na abordagem self-tuning para que uma configuração on-
line do gerador de sinais periódicos seja realizada e, consequentemente,
o cálculo da lei de controle, tratando assim perturbação periódica com
incerteza no valor da frequência.
5.2 CONTROLE REPETITIVO
Controle repetitivo é uma técnica de controle linear baseada no
princípio do modelo interno (IMP), que corresponde ao modelo do si-
nal periódico, e é comumente empregado para tratar rastreamento de
referência e rejeição de perturbação periódica. Um gerador de sinais
é incluindo na malha de controle para rastrear/rejeitar referência e
perturbação de natureza periódica (RAMOS; COSTA-CASTELLÓ; OLM,
2013). O controlador PID também é baseado no IMP, pois através da
parcela integral, ∆ =
(
1− q−1
)
, que representa os sinais do tipo cons-
tante, é possível que estes sinais sejam rastreados e/ou rejeitados em
regime permanente.
5.2.1 Princípio do Modelo Interno
Considerando-se a série trigonométrica de Fourier de um sinal
periódico Tp, tem-se a seguinte função:
f(t) = a0 +
∞∑
n=1
ancos
2nπ
Tp
t+ bnsin
2nπ
Tp
t (5.1)
De acordo com o IMP, é necessário incluir o gerador periódico
da Equação (5.1) na malha de controle, para que o rastreamento e/ou
rejeição de qualquer sinal de referência e/ou perturbação de período
Tp possa ocorrer. Portanto, a função de transferência genérica de um
gerador de sinal periódico no domínio do tempo contínuo, é escrita por
Ggp(s) =
1
s
∞∏
n=1
(
2npi
Tp
)2
s2 +
(
2npi
Tp
)2 = Tpe−
sTp
2
1− e−sTp
(5.2)
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em que Tpe−sTp/2 no numerador da Equação (5.2) representa o ganho
e o atraso de transporte, no qual o sinal periódico desta equação é
representado pelo denominador. Então a função de transferência do
modelo interno no domínio do tempo contínuo é reescrita como
GIM(s) =
1
1− e−sTp
. (5.3)
A parcela e−sTp pode ser interpretada como uma realimentação
positiva, com atraso de magnitude Tp, na malha de controle, conforme
pode ser observado no diagrama de blocos da estrutura básica do con-
trole repetitivo, Figura (50).
+
-
+
Controlador Processo
  Gerador de sinais
+
Figura 50 – Diagrama da estrutura básica do controle repetitivo.
É possível notar, através da Equação (5.2), que o IM possui polos
sobre o eixo imaginário do plano complexo s, s = ±jn/Tp, n ∈ N,
assim, do ponto de vista frequencial, Ggp(s) tem ganho infinito nas
frequências n/Tp. Isto assegura erro nulo de rastreamento de referência
nestas frequências, se o sistema de malha fechada é estável.
Para sistemas no domínio do tempo discreto, quando o período
do sinal, Tp, é múltiplo do período de amostragem do sistema, Ts, o
valor da amostra é sustentado por N vezes e a parcela de atraso e−sTp ,
Figura (50), pode ser representada por q−N = e−sTp , portanto, a função
de transferência no domínio do tempo discreto do IM do sinal repetitivo
é escrita como
GIM
(
q−N
)
=
1
1− q−N
=
1
∆N
(5.4)
onde o parâmetro N = Tp/Ts ∈ N, N > 2 é o número de amostras em
um período Tp do sinal de perturbação, isto é, representa a largura do
sinal periódico, e ∆N =
(
1 − q−N
)
é conhecido como gerador de sinal
periódico ou propriedade repetitiva da perturbação dentro da malha de
controle (COSTA-CASTELLÓ; NEBOT; GRINÓ, 2005).
Algumas questões são importantes enfatizar:
i) a razão entre Tp e Ts deve ser um número inteiro e constante, e Ts
deve ser selecionado considerando-se o fato de que em implemen-
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tações no domínio do tempo discreto, só é possível lidar com as
harmônicas que se encontram abaixo da frequência de Nyquist;
ii) a literatura apresenta vários tipos de IM, sendo estes utilizados
de acordo com o sinal periódico especificado no projeto (COSTA-
CASTELLÓ; NEBOT; GRINÓ, 2005; ESCOBAR et al., 2007). Nesta
tese é utilizado o IM genérico, Equação (5.4);
iii) alguns estudos relacionam o controle repetitivo como uma técnica
de controle por aprendizagem (ILC). Isto é devido ao fato de que a
estrutura do controle repetitivo pode ser interpretada como uma
estrutura capaz de aprender um sinal de tamanho Tp e repeti-lo
como um sinal periódico Tp, se a entrada do sistema é igual a
zero (YAMAMOTO, 1993);
iv) o controle repetitivo pode ser empregado de diferentes formas e
estas sempre se baseiam na inserção do IM, Equação (5.4), na
malha de controle.
5.2.2 Controlador Repetitivo
Os controladores repetitivos são compostos por dois principais
elementos, o IM, GIM
(
q−N
)
, e o controlador estabilizante, Gx
(
q−1
)
. O
IM é responsável por garantir o offset-free, e o controlador estabilizante
por assegurar estabilidade de malha fechada. Estes dois elementos po-
dem ser dispostos de diferentes maneiras, sendo a arquitetura plug-in,
composta por um controlador nominal Gc
(
q−1
)
e o processo Gp
(
q−1
)
,
a mais comumente implementada nos projetos de controladores repeti-
tivos, conforme pode ser observado na Figura (51).
+
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Figura 51 – Diagrama de blocos do controlador repetitivo - Plug-in.
O IM é composto por uma função de atrasoW
(
q−1
)
, um número
real σ = {−1, 1} e um filtro passa-baixa de fase nula com resposta ao
impulso infinita (Finite Impulse Response - FIR) Hx
(
q−1
)
, com uma
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realimentação positiva. A função W
(
q−1
)
assegura o offset-free para
sinais periódicos se o sistema de malha fechada é estável e o filtro
Hx
(
q−1
)
é utilizado para reduzir o ganho nas altas frequências, onde o
ajuste deste filtro tem um compromisso entre robustez e desempenho
no tratamento do sinal periódico (CRUZ, 2015). Nesta tese, o IM é
empregado com σ = 1, Hx
(
q−1
)
= 1, Gx
(
q−1
)
= 1 e W
(
q−1
)
= q−N .
Considerando-se o diagrama de blocos da Figura (51), pode-se
garantir que o sistema de malha fechada é estável se
i) a função de transferência de malha fechada sem a parcela do
controlador repetitivo, GMF
(
q−1
)
=
Gc
(
q−1
)
Gp
(
q−1
)
1+Gc
(
q−1
)
Gp
(
q−1
) , é estável.
Isto é alcançado através do ajuste do controlador Gc
(
q−1
)
, e este
deve estabilizar de forma robusta o sistema de malha fechada e
rejeitar perturbações em um certo espectro de frequência;
ii) ‖σW
(
q−1
)
Hx
(
q−1
) [
1−GMF
(
q−1
)
Gx
(
q−1
)]
‖∞ < 1. Assumindo
‖σW
(
q−1
)
‖ ≤ 1, esta desigualdade existe se ‖Hx
(
q−1
)
‖ < 1 e
Gx
(
q−1
)
for projetado de forma adequada (ESCOBAR et al., 2007);
iii) uma maneira de se projetar Gx
(
q−1
)
é escolhendo Gx
(
q−1
)
=
kr
(
GMF
(
q−1
))−1
, de modo a garantir as duas condições de esta-
bilidade, mas esta escolha não é válida para sistemas de fase não
mínima.
A função sensitividade do sistema de malha fechada da Figura
(51), é dada pela seguinte relação:
Ssen
(
q−1
)
= So
(
q−1
)
SIM
(
q−1
)
, So
(
q−1
)
=
1
1 +Gc
(
q−1
)
Gp
(
q−1
) ,
SIM
(
q−1
)
=
1− σW
(
q−1
)
Hx
(
q−1
)
1− σW
(
q−1
)
Hx
(
q−1
) [
1−Gx
(
q−1
)
GMF
(
q−1
)] . (5.5)
onde Ssen
(
q−1
)
e SIM
(
q−1
)
são as funções sensitividade sem o controla-
dor repetitivo e com o controlador repetitivo, respectivamente.
O projeto clássico do controlador repetitivo também pode ser
combinado com os projetos dos controladores preditivos e, algumas
pesquisas vêm sendo desenvolvidas ao longo dos últimos anos (LEE;
NATARAJAN; LEE, 2001; LIU; LIN, 2010; WANG et al., 2016a). Contudo,
nesta tese é dado destaque as propostas de Ginhoux et al. (2003a),
Patete, Furuta e Tomizuka (2006) e Ott et al. (2008) que empregam o
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controle preditivo em controladores GMV e GPC. O objetivo é utilizar
uma estrutura de malha de controle com dois controladores GMV ou
GPC, inserindo nos projetos destes controladores o IM do controlador
repetitivo, conforme observa-se na Figura (52).
A Figura (52) mostra o diagrama de blocos de uma malha de
controle repetitiva, combinada com dois controladores, um controlador
C1 na malha direta, e outro controlador R-C2 na realimentação ou
malha repetitiva, sendo esta estrutura de malha denominada, nesta
tese, malha de controle repetitiva global. O rastreamento de referência
é assegurado pelo controlador C1 (I-FPGMV ou FPGPC), o qual gera o
sinal de controle um
(
k
)
, tanto para o processo real como para o modelo,
e sua realimentação utiliza o sinal de saída deste modelo, ym
(
k
)
, para
detectar as mudanças de referência e calcular o sinal de erro a ser
enviado ao controlador.
Modelo
Controlador
C
.
+
-
+
-
+
Processo ++
Controlador
/
Figura 52 – Diagrama de blocos da malha de controle repetitiva.
Observando-se ainda o diagrama de blocos da Figura (52), as
perturbações de sinais periódicos e/ou MPM, são tratadas pelo con-
trolador repetitivo R-C2 (RI-FPGMV ou R-FPGPC), através do sinal
yrp
(
k
)
enviado a este controlador. Se não existe sinal de perturbação
e nem erro de modelagem, então yrp
(
k
)
= 0 e o sistema de controle
de malha fechada opera apenas com o controlador C1. Se yrp
(
k
)
é
diferente de zero, então a malha repetitiva, controlador R-C2, passa a
atuar na malha de controle, com o intuito de manter yrp
(
k
)
em zero
ou próximo de zero, contornando assim sinais de perturbações e erros
de modelagem indesejáveis ao sistema.
5.3 CONTROLADOR I-FPGMV REPETITIVO
Nesta seção, a síntese de projeto do controlador I-FPGMV é
combinada com o conceito de controle repetitivo, inserindo na função
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custo do controlador I-FPGMV o IM da Equação (5.4), alcançando
uma estrutura de malha denominada I-FPGMV repetitivo (Repetitive
Indirect Filtered Positional GMV - RI-FPGMV), capaz de lidar com
referências e/ou perturbações periódicas e MPM. Considerando-se o
diagrama de blocos da Figura (52), o projeto do controlador C1 da
malha direta, é o mesmo do controlador I-FPGMV descrito no Capítulo
3, e o controlador R-C2 da malha repetitiva, é definido pelo projeto
do controlador RI-FPGMV. Ambos os controladores, I-FPGMV e RI-
FPGMV, na malha de controle repetitiva global, Figura (52).
A descrição de projeto do controlador RI-FPGMV é baseada no
diagrama de blocos da Figura (52), onde o sinal de entrada do contro-
lador RI-FPGMV, yrp
(
k
)
, e o sinal de controle aplicado ao processo,
u
(
k
)
, são calculados pelas seguintes relações:
yrp
(
k
)
= y
(
k
)
− ym
(
k
)
, u
(
k
)
= um
(
k
)
+ urp
(
k
)
. (5.6)
O sinal de controle, urp
(
k
)
, do controlador RI-FPGMV é deter-
minado pela minimização da função custo dada por
JGMV =
[
φ
(
k + d
)]2
=
[
φy
(
k + d
)
+Q
(
q−1
)
urp
(
k
)]2
(5.7)
com φ
(
k + d
)
, φy
(
k + d
)
e Q
(
q−1) representando a saída auxiliar ge-
neralizada, a saída auxiliar e a ponderação do sinal de controle do
controlador RI-FPGMV, respectivamente, Figura (53).
+
Figura 53 – Saída auxiliar generalizada do controlador RI-FPGMV.
A saída φy
(
k + d
)
é calculada pela seguinte equação:
φy
(
k + d
)
= P
(
q−1
)
yrp
(
k + d
)
=
Kαα
(
q−1
)
∆N
yrp
(
k + d
)
. (5.8)
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O propósito de projeto do controlador RI-FPGMV é tratar per-
turbações que variam periodicamente com o tempo, incluindo um ge-
rador de sinal periódico, ∆N , no modelo discreto do processo. Os
parâmetros do filtro Kα e α
(
q−1
)
dão um grau de liberdade extra ao
controlador, ajustando a velocidade de resposta na rejeição de pertur-
bações periódicas, estabilidade e robustez.
Multiplicando-se a Equação (3.5) por P
(
q−1
)
, então
A
(
q−1
)
∆Nφy
(
k + d
)
= Kαα
(
q−1
)
B
(
q−1
)
urp
(
k
)
. (5.9)
Considerando-se a identidade polinomial
1 = A
(
q−1
)
∆NEGMV
(
q−1
)
+ q−dSGMV
(
q−1
)
. (5.10)
e empregando-se a Equação (5.10) na Equação (5.9), então a seguinte
equação é obtida:
φy
(
k + d
)
= SGMV
(
q−1
)
φy
(
k
)
+Kαα
(
q−1
)
B
(
q−1
)
EGMV
(
q−1
)
urp
(
k
)
.
(5.11)
Substituindo-se a Equação (5.11) na Equação (5.7), a função
custo é escrita como
JGMV = [ SGMV
(
q−1
)
φy
(
k
)
+Kαα
(
q−1
)
B
(
q−1
)
EGMV
(
q−1
)
urp
(
k
)
+Q
(
q−1
)
urp
(
k
)
]. (5.12)
A minimização da Equação (5.12) produz o sinal de controle do
controlador RI-FPGMV e é representado pela expressão
RGMV
(
q−1
)
= Kαα
(
q−1
)
B
(
q−1
)
EGMV
(
q−1
)
+Q.
RGMV
(
q−1
)
∆Nurp
(
k
)
= −Kαα
(
q−1
)
SGMV
(
q−1
)
yrp
(
k
)
. (5.13)
onde o sinal de controle aplicado é urp
(
k
)
= urp
(
k−N
)
+∆Nurp
(
k
)
e os
polinômios RGMV
(
q−1
)
e SGMV
(
q−1
)
estão associados com a estrutura
de controle RST.
Combinando-se o modelo da Equação (3.5), as funções de trans-
ferência dos controladores I-FPGMV e RI-FPGMV, Equações (3.14)
e (5.13), respectivamente, e o diagrama de blocos da Figura (54), a
dinâmica do sistema de malha fechada é representada por
y
(
k
)
=
Gp
(
q−1
)
CGMV
(
q−1
) [
1−Gm
(
q−1
)
CGMV
(
q−1
)]
DGMV1
(
k
)
DGMV2
(
k
) r(k).
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DGMV1
(
q−1
)
=
(
1−Gp
(
q−1
)
CGMV
(
q−1
))
,
DGMV2
(
q−1
)
=
(
1 +Gm
(
q−1
)
CGMV
(
q−1
)
SGMV
(
q−1
))
. (5.14)
onde CGMV
(
q−1
)
e CGMV
(
q−1
)
são as funções de transferência dos con-
troladores da malha direta e da malha repetitiva, respectivamente, e
são expressas pelas relações da Equação (5.15). A Figura (54) mostra
o diagrama de blocos da combinação do I-FPGMV e RI-FPGMV na
forma polinomial RST.
CGMV
(
q−1
)
=
Kαα
(
q−1
)
∆RGMV
(
q−1
) , CGMV(q−1) = −Kαα
(
q−1
)
SGMV
(
q−1
)
∆NRGMV
(
q−1
) .
(5.15)
+ +
-
+
-
+
+
Figura 54 – Estrutura RST do controlador RI-FPGMV.
5.4 CONTROLADOR FPGPC REPETITIVO
Esta seção apresenta o projeto de um controlador repetitivo ba-
seado no projeto do FPGPC, onde o objetivo também é lidar com
referências e/ou perturbações periódicas e MPM. O tratamento mate-
mático utilizado nesta seção é semelhante ao apresentado na seção 5.3,
tendo como diferença a implementação de uma abordagem adaptativa
para calcular o tamanho do sinal periódico N . No diagrama de blocos
da Figura (52), o projeto do controlador C1 da malha direta é o mesmo
do FPGPC descrito no Capítulo 4, e o controlador R-C2 da malha repe-
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titiva é definido pelo projeto do FPGPC repetitivo (Repetitive Filtered
Positional Generalized Predictive Control - R-FPGPC).
O FPGPC e R-FPGPC, na malha de controle repetitiva global,
são projetados para garantir rastreamento de referência, de diferentes
natureza, e lidar com incertezas no modelo e perturbações periódicas,
respectivamente. Pelo diagrama de blocos da Figura (52), o sinal de
saída do R-FPGPC, yrp
(
k
)
, e o sinal de controle aplicado no processo,
u
(
k
)
, são calculados pelas mesmas relações da Equação (5.6).
Considerando-se o processo caracterizado pelo modelo discreto
da Equação (4.1), o sinal de controle, urp
(
k
)
, do R-FPGPC é determi-
nado pela minimização da função custo
JGPC =
Ny∑
j=1
[
φy
(
k + j
)]2
+ λ
Nu∑
j=1
u2rp
(
k + j − 1
)
(5.16)
onde λ, Ny, Nu e φy
(
k + j
)
representam a ponderação da energia do
controle, o horizonte de predição de saída, o horizonte de predição do
controle e a saída auxiliar do R-FPGPC, respectivamente. A saída
φy
(
k + j
)
é calculada pela seguinte relação
φy
(
k
)
= P
(
q−1
)
yrp
(
k
)
=
Kαα
(
q−1
)
∆N
)yrp
(
k
)
. (5.17)
O objetivo de combinar o controle repetitivo com o FPGPC,
utilizando a estrutura de malha de controle repetitiva global da Figura
(52), é tratar perturbações que variam periodicamente com o tempo,
incluindo um gerador de sinal periódico, ∆N , na função custo deste
controlador e no modelo discreto do processo. Os parâmetros do filtro
Kα e α
(
q−1
)
dão graus de liberdade extra ao R-FPGPC, ajustando a
velocidade de resposta na rejeição da perturbação periódica, estabili-
dade e robustez, não estando disponível no R-GPC clássico.
Multiplicando-se a Equação (4.1) por P
(
q−1
)
tem-se a expressão
Arp
(
q−1
)
φy
(
k + j
)
= Brp
(
q−1
)
urp
(
k + j − d− 1
)
,
Arp
(
q−1
)
= ∆NA
(
q−1
)
, Brp
(
q−1
)
= Kαα
(
q−1
)
B
(
q−1
)
. (5.18)
Considerando-se as identidades polinomiais
1 = EGPCj
(
q−1
)
Arp
(
q−1
)
+ q−jFGPCj
(
q−1
)
,
Brp
(
q−1
)
EGPCj
(
q−1
)
= Grpj
(
q−1
)
+ q−jGrp
(
q−1
)
. (5.19)
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e empregando-se a mesma metodologia de projeto do Capítulo 4, Seção
4.2, com Λ = diag
(
λ
)
, e minimizando a função custo, Equação (5.16),
obtém-se o vetor de controle do R-FPGPC calculado como
U =
(
GTrpGrp + Λ
)−1
GTrp[−Φf ]. (5.20)
O sinal de controle repetitivo aplicado é urp
(
k
)
= urp
(
k−N
)
+
∆Nurp
(
k
)
e os polinômios RGPC e SGPC estão associados com a estru-
tura de controle RST do R-FPGPC como
RGPC
(
q−1
)
∆Nurp
(
k
)
= Kαα
(
q−1
)
[−SGPC
(
q−1
)
yrp
(
k
)
]. (5.21)
A Figura (55) mostra o diagrama de blocos da combinação do
FPGPC e R-FPGPC na forma polinomial RST, onde os parâmetros dos
filtros Kα, α
(
q−1
)
e Kα, α
(
q−1
)
adicionam interessantes propriedades
para que o sistema de controle possa garantir o offset-free.
+ +
-
+
-
+
+
Figura 55 – Estrutura RST do controlador FPGPC e R-FPGPC.
Os controladores da malha direta, CGPC
(
q−1
)
, e da malha repe-
titiva, CGPC
(
q−1
)
, possuem as seguintes funções de transferência:
CGPC
(
q−1
)
=
Kαα
(
q−1
)
∆RGPC
(
q−1
) , CGPC(q−1) = −Kαα
(
q−1
)
SGPC
(
q−1
)
∆NRGPC
(
q−1
) .
(5.22)
Combinando-se o modelo discreto da Equação (4.1), as funções
de transferência do FPGPC e R-FPGPC, Equações (4.17) e (5.21), res-
pectivamente, e o diagrama de blocos da Figura (55), o comportamento
dinâmico de malha fechada do sistema é representado pela seguinte fun-
ção de transferência:
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y
(
k
)
=
TGPC
(
q−1
)
Gp
(
q−1
)
CGPC
(
q−1
) [
−Gm
(
q−1
)
CGPC
(
q−1
)]
[
1−Gp
(
q−1
)
CGPC
(
q−1
)]
Dr
(
q−1
) r(k),
Dr
(
q−1
)
= 1 +Gm
(
q−1
)
CGPC
(
q−1
)
SGPC
(
q−1
)
. (5.23)
As funções de transferências da saída y
(
k
)
para as perturbações
di
(
k
)
e do
(
k
)
empregando o controlador RI-FPGMV, Figura (54), e
R-FPGPC, Figura (55), são representadas como
y
(
k
)
=
Gp
(
q−1
)
[
1−Gp
(
q−1
)
C
(
q−1
)] [
1 +Gm
(
q−1
)
C
(
q−1
)
S
(
q−1
)]di(k),
y
(
k
)
=
1[
1−Gp
(
q−1
)
C
(
q−1
)] [
1 +Gm
(
q−1
)
C
(
q−1
)
S
(
q−1
)]do(k).
(5.24)
A magnitude máxima de ressonância da função sensitividade,
Ms, é calculada pela seguinte relação:
Ms
∆= max
0≤ωn<pi
∣∣∣∣∣A
(
ejωn
)
∆R
(
ejωn
)
Am
(
ejωn
)
∆NR
(
ejωn
)
Dst1(ejωn
)
Dst2(ejωn
)
∣∣∣∣∣ ,
Dst1(e
jωn
)
=
[
Am(ejωn
)
∆R(ejωn
)
+Kαα(ejωn
)
Bm(ejωn
)
S(ejωn
)]
,
Dst2(e
jωn
)
=
[
A(ejωn
)
∆NR(ejωn
)
+Kαα(ejωn
)
B(ejωn
)
S(ejωn
)]
.
(5.25)
É importante notar que as funções de transferência dos contro-
ladores C
(
q−1
)
e C
(
q−1
)
e os polinômios R
(
q−1
)
, S
(
q−1
)
, R
(
q−1
)
e
S
(
q−1
)
nas Equações (5.24) e (5.25), estão associados aos controlado-
res RI-FPGMV e R-FPGPC, sendo que para cada controlador, estes
devem ser substituídos pelas suas respectivas funções de transferências
e polinômios, isto é, CGMV
(
q−1
)
, CGMV
(
q−1
)
, CGPC
(
q−1
)
, CGPC
(
q−1
)
,
RGMV
(
q−1
)
, SGMV
(
q−1
)
, RGPC
(
q−1
)
e SGPC
(
q−1
)
.
5.4.1 Projeto do Controlador R-FPGPC Adaptativo
No controle repetitivo, o parâmetro N = Tp/Ts é fundamental
à rejeição de perturbações periódicas. Isto é devido ao fato de N ser
utilizado no cálculo do gerador de sinais periódicos da perturbação,
∆N , o qual é inserido na malha de controle. Porém, para que um
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valor adequado de N seja calculado, é necessário conhecer a frequência
do sinal periódico da perturbação, isto é, a perturbação precisa ser
conhecida.
O controle repetitivo é interessante em aplicações onde a frequên-
cia da perturbação é conhecida, por exemplo, em cirurgias auxiliadas
por robôs, onde os movimentos cardíacos (frequência fundamental da
componente cardíaca) são conhecidos e considerados pelo sistema de
controle como uma perturbação. Mas se a frequência da perturbação é
desconhecida, o cálculo do valor de N não é realizável.
A literatura apresenta diversos trabalhos considerando valores de
N fixos, em aplicações onde a frequência da perturbação é conhecida
antecipadamente (LEE; NATARAJAN; LEE, 2001; GINHOUX et al., 2003a;
OTT et al., 2008; WANG et al., 2016a), mas até o momento, nenhum ou
poucos trabalhos foram encontrados em que a frequência da perturba-
ção é desconhecida e o projeto do controle repetitivo é empregado.
Esta subseção apresenta uma estrutura de controle repetitivo
baseado no projeto do R-FPGPC com N adaptativo. O objetivo é
estimar o sinal da perturbação, para um cálculo adequado da largura do
sinal periódico N e, consequentemente, do gerador de sinais periódicos
∆N , podendo assim, tratar perturbações periódicas com incerteza no
valor da frequência.
O formalismo de projeto do R-FPGPC utilizando uma aborda-
gem adaptativa para N , é semelhante ao apresentado na Seção 5.4, a
diferença porém, está em utilizar as medidas dos sinais de saída do
sistema, y
(
k
)
, e do modelo do processo, ym
(
k
)
, para calcular o sinal
estimado da perturbação, do
(
k
)
, e extrair a frequência deste sinal. A
Figura (56) mostra o diagrama de blocos do projeto de malha de con-
trole, no contexto adaptativo, denominado FPGPC repetitivo adapta-
tivo (Adaptive Repetitive Filtered Positional GPC - AR-FPGPC).
Algumas considerações sobre a estrutura de controle AR-FPGPC
são importantes enfatizar:
i) o valor deN é calculado através das medidas dos sinais de saída do
sistema, y
(
k
)
, e do modelo do processo, ym
(
k
)
. Estas medidas
são empregadas para calcular o sinal estimado da perturbação,
do
(
k
)
= y
(
k
)
− ym
(
k
)
, e posteriormente extrair a frequência do
sinal da perturbação periódica. As medidas dos sinais de saída
não são utilizadas no tempo total da simulação, mas somente o
tempo suficiente para extrair a frequência da perturbação;
ii) esta proposta de malha de controle só é factível para tratar per-
turbações de natureza periódicas, pois o algoritmo de controle
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Figura 56 – Diagrama de blocos do controlador AR-FPGPC.
desenvolvido, é para detectar o período do sinal da perturbação
estimada, Tp, sendo impraticável aplicar este algoritmo em siste-
mas com perturbações constantes ou ruídos;
iii) não é necessário conhecer a frequência da perturbação, isto é,
pode-se lidar com qualquer tipo de perturbação de natureza pe-
riódica;
iv) a janela do gerador de sinais periódicos N , deve ser maior ou igual
a janela do horizonte de predição da saída Ny (N ≥ Ny), devido
a construção da resposta livre no projeto do R-FPGPC, onde
o vetor da resposta livre, Φf , que é composto pelos preditores
φˆ
(
k + j
)
, deve está no intervalo entre [1, Ny]. Desta forma, é
possível uma efetiva rejeição da perturbação;
v) com o sinal “estimado” da perturbação, do
(
k
)
, é possível extrair
o período deste sinal, Tp, e portanto calcular um adequado valor
de N = Tp/Ts (N deve ser um número inteiro);
vi) se a função de transferência do modelo é bem definida, então
o sinal y
(
k
)
≈ ym
(
k
)
, e portanto, a perturbação “estimada”
do
(
k
)
≈ do
(
k
)
. Isto significa que para um modelo de ordem redu-
zida, é necessário uma eficiente identificação do modelo, para que
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a frequência da perturbação seja calculada adequadamente e o
controlador possa assegurar rejeição de perturbações periódicas;
vii) o projeto do AR-FPGPC é diferente do apresentado por Ott et
al. (2008) e Ginhoux et al. (2003a). Nestes trabalhos, um GPC
incremental repetitivo (R-GPC) é proposto utilizando ambos, o
operador diferencial, ∆, e o gerador de sinais periódicos, ∆N ,
na função custo do R-GPC (malha repetitiva), alcançando um
projeto mais complexo. A abordagem adaptativa não é imple-
mentada, sendo necessário conhecer a frequência da perturbação.
As simulações exploradas são específicas para a área médica;
viii) o objetivo nesta tese é controlar processos com diferentes dinâmi-
cas, diversas formas de sinais de referência e perturbações perió-
dicas, utilizando uma abordagem adaptativa.
Algumas questões importantes em relação aos projetos descritos
neste capítulo são:
i) o parâmetro N = Tp/Ts define o tempo da rejeição da pertur-
bação. Os parâmetros dos controladores I-FPGMV, RI-FPGMV,
FPGPC e R-FPGPC e dos filtros, Kα, α
(
q−1
)
e Kα, α
(
q−1
)
de-
finem a precisão do rastreamento de referência e a magnitude da
rejeição da perturbação;
ii) as sínteses de projeto dos controladores GMV e GPC, na aborda-
gem posicional ou incremental, combinadas com o projeto de con-
trole repetitivo, são pouco exploradas na literatura de controle,
especialmente utilizando filtros como parâmetros de ponderação
para ajuste de estabilidade, desempenho e robustez. As represen-
tações na forma polinomial RST, Figuras (54) e (55), das malhas
de controle repetitiva global, também são pouco discutidas;
iii) os projetos dos controladores I-FPGMV, RI-FPGMV, FPGPC
e R-FPGPC, inseridos na malha de controle repetitiva global e
a sintonia “ótima” dos parâmetros dos filtros destes controlado-
res utilizando-se otimização multiobjetivo baseada em algoritmo
genético, também são contribuições desta tese. Todos os resulta-
dos de simulação empregam a otimização de Kα, α
(
q−1
)
, Kα e
α
(
q−1
)
, Capítulo 2 (Seção 2.8), como sintonia destes parâmetros;
iv) o projeto do R-FPGPC na contexto adaptativo também é uma
contribuição desta tese, pois o controle repetitivo básico ou com-
binado com outras técnicas de controle, tem como limitação o
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conhecimento da perturbação periódica como um fator de pro-
jeto indispensável, ou seja, é necessário ter previamente definido
o período do sinal periódico, Tp, para que o valor de N possa ser
calculado antecipadamente, gerando assim a lei de controle;
v) a condição de análise para garantir o offset-free são as mesmas
apresentadas na Seção 3.2, para o controlador FPGMV, e na se-
ção 4.2, para o FPGPC. A diferença é que nos projetos do RI-
FPGMV e R-FPGPC, a referência é periódica ou não periódica,
a perturbação é periódica e um gerador de sinal periódico é es-
truturalmente embarcado nos projetos destes controladores;
vi) o grau do polinômio SGMV
(
q−1
)
é igual a nsGMV = na +N − 1;
vi) os graus dos polinômios RGPC
(
q−1
)
e SGPC
(
q−1
)
são iguais a
nrGPC = nsGPC = na−1, sendo na, o grau do polinômio Arp
(
q−1
)
.
5.5 RESULTADOS DE SIMULAÇÃO
5.5.1 Processo MTG
O primeiro estudo de caso consiste de um experimento prático
em um sistema de controle de velocidade, denominado MTG (Mo-
tor+TachoGenerator), desenvolvido no LCA da UFSC. O processo
MTG é sobreamortecido e possui um ganho estático não linear de ma-
lha aberta, motivando a implementação do controlador RI-FPGMV,
com o intuito de avaliar a eficiência deste algoritmo de controle para
lidar com rejeição de perturbação periódica. Na Figura (57) observa-se
a estrutura da montagem física do MTG.
MTG
Placa AD/DA
Fonte DC
Figura 57 – Processo MTG.
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O processo MTG possui um motor DC acoplado por uma pe-
quena correia a outro motor DC, que é responsável para gerar a tensão
tacométrica (medição da velocidade). O sinal de entrada do processo
é a tensão do motor DC e a saída também é uma tensão, que cor-
responde à velocidade angular. Os circuitos eletrônicos de medição e
atuação operam numa faixa de tensão de 0 a 5 V. O modelo linear de
segunda ordem no domínio do tempo discreto para o processo MTG,
identificado a partir da resposta ao degrau no ponto de operação de 2.5
V, é dado pela seguinte função de transferência
Gm
(
q−1
)
=
q−1
(
0.035 + 0.025q−1
)
1− 1.273q−1 + 0.333q−2
(5.26)
Os parâmetros de projeto dos controladores I-FPGMV e RI-
FPGMV e do algoritmo de otimização são escolhidos como: Q
(
q−1
)
=
q0 = 20, Q
(
q−1
)
= q0 = 0.5, população de 80 indivíduos, 100 gerações
e período de amostragem de 0.1 s.
A Figura (58) ilustra os sinais de saída e controle do sistema
controlado pelos controladores I-FPGMV e RI-FPGMV na malha de
controle repetitiva global (Figura (54)) e pelo controlador I-FPGMV na
malha clássica de realimentação (Figura (19)). A referência aplicada ao
sistema está regulada em 2 V e uma perturbação senoidal de amplitude
±0.2 V é aplicada no instante t = 50 s, com um período Tp = 8 e largura
do sinal periódico N = Tp/Ts = 80.
Pela Figura (58), observa-se que o controlador I-FPGMV/RI-
FPGMV da malha repetitiva global é mais eficaz no tratamento da
perturbação periódica, se comparado ao I-FPGMV utilizando-se a ma-
lha clássica de realimentação. Verifica-se também que com o controla-
dor I-FPGMV/RI-FPGMV, após 8 s do instante em que a perturbação
foi aplicada, o sistema rejeita quase “perfeitamente” a perturbação,
com uma variação no erro de ±2%. É importante ressaltar que, com o
controlador I-FPGMV na malha clássica de realimentação, as pertur-
bações de natureza periódica são atenuadas, porém, com uma variação
de erro significativamente maior e uma ponderação de Q
(
q−1
)
muito
pequena, não alcançando o desempenho do I-FPGMV/RI-FPGMV.
A Tabela (17) mostra os valores dos índices de desempenho
e robustez do sistema controlado pelos controladores I-FGMV e RI-
FPGMV. Os parâmetros dos filtros destes controladores são sintoniza-
dos pelo algoritmo de otimização, tais como: Kα = 1.9694, α1 = 0.1080
eKα = 1.995, α1 = 0.0383. Verifica-se através do IAEr, do controlador
I-FPGMV na malha clássica de realimentação, 88% maior, se compa-
rado ao controlador I-FPGMV/RI-FPGMV, na malha repetitiva, que
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Figura 58 – Resposta do sistema com os controladores I-FPGMV e
RI-FPGMV - Processo MTG.
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este último possui capacidade superior em rejeitar perturbação perió-
dica, contudo, o esforço de controle é maior, devido aos ganhos dos
parâmetros do filtro, mas sobretudo em função do gerador de sinais
inserido na malha de controle. Em relação aos demais índices de de-
sempenho, ambas as malhas de controle estão dentro dos padrões suge-
ridos pela literatura. Porém, o valor de Ms é maior para o controlador
I-FPGMV/RI-FPGMV, deixando este controlador “menos” robusto,
mas com melhor desempenho em rejeitar perturbação.
Tabela 17 – Índices de desempenho e robustez - Processo MTG
Controlador IAEr TVC Ms GM PM
I-FPGMV clássico 7.85 0.42 1.20 5.98 49.21◦
I-FPGMV/RI-FPGMV 1.19 6.86 1.886 2.13 30.74◦
5.5.2 Processo de 4ª ordem
O segundo estudo de caso emprega uma simulação numérica em
um processo de 4ª ordem, cujos objetivos são: i) mostrar a habilidade
da estrutura de malha de controle adaptativa AR-FPGPC em estimar
o sinal da perturbação periódica e, consequentemente, calcular o tama-
nho do sinal periódico N ; ii) avaliar a capacidade do AR-FPGPC em
lidar com rastreamento de referência, rejeição de perturbação e MPM,
onde o ganho estático do processo é diferente do modelo; iii) validar
o desempenho de malha fechada do AR-FPGPC empregando-se uma
otimização multiobjetivo para sintonia “ótima” dos parâmetros do fil-
tro, comparando-se com o R-GPC clássico. A função de transferência
do processo e modelo (SKOGESTAD, 2003) são:
Gp
(
s
)
=
2
(
15s+ 1
)
(
20s+ 1
)(
s+ 1
)(
0.1s+ 1
)2 , Gm(s) = 1.5e−0.05s(s+ 1)(0.15s+ 1) .
(5.27)
Os parâmetros de projeto do AR-FPGPC e do algoritmo de oti-
mização são escolhidos como: Ny = 8, Nu = 2, λ = 10, λ = 0.1,
população de 80 indivíduos, 100 gerações e período de amostragem de
0.1 s. A Figura (59) mostra os sinais de saída e controle do sistema
controlado pelo AR-FPGPC e R-GPC clássico, para uma referência em
degrau e perturbação periódica de magnitude ±0.5, aplicada à saída do
sistema no instante 85 s. Observa-se que o AR-FPGPC tem melhor de-
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sempenho para garantir o offset-free se comparado ao R-GPC clássico,
sobre as condições definidas na simulação. Também verifica-se que a
perturbação é quase “perfeitamente” rejeitada após 10 s de simulação,
aproximadamente, sendo o tempo de rejeição e a magnitude da pertur-
bação menores para o AR-FPGPC, mesmo com MPM.
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Figura 59 – Resposta do sistema com o AR-FPGPC e R-GPC - Processo
4ª ordem.
O sinal estimado da perturbação periódica possui um período
Tp = 4 s e largura do sinal periódico N = Tp/Ts = 40, baseado na
frequência da perturbação estimada. Vale ressaltar que neste caso, não
é necessário conhecer antecipadamente a frequência da perturbação pe-
riódica para que a perturbação possa ser rejeitada. Portanto, a estru-
tura de malha AR-FPGPC proposta, é uma alternativa aos projetos
dos controladores repetitivos combinados com os controladores prediti-
vos para lidar com rastreamento de referência e rejeição de perturbação
de sinais periódicos e, representa uma contribuição desta tese.
A Tabela (18) apresenta os índices de desempenho e robustez do
sistema controlado pelo AR-FPGPC e R-GPC clássico, e os parâme-
tros dos filtros do AR-FPGPC são sintonizados pelo algoritmo genético
como: Kα = 3.9830, α1 = 0.5186, Kα = 3.6489, α1 = 0.2105.
Verifica-se pela Tabela (18) que os índices IAEr e IAEd possuem
valores menores para o AR-FPGPC, com uma diferença de 59% e 54%,
respectivamente, em relação ao R-GPC clássico. Porém, o índice TVC
é maior para o AR-FPGPC, isto é devido aos filtros deste controlador,
nos quais inserem mais energia do sinal de controle ao sistema contro-
lado. Em relação aos índices de robustez, observa-se que o valor de
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Tabela 18 – Índices de desempenho e robustez - Processo 4ª ordem
Controlador IAEr IAEd TVC Ms GM PM
R-GPC clássico 5.22 0.84 6.50 1.54 2.84 37.77◦
AR-FPGPC 2.14 0.39 7.39 1.31 4.23 44.88◦
Ms para o AR-FPGPC é menor, assegurando uma maior margem de
robustez e estabilidade. Todavia, em ambos os controladores os índices
de robustez se encontram na faixa sugerida pela literatura de controle.
5.5.3 Processo RAJ
O terceiro estudo de caso é baseado em um experimento prático,
um processo mecânico denominado Robot Arm Joint (RAJ). O processo
RAJ é um equipamento educacional que emula um braço manipulador
controlado por um servomotor. A estrutura básica deste processo é de
um pêndulo invertido giratório, conhecido como Pêndulo do Furuta. O
processo RAJ possui um potenciômetro conectado ao eixo do servomo-
tor para medir a posição angular. Os circuitos de medição e atuação
deste processo operam na faixa de 0 a 5 V e pela Figura (60) observa-se
a montagem física do processo RAJ.
Figura 60 – Processo Robot Arm Joint (RAJ).
O modelo do processo no domínio do tempo discreto é obtido
experimentalmente por meio do algoritmo RLS oﬄine para um ponto
de equilíbrio de 2.5 V, e a função de transferência é dada por
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Gm
(
q−1
)
=
q−1
(
−0.000873+ 0.2991q−2
)
1− 0.803q−1 + 0.06069q−2
(5.28)
O objetivo do experimento é validar a aplicabilidade da estrutura
AR-FPGPC em aplicações práticas, emulando um braço robótico, para
rastreamento de diferentes referências (degrau, triangular e senoidal) e
rejeição de perturbação periódica, com o sinal periódico da perturbação
desconhecido. Os parâmetros de projeto do AR-FPGPC e do algoritmo
de otimização são escolhidos como: Ny = 10, Nu = 2, λ = 0.5, λ =
0.15, 80 indivíduos, 100 gerações e período de amostragem de 0.1 s. Os
parâmetros dos filtros são sintonizados pelo algoritmo de otimização
como: Kα = 1.7884, α1 = 0.1091, Kα = 0.4828 e λ1 = 0.0362.
A Figura (61) apresenta os sinais de saída e controle do sistema
controlado pelo AR-FPGPC para diferentes forma de referência (de-
grau, triangular e senoidal) e perturbação periódica com ±0.25 V de
magnitude, aplicada na saída do sistema no instante de tempo 65 s,
retirada no instante 195 s e aplicada novamente no instante 285 s.
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Figura 61 – Resposta do sistema do AR-FPGPC - Processo RAJ.
Verifica-se pela Figura (61) que o AR-FPGPC é eficaz em tratar
rastreamento de referência e rejeição de perturbação periódica desco-
nhecida (incerteza no valor da frequência), alcançando desempenho de
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malha fechada dentro dos padrões desejados (menor IAEr = 13.61,
baixo valor de TV C = 6.43 e índices de robustez dentro da faixa su-
gerida, além de rápida rejeição da perturbação). Vale ressaltar que o
processo RAJ possui bastante ruído devido aos componentes eletrônicos
inerentes ao processo e também a placa de aquisição de dados, e ainda
assim, o controlador AR-FPGPC é capaz de minimizar o ruído, devido
aos filtros existentes no projeto deste controlador, sendo capaz de ras-
trear diferentes formas de referência e rejeitar perturbações periódicas
em pontos de operação distintos.
Observa-se pela Figura (62) que na malha de controle do AR-
FPGPC proposto, o sinal da perturbação é estimado nos primeiros 80
s, tempo suficiente para medir o período da perturbação (Tp = 4 s)
e, consequentemente, calcular a sua frequência. Após este instante, o
estimador é desligado e o controlador continua atuando sobre o sistema
com a largura do sinal periódico, N = 40, fixa.
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Figura 62 – Sinais da perturbação real e estimada - Processo RAJ.
É importante enfatizar que a literatura apresenta algumas solu-
ções para tratamento de rastreamento de referência e rejeição de pertur-
bação periódica utilizando-se a malha de realimentação clássica, porém,
algumas questões necessitam ser observadas:
i) para que seja possível um adequado rastreamento de referência
e rejeição de perturbação, é necessário que a frequência da refe-
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rência e/ou perturbação esteja pelo menos uma década abaixo da
frequência de corte do processo a ser controlado, desta forma, um
controlador clássico como o PI ou PID e controladores avançados
como o GMV ou GPC, são eficazes;
ii) caso seja inserido o gerador de sinal periódico em série com um
controlador clássico ou avançado, é possível também tratar per-
turbações periódicas, porém, um sinal periódico repetitivo apa-
rece nos sinais de saída e controle, não sendo a rejeição da per-
turbação eficaz;
iii) utilizando-se o controlador GMV em série com um gerador de
sinais para rastreamento de referência e rejeição de perturbação
periódica (PATETE; FURUTA; TOMIZUKA, 2006), é necessário uma
ponderação do controle muito pequena, para que haje uma “per-
feita” rejeição, ainda assim, isto não se aplica a qualquer processo.
5.6 CONCLUSÃO
Este capítulo apresentou uma breve descrição sobre o controle
repetitivo, mostrando a estrutura básica do controle repetitivo no do-
mínio do tempo contínuo, o conceito de modelo interno e o projeto
básico, forma plug-in, deste controlador no domínio do tempo discreto.
Ademais, apresentou-se também uma estrutura de malha de controle
repetitiva global, combinando o projeto de um controlador C1 na ma-
lha direta, com o projeto de um controlador repetitivo C2 na malha
repetitiva, onde posteriormente foram empregados nesta estrutura os
projetos dos controladores I-FPGMV e FPGPC. Em seguida, para as-
segurar rastreamento de referência e tratar perturbações periódicas, a
metodologia de projeto do controle repetitivo foi inserida nos projetos
dos controladores I-FPGMV e FPGPC, alcançando um novo forma-
lismo de projeto e estruturas de malha denominadas RI-FPGMV e
R-FPGPC, respectivamente. Finalmente, para tratar perturbações pe-
riódicas com incerteza no valor da frequência, foi inserida no projeto
do R-FPGPC uma abordagem self-tuning para estimar o sinal da per-
turbação, e consequentemente, calcular o período do sinal periódico e
um adequado valor de N , propondo-se assim, um projeto e estrutura
de malha de controle alternativa denominada AR-FPGPC, para lidar
com rastreamento de referências e rejeição perturbações periódicas com
incerteza no valor da frequência.
Em seguida, o projeto dos controladores I-FPGMV e RI-FPGMV
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na malha repetitiva global foi avaliado em uma simulação prática, pro-
cesso eletromecânico, com característica não linear no ganho estático.
Aspectos de robustez foram incorporados na sintonia dos polinômios
de projeto destes controladores, utilizando-se uma otimização multiob-
jetivo, fornecendo uma análise no domínio da frequência para garantir
desempenho e robustez ao sistema de controle. A resposta de malha
fechada para o sistema controlado pelos controladores I-FPGMV/RI-
FPGMV na malha repetitiva global, se apresentou dentro dos padrões
desejados de desempenho e robustez, tanto na regulação da referência
quanto na rejeição de perturbação periódica.
Finalmente o projeto AR-FPGPC foi avaliado em dois estudos de
caso, simulações numérica e prática. Na simulação numérica, a função
de transferência do processo real é diferente do modelo do processo, ou
seja, o sistema possui MPM e foi verificado que o AR-FPGPC é capaz
de lidar com incertezas no modelo, estimar o período da perturbação
e garantir o offset-free, rastreando a referência e rejeitando a pertur-
bação periódica mais rapidamente se comparado ao R-GPC clássico.
Na simulação prática, observou-se que o AR-FPGPC é eficaz em tra-
tar referências de diferentes naturezas, rejeitar perturbações periódicas
com incerteza no valor da frequência e minimizar problemas de ruídos
existentes em aplicações práticas.
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6 CONTROLADOR F-IMC BASEADO EM UM
CONTROLE FEEDFORWARD ADAPTATIVO
6.1 INTRODUÇÃO
A estrutura de controle feedforward, para a engenharia de con-
trole, pode ser bastante eficaz para compensar perturbações se o modelo
do processo e da perturbação são suficientemente bem conhecidos, uma
vez que esta estrutura utiliza o conhecimento da perturbação para agir
antecipadamente na ação de controle, antes que o sinal da perturbação
afete o erro do sistema (VILANOVA; VISIOLI, 2012).
Este tipo de projeto de controle requer que a perturbação seja
conhecida e mensurável, e que o tempo de ação do controlador feed-
forward na saída, seja menor que o tempo que a perturbação leva para
afetar a saída do sistema. Estes requisitos limitam o uso deste contro-
lador em aplicações práticas onde, em certas situações, as perturbações
são desconhecidas e não mensuráveis, exigindo que a variável controlada
reaja bem as perturbações, de modo que o desvio seja minimizado.
Ao longo dos últimos anos, a comunidade de controle tem inves-
tigado a ação de controle feedforward combinando com outras técnicas
de controle clássica e avançada, tais como PID, IMC, MBPC, entre
outros, surgindo interessantes trabalhos para lidar com o rastreamento
de referência e rejeição de perturbação (VILANOVA; ARRIETA; PONSA,
2009; GOODWIN et al., 2011).
O trabalho desenvolvido por Vilanova, Arrieta e Ponsa (2009)
apresenta uma generalização da abordagem do controlador IMC para
gerar a ação de controle feedforward, ou seja, é proposto uma metodo-
logia sistemática de desenvolver um projeto robusto para o controlador
feedforward, permitindo controlar processos instáveis e lidar com dife-
rentes modelos de perturbação. No entanto, é necessário conhecer e
medir o modelo e o sinal da perturbação, respectivamente.
Este capítulo propõe o projeto do controlador F-IMC na malha
de realimentação (feedback), combinado com uma estrutura de controle
feedforward adaptativa, com o intuito de tratar perturbações conheci-
das/desconhecidas e mensuráveis/não mensuráveis. Uma nova estru-
tura de malha é proposta, denominada Adaptive Feedback/Feedforward
Filtered IMC (AFF-FIMC), onde o modelo e sinal da perturbação são
estimados utilizando-se o algoritmo RLS, e o controlador feedforward é
calculado sem o modelo real e o sinal medido da perturbação, mas com
o sinal e o modelo estimados.
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Os controladores F-IMC na malha feedback e F-IMC na malha fe-
edforward são desenvolvidos empregando-se o projeto do FPGPC, per-
mitindo assim, que as propriedades do FPGPC sejam herdadas para
a estrutura de controle AFF-FIMC, abrindo outras possibilidades de
aplicações em processos com diferentes características e perturbações
de formas variadas, por exemplo, constantes, periódicas, ruídos.
6.2 CONTROLE FEEDFORWARD E IMC-FORWARD
Esta seção discute o uso da ação de controle feedforward nas es-
truturas clássicas feedback e IMC. Nesta tese, os controladores clássico
feedback e IMC combinados com a estrutura de controle feedforward,
são denominados Feedforward clássico e IMC-Forward, respecti-
vamente. As principais vantagens de projeto de ambos os sistemas de
controle, Feedforward clássico e IMC-Forward para lidar com perturba-
ções mensuráveis, são apresentadas nesta seção. Esta discussão serve
como base ao entendimento, na próxima seção, da malha de controle
AFF-FIMC proposta nesta tese.
O diagrama de blocos de um controle Feedforward clássico (MO-
RARI; ZAFIRIOU, 1989; SEBORG et al., 2011) é mostrado na Figura (63).
As funções de transferência correspondentes de y
(
k
)
para r
(
k
)
e y
(
k
)
para do
(
k
)
são expressas por
y
(
k
)
=
Cf
(
q−1
)
Gp
(
q−1
)
1 + Cf
(
q−1
)
Gp
(
q−1
)r(k)
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(
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)
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Figura 63 – Diagrama de blocos do controle Feedforward clássico.
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onde y
(
k
)
é a saída do processo, do
(
k
)
é o sinal medido da perturbação,
uc
(
k
)
é o sinal de controle do controlador feedback, uff
(
k
)
é o sinal de
controle do controlador feedforward, u
(
k
)
é o sinal de controle aplicado
ao processo, Gp
(
q−1
)
é a função de transferência do processo, H
(
q−1
)
é a função de transferência que descreve como a perturbação afeta a
saída do processo, Cf
(
q−1
)
e Cff
(
q−1
)
são as funções de transferência
dos controladores feedback e feedforward, respectivamente.
É importante enfatizar que a ação de controle feedforward é sem-
pre utilizada com a ação de controle feedback, pois um sistema de con-
trole feedback é necessário para garantir rastreamento de referência.
A Figura (64) representa o diagrama de blocos da síntese de con-
trole denominada controle por modelo interno realimentado, mais con-
trole feedforward (Internal Model Control feedback plus feedforward),
definido nesta tese como IMC-Forward (MORARI; ZAFIRIOU, 1989; ROF-
FEL; BETLEM, 2004).
+
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Figura 64 – Diagrama de blocos do controle IMC-Forward.
Considerando-se o diagrama de blocos da Figura (64), as corres-
pondentes funções de transferência de malha fechada de y
(
k
)
para r
(
k
)
e y
(
k
)
para do
(
k
)
são dadas pelas seguintes relações:
y
(
k
)
=
Qf
(
q−1
)
Gp
(
q−1
)
1 +Qf
(
q−1
)(
Gp
(
q−1
)
−Gm
(
q−1
))r(k),
y
(
k
)
=
H
(
q−1
)
−Gp
(
q−1
)
Qff
(
q−1
)
+N
(
q−1
)
1 +Qf
(
q−1
)(
Gp
(
q−1
)
−Gm
(
q−1
)) do(k), e
N
(
q−1
)
= Qf
(
q−1
)(
Gp
(
q−1
)
Hm
(
q−1
)
−Gm
(
q−1
)
H
(
q−1
))
(6.2)
ondeGm
(
q−1
)
, Hm
(
q−1
)
, Qf
(
q−1
)
e Qff
(
q−1
)
são as funções de trans-
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ferência que representam o modelo do processo, o modelo da dinâmica
da perturbação e os controladores feedback e feedforward, respectiva-
mente.
Em ambos os casos, estruturas de controle Feedforward clássica,
Figura (63), e IMC-Forward, Figura (64), para uma perfeita rejeição de
perturbação, as funções de transferência dos controladores feedforward
são representadas pelas seguintes expressões:
Cff
(
q−1
)
=
H
(
q−1
)
Gp
(
q−1
)
Qff
(
q−1
)
=
H
(
q−1
)
+N
(
q−1
)
Gp
(
q−1
) (6.3)
Importantes características das estruturas de controle Feedfor-
ward clássica e IMC-Forward são destacadas:
i) ambas as estruturas são completamente equivalentes, Equações
(6.1) e (6.2), e detalhes adicionais podem ser encontrados no ar-
tigo de Vilanova, Arrieta e Ponsa (2009);
ii) Se Gm
(
q−1
)
= Gp
(
q−1
)
eHm
(
q−1
)
= H
(
q−1
)
, a função de trans-
ferência do controlador IMC-Forward é igual a função de trans-
ferência do controlador Feedforward clássico, Equações (6.3);
iii) o projeto de controle IMC-Forward tem dois graus de liberdade
extras, que propicia projetar dois controladores independentes,
isto é, um controlador que pode ser sintonizado para garantir
rastreamento de referência, Qf
(
q−1
)
, e outro para lidar com re-
jeição de perturbações, Qff
(
q−1
)
. Esta liberdade de projeto não
é possível na síntese de controle Feedforward clássica;
iv) em ambos os casos, o sinal da perturbação deve ser medido
antecipadamente, antes que afete a saída do processo;
v) os controladores Feedforward clássico e IMC-Forward devem ser
realizáveis e estáveis. Se o processo é de fase não mínima, por
exemplo, então deve ser fatorado antes que o controlador seja
projetado, pois os zeros de malha aberta do processo se tornam
os polos do controlador, desta forma, produzindo um controlador
instável;
vi) o controlador IMC-Forward é capaz de lidar com incertezas no
modelo do processo, Equação (6.3), polinômio N
(
q−1
)
. Esta pro-
priedade não é factível para o controle Feedforward clássico;
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vii) se a função de transferência do processo real, Gp
(
q−1
)
, é de or-
dem elevada, então em ambos os controles, Feedforward clássico
e IMC-Forward, a complexidade dos controladores feedforward,
Cff
(
q−1
)
e Qff
(
q−1
)
, aumenta, tornando-os difíceis de serem
implementados em situações práticas;
viii) em ambos os casos, é necessário ter-se conhecimento da função
de transferência do processo real, para que as funções de trans-
ferência dos controladores feedforward sejam calculadas, Equa-
ção (6.3), a menos que a função de transferência do modelo do
processo, Gm
(
q−1
)
, seja utilizada como parâmetro de projeto.
Contudo, isto não garante uma implementação “ótima” dos con-
troladores, ainda que o modelo do processo esteja bem definido,
existirá erros de modelagem.
6.3 CONTROLE F-IMC FEEDFORWARD ADAPTATIVO
Os controladores IMC-Forward (ROFFEL; BETLEM, 2004) e Feed-
forward clássico (VILANOVA; VISIOLI, 2012) estão baseados no cálculo
de uma ação de controle feedforward que necessita da função de transfe-
rência do processo real, do modelo da perturbação e da medida do sinal
da perturbação. É indispensável conhecer o processo real e a natureza
da perturbação para que estes controladores sejam projetados.
Esta seção apresenta uma proposta de síntese de controle feed-
forward, onde o cálculo da ação de controle feedforward está baseado no
projeto do controlador F-IMC, utilizando-se uma abordagem de con-
trole feedforward adaptativa, alcançando uma nova e alternativa estru-
tura de malha de controle denominada Adaptive Feedback/Feedforward
Filtered IMC (AFF-FIMC). O objetivo desta síntese é lidar com pertur-
bações mensuráveis/não mensuráveis e conhecida/desconhecidas, além
de ser dispensável o conhecimento das funções de transferência do pro-
cesso real, da dinâmica da perturbação e do sinal da perturbação para
o projeto do controlador feedforward. A Figura (65) mostra o diagrama
de blocos da estrutura de malha AFF-FIMC.
De acordo com o diagrama de blocos da Figura (65), as funções
de transferência CIMC
(
q−1
)
e FIMC
(
q−1
)
e o filtroKαα
(
q−1
)
são funções
do projeto do controlador F-IMC apresentado no Capítulo 4, Seção 4.4.
A função de transferência estimada e o sinal estimado da perturbação
são dados por He
(
q−1
)
e d˜o
(
k
)
, respectivamente.
O objetivo é estimar o sinal da perturbação, do
(
k
)
, e o modelo
da função de transferência da perturbação, H
(
q−1
)
, para que a ação
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Figura 65 – Diagrama de blocos do controle AFF-FIMC.
de controle feedforward, uff
(
k
)
, seja calculada baseada no projeto do
controlador F-IMC feedforward, Gff
(
q−1
)
, onde para este projeto, não
é necessário conhecer a real dinâmica da perturbação e da função de
transferência do processo. É importante observar que com esta pro-
posta, é possível tratar diferentes tipos de perturbações, não necessi-
tando de sensores adicionais para medir os sinais destas perturbações.
Este projeto também é uma das contribuições desta tese.
Pelo diagrama de blocos da Figura (65), é possível escrever as
funções de transferência de y
(
k
)
para r
(
k
)
e y
(
k
)
para do
(
k
)
como
y
(
k
)
=
CIMC
(
q−1
)
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(
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)
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)
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)
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)
+D1
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)
+Gff
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)
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(
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)r(k),
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)
=
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)(
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)
−N1
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))
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q−1
)
+D1
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)
+Gff
(
q−1
)
∆ff
(
q−1
)do(k),
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q−1
)
= Gm
(
q−1
)
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(
q−1
)
CIMC
(
q−1
)
Kαα
(
q−1
)
+Gm
(
q−1
)
Gff
(
q−1
)
,
D1
(
q−1
)
= He
(
q−1
)
CIMC
(
q−1
)
Kαα
(
q−1
)
∆ff
(
q−1
)
(6.4)
onde ∆ff
(
q−1
)
=
(
G
(
q−1
)
− Gm
(
q−1
))
. O efeito da perturbação,
do
(
k
)
, na variável de saída, y
(
k
)
, é obtida da Equação (6.4), portanto,
o controlador F-IMC feedforward “ideal”, que produz uma perfeita re-
jeição da perturbação é dado por
Gff
(
q−1
)
=
He
(
q−1
)(
1−Gm
(
q−1
)
CIMC
(
q−1
)
Kαα
(
q−1
))
Gm
(
q−1
) . (6.5)
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Para satisfazer o projeto do controlador F-IMC feedforward uti-
lizando a abordagem self-tuning, é importante definir uma equação que
represente a função de transferência do modelo estimado da perturba-
ção, He
(
q−1
)
, ou seja,
He
(
q−1
)
=
v˜
(
k
)
d˜o
(
k
) = q−dhBˆH
(
q−1
)
AˆH
(
q−1
) (6.6)
onde
BˆH
(
q−1
)
= bˆ0h + bˆ1hq
−1 + ...+ bˆnbhq
−nb,
AˆH
(
q−1
)
= 1 + aˆ1hq
−1 + ...+ aˆnahq
−na.
Utilizando-se a Equação (6.6) e o diagrama de blocos da Figura
(65), então o sinal estimado da perturbação é representado pelo seguinte
modelo discreto, empregado no algoritmo de estimação recursivo:
d˜o
(
k − dh
)
=
v˜
(
k
)
+ aˆ1h v˜
(
k − 1
)
− bˆ1h d˜o
(
k − dh − 1
)
bˆ0h
. (6.7)
Para adequar a Equação (6.7) no contexto da implementação do
controlador F-IMC mais o controle feedforward adaptativo, utilizando-
se o algoritmo RLS (HÄGGLUND; ÅSTRÖM, 2000), é necessário reescre-
ver esta equação na forma vetorial, como
Dˆo
(
k − dh
)
= vTm
(
k
)
θe
(
k − dh − 1
)
(6.8)
e os vetores de medida e dos parâmetros estimados, na forma geral, são
calculados por:
vTm
(
k
)
=
[
d˜o
(
k − dh − 1
)
. . . v˜
(
k
)
. . .
]
θTe
(
k
)
=
[
bˆ0h · · · aˆ1h · · ·
]
(6.9)
Sendo a função de transferência do modelo da dinâmica da per-
turbação, H
(
q−1
)
, usualmente empregada na indústria e na academia
por uma função de transferência de primeira ordem com atraso de trans-
porte (First-Order Plus Dead-Time - FOPDT) (GUZMÁN; HÄGGLUND,
2011; VERONESI; VISIOLI, 2014). Portanto, a função de transferência
do modelo estimado da perturbação pode ser aproximada como
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Sem atraso : He
(
s
)
=
BH
(
s
)
AH
(
s
) ⇔ He(q−1) =
(
bˆ0h + bˆ1hq
−1
)
1 + aˆ1hq−1
Com atraso : He
(
s
)
= e−θhs
BH
(
s
)
AH
(
s
) ⇔ He(q−1) = q−dh
(
bˆ0h + bˆ1hq
−1
)
1 + aˆ1hq−1
(6.10)
É importante enfatizar que a estimativa dos parâmetros é a parte
central de uma técnica adaptativa. A taxa de convergência (precisão
da estimativa) depende da matriz de covariância e do vetor de parâ-
metros estimados, θe
(
k
)
, inicializado juntamente com o algoritmo de
adaptação (HÄGGLUND; ÅSTRÖM, 2000; AGUIRRE, 2015).
Pelo diagrama de blocos da Figura (65), é possível analisar a
robustez do sistema controlado utilizando-se o índice de robustez Ms.
Então, a magnitude do pico de ressonância da função sensitividade é
calculada pela seguinte relação:
Ms
∆
= max
0≤ωn<pi
∣∣∣∣∣ H
(
ejωn
)(
He
(
ejωn
)
−N1
(
ejωn
))
He
(
ejωn
)
+D1
(
ejωn
)
+Gff
(
ejωn
)
∆ff
(
ejωn
)
∣∣∣∣∣ . (6.11)
Algumas questões em relação a estrutura AFF-FIMC são obser-
vadas, tais como:
• Estabilidade
i) a estabilidade de malha fechada do sistema de controle é de-
terminada pelas estabilidades dos controladores F-IMC fe-
edback, CIMC
(
q−1
)
e F-IMC feedforward, Gff
(
q−1
)
;
ii) a função de transferência do modelo do processo, Gm
(
q−1
)
,
não pode ser integradora ou de fase não mínima, senão o
controlador F-IMC feedforward, Equação (6.5), torna-se ins-
tável;
iii) a função de transferência do controlador F-IMC feedforward
não utiliza o processo real, Gp
(
q−1
)
, mas somente o seu mo-
delo, ou seja, o controladorGff
(
q−1
)
é projetado utilizando-
se o modelo do processo, onde tem-se total controle deste
modelo, e as dinâmicas do processo real podem ser de qual-
quer natureza, instável, estável, integradora, fase mínima/-
fase não mínima, entre outras. Isto não é possível nos con-
troladores Feedforward clássico e IMC-Forward.
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• Desempenho
i) os controladores F-IMC feedback e F-IMC feedforward her-
dam as propriedades do controlador FPGPC, sendo este
fenômeno vantajoso para lidar com estabilidade, incertezas,
rastreamento de referência e rejeição de perturbação de di-
ferentes naturezas;
ii) se Gm
(
q−1
)
= Gp
(
q−1
)
, então o rastreamento de referência
depende somente de CIMC
(
q−1
)
e FIMC
(
q−1
)
. Portanto, é
necessário obter-se uma apropriada precisão da estimação.
• Incertezas
i) a estrutura proposta, também trata MPM e perturbações
não mensuráveis, que estão sempre presentes em um sistema
de controle. Estas incertezas são tratadas pelos parâmetros
do filtro, Kαα
(
q−1
)
, Equação (6.4).
• “Perfeita” rejeição da perturbação
i) o controlador F-IMC feedback e os parâmetros do filtro,
Kαα
(
q−1
)
, influenciam a taxa de decaimento e amplitude
da rejeição da perturbação;
ii) a “perfeita” rejeição da perturbação está diretamente re-
lacionada com a precisão da estimação do modelo da per-
turbação, He
(
q−1
)
. Se Gm
(
q−1
)
≈ Gp
(
q−1
)
, precisão do
modelo do processo, então v˜
(
k
)
≈ H
(
q−1
)
do
(
k
)
e, conse-
quentemente, d˜o
(
k
)
≈ do
(
k
)
, se He
(
q−1
)
≈ H
(
q−1
)
(Figura
(65)).
A Tabela (19) apresenta um resumo das principais característi-
cas da estrutura AFF-FIMC em relação à estabilidade, desempenho,
incertezas e rejeição de perturbação.
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Tabela 19 – Características da estrutura AFF-FIMC
- AFF-FIMC
Estabilidade
1. CIMC
(
q−1
)
e Gff
(
q−1
)
2. Gm
(
q−1
)
6= integradora ou de fase não
mínima
3. Gp
(
q−1
)
de qualquer natureza
Desempenho
1. CIMC
(
q−1
)
e Gff
(
q−1
)
= propriedades
do FPGPC
2. rastreamento de referência
(
CIMC
(
q−1
)
e FIMC
(
q−1
))
Incertezas Kαα
(
q−1
)
Rejeição de
perturbação
1. Kαα
(
q−1
)
e CIMC
(
q−1
)
2. “perfeita” rejeição depende da precisão
de He
(
q−1
)
6.4 RESULTADOS DE SIMULAÇÃO
Este estudo de caso utiliza um processo denominado trocador de
calor (Heat Exchanger), onde um tanque de armazenamento de líquido
fornece o fluido para o trocador de calor e este aquece o fluido até atingir
o setpoint desejado. O tanque de armazenamento fornece o fluido do
processo para um sistema de troca de calor utilizando uma bomba e
uma válvula de não retorno. Um processo de 2ª ordem é empregado na
simulação numérica, onde as funções de transferência do processo real,
modelo e perturbação (KHARE; SINGH, 2010) são representadas por
Gp
(
s
)
= Gm
(
s
)
=
5e−θdts
90s2 + 33s+ 1
, H
(
s
)
=
1
30s+ 1
. (6.12)
Os objetivos da simulação numérica são: i) avaliar a estrutura
AFF-FIMC proposta; ii) mostrar a habilidade dos controladores F-IMC
feedback e feedforward em rastrear referência em pontos de operação
distintos (magnitude 1 e 2); iii) validar a factibilidade da estrutura
AFF-FIMC em estimar a dinâmica e o sinal da perturbação e rejei-
tar perturbações de diferentes natureza (degrau, senoidal, triangular
e ruído branco); iv) analisar a influência do atraso de transporte na
qualidade da estimação, da rejeição da perturbação e do controle.
O controlador AFF-FIMC e o algoritmo genético são sintoniza-
dos com os seguintes valores: Ny = 12, Nu = 2, λ = 10, Kα = 1.9725,
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α1 = 0.0011 e período de amostragem de 1 s. O atraso de transporte
é definido como θdt = 0 e a função de transferência da dinâmica da
perturbação é estimada como: He
(
q−1
)
= 0.03273/
(
1− 0.9652q−1
)
.
A Figura (66(a)) apresenta os sinais de saída e controle do sis-
tema controlado pela estrutura AFF-FIMC para mudanças de referên-
cia em degrau e perturbações na forma degrau e senoidal, inseridas na
saída do processo. A perturbação em degrau possui 0.5 de magnitude e
é aplicada no instante t = 100 s, e a perturbação senoidal possui ±0.5
de magnitude, período Tp = 8 s, aplicada no instante t = 300 s.
Observa-se pela Figura (66(a)) que o AFF-FIMC possui desem-
penho de malha fechada dentro dos padrões desejados e “perfeita” re-
jeição do sinal da perturbação. O AFF-FIMC é capaz de estabilizar o
sistema com pequena variação do sinal de controle (TV C = 37.16), e
sinal de saída conservativo, com baixo valor da variação do sinal de erro
(IAEr = 24.25), atendendo tanto o rastreamento da referência como a
rejeição de perturbação.
A Figura (66(b)) mostra os sinais real e estimado das perturba-
ções degrau e senoidal. É importante enfatizar que o valor estimado da
perturbação é utilizado para calcular a lei de controle do controlador
F-IMC feedforward
(
Gff
(
q−1
))
. Portanto, não é necessário conhecer
a priori o sinal da perturbação e sua função de transferência, para que
a perturbação seja rejeitada, pois tanto o sinal da perturbação quanto
a sua dinâmica, são estimados de forma online, onde uma “perfeita”
rejeição depende diretamente da precisão da estimação.
A Figura (67(a)) mostra os sinais de saída e controle do sistema
controlado pelo AFF-FIMC, semelhante ao da Figura (66(a)), porém,
com pertubações triangular e ruído branco, aplicadas na saída do pro-
cesso e com os mesmos valores de magnitude, período e intervalo de
tempo da simulação anterior. Verifica-se pelas Figuras (66) e (67) que
o AFF-FIMC é capaz de remover perturbações na saída do processo e
lidar com referências e perturbações de diferentes natureza.
Utilizando-se o mesmo processo da Equação (6.12), mas com
θdt = 2, pretende-se observar a influência da presença do atraso de
transporte na rejeição da perturbação, no rastreamento de referência
e na precisão do algoritmo de estimação. A Figura (67(b)) mostra os
sinais de saída e controle, onde as perturbações aplicadas ao sistema são
as mesmas da Figura (67(a)). Observa-se que o atraso de transporte
no processo afeta diretamente a rejeição da perturbação. A Figura
(67(b)), onde θdt = 2 (IAEr = 34.22), mostra que o algoritmo de
controle tem maior dificuldade em rejeitar a perturbação se comparado
com a simulação onde θdt = 0 (IAEr = 26.
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(a) Sinais de saída e controle para o AFF-FIMC.
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Figura 66 – Resposta do sistema para a malha de controle AFF-FIMC
(Perturbações degrau e senoidal) - Processo trocador de calor.
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(a) Sinais de saída e controle (θdt = 0).
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(b) Sinais de saída e controle (θdt = 2).
Figura 67 – Resposta do sistema para a malha de controle AFF-FIMC
(Perturbações triangular e ruído branco) - Processo trocador de calor.
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6.5 CONCLUSÃO
Este capítulo apresentou uma proposta de malha de controle
utilizando uma ação de controle feedforward adaptativa, adicionada
ao projeto do controlador F-IMC, para lidar com diferentes tipo de
perturbações, conhecidas ou desconhecidas. O propósito é estimar o
sinal e o modelo da dinâmica da perturbação, através de um algoritmo
de estimação online, RLS, para que o controlador F-IMC feedforward
seja calculado antes da perturbação afetar a saída do processo.
Inicialmente, uma análise comparativa foi realizada entre o pro-
jeto de controle Feedforward clássico e o IMC-Forward, destacando-se
vantagens e desvantagens de cada controlador, para balizar o enten-
dimento do projeto AFF-IFIMC e o real propósito da nova estrutura
de malha de controle proposta. Ademais, o projeto do controlador
F-IMC baseado na estrutura de controle feedforward adaptativa foi de-
monstrado. O objetivo do projeto AFF-FIMC é tratar perturbações
mensuráveis e não mensuráveis onde o sinal e modelo da perturbação
são estimados utilizando-se o algoritmo RLS. O controlador F-IMC fe-
edback é sintonizado através dos parâmetros do filtro Kαα
(
q−1
)
e com
uma apropriada escolha dos parâmetros de projeto do FPGPC (Ny, Nu
e λ). O controlador F-IMC feedforward é sintonizado empregando-se
o sinal e modelo estimado da perturbação, o modelo do processo e a
função de transferência do controlador F-IMC feedback.
Ademais, uma simulação foi apresentada em um processo troca-
dor de calor, utilizando-se diferentes formas de perturbação (degrau,
senoidal, triangular e ruído branco). A malha de controle AFF-FIMC,
se mostrou eficaz no tratamento da rejeição de perturbação, alcan-
çando desempenho de malha fechada dentro dos padrões desejados,
rastreamento de referência e rejeição de perturbação, mesmo quando
o processo apresenta atraso de transporte. Outros processos aplica-
dos a ação de controle feedforward (VERONESI; VISIOLI, 2014) foram
avaliados, com resultados interessantes.
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7 CONSIDERAÇÕES FINAIS
Nesta tese foi proposta uma nova síntese para os projetos dos
controladores GMV e GPC, inserindo um filtro polinomial e integral
na entrada e saída do processo e utilizando ambas, modelo do processo
e função custo na forma posicional. Foi apresentado o formalismo ma-
temático, funcionalidades e aplicabilidades destes controladores, bem
como a importância do desenvolvimento da pesquisa em alcançar no-
vas alternativas de projeto para controladores preditivos, contribuindo
de alguma maneira com a literatura de controle, tanto do ponto de vista
teórico como em implementações práticas, para lidar com o offset, re-
jeitar perturbações, garantir rastreamento de referência, estabilidade
de malha fechada e robustez.
Para o projeto do controlador GMV clássico, foram desenvolvi-
dos três tipos de controladores: i) o controlador I-FPGMV, onde os pa-
râmetros do controlador foram calculados a partir dos parâmetros do
modelo do processo (model-dependent); ii) o controlador D-FPGMV,
empregando-se a abordagem adaptativa, sendo os parâmetros do con-
trolador calculados diretamente, sem a necessidade do conhecimento
dos parâmetros do modelo do processo (model-free); iii) o controlador
PID hibridizado a partir do controlador I-FPGMV (sintonia “ótima”
dos ganhos do controlador PID).
No projeto do GPC, foram propostos projetos aplicados a sis-
temas SISO e MIMO, denominados FPGPC e MFP-GPC, respectiva-
mente. Ademais, foi implementado um projeto de hibridização entre
os controladores FPGPC e PID, fornecendo um controlador PID com
as propriedades de um controlador preditivo filtrado. Adicionalmente,
uma estrutura de malha de controle alternativa foi demonstrada, com-
binando o FPGPC com o IMC filtrado, alcançando um controlador
F-IMC, sendo interessantes para lidar com MPM, rejeição de pertur-
bação, rastreamento de referência e com processos de variada comple-
xidade. Por fim, um estudo comparativo entre os controladores GPC’s
encontrados na literatura e o FPGPC foi apresentado.
Uma estrutura alternativa de malha de controle foi proposta para
mitigar problemas de saturação no sinal de controle, podendo ser uti-
lizada com o controlador I-FPGMV ou o FPGPC. O filtro destes con-
troladores atua sobre o tempo em que o controlador fica fora da faixa
linear de operação permitida.
Combinando os controladores I-FPGMV e FPGPC com a estra-
tégia de controle repetitivo, foi apresentado uma estrutura de malha
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de controle repetitivo global, com dois controladores, um controlador
I-FPGMV ou FPGPC na malha direta, para garantir rastreamento
de referência e outro controlador RI-FPGMV ou R-FPGPC na malha
repetitiva, para lidar com perturbações periódicas. Adicionalmente,
empregando-se o FPGPC, foi proposto uma malha de controle repe-
titiva adaptativa para tratar perturbações periódicas desconhecidas,
onde a frequência da perturbação é estimada, para uma configuração
online do gerador periódico inserido no projeto do controlador.
Explorando ainda o projeto do FPGPC, foi proposta uma estru-
tura de malha combinando a malha de controle do controlador F-IMC
com a ação de controle feedforward, fornecendo um projeto denominado
AFF-FIMC, projetado para lidar com perturbações conhecidas/desco-
nhecidas e/ou mensuráveis/não mensuráveis, sendo o sinal e a dinâmica
da perturbação estimados, para poder calcular a função de transferên-
cia do controlador e a lei de controle feedforward.
Por fim, uma sintonia dos parâmetros do filtro dos controlado-
res I-FPGMV e FPGPC foi proposta, baseada no SGT, utilizando os
conceitos de incertezas aditivas e multiplicativas, para lidar com MPM.
Destaca-se ainda, que os parâmetros do filtro dos controladores
propostos nesta tese foram sintonizados utilizando-se otimização mul-
tiobjetivo baseada em algoritmo genético, sendo a função sensitividade
e o índice IAEr, as funções de avaliação empregadas no algoritmo de
otimização. Desta forma, foi incorporado aos projetos dos controlado-
res, aspectos de desempenho (IAEr) e robustez (Ms), empregados pela
teria de controle.
7.1 PRINCIPAIS CONTRIBUIÇÕES DA TESE
• Formalismo matemático alternativo aos projetos dos controlado-
res GMV e GPC (I-FPGMV, D-FPGMV, FPGPC), aplicados a
sistemas SISO ou MIMO, com filtros de primeira ou segunda or-
dem, fornecendo 2DOF extra e adicionando interessantes propri-
edades a estes controladores, podendo melhorar o desempenho de
malha fechada e garantir robustez. Contribuindo com a literatura
de controle preditivo;
• Sintonia “ótima” dos parâmetros dos filtros dos controladores I-
FPGMV e FPGPC, utilizando otimização multiobjetivo baseada
em algoritmo genético, incorporando assim aspectos de robustez e
desempenho aos polinômios de projeto destes controladores, atra-
vés da função sensitividade (Ms) e do índice IAEr, estabelecendo
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um trade-off entre desempenho e robustez ao sistema controlado,
evitando o exaustivo procedimento tentativa e erro e a ausência
de critérios da teoria de controle;
• Hibridização do projeto dos controladores I-FPGMV e FPGPC à
síntese do controlador PID, fornecendo controlador PID filtrado
com a sintonia “ótima” de seus ganhos, herdando também as
propriedades dos controladores preditivos ao controlador PID;
• Projeto do controlador IMC filtrado (F-IMC) a partir do FPGPC,
alcançando leis de controle semelhantes e herdando as proprieda-
des do FPGPC para a malha de controle F-IMC. Podendo-se
evitar problemas de instabilidade, melhorar o desempenho e ro-
bustez de malha fechada, lidar com perturbações e MPM e con-
trolar processos instáveis, de FNM, integradores, entre outros de
igual ou superior complexidade;
• Estrutura de malha de controle adaptada a forma polinomial
RST, empregando os controladores I-FPGMV ou FPGPC, mi-
tigando problemas de saturação no sinal de controle. O filtro
α
(
q−1
)
interfere na qualidade de desempenho de malha fechada
em termos da minimização do sinal de controle no estado de sa-
turação;
• Projetos dos controladores I-FPGMV e FPGPC combinados com
a estratégia de controle repetitiva, alcançando uma estrutura de
malha de controle repetitiva global, com dois controladores, uma
na malha direta, garantindo rastreamento de referência e outro na
malha repetitiva, lidando com perturbações periódicas e MPM.
A principal contribuição está na combinação dos controladores
I-FPGMV e FPGPC com o controle repetitivo, onde os filtros
adicionam grau de liberdade para que o rastreamento de referên-
cia e a rejeição de perturbação sejam tratados separadamente;
• Projeto do FPGPC combinado com a estratégia de controle re-
petitiva, empregando-se uma abordagem adaptativa, para uma
configuração online do gerador de sinais periódicos, tratando-se
referências e perturbações periódicas. Neste caso, não é neces-
sário conhecer a priori a frequência da perturbação para que o
gerador de sinais periódicos seja configurado, podendo-se atra-
vés desta estrutura de malha de controle repetitiva adaptativa
(AR-FPGPC) lidar com referências/perturbações periódicas de
frequências desconhecidas;
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• Projeto do controlador F-IMC combinado com a ação de controle
feedforward adaptativa para tratar perturbações conhecidas/des-
conhecidas e/ou mensuráveis/não mensuráveis, fornecendo uma
estrutura de malha Feedback/Feeforward adaptativa filtrada IMC
(AFF-FIMC). Nesta estrutura não é necessário ter-se conheci-
mento a priori da função de transferência da dinâmica da pertur-
bação, e de um sensor para medir o sinal da perturbação, para
que a função de transferência e a ação de controle do controlador
feedforward sejam calculadas, pois tanto o sinal quanto a função
de transferência da dinâmica da perturbação são estimados;
• Projeto de sintonia dos parâmetros do filtro dos controladores I-
FPGMV e FPGPC e, análise da estabilidade robusta do sistema
controlado, frente a MPM, empregando-se o teorema do pequeno
ganho. O projeto utiliza os conceitos de incertezas aditivas e
multiplicativas, fornecendo uma relação matemática entre estas
incertezas e os parâmetros do filtro destes controladores.
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7.3 PERSPECTIVAS DE PESQUISAS FUTURAS
Com o objetivo de estender os resultados apresentados nesta tese,
esta seção apresenta alguns temas para pesquisas futuras.
• Implementar os projetos dos controladores I-FPGMV e FPGPC
em uma estrutura de controle em cascata ou em uma malha de
controle em cascata modificada (VISIOLI, 2006);
• Explorar outras estrutura de malha de controle para o projeto dos
controladores I-FPGMV e FPGPC, com o intuito de lidar com o
offset, rejeitar perturbações e garantir rastreamento de referência
e robustez;
• Estender o projeto do controlador I-FPGMV para aplicações em
sistemas MIMO e avaliar suas vantagens e aplicabilidade;
• Desenvolver o projeto do controlador I-FPGMV e D-FPGMV com
horizonte estendido;
• Implementar uma otimização multiobjetivo considerando o es-
forço de controle, sendo considerados na otimização os parâmetros
Q
(
q−1
)
e λ dos controladores GMV e GPC, respectivamente;
• Desenvolver o controlador PID repetitivo a partir do projeto dos
controladores RI-FPGMV e R-FPGPC;
• Investigar outras abordagens de controle, combinando com os
controladores I-FPGMV e FPGPC, como por exemplo, com a
estratégia de controle sliding mode ou MFAC (Model Free Adap-
tive Control).
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APÊNDICE A -- Simulações com filtros de 2ª ordem

227
A.1 CONTROLADOR I-FPGMV
Esta seção apresenta uma simulação numérica para o modelo de
Hammerstein, empregando o controlador I-FPGMV com o filtro de 2ª
ordem. O objetivo da simulação é mostrar a factibilidade da utilização
de um filtro de 2ª ordem no projeto deste controlador, comparando-se
com o controlador I-FPGMV com o filtro de 1ª ordem e observando-se
a influência do filtro no desempenho de malha fechada.
No modelo de Hammerstein, a resposta dinâmica não linear va-
ria conforme o ponto de operação, motivando assim a implementação
do controlador. Considere o modelo de Hammerstein (KATAYAMA; YA-
MAMOTO, 2004), de acordo com as seguintes equações:
y
(
k
)
= 0.6y
(
k − 1
)
− 0.1y
(
k − 2
)
+ 1.2x
(
k − 1
)
− 0.1x
(
k − 2
)
x
(
k
)
= 1.5u
(
k
)
− 1.5u2
(
k
)
+ 0.5u3
(
k
)
(A.1)
A Figura (68) ilustra a curva estática do modelo de Hammers-
tein, e o desafio é consegui controlar o sistema em torno de alguns
pontos de equilíbrio não lineares.
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Figura 68 – Característica estática do modelo de Hammerstein.
A Figura (69) mostra os resultados, sinais de controle e saída,
dos controladores I-FPGMV, com filtros de 1ª e 2ª ordem, rastreando
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a saída do processo em torno dos pontos lineares e não lineares, sendo
mantido o rastreamento da referência em todo a região de operação,
mesmo na presença de uma perturbação de carga (10% da magnitude
do valor de referência), aplicada no instante de tempo 1000 s. Os
controladores I-FPGMV e o algoritmo genético são sintonizados com
os seguintes valores: Q
(
q−1
)
= 1, período de amostragem de 1 s,
tamanho da população de 60 indivíduos, 100 gerações. Os filtros dos
controladores são sintonizados como:
Filtro 1: Kαα
(
q−1
)
= 1.5
(
1 − 0.8362q−1
)
Filtro 2: Kαα
(
q−1
)
= 1.5
(
1 − 0.8362q−1
)(
1 − 0.1543q−1
)
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Figura 69 – Resposta da saída do sistema com o controlador I-FPGMV
- Modelo de Hammerstein.
Observa-se através dos sinais de saída e controle, que os contro-
ladores I-FPGMV com filtros de 1ª ou 2ª ordem não possuem muitas
diferenças em termos de desempenho de malha fechada, rastreamento
de referência e rejeição de perturbação. Optando-se assim, ao longo de
toda a tese, em avaliar simulações numéricas e práticas somente com
filtros de 1ª ordem, pois desta forma, tem-se um parâmetro a menos
para sintonizar.
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A.2 CONTROLADOR FPGPC
Esta seção emprega uma simulação prática no processo Pêndulo
Amortecido (PAM), para avaliar o FPGPC com filtros de 1ª e 2ª ordem,
fazendo-se uma análise comparativa destes dois filtros. O processo PAM
é um aparato de laboratório, desenvolvido no LCA da UFSC, e pode
ser utilizado para projeto e análise de algoritmos de controle clássico
e avançado. A característica não-linear deste sistema mecânico, com
diferentes dinâmicas oscilatórias em ensaios de malha aberta, motiva
a implementação do controlador FPGPC. Na Figura (70) observa-se a
estrutura física do processo.
Figura 70 – Processo Pêndulo Amortecido (PAM).
O processo PAM possui uma barra vertical com um potenciô-
metro para medir a posição angular, e na extremidade da barra existe
um motor DC com uma hélice. Quando uma tensão de entrada é apli-
cada, a posição angular da barra é modificada. O objetivo é controlar
a posição da barra para diferentes valores de referências, com o mínimo
esforço de controle. A posição angular deste processo é limitada pela
entrada do sinal de controle, no qual opera na faixa de 0 a 5 V com
período de amostragem de 0.1 s.
O modelo linear de segunda ordem no domínio do tempo contí-
nuo para o processo PAM, identificado a partir da resposta ao degrau
no ponto de operação de 2.5 V, é dado pela seguinte função de trans-
ferência
230
Y (s)
U(s)
=
Kpω
2
n
s2 + 2ξpωns+ ω2n
=
10.19
s2 + 0.8451s+ 9.131
(A.2)
onde Y (s) e U(s) são a posição em tensão e a tensão de armadura
do motor DC, respectivamente. Observa-se no gráfico da Figura (71) a
resposta de malha aberta deste processo, e sua característica subamor-
tecida (comportamento oscilatório), com baixo coeficiente de amorte-
cimento, na vizinhança de ξp = 0.14, e elevado pico de ressonância.
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Figura 71 – Resposta de malha aberta do processo PAM.
Na Figura (72) observa-se os sinais de saída e controle do pro-
cesso PAM, controlado pelo FPGPC com filtros de 1ª e 2ª ordem, em
diferentes pontos de operação. Observa-se que o FPGPC é capaz de
controlar o sistema com pequena variação no sinal de controle e baixa
oscilação na saída, alcançando um adequado rastreamento do sinal de
referência. Verifica-se também que não existe uma diferença significa-
tiva no desempenho de malha fechada e no esforço de controle, entre
a aplicação dos filtros de 1ª e 2ª ordem, isto é, há uma pequena va-
riação nos sinais de saída e controle nas mudanças de referência para
o FPGPC com filtro de 1ª ordem, contudo, não estas oscilações não
alteram o desempenho global de malha fechada.
Os parâmetros do FPGPC e do algoritmo genético são sintoni-
zados da seguinte forma: Ny = 6, Nu = 1, λ = 20, população de 60
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indivíduos, 100 gerações, período de amostragem de 0.1 s e
Filtro 1: Kαα
(
q−1
)
= 1.1241
(
1 − 0.3536q−1
)
Filtro 2: Kαα
(
q−1
)
= 1.1581
(
1 − 0.3126q−1
)(
1 − 0.5397q−1
)
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Figura 72 – Resposta da saída do sistema com o FPGPC - Processo
PAM.
