Abstract. In positron emission tomography (PET), random coincidence events must be removed from the measured signal in order to obtain quantitatively accurate data. The most widely implemented technique for estimating the number of random coincidences on a particular line of response is the delayed coincidence channel method. Estimates obtained in this way are subject to Poisson noise, which then propagates into the final image when the estimates are subtracted from the prompt signal. However, this noise may be reduced if variance reduction techniques similar to those used in normalization of PET detectors are applied to the randoms estimates prior to use.
Introduction
It has been shown that the noise introduced by random coincidences is an important limiting factor of count-rate performance for PET cameras operating in 3D mode (Badawi et al 1996 . The recent trend of producing tomographs with extended axial fields of view (FOVs) and more open geometries has exacerbated this problem, as such tomographs have a significantly increased sensitivity to photons arising from outside the coincidence FOV . These developments have re-kindled interest in methods of reducing the effect of random coincidences on acquired data.
The number of random coincidences detected may be reduced by altering the camera geometry to restrict the FOV for single events (for example Spinks et al 1998) or by reducing the coincidence resolving time of the system. The noise introduced by random coincidences may also be reduced by optimizing the methods used to estimate their number on each line of response (LOR).
The number of random coincidences on a particular LOR may be measured in two different ways. Given that the rate of random coincidences R ij on an LOR joining two detectors i and j is R ij = 2τ r i r j (1) where r i and r j are the singles rates on detectors i and j respectively and τ is the coincidence resolving time of the system, the randoms rate may be calculated from the relevant singles rates provided that τ is known sufficiently accurately for each coincidence channel. However, few of the current generation of cameras allow the collection of singles rates from individual detector elements, and the delayed coincidence channel approach is more common. In this scheme timing signals from one detector are delayed by a time significantly greater that the coincidence resolving time of the circuitry. There will therefore be no coincidences arising from single annihilation events in the delayed coincidence channel, and the number of coincidences found is a good estimate of the number of random coincidences in the prompt signal. The resulting estimate of the number of random coincidences in each LOR is then subtracted from the number of prompt coincidences to yield the combined number of true and scattered coincidences. The advantage of this method is that the delayed channel has identical dead-time properties to the prompt channel. The disadvantage is that the statistical quality of the randoms estimate is poorer, as R ij , r i and r j are subject to Poisson statistics and R ij is a significantly smaller quantity than either r i or r j . If R ij , S ij and T ij are the numbers of random, scattered and true coincidences in the LOR joining detectors i and j respectively, the noise in the prompt signal N(P ) (assuming Poisson statistics) is given by
If the randoms as measured by the delayed channel method are subtracted the noise becomes
since the delayed channel estimate is also subject to Poisson statistics. However, if a noise-free estimate of R ij could be used, the noise would be
That is, direct subtraction of the delayed coincidence measurement results in a doubling of the effective noise contribution of random coincidences to the data. Two approaches to the problem of obtaining noise-free or noise-reduced estimates of the number of random coincidences obtained using the delayed coincidence method have been suggested in the literature. These are smoothing of the randoms data prior to subtraction, and a variance reduction approach similar to that currently used in normalization of PET cameras. The difficulty with the former approach is that there are high-frequency components in the randoms data which arise from variations in detector efficiency, and extreme care has to be taken to avoid the creation of artefacts in the reconstructed image (Hoffman et al 1981) . The latter approach, originally implemented in 2D mode by Casey and Hoffman (1986) , appears more promising, since in this case high-frequency variations due to detector efficiency effects are preserved in the variance reduced data.
The purpose of this work is to quantify the potential improvements in image quality that may be obtained from randoms variance reduction in 3D PET and to compare the performance of a range of variance reduction algorithms in this context. The algorithms in question have been examined for systematic accuracy and variance reduction efficiency. The effects of randoms variance reduction on noise-equivalent count (NEC) rates (Strother et al 1990) and on image signal-to-noise ratios (SNRs) have been examined. The potential impact on NEC rates of reducing sensitivity to random coincidence events has also been investigated.
Theory

Equivalence of the variance reduction problems for detector efficiency normalization and for randoms estimation
If the random coincidences in the LOR joining detectors i and j are measured over a period of time T , then from equation (1) we have
where U ij is the number of random coincidences accumulated in the LOR defined by detectors i and j . If the relative distribution of radioactivity within the singles FOV of the camera remains constant throughout the duration of the acquisition, then we can write
where f (t) is a function describing the change in total activity with time and u i and u j are the singles rates experienced at the start of the acquisition by detectors i and j respectively. Equation (6) is analogous to the equation for normalization following correction for geometric and other systematic effects:
where η ij is the LOR efficiency and ε i and ε j are the relative detector efficiencies. A randoms dataset obtained using the delayed coincidence method consists of noisy estimates of the U ij . However, each value of u i in equation (6) is a factor for many of the U ij , and this redundancy can be utilized to minimize the effect of statistical noise. Since equations (6) and (7) have the same form apart from constant scaling factors, the variance reduction algorithms that perform this process in normalization can also be used to obtain noise-reduced estimates of the U ij .
Historically, the first variance reduction algorithm of this type was actually formulated with random coincidences in mind (Casey and Hoffman 1986) , and the normalization problem was introduced as a secondary application. Since then these algorithms have been predominantly used for normalization.
Variance reduction algorithms
In this work the following variance reduction algorithms have been examined: the singleplane Casey method (SP-C), the fully 3D fan-sum method (3D-FS), and the fully 3D extended Defrise method (3D-ED). A full description of these algorithms may be found in Badawi et al (1998) ; their properties are briefly described below.
SP-C (figure 1) and 3D-ED (figure 2) are exact algorithms, in that they give results which are free from bias when applied to noise-free data, whereas 3D-FS (also figure 2) is an approximate method, which may give biased results even if no noise is present. 3D-ED and 3D-FS make use of LORs from all rings when calculating the number of randoms on a particular LOR, whereas SP-C makes use only of those LORs contained within the particular sinogram of the LOR in question. This means that the fully 3D methods have significantly greater variance reducing potential than SP-C.
There are some differences in implementation which have to be taken into account when applying these algorithms to random coincidence data rather than to normalization data: 
is assumed to be constant for all possible fans ('the fan-sum approximation'); variations in the value of the fan-sum with fan position may then be considered to be proportional to the singles rate on the detector at the apex of each fan. In 3D-ED, an estimate of the singles flux on the open face of the fan is calculated from the data. The algorithm then proceeds in a similar way to 3D-FS, but the fan-sum approximation is avoided.
(a) Data scaling. 3D-FS and 3D-ED generate relative efficiencies for each detector or LOR.
When used in the context of randoms variance reduction, the noise-reduced sinograms must be scaled to contain the same total number of counts as the original randoms sinogram. (b) Axial bias. 3D-FS will create bias in the noise-reduced sinograms if there is significant variation in the axial distribution of random coincidences. This bias can be removed by setting the total number of randoms in each individual noise-reduced sinogram equal to those in the original randoms dataset.
Noise-equivalent counts (NEC)
The NEC rate is a global measure of scanner count rate performance that takes into account the statistical noise introduced by scatter and random coincidences. If the estimate of the number of random coincidences is subject to Poisson statistics the NEC rate at the centre of a uniform cylinder of activity is given by Strother et al (1990) as
or if the estimate of the number of random coincidences is noise-free
where T is the true coincidence rate, k is the projection fraction, S obj is the scatter coincidence rate integrated within the object boundary and R is the random coincidence rate. The projection fraction k is defined as the number of projection elements crossing the cylinder divided by the total number of projection elements.
Materials and methods
Scanner and phantoms
All acquisitions were performed on an ECAT 951R PET camera (Siemens-CTI, Knoxville, TN, USA), which is a whole-body block-detector design consisting of 128 BGO block detectors, each containing 8 × 8 crystal detector elements. The block detectors are arranged in a double ring axially giving 16 rings of detector elements. The ring diameter is 102.0 cm and the total axial FOV is 10.8 cm. The sensitive region for single events extends approximately 15 cm beyond the coincidence FOV along the scanner axis, with the sensitivity decreasing with increasing distance from the camera. In 3D mode the scanner generates 16 sinograms and 240 pseudo-sinograms (where the LORs are not co-planar), each containing 192 × 256 elements. When operating in 3D mode, adjacent LORs are not normally combined ('mashed') prior to reconstruction. Phantom studies were performed using a 20 cm cylinder, and two larger phantoms constructed from an EEC emission phantom (Jordan 1990) . The dimensions of the phantoms used are given in table 1. Each phantom extended approximately 3-4 cm beyond the axial FOV in each direction.
Calculation of NEC rates
NEC rates for the phantoms were measured and calculated as described by Badawi et al (1996) . Scatter fractions approximately representative of the whole of each phantom were obtained by acquiring data with a germanium line-source positioned at various radii within the objects-the scatter fractions were then calculated using the method of Guzzardi and Bellina (1990) . Transmission scans of the cold phantoms were performed and projection fractions obtained by calculating the ratio of sinogram elements lying within and outside of the object boundaries. For the acquisition of the emission data, the same phantoms were filled with an aqueous solution of 18 F in water such that there were between 170 and 250 MBq in the FOV initially, and data were repeatedly acquired as the activity decayed over a period of six to eight half-lives. During each acquisition the overall prompt and random count rates were recorded. In all cases the lower energy level discriminator (LLD) was set to 400 keV and the upper energy level discriminator (ULD) was set to 800 keV.
Image reconstruction
Image reconstruction was performed using the Byars Consulting implementation (Knoxville, TN, USA) of the 3D reprojection algorithm (3D-RP; Kinahan and Rogers 1990)-the reconstructed images consisted of 31 image planes of thickness 3.5 mm and pixel dimensions 2 mm × 2 mm. No spatial smoothing was applied either axially or transaxially.
The effect of randoms variance reduction and reduction in randoms sensitivity on NEC rates
The effect of randoms variance reduction on NEC rates was demonstrated by plotting the ratio of NEC rates before and after randoms variance reduction as a function of activity. The randoms variance reduction process was assumed to produce a noise-free estimate of the randoms distribution.
The use of faster scintillators such as LSO could potentially reduce the sensitivity to random coincidences whilst maintaining the sensitivity to true coincidences by allowing the use of a shorter coincidence time-window. An estimate of the potential benefits of this at given activities in the FOV may be obtained by recalculating NEC rates using the measured true and scattered coincidence rates but using reduced values of the randoms term in equations 8(a) or 8(b). NEC rates for fixed true and scatter rates were therefore calculated as a function of the fraction of the measured randoms rate for a range of situations reflecting those which might be encountered in clinical practice.
Accuracy of the variance reduction algorithms
In order to determine the accuracy of the different algorithms when applied to randoms noise reduction, a further phantom experiment was performed. A 20 cm cylindrical phantom filled with 18 F such that there was approximately 100 MBq in the FOV at the start of the experiment was placed in the scanner with its axis 8 cm below the centre of scanner. Data were acquired in 3D mode for 1 h. The randoms rate at the start of the experiment was 295 kcps, and the randoms to trues ratio was approximately 1:1. Events from the delayed coincidence channel were stored in separate sinograms to those from the prompt coincidence channel.
Noise-reduced estimates of the randoms distribution were obtained by applying the three different variance reduction methods. Sinograms containing ratios of the original randoms dataset to the resulting variance reduced datasets were generated. The uniformity of the ratio sinograms is a measure of the accuracy of the noise-reduction methods. The uniformity was measured by calculating the percentage standard deviation of all elements within each sinogram. Low-frequency bias was assessed by calculating the percentage standard deviation of the elements within each sinogram after an 8 × 8 element running-mean smooth.
This test was repeated using data acquired from a human cardiac scan. Data were acquired for 20 min, starting 51 min after the injection of 244 MBq of 18 F labelled fluoro-deoxy-glucose ( 18 F-FDG). A total of 27.5 × 10 6 random coincidences were acquired, giving an average of 2.2 randoms per LOR. Since the number of random coincidences per LOR was small, lowfrequency bias was assessed after a running-mean smooth using a 16 × 16 element kernel rather than an 8 × 8 element kernel.
Measurement of the effect of randoms variance reduction on image SNRs in phantom studies
A series of phantom experiments was performed to assess the effect of randoms variance reduction on image SNRs. Acquisitions were performed using a 20 cm cylinder, the EEC chest phantom, and the EEC chest phantom padded to 37 × 48 cm with tissue-equivalent material. Each phantom was scanned for 5 min, once with approximately 20 MBq in the FOV and once with approximately 100 MBq in the FOV. For all acquisitions, attenuation correction factors were obtained from a septa-extended acquisition using rotating rod sources with rod-windowing enabled. A model-based scatter correction (Ollinger 1996) was applied.
Three reconstructions were then performed for each acquisition, one after subtraction of the measured randoms data and the others after subtraction of noise-reduced estimates created using SP-C and 3D-ED (3D-FS was not tested further as the tests described in section 3.5 revealed significant systematic inaccuracy). A large ROI was drawn on each image plane and the coefficient of variation within it calculated. A mean value of the coefficient of variation was then calculated over all image planes for each acquisition and processing method. These mean values were then used to calculate the percentage gain in SNR obtained by application of the two different methods of variance reduction in each imaging situation.
To investigate the effect of statistical noise on the measurement of SNR gain, the large ROI used was divided into four quadrants and the SNR gains recalculated and compared.
The effect of randoms variance reduction in vivo
The effect of randoms variance reduction on image quality in vivo was investigated by examining the 18 F-FDG cardiac data described in section 3.5 after reconstruction with and without randoms variance reduction. Attenuation correction factors were obtained using a post-injection transmission technique (Meikle et al 1995) , and scatter correction was performed using Ollinger's model-based algorithm. The resultant images were assessed visually and by examining SNRs in regions drawn over the myocardial wall and over the left ventricle.
Results
The effect of randoms variance reduction on noise-equivalent count rates
Ratios of NEC curves with and without randoms variance reduction for the three phantoms are shown in figure 3. It can be seen that the greatest improvements may be obtained for large objects. With 20 MBq in the FOV (a situation similar to those encountered in FDG whole-body imaging), randoms variance reduction gives an improvement in NEC of roughly 10-15% for the torso phantoms. There is more to be gained at higher activities, which may be encountered in dynamic studies with short-lived isotopes. The increase in the effect of randoms variance reduction at very low activities (<2 MBq in the FOV) is due to random coincidences arising from the retracted transmission rod sources. The effect on NEC of reducing the sensitivity to random coincidences whilst maintaining sensitivity to true and scattered coincidences is shown in figure 4 . In these graphs, a relative sensitivity to randoms of unity delivers the experimentally measured randoms rate. These NEC rates were calculated using equation (8b), i.e. assuming that a randoms variance reduction technique has already been applied.
The curves in figure 4 are an estimate of the effects of reducing the duration of the coincidence time-window whilst maintaining the sensitivity to true coincidences, by employing a faster scintillation detector such as LSO. They should be interpreted with caution as they do not represent a full simulation of the situation-for example, LSO is not as dense as BGO, so that the relative sensitivity to true coincidences could be reduced, and time-of-flight effects may preferentially discriminate against scatter as the time-window is shortened. Also, with very large amounts of activity in the FOV, differences in susceptibility to pulse pile-up may prove important. Nevertheless, these graphs do give some indication of the potential benefits that may be obtained.
For the torso phantoms with 20 MBq in the FOV, a reduction in the randoms rate of 70% (corresponding to a coincidence resolving time of about 4 ns) gives rise to an improvement of between 7% and 13% over and above that obtained by randoms variance reduction, depending on the size of the object. Greater benefits may be obtained with more activity in the FOV. For the 20 cm cylinder with 20 MBq in the FOV it can be seen that neither randoms variance reduction nor randoms sensitivity reduction has a large effect on NEC.
Comparison of accuracy of randoms variance reduction methods
The uniformity of the ratio datasets for the different phantoms and algorithms is shown in table 2. The non-uniformity seen when the exact algorithms are used is extremely close to that predicted if the dataset were only subject to Poisson statistics (12.3%), whereas the nonuniformity seen when the fan-sum algorithm is used is somewhat higher. After smoothing, the residual non-uniformity seen in the data processed using the fan-sum method is significantly larger than that seen when the exact algorithms are used, indicating the presence of lowfrequency bias. Table 2 . Uniformity of ratio of variance reduced to raw randoms sinograms from an off-centre cylinder phantom using different algorithms, before and after application of an 8 × 8 element running-mean smooth. The mean number of counts per LOR was 66.
Algorithm % std dev. of ratio dataset % std dev. of ratio after smoothing 3D-FS 14.3 7.1 3D-ED 12.6 1.9 SP-C 12.4 1.6 Figure 5 shows the randoms sinogram, summed over all ring combinations. The discontinuities due to normalization effects can clearly be seen. Figure 6 shows sinograms generated by calculating the ratio of the randoms sinogram and the noise-reduced version generated by 3D-ED, SP-C and 3D-FS. The sinograms have again been summed over all ring differences. A perfect noise-reduction scheme would result in a ratio sinogram containing random noise and no structure. While all three algorithms are reasonably effective in dealing with the discontinuities due to normalization effects, it can be seen that significant transaxial bias is introduced by the fan-sum method. Table 3 shows the uniformity of the ratio datasets for the 18 F-FDG cardiac scan. If the data were subject only to Poisson statistics, the predicted non-uniformity would be 67.7% before application of the running-mean smooth and 4.2% after. Use of the exact methods results in nonuniformities close to these values, but again the non-uniformity seen with the fan-sum method is higher. However, the difference between the results for the fan-sum method and the others is less than in the phantom study, suggesting that the randoms distribution is more uniform.
While changes in the relative distribution of tracer during a normal 18 F-FDG cardiac scan are likely to be small, there will inevitably be some, potentially invalidating equation (6). However, the fact that for the exact methods the non-uniformities in the ratio sinograms are close to those predicted by Poisson statistics suggests that these variance reduction techniques are not highly sensitive to such changes in this type of study. (a) (b) (c) Figure 6 . Effect of randoms variance reduction on sinogram uniformity for an off-centre 20 cm cylinder. Ratios of raw and noise-reduced randoms sinograms generated using (a) 3D-ED, (b) SP-C and (c) 3D-FS. The sinograms have been summed over all ring combinations and the zero point of the colour scale has been set to 75% of the maximum data value. Bias introduced by 3D-FS can clearly be seen.
Measurement of the effect of randoms variance reduction on image SNRs in phantom studies
Ratios of mean SNRs calculated for images reconstructed with and without randoms variance reduction using SP-C and 3D-ED for the six situations considered are shown in table 4. The benefit obtained by randoms variance reduction is greater when there is more activity in the FOV as expected. No significant difference in performance is seen between SP-C and 3D-ED. The maximum variation in calculated SNR gain found when the ROI used was divided into four quadrants was 10% or less for every case except for the two chest phantoms with 20 MBq in the FOV, where the variation was considerably higher. For the smaller chest phantom with 20 MBq in the FOV, the gains varied from 4.1% to 6.3%. For the padded chest phantom with 20 MBq in the FOV the gains varied from 3.7% to 9.6%. This suggests that reasonable confidence may be placed in the figures for the calculated gains in SNR in all cases except for the two larger phantoms at low activities.
The effect of randoms variance reduction on image SNR in vivo
Selected images from the 18 F-FDG cardiac scan are shown in figure 7 . Visually, there are few discernible differences between the variance reduced and non-variance reduced images. However, region-of-interest analysis over the left ventricle reveals an improvement in image SNR in the reconstructed variance reduced dataset of 4% in regions of high uptake, rising to 12% in regions of low uptake.
Discussion and conclusions
It has been demonstrated here that in cases where tracer redistribution during acquisition is expected to be small, randoms variance reduction using algorithms such as SP-C and 3D-ED which do not make assumptions about the spatial distribution of single events during acquisition is an accurate technique which gives measurable improvements in image SNR. It has also been shown that the fan-sum method is not appropriate for randoms variance reduction as it can introduce significant bias. Further work is required to validate randoms variance reduction in situations where significant tracer redistribution might be expected during acquisition. Visual effect of randoms variance reduction on an 18 F-FDG cardiac study. The mean singles rate was 3270 kcps, the mean prompt coincidence rate was 84.8 kcps and the randoms fraction was 27%. No smoothing has been applied to the images and the linear grey scale covers the entire dynamic range. Top: randoms variance reduction used. Bottom: no randoms variance reduction. From left to right: image planes 1, 6, 11, 16, 21. There is no significant difference in performance between the SP-C and 3D-ED in the context of randoms variance reduction, in spite of the fact that 3D-ED has been demonstrated to have significantly improved variance reducing capability when used for normalization (Badawi et al 1998) . This apparent contradiction may be explained by comparing the performance of SP-C with a theoretical perfect correction scheme. If V is the ratio of the variance (due to Poisson statistics) of the raw randoms data and the variance of the variance reduced randoms data, the resulting NEC is given by
The gain in NEC obtainable by using a perfect variance reduction scheme instead of SP-C may be found by dividing equation (8b) by equation (9): Casey and Hoffman (1986) show that for SP-C, V is given by
where d is the number of detector elements in the fan (see figure 1) . In this implementation, d = 96, so that V = 47.75 and V −1 = 0.021. For the largest phantom considered in this study, with 100 MBq in the FOV, we have the situation where R is approximately equal to T + S obj , and k = 0.69. The NEC ratio then becomes NEC perfect NEC SP-C = 1 + (1.021 × 0.69) 1 + 0.69 = 1.01.
That is, a perfect variance reduction scheme will give an improvement in NEC of just 1% compared with SP-C. Therefore, however much greater V 3D-ED may be compared with V SP-C , we should not expect to find any significant difference between the SNR of data reconstructed after application of one method or the other. Since SP-C and 3D-ED exhibit similar levels of accuracy and effectiveness, the decision on whether to use one or the other depends on their ease of implementation and computational expense. SP-C is easier to implement than 3D-ED, but we found SP-C to be somewhat more computationally expensive. However, neither method took more than about 15% of the time required to attenuation correct and reconstruct a single data frame using 3D-RP.
NEC analysis suggests that for the ECAT 951R scanner operating in 3D mode, only modest gains in image SNR may be obtained from randoms variance reduction in typical imaging situations using 18 F-FDG. This is confirmed by direct measurements of image SNRs, and it is difficult to visually distinguish images reconstructed with and without using the technique (although randoms variance reduction has not been assessed in human studies with large amounts of activity in the FOV). Further benefits are likely to be obtained if the overall randoms rate can be reduced by use of faster detector systems, but on scanners with geometries similar to the 951R these are only likely to be important when imaging large objects containing large amounts of activity.
The authors are currently assessing the effectiveness of the SP-C algorithm for the ECAT EXACT 3D scanner (Jones et al 1996) which has a very large axial extent of 23.4 cm, and is significantly more sensitive to random coincidences than the ECAT 951. While whole-body protocols have yet to be optimized for this camera, average SNR gains of 15% have been observed in a preliminary 18 F-FDG study of the human pelvis (185 MBq injected activity), with regional gains ranging from 5% to 25%.
Dual-headed PET systems also suffer from high sensitivity to random coincidences, but the approach to randoms variance reduction is likely to be different on such systems to that presented here. In particular, any rotating system will not suffer from discontinuities due to variations in detector efficiency, which significantly weakens the argument for using exact methods such as SP-C. If rotational sampling effects are appropriately accounted for, then a simple spatial smoothing of the randoms data would probably suffice.
