In this work we investigate the dynamical behaviors of Van der Pol-Duffing circuit (ADVP) with parallel resistor. The model is described by a continuous-time three dimensional autonomous system. The stability conditions of the equilibria are analyzed. The existence of periodic solutions and their stabilities about the node equilibrium point of the system are studied by using Hopf's theorem and Hsü and Kazarinoff theorem. Lyapunov spectrum is calculated for the proposed system. Adaptive synchronization using backstepping design is applied successfully to the system. Chaotic behaviors and the efficiency of the synchronization method are verified by numerical simulations.
Introduction
Chaos is an interesting complex dynamical phenomena which has been extensively studied in the last three decades by scientists, engineers and physicists [1, 2] . Chaos has also useful applications like chaos synchronization which has particular interest in the past few years [3] [4] [5] and is applied in industry and secure communications.
Recently, nonlinear electronic circuits act as a vehicle to study nonlinear phenomena and chaos. This line of research was initiated by L.O. Chua in the mid-1960s. Chua used a two-terminal resistor with a piecewise-continuous voltage-current characteristic called Chua's diode and the resulting circuit is the well-known Chua's circuit which is considered to be the simplest autonomous nonlinear circuit generating chaotic signals [6] . On the other hand, many authors developed different nonlinear circuits, for example Shinriki, Yamamoto and Mori introduced a circuit represents the "modified Van der Pol oscillator (MVPO)." Then, King and Gaito derived a nonlinear circuit from the (MVPO), this circuit represents the autonomous chaotic Van der Pol-Duffing (ADVP) oscillator and is equivalent to Chua's autonomous circuit but with a cubic nonlinear element [7] . In this paper, simple modification has been added to the ADVP circuit. Our modification to the ADVP circuit consists of adding a resistor (ohms) in parallel with the inductor of the ADVP circuit (see Fig. 1 ). The modified circuit is nonlinear since it has nonlinear element with the cubic form [7] [8] [9] :
The modified system gives us an advantage, that is all the dynamics of the ADVP oscillator are displayed in a small range as varying the new system's parameter, and this is shorter to obtain all the dynamics than varying the dynamical parameter of the original ADVP system [9] .
Our object is to study stability, bifurcations and chaotic signals for the proposed nonlinear circuit in terms of the new parameter. Periodic solutions and its stability are analyzed using the criterion given by Hsü and Kazarinoff [10, 11] for X ∈ R 3 . Conditions for supercritical and subcritical Hopf bifurcation are also derived. Lyapunov exponents are calculated to study chaos in detail using the efficient algorithm given by Wolf et al. [12] . Furthermore, the Lyapunov dimension is obtained using Kaplan and Yorke results [13] . Finally, adaptive synchronization using backstepping design [14, 15] is applied to two identical modified ADVP systems. In this method of synchronization our choice of the control law depends on sequential procedure of choosing Lyapunov functions.
The model

Mathematical formulation of the model
By applying Kirchhoff's laws to the circuit in Fig. 1 , the governing equations for the circuit elements (the voltages v 1 and v 2 across the capacitors c 1 and c 2 , the current i N through the nonlinear diode N and the current i L through the inductor L) are represented by the set of three first-order autonomous differential equations
where c 1 , c 2 are the capacitances of the two capacitors, L is the inductance, R is linear resistor and α = (R + R P )/R P , R P is the parallel resistor which modifies the ADVP circuit.
To study the qualitative behavior of the system (2), the variables are rescaled as follows:
Then the system (2) can be rewritten aṡ
where˙≡ d dτ and α, ν, β are all positive real numbers. The dynamical system of the original ADVP circuit is a special case of our system (4) when α = 1. Therefore, the variation of α gives a variety of dynamical behaviors of the system specially chaotic and periodic behaviors.
Linear stability of equilibria
The equilibrium points of the system (4) are found by equating the right-hand sides of (4) to zero and they are given as follows:
Stability conditions of E 0
Now, we discuss the local stability of the equilibria. We first begin with the case μ < 0. In this case the system (4) has only one real equilibrium point E 0 .
The characteristic polynomial of J (E 0 ) is given by
In order to study the stability conditions of the equilibrium point E 0 , we apply Routh-Hurwitz criterion, which states that all real eigenvalues and all real parts of complex conjugate eigenvalues are negative if and only if the following conditions hold:
where a 1 , a 2 and a 3 are defined such that
Applying Routh-Hurwitz criterion (7) to Eq. (6), we find that the necessary and sufficient condition for the equilibrium point E 0 to be asymptotically stable is
Remark 1. The equilibrium point E 0 of the system (4) is unstable solution when α, ν, β and μ are all positive real numbers.
Stability conditions of E ±
When μ > 0 the two equilibrium points E ± appear. The equilibrium points E + and E − are symmetric, they have the same Jacobian matrix and their characteristic equation is given as
Applying Routh-Hurwitz criterion (7) to Eq. (9), we find that; the equilibrium points E ± are asymptotically stable iff
The following lemma is now proved.
Lemma 1.
For μ = μ 0 = 0, system (4) undergoes a Pitchfork bifurcation. Moreover, the equilibrium point E 0 is (asymptotically stable near μ = μ 0 ) for μ < μ 0 , and by varying the parameter μ above the critical value μ 0 the equilibrium point E 0 becomes unstable and two other equilibrium points E + and E − appear (asymptotically stable near μ = μ 0 ).
Hopf bifurcation analysis
In this section we apply Hopf bifurcation theorem [10, 11] to the system (4). We will use Theorem 3.1 of [11] which was established by Hsü and Kazarinoff to prove the existence and stability of periodic solutions of the system.
Periodic solutions about the equilibrium point E 0
We will study periodic solutions about the equilibrium point E 0 when μ < 0. We translate the equilibrium point E 0 to the origin (0, 0, 0) via x =x, y =ŷ, z =ẑ. System (4) is then written in vector form aṡ
where
and we have dropped the cap on x, y, z. The characteristic equation of J 0 is given by Eq. (6). We wish to determine the sufficient conditions to ensure that Eq. (6) will have one negative λ 0 (α) and two complex-conjugate roots λ ± (α) = θ(α) ± iω(α) whose real part θ(α) vanishes at the critical point α c , while θ (α c ) = 0 (θ = dθ dα ). The characteristic equation in this case can be rewritten as
and is simplified to the form
Equating the coefficients of like powers of λ in (13) and (6) we get
On the other hand Eq. (13) has two pure imaginary roots (θ(α c ) = 0) iff the product of the coefficients of λ 2 and λ equals the constant term, that is iff
The critical Hopf bifurcation point α c is then given as follows:
where b 0 = β − ν + μ 2 ν 2 and μ < 0. Using (8) and (16) we deduce that the equilibrium point E 0 is unstable when α < α 1 and asymptotically stable when α > α 1 . Multiplying (14.ii) by λ 0 , then using (14.i) and (14.iii) we obtain
Differentiating with respect to α and setting α = α 1 (recalling that θ(α 1 ) = 0), we obtain
and it is clear that θ (α 1 ) < 0. For α = α 1 (θ = 0), λ 0 (α 1 ) is equal to the minus coefficient of λ 2 so that
, which implies that
Consequently, the system (4) satisfies the conditions of Hopf bifurcation theorem at E 0 . This theorem ensures the existence of a one-parameter family of periodic solutions in the neighborhood of the parameters (α 1 , β, μ, ν) , where α 1 , β, ν > 0 and μ < 0.
When ω 1 = 0 the Hopf and pitchfork bifurcation coincide, with a pair of zero eigenvalues for the equilibrium point E 0 . Thus the point α = α 1 , β = ν and μ = 0 is the Takens-Bogdanov bifurcation point.
We next study the stability of these periodic solutions by using Theorem 3.1 of [11] . It is easy to verify that there exists a matrix
. T is nonsingular matrix with inverse,
If the following relation
holds, then F (y) which is defined by Eq. (3.6) of [11] has components
, where
It is easy to verify that the quantities F k ij appearing in (3.4) of [11] vanish (where i, j, k = 1, 2, 3), and the nonvanishing quantities F k ij l (where l = 1, 2) are given as follows: Substituting all these quantities F k ij l in (3.4) of [11] we obtain the following result:
Let η = α 2 1 − 2μνα 1 − ν. Now, by using (3.4) of [11] and Eqs. (19), (17), we can easily prove the following lemma:
Lemma 2. System (4) undergoes a Hopf bifurcation at E 0 for given positive parameters β, ν and μ < 0 in the neighborhood of (α = α 1 ). Moreover, 
Numerical results
The results in this section are obtained by using MATLAB and Fortran codes.
Periodic orbits and chaotic attractors
When μ > 0, the equilibria E ± exists and the system (4) is integrated at the parameters values ν = 100, μ = 0.1, β = 200 and α > 0. In this case the critical value at which system (4) has two pure imaginary eigenvalues is α + = 3.5078. The equilibrium points E + = (0.3162, 0, 0.3162) and E − = (−0.3162, 0, −0.3162) are stable for α > α + and lose their stability during α is decreased below α + . For α < α + , system (4) exhibits periodic solutions with higher orders and chaotic attractors. The complete chaotic attractor of system (4) is shown in Fig. 2 , however the system is reached to chaos via period-doubling bifurcation (see Fig. 3 ). We summarize the rich dynamics of the system (4) as follows; period-1 limit cycle is found when 3.51 α > 3.17, period-2 limit cycle for 3.16 α > 3.06 and period-4 limit cycle for 3.06 α > 3.04. One-band chaos exists for 2.96 α 2.8, double-band chaos and periodic windows for 2.79 α > 1.69, period-3 window exists for 1.69 α 1.66 and again double-band chaos for 1.66 > α > 1.05. One easily see that when α = 1 (the case of the original circuit) the system has periodic orbit.
Lyapunov exponents and Lyapunov dimension
A Fortran code is used to calculate Lyapunov exponents of the system (4), based on the efficient algorithm given by Wolf et al. [12] . Three Lyapunov exponents λ 1 , λ 2 , λ 3 of the chaotic attractor are found (when ν = 100, μ = 0.1, β = 200 and α = 1.6), they are λ 1 = 2.22, λ 2 = 0.00 and λ 3 = −21.77, and they quantify the rapidity of separation of orbits inside the attractor.
Furthermore, Kaplan and Yorke [13] defined the Lyapunov dimension as follows: where λ i,s are Lyapunov exponents (λ 1 · · · λ n ), j is the largest integer such that i=j i=1 λ i 0 and Figure 4 shows plot of Lyapunov exponents as functions of the dynamical parameter α for the above choice of the parameters values. This plot of Lyapunov spectrum gives us full details about the regions of asymptotic stability of the equilibria E ± , periodic orbits and chaos.
Synchronizing the modified ADVP system using backstepping design
We apply here an adaptive synchronization procedure using a backstepping design to system (4). The backstepping design procedure is recursive. At the ith step, the ith-order subsystem of the full error dynamical system is asymptotically synchronized with respect to a suitable Lyapunov function V i by designing an estimative control function f i and a control input laws k i .
The drive and response systems are described by the following equations respectively:
where the drive and response systems (20) and (21) are coupled by k. Our goal is to find a simple control law k for the purpose of synchronizing the two identical ADVP systems (20) 
Numerical results
Numerical simulations results are also presented to demonstrate the effectiveness of the proposed synchronization method. We simulate the drive and response systems using the software MATLAB. By using the parameters values ν = 100, μ = 0.1, β = 200, α = 1.6 and initial conditions: Figure 5 shows that the trajectories of e x , e y and e z of the error system (23) converge to zero, and the synchronization of the two systems (20) and (21) is achieved using the control law (30).
Conclusion
Simple modification has been added to the ADVP circuit. The dynamics of the Modified ADVP model have been analyzed. Routh-Hurwitz theorem has been used to study the stability conditions of the equilibrium points. The existence of periodic solution has been proven using Hopf bifurcation theorem and the stability of this periodic solution has been discussed in details by using the results of Hsü and Kazarinoff. Adaptive synchronization using backstepping design has been applied to the system. Numerical simulation has been used to verify the efficiency of the synchronization method.
