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Abstract
The backreaction of D-branes on closed string moduli is studied in perturbed conformal
field theory. To this end we analyse the divergences in the modular integral of the annu-
lus diagram. By the Fischler-Susskind mechanism, these divergences lead to additional
terms in the bulk renormalisation group equations. We derive explicit expressions for
these backreaction terms, and follow the resulting renormalisation group flow in several
examples, finding agreement with geometric expectations.
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1 Introduction
A lot of recent work in string theory has dealt with the question of moduli and moduli
stabilisation in realistic compactifications. In such setups two kinds of moduli appear.
Closed string moduli correspond to deformations of the bulk theory, i.e. in geometric
language to deformations of the compactification manifold. Open string moduli on the
other hand correspond to deformations of the branes of the configuration.
String compactification can also be considered in the framework of two dimensional confor-
mal field theory. The compactification is then no longer given by a Calabi-Yau manifold,
but by a worldsheet CFT of the correct central charge. The branes of such a configura-
tion are described by conformal boundary conditions. Closed string moduli are given by
exactly marginal bulk operators, open string moduli by exactly marginal boundary opera-
tors, and the theory is deformed by inserting such integrated operators in the correlators.
Arguably the CFT point of view is more fundamental, as it includes all α′ corrections. On
the other hand only for very few geometric configurations the corresponding worldsheet
CFT is known explicitly.
To determine the moduli space of the theory, one needs to find all exactly marginal
operators. A marginal operator is exactly marginal if it remains marginal in the perturbed
theory, or, to put it another way, if it does not run under the renormalisation group flow.
Criteria for this have been worked out for bulk [1] and boundary operators [2].
More recently, [3] considered the interplay between bulk and boundary operators. In
particular, renormalisation group flow equations were derived which describe the effects
of bulk perturbations on the boundary. These equations describe how the open string
moduli space changes as bulk perturbations are turned on (see also [4] for a discussion
of this question). More generally, they show that the boundary conditions flow to a
fixed point which is compatible with the new, perturbed bulk theory. The bulk theory,
however, remains fixed and is not affected by the boundary conditions — the brane does
not backreact on the bulk.
The aim of this paper is to extend the RG equations of [3] to include the backreaction of
branes on the bulk theory. The idea for the underlying mechanism goes back to [5, 6, 7,
8, 9]: in string theory, to calculate amplitudes one considers not only the disk diagram,
but also diagrams of higher genus. The total amplitude is obtained by summing over all
topologies and integrating over the moduli of the conformal structure of the diagrams.
This integration can lead to new divergences at the boundary of the moduli space M,
i.e. when the surface degenerates. More precisely, the spectrum of the theory may contain
tadpoles, i.e. massless modes, which give logarithmic divergences when integrated over
M. According to [7, 8], these can be absorbed by a suitable shift of the coupling constants
in lower genus diagrams, thus contributing to the RG flow of the bulk couplings. Since the
nature of the tadpoles depends on the boundary condition that is imposed, this describes
the backreaction of the brane on the bulk.
We show that this prescription works for the annulus diagram, i.e. that the tadpole
divergences can be compensated by local counterterms on the disk diagram, leading to
additional terms in the bulk RG equations of [3]. The brane backreaction can thus be
incorporated quite naturally in the language of renormalisation group flows.
The RG equations so obtained can be used to study various examples. In many cases,
we know already from geometric considerations how the brane should deform the bulk
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theory, so that we can compare our results. For instance, we expect that a D1-brane
wrapping a circle should shrink its radius. This is confirmed by the RG analysis. In
other, more complicated examples we also find agreement between the RG analysis and
geometric expectations or supergravity calculations.
This paper is organised as follows. In section 2 we first rederive the bulk-boundary RG
equations of [3] using a different regularisation scheme which is more suitable for further
analysis. We then derive the backreaction term to first order in the string coupling
constant gs by analysing divergences of the annulus diagram. In section 3 we apply the
extended RG equations to the free boson and WZW models. Section 4 discusses bosonic
string theory in flat space and its relation to supergravity solutions. Finally, section 5
contains our conclusions.
2 Renormalisation group equations
2.1 Dimensional regularisation on the disk
Let us first derive the renormalisation group equations on the disk [10, 3]. Consider the
partition function 〈e−S〉, where S is the perturbed action,
S = S∗ −∆S = S∗ −
∑
i
λi ℓ
hφi−2
∫
φi(z) d
2z −
∑
j
µj ℓ
hψj−1
∫
ψj(x) dx . (2.1)
We have introduced the length scale ℓ to keep the coupling constants dimensionless.
Expanding 〈e−S∗+∆S〉 in powers of λi and µj gives terms of the form
λl11 · · ·µm11 · · ·
l1! · · ·m1! · · ·
∏
i
ℓ(hφi−2)li
∏
j
ℓ(hψj−1)mj
×
∫
〈φ1(z11)φ1(z12) · · ·φ2(z21) · · ·ψ1(x11) · · · 〉
∏
d2zik
∏
dxjk . (2.2)
Here the bulk fields φi are integrated over the entire disk, and the boundary fields ψj over
its boundary. The disk has the conformal symmetry group SU(1, 1). The integration
measure dµ must transform with conformal weight (−1,−1) under such transformations,
so that integrals of marginal (1, 1) fields
∫
dµφ(1,1) are invariant. Clearly, d
2z satisfies
this property. Since we can use SU(1, 1) to map any point to 0, it follows that up to a
constant factor this is the only possible measure.
Because of the symmetry group, the integrals in (2.2) are infinite. To render them finite,
we use SU(1, 1) to fix the position of one bulk and one boundary insertion. Alternatively,
we can (formally) divide by the volume of SU(1, 1).
The terms (2.2) are still infinite, since the integrand diverges when fields come close
together. More precisely, three different situations can cause divergences: when two bulk
fields come close to each other, when two boundary fields come close to each other, or
when a bulk field comes close to the boundary. These three situations will lead to the
three different terms in the RG equations (2.7) and (2.8) below. We thus have to introduce
a scheme to regularise the divergences. One such scheme [10, 3] is to cut out small disks
of radius a around all operators.
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Instead we will use a scheme which resembles dimensional regularisation. To evaluate
diverging integrals, we change the conformal dimension of the fields involved to such values
that the integral converges, and evaluate the original integral by analytic continuation.
One motivation for using this scheme comes from the spacetime interpretation of the
divergences that will show up in the modular integrals: they can be interpreted as infrared
divergences due to massless modes, so that a natural regularisation is to introduce a
small mass term. In the worldsheet theory, this corresponds to a shift of the conformal
dimension of the field. From a more technical point of view, it is favourable to keep
conformal covariance of all expressions, which is destroyed if we cut out small disks.
Let us shift the conformal weight of boundary fields as hψ 7→ hψ − ǫ, and that of bulk
fields as hφ 7→ hφ − 2ǫ.† As an example for how the scheme works, consider two marginal
bulk fields φi, φj that come close to each other to produce another marginal field φk,
λiℓ
−2ǫλjℓ
−2ǫφi(z)φj(0) ∼ λiλjℓ−4ǫ φk(0)Cijk|z|hi+hj−hk = λiλjℓ
−4ǫφk(0)Cijk|z|−2+2ǫ . (2.3)
For simplicity, we have fixed the position of φj to 0. We perform the d
2z integral up to
some IR cutoff L to obtain
λiλjℓ
−2ǫφk(0) 2πCijk
ℓ−2ǫ
2ǫ
L2ǫ . (2.4)
We have pulled out a factor ℓ−2ǫ which will be absorbed in the shift of λk (see (2.6)). The
second factor ℓ−2ǫ gives
ℓ−2ǫ
2ǫ
L2ǫ =
1
2ǫ
− log ℓ+ logL+O(ǫ) . (2.5)
In the limit ǫ→∞, only the second term gives a dependence on ℓ which contributes to the
RG flow. We see that the regularisation scheme has introduced an implicit dependence
of the integral on ℓ. As 〈e−S〉 must be independent of ℓ, we must compensate a shift in
log ℓ by shifting λi and µj . A combinatorial analysis shows that the shift needed is
λkℓ
−2ǫ 7→ λkℓ−2ǫ + λiλjℓ−2ǫπCijk · log ℓ . (2.6)
In a similar way, we treat the other types of divergences. The resulting renormalisation
group equations are [3]
λ˙k = (2− hφk)λk + πCijk λiλj +O(λ3) , (2.7)
µ˙k = (1− hψk)µk +
1
2
Bik λi +Dijk µiµj +O(µλ, µ3, λ2) , (2.8)
where the dot indicates a derivative with respect to the flow parameter t = log ℓ. To
obtain higher order terms in µ and λ, one would have to analyse the situation when three
or more fields come close to each other. In the following, we shall never consider such
terms.
†Note that for bulk fields in a theory with boundary h = hL + hR.
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Figure 1: Divergences of the annulus diagram
2.2 Higher genus: general strategy
To calculate amplitudes in string theory, we have to take into account higher genus dia-
grams as well. For simplicity assume that there is only one type of field φ in our theory. As
before, a string amplitude F can be expanded in powers of λ, F =
∑
n λ
nFn . Each term
Fn itself contains contributions from all topologically different diagrams with n insertions
of φ. Moreover, for a given topology we must integrate over all conformal structures,
parametrised by modular parameters ti. In full,
Fn =
∑
k
gχks
∫
Mk
dtiF
k
n (ti) , (2.9)
where gs is the string coupling constant and χk is the Euler characteristic of the diagram
F k. Integration over the moduli space Mk leads to new divergences due to marginal and
relevant modes in the spectrum of the theory. The divergences have to be regularised,
and we must try to compensate for them by introducing counterterms on diagrams of
lower genus. These ℓ-dependent terms then give the the backreaction terms in the bulk
RG equations.
2.3 The annulus diagram
We will now calculate the backreaction terms caused by the annulus diagram An = F
1
n .
The annulus has a single real modular parameter q, its inner radius. The integral over
q produces a divergence for q → 0. In this case there is an intuitive way to see how the
counterterm on the disk arises, as shown in figure 1: the divergent part of the annulus
diagram with n integrated insertions corresponds to a disk diagram with an additional
field χ(0) inserted. A shift λ 7→ λ + δλ on the disk diagram Dn+1 = F 0n+1 can thus
compensate the divergence. The corresponding term is of order gs.
Although we will only calculate the term of order gsλ
0, some comments on terms of higher
order in λ are necessary. The analysis on the disk showed that λ2 terms are produced by
two fields approaching each other, and that higher order terms appear when n fields come
close together. In the situation here, higher order corrections arise when additional fields
move close to the new field produced on the disk or to the boundary of the annulus. If
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for instance a single φ moves close to the centre of the annulus An, the divergence can be
compensated by the disk diagram Dn, which produces a contribution of order gsλ. As we
are only interested in the lowest order correction, we can thus subtract divergences which
arise from fields moving close to each other or to the boundary.
Note that the symmetry group of the annulus is only U(1) — we can fix the position of one
boundary insertion, or alternatively we can divide the amplitude by 2π. This also means
that unlike on the disk, the conformal symmetry no longer uniquely fixes the integration
measure. Nevertheless, the correct measure is still d2z, see e.g. [11].
For a given radius q, the integrated n-point amplitude of the annulus is given by
An(q) =
1
π
n∏
i=1
∫ q
1
d2zi〈〈B||φ(z1) . . . φ(zn)qL0+L¯0−2||B〉〉 . (2.10)
For simplicity, we have only included one type of marginal field φ. As usual, 〈〈B|| is
the boundary state at the outer radius 1. To obtain the boundary state at the inner
radius, we transport ||B〉〉 to the inner radius q using the propagator π−1qL0+L¯0−2, whose
normalisation is fixed by the construction of the boundary states. By inserting a complete
set of states, we expand the boundary state in a sum of fields inserted at the point 0. The
action of the propagator then gives
π−1qL0+L¯0−2||B〉〉 = π−1
∑
i
qhi+h¯i−2|φi〉〈φi||B〉〉 . (2.11)
Here 〈φi||B〉〉 is the disk one-point function with φi sitting at the point 0. Integrating
(2.10) over its moduli space using the measure q−1dq, we see from (2.11) that divergences
arise for q → 0 for all fields with hi = h¯i ≤ 1. In a supersymmetric setup, we expect
no relevant, i.e. tachyonic fields. In the bosonic theories we will consider, the only such
field is usually the vacuum h = h¯ = 0. The vacuum only changes overall normalisations,
so that we will ignore it in what follows. The only divergences are then due to marginal
fields hi = h¯i = 1− ǫ. Their contribution is
||B(q)〉〉 ≃ q
−2ǫ
π
∑
i
〈φi||B〉〉φi(0) . (2.12)
For the moment, let us assume that there are no integrated bulk insertions. The integral
of (2.12) over moduli space converges if ǫ < 0, and we will use its analytic continuation,∫ 1
0
q−1dq ||B(q)〉〉 = −1
π
1
2ǫ
∑
i
〈φi||B〉〉φi(0) . (2.13)
The pole in ǫ will then contribute to the RG equations as in (2.4).
If the diagram contains integrated bulk insertions, the comparison is a bit more subtle:
in the disk diagram, the additional bulk insertions are integrated over the entire disk,
whereas on the annulus they are only integrated up to the inner radius q. The divergent
contribution of the tadpole, however, comes from the limit q → 0. We can thus concentrate
on annulus diagrams where q < |ǫ|. Indeed,∫ 1
|ǫ|
dqq−1−2ǫ = − 1
2ǫ
(1− e−2ǫ ln |ǫ|) = O(ln |ǫ|) (2.14)
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is only a subleading contribution compared to (2.13). We claim then that to lowest order
in λ we can rewrite the annular integral as∫ |ǫ|
0
dq
∫ 1
q
d2zi〈. . .〉 =
∫ 1
|ǫ|
d2zi
∫ |ǫ|
0
dq〈. . .〉+O(ǫ2) . (2.15)
This holds because we can estimate the contribution of the fields φ integrated over the
small disk of radius |ǫ|: since we only calculate the lowest order term in λ, we subtract
all singular terms in φ. The remaining expression is then bounded by some constant B,
and we can estimate its contribution as ≤ πǫ2B. A similar argument shows that we can
cut out the same small disk in the disk diagram without changing the result. This shows
that we can compare annulus diagrams with disk diagrams even if they contain integrated
insertions.
So far, the fields φi introduced by the tadpoles are inserted at the point z = 0. In order to
be able to compensate them with a disk diagram, we need to rewrite them as integrated
insertions. To do this, we use the fact that the disk has a larger symmetry group than
the annulus. Consider the disk diagram with n integrated fields φ(zi) and one additional
field χ(z), each of them marginal. We can use part of the symmetry group SU(1, 1) to fix
the position of χ to 0. In particular, for each z choose fz ∈ SU(1, 1) such that fz(z) = 0.
Defining zˆi = fz(zi), conformal covariance tells us that the zi integral changes as∫
d2ziφ(zi)→
∫
d2zˆi
∣∣∣∣∂zi∂zˆi
∣∣∣∣
−2ǫ
φ(zˆi) =
∫
d2zˆiφ(zˆi) +O(ǫ) . (2.16)
Up to terms of order ǫ, the resulting integral is thus independent of z, and the additional
field χ(z) is fixed at the position z = 0. Formally, we can write this manipulation as
1
|SU(1, 1)|
∫
d2z
∫
d2zi〈χ(z)φ(z1) . . .〉 = 1|U(1)|
∫
d2zˆi〈χ(0)φ(zˆ1) . . .〉+O(ǫ) , (2.17)
where |G| denotes the volume of the respective symmetry group. On the right hand
side of (2.17), we divide by |U(1)| because we still have not fixed the entire symmetry:
after choosing fz, we can always rotate the disk around its centre. This remaining U(1)
symmetry however is exactly the symmetry group of the annulus, so that the right hand
side of (2.17) is the standard annulus diagram with one fixed insertion.
The upshot of this analysis is that the divergent part of An has the same form as Dn+1,
so that it can be compensated by introducing a counterterm on the disk diagram. As
before, we need to split off a factor ℓ−2ǫ to be included in λ. The annulus contribution to
the disk diagram is thus
− ℓ−2ǫgs
π
ℓ2ǫ
2ǫ
〈φi||B〉〉
∫
d2z φi(z) = −ℓ−2ǫ gs
π
(
1
2ǫ
+ log ℓ+O(ǫ)
)
〈φi||B〉〉
∫
d2z φi(z)
(2.18)
for each marginal field φi. The usual combinatorial analysis shows that this can be
compensated by shifting the coupling constant λi.
Putting everything together we obtain the modified bulk RG equations
λ˙k = (2− hφk)λk +
gs
π
〈φk||B〉〉+ πCijk λiλj +O(gsλ, λ3, g2s) . (2.19)
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3 WZW models and the free boson
We now apply equation (2.19) to some examples. First we consider the free boson com-
pactified on a circle, subject to Neumann or Dirichlet boundary conditions. Then we turn
to Wess-Zumino-Witten models based on compact Lie groups. These models and their
boundary states are very well understood and can be interpreted geometrically. We can
thus check RG flow results against geometric expectations.
3.1 The free boson on a circle
Let X(z, z¯) be the free boson compactified on a circle of radius R, X ∼ X + 2πR. Its
action is given by
S =
1
2π
∫
d2z ∂X∂¯X . (3.1)
Neumann and Dirichlet boundary conditions are given by identifying on the real axis
z = z¯
∂X = ∂¯X (Neumann) and ∂X = −∂¯X (Dirichlet).
As usual, we can switch to the closed string picture by mapping the upper half-plane to
the disk. The boundary condition is then described by the boundary states ||N〉〉 and
||D〉〉, respectively.
The ground states of the system are parametrised by momentum and winding numbers
n, w ∈ Z such that
(pL, pR) =
( n
2R
+ wR,
n
2R
− wR
)
, (3.2)
with conformal weight given by (1
2
p2L,
1
2
p2R). At a generic radius R, the only marginal
operator is ∂X∂¯X . Its one-point function is given by
〈∂X∂¯X||N〉〉 = 1 and 〈∂X∂¯X||D〉〉 = −1 . (3.3)
We will also have to deal with the relevant fields that are present in theory.
Let us analyse the Neumann case first. The one-point function vanishes unless pL = −pR,
i.e. n = 0, so that only pure winding modes couple. If we take R big enough, (3.2)
shows that all these modes become irrelevant. It is thus sufficient to only consider the
perturbation by ∂X∂¯X ,
S =
1
2π
∫
d2z ∂X∂¯X − λ
∫
d2z ∂X∂¯X . (3.4)
We see that (2.19) yields λ˙ = gs/π > 0. An increase in λ means that the circle shrinks,
as can be seen from (3.4): to maintain the correct normalisation of the action, we have
to introduce rescaled fields X ′ =
√
1− 2πλX , which satisfy X ′ ∼ X ′ + 2πR′ = X ′ +
2πR
√
1− 2πλ.
This shows that a Neumann brane that wraps the circle shrinks its radius. Similar rea-
soning shows that the D0 brane given by ||D〉〉 increases the radius of the circle.
When R becomes of the order of the self-dual radius R0 = 1/
√
2, new relevant and
marginal fields appear, and the above analysis breaks down. To analyse this case, we
will use the fact that the free boson at the self-dual radius is equivalent to the SU(2)
Wess-Zumino-Witten-model at level 1. We therefore turn our attention to WZW-models.
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3.2 Renormalisation group flows in general WZW models
Wess-Zumino-Witten models are often described as σ-models on a group manifold of
a Lie group G [12]. A different, more algebraic approach is to define them via their
operator content and correlation functions. For the moment, we will use this more abstract
formulation, before changing to a more geometric picture in the next section.
The currents of the WZW model of a Lie group G at level k correspond to elements of
the Lie algebra g of G and satisfy the operator product expansion
Ja(z)J b(w) ∼ kδ
ab
(z − w)2 + if
ab
c
Jc(w)
(z − w) , (3.5)
where fabc are the structure constants of g. The marginal fields of the theory are given
by all possible combinations JaJ¯ b of left-moving and right-moving currents. We consider
branes that preserve the affine symmetry up to conjugation by g ∈ G [13, 14, 15]. In the
closed string picture this means that the boundary state ||B〉〉 has to satisfy the gluing
condition
(gJamg
−1 + J¯a−m)||B〉〉 = 0 , (3.6)
whereas in the open string picture the left and right moving currents are identified at the
boundary as
gJa(z)g−1 = J¯a(z¯) for z = z¯ . (3.7)
The one-point function is best evaluated in the open string picture and gives [16, 17]
〈(JaJ¯ b)(u)〉B = k tr (J
agJ bg−1)
(u− u¯)2 = −k
tr (JagJ bg−1)
|u− u¯|2 , (3.8)
so that 〈JaJ¯ b||B〉〉 = −k tr (JagJ bg−1). Note that the currents are normalised such that
tr (JaJ b) = δab. The orthonormal marginal fields are thus
φab(z) = k
−1JaJ¯ b . (3.9)
Let us start from the model which is initially unperturbed. To lowest order, (2.19) gives
then
λ˙ab = −gs
π
tr (JagJ bg−1) . (3.10)
Higher order contributions in the bulk come from evaluating connected n-point functions.
They are given [16, 17] by the product of traces k tr (Ja1 . . . Jan)k tr (J¯ b1 . . . J¯ bn), so that
in the normalisation (3.9) they go as k2−n. In the limit k →∞ they only give subleading
contributions.
Let us make a side remark. We can choose an orthogonal basis Ja, a = 1, . . . , r for the
left moving currents, and a corresponding basis J¯ b := g−1J bg, b = 1, . . . , r for the right
moving currents. (3.10) then shows that only the fields φaa are switched on. Note that
these fields leave the boundary conditions unchanged, as
[ta, gt¯ag−1] = [ta, ta] = 0 , (3.11)
which means that all Bik in (2.8) vanish, so that no boundary fields are switched on [3].
The brane changes the bulk without inducing a backreaction on itself.
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3.3 Geometric interpretation of SU(2)k
To get a geometric picture of the brane backreaction, we switch to a more geometric
description of WZW models. We will concentrate on G = SU(2). We can write this
theory as a σ-model on the group manifold, using the parametrisation [18]
g = ei(θ+θ˜)σ2/2eiφσ1/2e−i(θ−θ˜)σ2/2 , (3.12)
or explicitly
g =
(
cos φ
2
cos θ˜ + i sin φ
2
sin θ cos φ
2
sin θ˜ + i sin φ
2
cos θ
− cos φ
2
sin θ˜ + i sin φ
2
cos θ cos φ
2
cos θ˜ − i sin φ
2
sin θ
)
. (3.13)
At level k the action then becomes
S0(φ, θ, θ˜) =
k
2π
∫
d2z
(
1
4
∂¯φ∂φ+ sin2
φ
2
∂¯θ∂θ + cos2
φ
2
∂¯θ˜∂θ˜ + cos2
φ
2
(∂¯θ∂θ˜ − ∂¯θ˜∂θ)
)
.
(3.14)
For later use, we also derive explicit expressions for the currents J = −k∂g g−1 and
J¯ = kg−1∂¯g,
J1 = −k i√
2
(∂φ cos(θ˜ + θ)− ∂θ sinφ sin(θ˜ + θ) + ∂θ˜ sin φ sin(θ˜ + θ)
J2 = −k i√
2
(∂θ(1 − cosφ) + ∂θ˜(1 + cosφ))
J3 = −k i√
2
(∂φ sin(θ˜ + θ) + ∂θ sin φ cos(θ˜ + θ)− ∂θ˜ sin φ cos(θ˜ + θ)
and
J¯1 = k
i√
2
(∂¯φ cos(θ˜ − θ) + ∂¯θ sinφ sin(θ˜ − θ) + ∂¯θ˜ sin φ sin(θ˜ − θ))
J¯2 = k
i√
2
(∂¯θ(−1 + cosφ) + ∂¯θ˜(1 + cosφ))
J¯3 = k
i√
2
(−∂¯φ sin(θ˜ − θ) + ∂¯θ sinφ cos(θ˜ − θ) + ∂¯θ˜ sinφ cos(θ˜ − θ)) .
The boundary states are given by ||j, g〉〉. For each gluing condition g there are k + 1
possible branes, labelled by j = 0, 1
2
, . . . , k
2
. [19] gives a geometric interpretation for these
branes in terms of conjugacy classes: if g is the identity e, then ||j, e〉〉 is the S2 that
wraps the conjugacy class given by
h
(
e2πij/k 0
0 e−2πij/k
)
h−1 . (3.15)
In particular, for j = 0 and j = k
2
, the conjugacy class collapses to a point and the brane
describes a D0 brane sitting at the point e and −e, respectively. If the gluing map is
given by a general g, the position of the brane shifts accordingly.
To go to the geometric limit, we fix j and let k → ∞. Independent of j the brane thus
becomes a D0 brane sitting at the point g. Also, (3.10) shows that the flow induced
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depends only on g. We can therefore suppress the index j and parametrise the brane only
by g = g(Φ,Θ, Θ˜). Note that we denote its position by capital letters Φ,Θ, Θ˜, as opposed
to small letters for the coordinates of the manifold.
In the geometric limit the SU(2)k model corresponds to a non-linear σ-model on S
3 with
radius r ∼ √k. We can read off the target space metric G and the field B from the
coefficients of the action. In the unperturbed case (3.14) this gives
G0 =

 k/4 0 00 k sin2 φ
2
0
0 0 k cos2 φ
2

 , B0 =

 0 0 00 0 k cos2 φ
2
0 −k cos2 φ
2
0

 . (3.16)
3.4 Minimising the brane mass
Let us now calculate the RG flow and try to interpret it. (3.10) shows that the marginal
fields J iJ¯ j are turned on with the respective strength
λ˙ij(Φ,Θ, Θ˜) = −gs
π
tr (J igJ jg−1) =: −gs
π
Kij(Φ,Θ, Θ˜) . (3.17)
The coefficients Kij depend on the position of the brane and are given by
Kij = 2

 cos 2Θ˜ cos2 Φ2 + cos 2Θ sin2 Φ2 sin(Θ + Θ˜) sinΦ sin 2Θ sin2 Φ2 − sin 2Θ˜ cos2 Φ2− sin(Θ− Θ˜) sinΦ cos Φ cos(Θ − Θ˜) sinΦ
sin 2Θ sin2 Φ2 + sin 2Θ˜ cos
2 Φ
2 − cos(Θ + Θ˜) sinΦ cos 2Θ˜ cos2 Φ2 − cos 2Θ sin2 Φ2

 .
(3.18)
This flow has a nice geometric interpretation. The mass of a brane is given by the value
of the dilaton ϕ. Perturbing the metric of S3 induces a non-constant dilaton and so
changes the mass of the brane. [3] showed that in the case of an induced boundary flow,
the brane deformed in such a way as to minimise its mass. We will show that a similar
thing happens here: this time, the brane remains at the same place, but it deforms the
geometry in such a way that its mass is minimised.
To show this, let us first find the change in geometry that decreases the mass of the brane
as much as possible. The most general current-current deformation of the original theory
is
S = S0 − α
∫
d2z
∑
i,j
aijJ
i(z)J¯ j(z¯) , (3.19)
where the aij are real coefficients. This gives a new metric G
′(φ, θ, θ˜) = G0 − αG1 and a
new B-field. The new, nontrivial dilaton ϕ can be calculated by [18, 20]
e−2ϕ0
√
detG0 = e
−2ϕ(φ,θ,θ˜)
√
detG′(φ, θ, θ˜) . (3.20)
The mass of the brane at g = g(Φ,Θ, Θ˜) is proportional to g−1s ∼ e−ϕ(Φ,Θ,Θ˜). We thus
want to maximise the increase of detG−10 G
′ at the point (Φ,Θ, Θ˜). Its derivative is given
by
∂α det(1− αG−10 G1)|0 = − trG−10 G1 . (3.21)
A straightforward calculation then shows
trG−10 G1(Φ,Θ, Θ˜) = k
∑
i,j
aijKij(Φ,Θ, Θ˜) , (3.22)
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where Kij is the same expression as in (3.18). Introducing a Lagrange multiplier term
ν
∑
i,j a
2
ij shows that the expression is extremised by aij = −Kij(Φ,Θ, Θ˜). Comparing to
(3.17) we find perfect agreement.
We can try to follow the flow further and describe the geometry of the deformed manifold.
By the symmetry of the problem, it is sufficient to consider the brane sitting at θ = 0, θ˜ =
0‡ so that
g =
(
eiΦ/2 0
0 e−iΦ/2
)
. (3.23)
(3.18) then turns on the fields
λij = −2 gs
π

 1 0 00 cosΦ sin Φ
0 − sin Φ cosΦ

 . (3.24)
They change the metric G0 by some expression 2
gs
π
GΦ1 (φ, θ, θ˜). At the point of the brane,
GΦ1 simplifies:
GΦ1 (Φ, 0, 0) =

 k2/2 0 00 2k2 sin2 Φ
2
0
0 0 2k2 cos2 Φ
2

 = 2kG0(Φ, 0, 0) . (3.25)
The effect of the backreaction is simply to rescale the original metric. We can continue
to use our original reasoning even away from the point t = 0 to obtain the differential
equation
G˙Φ(Φ, 0, 0) ∼ G0(Φ, 0, 0) . (3.26)
The geometric analysis only gives the direction of the flow, so that we are free to choose
the actual flow parameter. Writing
GΦµν(t) = G0µν + 4
gs
π
ktGΦ1µν (3.27)
we fix t so that it agrees with the conformal field theory flow parameter at t = 0.
Note that this analysis agrees with the observation in section 3.2, where we argued that
in the limit k → ∞, only the zero order term is important, and that thus no new bulk
fields are turned on. This translates to the statement that (3.26) remains valid away from
the starting point.
We can now try to understand how the geometry of the S3 changes as we start to flow,
and we can also try to estimate how far we should trust our analysis. Define a new flow
parameter t′ = 4gst/π. Take the metric G
Φ
µν(t
′) and calculate the associated Ricci scalar
R(t′). At the point g it is given by
R(t′) =
6 + 84kt′
k(1 + 2kt′)2
. (3.28)
The curvature thus increases at first, in agreement with the intuition that the brane warps
the space around it.
‡We could simply restrict to g = e, but e is a coordinate singularity in the parametrisation chosen.
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The geometric picture breaks down as soon as the curvature becomes too big. In fact,
if one considers R(t′) on all of S3, it turns out that at kt′ = 1
2
the curvature becomes
singular at some points. The geometric approximation thus becomes unreliable as soon
as kt′ ∼ 1. In particular, one should not trust (3.28) for values kt′ ∼ 5
14
, where R(t′)
seemingly starts to decrease.
4 Flat space
The last example we consider is the bosonic string in flat space in the presence of a Dp-
brane. In this case, one can consider the low-energy supergravity limit of the theory. The
D-brane is then given by a p-brane, a solution of the corresponding supergravity equation.
[21] performed a boundary state calculation and found agreement with the supergravity
results. We will reproduce their results using the extended RG equations.
4.1 The boundary state
The conformal field theory is described by 26 free bosons with ladder operators aµn, a¯
ν
n. A
Dp-brane located at y is described by the boundary state [21]
||Dp; y〉〉 = Tp
2
∫
dd⊥k⊥
(2π)d⊥
eik⊥y exp
[
−
∞∑
n=1
aµ−nSµν a¯ν−n
]
|0; k‖ = 0, k⊥〉 . (4.1)
The diagonal matrix Sµν is given by
Sµν = (ηαβ ,−δij) , (4.2)
where α, β run over the d‖ = p + 1 dimensions parallel to the brane, and i, j over the
d⊥ = 26− p− 1 transverse dimension. Its tension is
Tp =
√
π
2(d−10)/4
(4π2α′)(d−2p−4)/4 . (4.3)
Again, we will ignore the tachyon and concentrate on marginal fields. The corresponding
states are of the form
aµ−1a¯
ν
−1|0; k〉 . (4.4)
Here |0; k〉 is the ground state of momentum k, normalised as 〈k|k′〉 = 2πδ(k − k′), with
(2π)dδ(d)(0) = V . The conformal weight of (4.4) is (1+α′k2/4, 1+α′k2/4), and it couples
to the Dp-brane centred at y = 0 as
Aµνk := 〈0; k|aµ1 a¯ν1||Dp; 0〉〉 = −
Tp
2
δ(d‖)(k‖)Sµν . (4.5)
We see that only states with k‖ = 0 couple to the brane. It is thus necessary to consider
states with non-vanishing transverse momentum, which means k2⊥ > 0, such that k
2 > 0.
This poses a problem, as in string theory vertex operators have to be marginal, so that
k2 = 0.
This analysis indicates that we need to go off-shell to find states that couple to the brane.
From the CFT point of view such this means that we need to consider states (4.4) that
are almost marginal.
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4.2 Applying the RG equations
We would like to apply (2.19) and find the fixed point to which the theory flows. Although
we derived (2.19) only for marginal fields, the argument also works for almost marginal
fields with h = 1 + δh. δh then takes the role of ǫ, and the counterterm needed is
∼ ℓδh(δh)−1. The contribution to (2.19) is again gs
π
〈φk||B〉〉. It is clear however that
several steps of the derivation depended on taking ǫ→ 0 in the end. We should therefore
trust (2.19) only for almost marginal fields with δh≪ 1.
A fixed point of (2.19) is given by
0 = λ˙µν = (2− h)λµν + gs
π
Aµνk +O(gsλ, λ3, g2s) , (4.6)
so that to lowest order
λµν =
2gs
πα′
Aµνk
k2⊥
=
gsTp(2π)
p+1Vp+1
πα′
Sµν
k2⊥
. (4.7)
To compare to the metric in the supergravity solution, we calculate the expectation value
of the graviton, i.e. its one-point function. Assuming that the fields φµν(k) were orthonor-
mal in the original theory, the perturbed one-point function of aµ−1a¯
ν
−1|0; k〉 is
〈φµν(k)〉λ = λσρ〈φσρ(k)φµν(k)〉0 +O(λ2) = λµν +O(λ2) . (4.8)
To obtain the expectation value of the graviton, we have to extract the symmetric traceless
part of (4.7), as has been done in [21]. (4.7) then agrees with their results, up to a constant
factor due to different normalisations.
Our analysis is only valid if α′k2⊥ ≪ 1, since else δh is too big. Moreover gsTpα′k2⊥ ≪ 1 is
needed, since otherwise higher order terms will become important. Geometrically this
means that we can only consider weakly curved configurations, and only probe the long
distance limit. Our analysis is thus valid in the same range of parameters as the super-
gravity calculation.
5 Conclusions
We have calculated the backreaction of a brane on the bulk theory. The RG equations
so obtained are a concrete realisation of the Fischler-Susskind mechanism. For the free
boson on a circle and for the SU(2) WZW-model, the resulting flows agree with geometric
expectations. For flat space, we are able to reproduce the long-distance behaviour of the
supergravity solution.
An obvious extension of this work is to try to include higher order terms in gs. Techni-
cally, this is probably quite challenging. There is however a more fundamental question:
the analysis of section 2 shows that annulus tadpoles can be compensated by local coun-
terterms, i.e. that their effect can be expressed by standard RG equations. It is not clear
that this will also work for higher order tadpoles, e.g. for the disk with one thin handle
that shrinks to zero thickness.
The other natural extension is to generalise the RG equations to theories with worldsheet
supersymmetry. This would allow to consider setups that are phenomenologically more
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interesting. In particular, one could investigate supersymmetric configurations similar
to [22]. In such a setup, shifting the closed string moduli away from their original,
supersymmetric values will induce a flow in the configuration of branes. These in turn
will backreact on the bulk. It would be interesting to find the end point of this combined
flow and to check if the resulting theory is again supersymmetric.
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