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Neutron diffraction with static and pulsed magnetic fields is used to directly probe the magnetic
structures in LiNiPO4 up to 25T and 42T, respectively. By combining these results with magnetom-
etry and electric polarization measurements under pulsed fields, the magnetic and magnetoelectric
phases are investigated up to 56T applied along the easy c-axis. In addition to the already known
transitions at lower fields, three new ones are reported at 37.6, 39.4 and 54T. Ordering vectors
are identified with QVI = (0,
1
3
, 0) in the interval 37.6 − 39.4 T and QVII = (0, 0, 0) in the interval
39.4 − 54T. A quadratic magnetoelectric effect is discovered in the QVII = (0, 0, 0) phase and the
field-dependence of the induced electric polarization is described using a simple mean-field model.
The observed magnetic structure and magnetoelectric tensor elements point to a change in the lat-
tice symmetry in this phase. We speculate on the possible physical mechanism responsible for the
magnetoelectric effect in LiNiPO4.
I. INTRODUCTION
The fields of study centered on multiferroics and mag-
netoelectrics span both fundamental physics and appli-
cation with their potential for low-energy dispersive data
storage and other multifunctional devices1–4. In materi-
als displaying a magnetoelectric (ME) effect, an external
electric or magnetic field can induce a finite magnetiza-
tion or electric polarization, respectively. The effect is
usually described using Landau theory where the electric
polarization, Pi, induced by an applied magnetic field,
Hj , is written as
1
Pi = P0 + αijHj +
1
2
βijkHjHk + ...,
where i, j, k ∈ {a, b, c} and P0 is a spontaneous polariza-
tion. In a similar way, the induced magnetization, Mi,
may be expressed as follows:
Mi =M0 + αjiEj +
1
2
γijkEjEk + ...,
where Ej is now the applied electric field and M0 is a
spontaneous magnetization. The linear ME coupling is
described by αij and the coefficients, βijk and γijk, ac-
count for the quadratic ME effect. Higher order terms
may also occur. The allowed ME tensor forms are gov-
erned by the magnetic symmetry of the system and βijk
has the same symmetry as the pyroelectric tensor.
In multiferroics with a strong coupling between mag-
netic and electric order, the mechanism is often ex-
plained by spin currents5, the inverse Dzyaloshinskii-
Moriya interaction6 or p-d hybridization7 – the former
two are rooted in non-collinear magnetic order break-
ing spacial inversion symmetry8,9. Examples are incom-
mensurate spiral magnets such as the rare earth man-
ganites RMnO3 (R = Gd,Tb,Dy)
10–12 and RMn2O5
(R = Tb,Ho,Dy)13,14 or copper based compounds such
as LiCu2O2
15 or LiCuVO4
16. However less common,
some magnetoelectric (ME) materials have magnetic or-
der where the magnetic unit cell coincides with the crys-
tallographic unit cell. Among these are e.g. tetragonal
Ba2CoGe2O7
7 and Cr2O3
17,18. Another example is the
lithium orthophosphates, LiMPO4 with M = Ni, Co,
Mn, Fe. These orthorhombic compounds (space group
Pnma) all have commensurate antiferromagnetic ground
states below their respective ordering temperatures19–21.
Although the magnetic orders have similar symmetry, the
spin orientation differs depending on the magnetic ion in
question due to the single-ion anisotropy. For instance,
in LiNiPO4 the spins are along c and in LiFePO4 they
are along b . The variations in spin orientation result
in different ME tensor forms. For LiNiPO4 the elements
αac, αca 6= 0 are finite whereas for LiFePO4 the elements
αab, αba 6= 0 are finite
22. Previously, the field and tem-
perature dependencies of the field-induced electric polar-
ization in LiNiPO4
23,24 and LiFePO4
25 have been succes-
fully described based on related models.
In this paper we focus on LiNiPO4 which displays
a cornucopia of magnetic phases. The crystallographic
unit cell contains 4 magnetic Ni2+ ions (S = 1) placed
in a nearly face-centered arrangement [see Fig. 1 with
positions26 given in the figure caption]. Below TN =
20.8K the spins order in an antiferromagnetic commen-
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FIG. 1. Crystal structure of LiNiPO4. The magnetic Ni
2+
ions are surrounded by oxygen ions in an octahedral en-
vironment. The unit cell contains 4 magnetic ions which
form buckled sheets in the (b, c)-plane. The ion positions
are r1 = (1/4 + ε, 1/4, 1 − δ), r2 = (3/4 + ε, 1/4, 1/2 + δ),
r3 = (3/4 − ε, 3/4, δ) and r4 = (1/4 − ε, 3/4, 1/2 − δ) where
ε = 0.0256 and δ = 0.017526 . The exchange interactions are
mediated via couplings such as Ni-O-Ni (blue path) and Ni-
O-P-O-Ni (red path).
surate structure with propagation vector QI = (0, 0, 0).
The major spin component is along c and with symmetry
(↑↑↓↓)20. Here ↑/↓ denotes spin up/down for ions on sites
1-4 following the enumeration of Ref. 23. A smaller spin
canting component along a with symmetry (↑↓↓↑) was
also reported23. Just above TN an incommensurate, lin-
early modulated phase exists in the narrow temperature
interval up to 21.7K23,27,28. Upon applying a magnetic
field along the easy c-axis, the material goes through a
series of magnetic phase transitions: at 12T it enters
an incommensurate spiral phase with spins in the (a, c)-
plane and propagating along b23. At 16T the spiral locks
in to a period of 5 crystallographic unit cells. Upon fur-
ther increasing the field, at 19.1T the spiral gives way
to another QIV = (0, 0, 0) structure which yet again at
20.9T yields to a longer-period structure with a mod-
ulation of 3 unit cells along b24. The magnetization in
this phase is ∼ 13 of the saturated value. THz absorp-
tion spectra recorded up to 33T along c show changes in
the magnon absorption that coincides with the magnetic
phase boundaries29. Phases I and IV (in field intervals
0 − 12T and 19.1 − 20.9T) both support the ME effect
which has previously been characterized and successfully
modelled22–24,30.
The highest field at which the magnetic structures in
LiNiPO4 has hitherto been probed by neutron diffraction
is 30T24. In this paper we combine magnetometry, elec-
tric polarization measurements and neutron diffraction
to investigate the magnetic and ME phases in LiNiPO4
up to 56T. Three magnetic phases are discovered in ad-
dition to those already known – one of which displays a
quadratic ME effect.
II. EXPERIMENTAL DETAILS
Whereas measurements of bulk properties such as mag-
netization and specific heat in magnetic fields approach-
ing 100T31–33 are now becoming routine, neutron scat-
tering experiments in magnetic fields greater than 17.3T
were until recently not possible. The pursuit of higher
fields for neutron experiments have followed two differ-
ent paths. Using pulsed field technology, maximum fields
greater than 40T can be reached at the price of a very low
duty cycle34,35. In comparison, hybrid magnet technol-
ogy combining superconducting and resistive coils per-
mits continuous operation, but limits the maximum field
to 26T36–39.
In the present work, pulsed-field magnetization and
electric polarization measurements were performed at the
Institute for Solid State Physics, Japan. Magnetic field
pulses of 40ms duration and a peak field of 56T were ap-
plied along c. The magnet coil was made from a copper-
silver alloy. A 2 × 2 × 2mm3 crystal of spherical shape
was used for the magnetization measurements and the
absolute value of the magnetization was scaled to previ-
ous results obtained with static fields28. A plate-shaped
crystal with area 2 × 1mm2, thickness 0.65mm and a
perpendicular to the plate was used for measuring the
electric polarization along a, Pa, using a procedure simi-
lar to that described in Refs. 40 and 41.
Magnetic structures were directly probed using time-
of-flight (TOF) Laue neutron diffraction. In this method,
a polychromatic neutron beam is incident on the sample
and diffracted beam intensities are recorded at different
scattering vectors or momentum transfers, Q, by know-
ing the neutron flight time, TOF, and the travelled dis-
tance, L, at the detector position. A number of correc-
tions are generally needed in order to convert from the
collected integrated neutron intensities, I(Q), to struc-
ture factors42:
I(Q) ∝ Ψ(λ) ǫ(λ) |F (Q)|2
(
λ4
sin2 θ
)
.
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FIG. 2. TOF Laue neutron diffraction under pulsed magnetic fields at NOBORU. Scattered neutrons are recorded using a
2D detector consisting of 16 tubes with 128 pixels each. The detector image shows accumulated data for 99 magnet pulses.
Integrating neutron counts in the box yields data as shown in the histogram and with the red curve being the magnetic field
pulse. At 40T there is a signal around 5ms which corresponds to the (0, 1, 0) Bragg peak. The shown data is collected with
the settings µ0Hmax = 40T and ∆t = 1000µs.
Here Ψ(λ) is the neutron flux as measured by an up-
stream monitor, ǫ(λ) is the detector efficiency accounted
for by a vanadium measurement, F (Q) is the structure
factor and λ
4
sin2 θ
is the Lorentz factor with 2θ the scat-
tering angle. In addition, one may consider other factors
such as absorption or extinction. For magnetic scatter-
ing, additional corrections are needed for the form factor
squared, f(Q)2, and for taking into account the relative
orientation of Q and the magnetic moments.
One such TOF neutron diffraction experiment was
performed at the high magnetic field facility for neu-
tron scattering at the Helmholtz-Zentrum Berlin. The
setup consists of the Extreme Environment Diffractome-
ter (EXED) and the High Field Magnet (HFM)36–39.
The unique horizontal hybrid solenoid magnet allowed
for probing all magnetic phases up to 25.1T DC field.
The magnet has a 30◦ conical opening, which combined
with magnet rotation with respect to the incident neu-
tron beam gives access to a substantial region of recipro-
cal space. The sample was a high-quality 330mg single
crystal oriented with (0, 1, 0) and (0, 0, 1) in the horizon-
tal scattering plane. Magnetic fields were applied along
the c-axis with temperatures in the interval 1.3 − 30K.
The magnet was rotated −6◦ with respect to the incom-
ing beam with wavelength band 0.7−6.9 A˚. A number of
Bragg peaks were observed on the forward and backscat-
tering area detectors: (±1,K, 0), (−2,−2, 0), (0,K, 0),
(2,−1.33, 0), (1,−0.67, 0), (−2,−0.33, 0), (0, 0, 4) and
(0, 0, 2) with K ∈ [−2, 0].
A second TOF neutron diffraction experiment was per-
formed on the NeutrOn Beamline for Observation & Re-
search Use (NOBORU) at the Japan Proton Accelerator
Research Complex. The instrument was operated in Laue
mode with wavelengths λ < 10.5 A˚ and an area detector
(with 16 vertical PSDs of 128 pixels with 10µs time bins)
was placed in forward scattering positions. The pulsed
magnetic field was generated by a copper coil mounted
on an insert for a standard 4He cryostat controlling the
sample temperature. The coil itself was immersed in liq-
uid nitrogen and connected to a capacitor bank deliv-
ering 10ms pulses and thereby generating fields up to
42T. The sample was the same 330mg single crystal
also used in the HFM/EXED experiment. It was ori-
ented with the a-axis vertical and the c-axis in the scat-
tering plane rotated 6◦ away from the field direction in
order to reach momentum transfers along (0,K, 0). This
particular direction in reciprocal space was chosen since
magnetic structures in the lithium orthophosphates have
so far without exception been found to propagate along
b23,24,43. The time delay, ∆t, between neutron pulse and
magnet pulse as well as the maximum field, µ0Hmax,
were adjusted such that the neutron TOF-dependent in-
tensity collected in a small region on the area detector
may be converted to intensity versus (0,K, 0). The re-
lation between TOF and K goes as K = 2αL b sin θTOF with
α = 252.7µs/m/A˚. Data was collected using 14 differ-
ent settings of µ0Hmax and ∆t and with 50-120 magnet
pulses per setting. The experimental technique is also
described in Refs. 24 and 34. The setup is illustrated in
Fig. 2.
III. RESULTS & DISCUSSION
A. Magnetometry and electric polarization
Magnetic phase transitions are observed in the magne-
tization at 12.0, 16.0, 19.1, 20.9, 37.6, 39.4 and 54T as
shown in Fig. 3. Phases are enumerated using Roman
numerals I-VIII, following the notation of Ref. 24. Note
that the material is magnetized by ∼ 34 of the satura-
tion magnetization (MS = 2.2µB/ion
23) at the highest
probed field strength. To our best knowledge, the transi-
tions at 37.6, 39.4 and 54T have not been reported earlier
and phases VI, VII and VIII are unknown. Pronouced
hysteresis of about 1T is observed in the magnetization
at the 54T transition but not at 37.6 and 39.4T.
Figure 3 also shows the electric polarization along a as
a function of magnetic field applied along c. Phases I,
IV and VII display the ME effect with finite tensor ele-
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FIG. 3. Magnetization (grey curve) and electric polarization data (red and blue curves). Magnetization (right axis) and electric
polarization (left axis) along a measured at 4.2K as a function of magnetic field applied along c. Phase transitions as observed
in the magnetization are indicated with vertical dashed lines and the ramp direction is shown with open arrows. Phase numbers
are listed on top of the plot.
ments, αac and/or βacc. Hysteresis in the polarization is
observed at 12.0, 19.1 and 39.4T but not at 20.9T. The
bumps observed in the polarization around ∼ 23,∼ 33
and ∼ 44T for decreasing fields are attributed to me-
chanical oscillations of the sample and probe in the ex-
perimental setup. Because of the delayed response, these
disturbances often appear only for decreasing field as seen
here.
Previously, the ME effects in phases I and IV have
been studied in Refs. 22, 24, and 30. A model for the
temperature dependence of Pa in phase I was put forth
Ref. 23. Expanding on this theoretical framework, a
similar model for the field-dependence of Pa in phased IV
was developed in Ref. 24. In Section III.D we will explore
if this model can explain the field-dependence of Pa in
phase VIII as well, despite the pronounced differences
in characteristics that can be summarized as follows: in
phase I, Pa is approximately linear with field until around
6.5T where a quadratic onset is evident24 (we note that
Ref. 30 reported the upturn to be cubic in field and
not quadratic). In phase IV, Pa is linear for the entire
field interval. In both phases I and IV, dPadH > 0, i.e.
αac is positive and the quadratic tensor element, βacc >
0, is also positive above 6.5T in phase I. In phase VII,
however, Pa appears purely quadratic and
dPa
dH < 0, i.e.
αac ≈ 0 and βacc < 0.
Before further discussing the ME effect in phase VII,
we first describe our neutron diffraction experiments in
Sections III.B and C.
B. Neutron diffraction
A pulsed-field neutron diffraction experiment was per-
formed at NOBORU as described in Section II and an
example of the raw data is shown in Fig. 4(a). Four
distinct peaks are observed at 2.5, 3.7, 5.0 and 7.5ms
corresponding to momentum transfers (0, 2, 0), (0, 43 , 0),
(0, 1, 0) and (0, 23 , 0) respectively. The nuclear peak,
(0, 2, 0), is present at all fields whereas the remaining
peaks are magnetic and only appear in specific field in-
tervals. The Bragg peak (0, 1, 0) is observed in phase VII
whereas (0, 43 , 0) and (0,
2
3 , 0) are present in phases V and
VI. Below 2ms (not shown), the spectrum is dominated
by background counts originating from high-energy par-
ticles but at higher TOFs the background is extremely
low: 0-1 counts per 100 pulses.
Figures 4(b)-(d) show the integrated intensities for the
field intervals 21− 37T (phase V), 38− 39T (phase VI)
and > 40T (phase VII), respectively. The intervals are
chosen with approximately ±0.5T distance to the phase
boundaries obtained from the magnetization measure-
ments. Due to the rapidly varying field this was done as a
precaution in order to exclusively sum up neutrons scat-
tered while the field was well away from the phase bound-
aries. In phase V, a strong peak is observed at (0, 23 , 0)
as well as weaker ones at (0, 1, 0), (0, 43 , 0) and (0, 2, 0).
The situation is similar in phase VI with a strong peak
at (0, 23 , 0) and weaker ones at (0, 1, 0) and (0,
4
3 , 0). Fi-
nally, in phase VII, the peaks at (0, 23 , 0) and (0,
4
3 , 0) give
way to a sole peak at (0, 1, 0). Note that (0, 2, 0) was not
probed in phases VI and VII.
Peak positions were obtained from fits to Gaussian
profiles. The peak widths were fixed based on analysis
of zero-field data which displayed nuclear peaks (0,K, 0)
with K = 2, 4, 6, 8, 10 and magnetic peaks with K = 1, 3.
These data (not shown) are of much higher statistical
quality than the pulsed field data, and allow us to reduce
the number of fitting parameters and thereby obtain sta-
ble fits. For K < 6 the peak widths approximately follow
a linear trend: σ(K) = αK + β, where α = 0.0143(1)
and β = 0.0023(7) r.l.u. were fitted. This relation is
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FIG. 4. Pulsed-field Laue neutron diffraction. (a) Example
of accumulated raw data for 99 pulses at one magnet setting:
µ0Hmax = 40.5T, ∆t = 1000 µs. Neutron counts are shown
as a function of TOF [bottom axis] as well as corresponding
scattering vector, (0,K, 0) [top axis]. The colors represent
the field intervals in which each neutron has been detected.
The magnetic field pulse is shown by the dashed line in the
background with field values read to the right of the color-
bar. Note that the scale starts at 16T. For clarity, errors
of the neutron data are not shown but are simply
√
N Pois-
son counting errors. Panels (b)-(d) show integrated neutron
counts for each of the phases V, VI and VII as a function of
(0,K, 0) for all the data collected. The error bars show the
propagated error and the bin size is ∆K = 0.015 r.l.u. The
solid lines show Gaussian fits to the observed peaks. Note
that there is only data shown at positions of (0,K, 0) that
have been probed in the experiment, e.g. (0, 2, 0) was not
probed at fields above 37T.
used for fixing the peak widths in the field-on data.
The fitted peak positions in phase V are (0, 0.6593(6), 0),
(0, 0.987(4), 0), (0, 1.326(5), 0) and (0, 1.979(3), 0). In
phase VI they are similarly (0, 0.660(1), 0), (0, 1.00(1), 0)
and (0, 1.300(8), 0). In phase VII a single peak is ob-
served at (0, 0.993(2), 0). Note that the propagation vec-
tors are assumed field independent for each individual
phase. While this is experimentally verified up 23T for
phase V [see colorplot in Fig. 5(b)], it is an assumption
at all higher fields.
The pulsed-field technique is limited by counting
statistics since the setup has a 10 − 30min cool-down
period after each magnet pulse in which no data is col-
lected. It is therefore impractical for detailed studies of
phase boundaries. The HFM/EXED facility, on the other
hand, is excellent for parametric studies and allowed for
tracking magnetic phase boundaries in LiNiPO4 up to
25.1T. Examples of collected data are shown in Fig.
5. Moreover, the superior counting statistics at EXED
enabled improved peak position determination yielding
(0,−1.009(1), 0) for phase IV as well as (0,−1.331(9), 0),
and (0,−0.68(1), 0) for phase V respectively. These po-
sitions correspond to propagation vectors QIV = (0, 0, 0)
and QV = (0,
1
3 , 0) as also previously proposed
24. It is
pointed out that the exact values of k = 0 and 13 are con-
jectured within the experimental resolution. It is how-
ever possible that k 6= 0 in phase IV but that the period
of the magnetic structure is very long and therefore al-
most matches the nuclear cell. Likewise, the period of
phase V may not be exactly 3 crystallographic unit cells.
On the other hand, the scattering vector in phase I –
which is known to be commensurate23 – is determined to
QI = (0,−1.009(1), 0). This is precisely the same as in
phase IV. We therefore maintain that phase IV is truly
commensurate.
In order to obtain the intensity at a certain (0,K, 0)
position, neutron counts were summed in slices of thick-
ness H ∈ [−0.1, 0.1] and L ∈ [−0.05, 0.05]. Subsequently,
Gaussian profiles were fitted to the line shapes of neu-
tron counts as a function of K and the integrated in-
tensities calculated. No vanadium or Lorentz corrections
were applied here since only phase transitions were of in-
terest and not absolute intensities. However, note that
the Lorentz factor accounts for the higher intensities in
Fig. 5 at shorter Q corresponding to higher values of λ
(or equivalently, longer TOFs). The paramagnetic back-
ground at 0T, 43K was subtracted for all data sets.
Figures 5(a), (b) and (e) present results from a field
scan performed at 1.3K. Intensity appears at peak
positions (0,−1, 0), (0,−1 ± k, 0) and (0,−2k, 0) with
the value of k depending on the field. The (0,−1, 0)
reflection is present for 0 − 12.5(5)T as well as for
19.0(1) − 20.9(2)T. Peaks with k ≈ 0.2 are charac-
teristic of the spiral phase and appear in the interval
12.5(5) − 19.0(1)T with the 5 unit cell period lock-in
at 16T. Above 20.9(2)T, neutron intensity is observed
at k = 13 . These observations are in excellent agree-
ment with previous results23,24,28,44. No hysteresis was
6FIG. 5. Temperature and field dependencies of the (0,K, 0) Bragg peak. Top lefthand panels, (a) and (c), show neutron intensity
profiles as a function of (0,K, 0) at selected field values at 1.3K and at selected temperatures at 19.7 T respectively. Data sets
are offset on the vertical axis for clarity. Gaussian profiles were fitted to the line shapes (solid lines) and the integrated intensity
calculated. Panels (b) and (d) show the neutron intensities in a color plot with scattering vector position, (0,K, 0), and field
or temperature on the axes. Fitted positions are marked with black dots. Horizontal dashed lines indicate phase transitions.
Righthand panels, (e) and (f), show integrated intensities for the identified scattering vectors: (0,−1, 0), (0,−1 ± k, 0) and
(0,−2k, 0) for k ≈ 0.2 and (0,−1± k, 0) for k = 0.33. Different phases are indicated with colored regions corresponding to the
phase diagram in Fig. 6.
observed at the transitions at 19.0(1) and 20.9(2)T.
The results of a temperature scan at 19.7T are shown
in Figs. 5(c), (d) and (f). The linearly modulated phase,
spiral phases and the commensurate phase IV are encoun-
tered in succession upon cooling. Intensity is observed at
positions (0,−1± 0.2, 0) in the linearly modulated phase
starting around 20 − 21K. At 16K, the position of the
vector changes towards longer magnetic unit cell periods
characterizing the spiral phases. The incommensurate
peaks give way to (0,−1, 0) around 10K when finally en-
tering phase IV.
Thus following the (0,K, 0) magnetic Bragg peak as
a function of temperature and magnetic field as mea-
sured at HFM/EXED together with magnetization and
polarization measurements enable the determination of
the magnetic phase diagram of LiNiPO4 up to 56T. The
result is shown in Fig. 6. The magnetic structures in
phases IV-VII are discussed in the next section.
C. Magnetic structures
A magnetic structure in phase IV was proposed in
Ref. 24 based on the observation of a single magnetic
Bragg peak – (0, 1, 0) – together with magnetization data.
A model for the ME effect further substantiated the
proposed commensurate structure consisting of a (↑↑↓↓)
symmetry component along c as well as two equally large
components of (↑↓↓↑) and (↑↓↑↓) symmetry respectively,
both with spins polarized along a. The structure is illus-
trated in Fig. 7.
Apart from parametric studies of the (0,K, 0) mag-
netic Bragg peak, the HFM/EXED experiment also al-
lowed for the observation of additional magnetic Bragg
peaks in phase IV. In addition to the (0, 1, 0) peak al-
ready observed in our previous pulsed field experiment,
magnetic intensity was thus observed at (±1,−2, 0) and
(±1,−1, 0) in phase IV at HFM/EXED. Those peaks rep-
resent structure components (↑↓↓↑) and (↑↓↑↓), respec-
tively, and with spin mostly oriented along a. Hence, the
additional magnetic peaks are consistent with the struc-
ture proposed in Ref. 24.
Neutron diffraction, magnetization data and mean-
field theory presented in Ref. 24 lead to a proposal for
the structure in phase V where the propagation vector
is (0, 13 , 0), i.e. a period of 3 crystallographic unit cells
along b. This spin structure consists of a ferromagnetic
component along c and an antiferromagnetic symmetry
component (+ +−β − β) describing the modulated part
of the structure. Here the notation is slightly altered
like in Ref. 23 such that + (−) denotes spin ↑ (↓) and
β = e−iπ/3 is a phase factor.
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FIG. 6. Magnetic phase diagram of LiNiPO4 based on neu-
tron diffraction, magnetization measurements in pulsed and
static fields as well as pulsed field electric polarization mea-
surements. In all cases the field was along the crystallographic
c-axis. The error bars of the vibrating sample magnetometry
(VSM) data are comparable to the symbol size. The three
phases with propagation vector (0, 0, 0) support the ME effect
(grey regions) whereas all phases with larger periods do not
(colored regions). The field-induced phases are enumerated
I-VIII for increasing field. Note that the phase boundaries
for temperatures T > 4.2K and fields µ0H > 25.1T have not
been probed and the boundaries indicated here are merely a
conjecture.
The structure proposed in Ref. 24 was based on the
observation of the (0, 43 , 0) magnetic Bragg peak and a
magnetization which exhibits a near-plateau at 13 satu-
ration magnetization. A number of additional magnetic
Bragg peaks were observed at the HFM/EXED experi-
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FIG. 7. Magnetic structures in the ME phases I, IV and VII
projected to the (a, c)-plane. The zero-field canting angle23
is shown in phase I with this highly symmetric configuration
valid at low fields only. In phase IV and VII, spins 1 and 2
are aligned with the applied magnetic field and spins 3 and 4
are canted. The angle shown here between spins 3 and 4 in
phase IV is for just upon entering the phase.
ment and a somewhat sounder structure determination
is in principle possible. Intensities are obtained using
the Mantid software package45 as follows: (1) rectan-
gular masks are created for each individual peak, (2) a
second order polynomial is fitted to empirically describe
the background of the TOF spectrum. Next, (3) the
background is subtracted and finally, (4) vanadium and
Lorentz corrections are applied. Due to technical issues
not all the intensities could be reliably determined. E.g.
the equivalent peaks (±1,− 43 , 0) differ by a factor of∼ 1.5
and (−2,− 13 , 0) is placed near the edge of the detector.
Still, the presence or absence of these additional peaks
may in the least be used in the analysis. In an attempt
to determine the magnetic structure in phase V, intensi-
ties for a number of model structures were refined using
Fullprof
46 and compared with the observed intensi-
ties [see Table I]. The models count a spin-density wave
with spins along c as well as circular and elliptical spiral
structures with spins in the (a, c)-plane. The elliptical
spiral has major axis along c. The propagation vector is
(0, 13 , 0) in all cases. The spin-density wave forbids neu-
tron intensity for (1,− 23 , 0) and (±1,−
4
3 , 0). Since these
peaks are present, this model can readily be discarded.
The circular and elliptical spiral structures both allow all
observed Bragg peaks. Although the data quality does
not allow for a conclusive distinction between the two,
the circular spiral yields a better refinement.
Phase VI looks very similar to phase V [compare Figs.
4(b) and (c)]. Yet, the magnetic susceptibility, dMdH , is
a factor ∼ 10 larger in phase VI compared to phase V
[re-visit the magnetization curve in Fig. 3]. Further-
more, the period of the structure is possibly longer with
a peak observed at (0, 1.300(8), 0) in phase VI as com-
pared to (0, 1.326(5), 0) in phase V. When determining
the peak position it was assumed field-independent but
as also previously pointed out, this might not be the case.
8TABLE I. Observed vs. calculated magnetic intensities for
structures proposed in phase V.
(H,K,L) Obs. int. Linear Circular Elliptical
(0,−2/3, 0) 11.218(6) 11.38 11.36 18.38
(1,−2/3, 0) 0.526(9) 0 0.66 0.99
(−2,−1/3, 0) 3.76(33) 0.96 1.94 3.10
(0,−4/3, 0) 13.26(4) 5.44 5.43 8.78
(−1,−4/3, 0) 0.155(7) 0 0.39 0.59
(1,−4/3, 0) 0.112(16) 0 0.39 0.59
(2,−4/3, 0) 24.5(3.1) 4.28 4.50 7.29
If e.g. K decreases with field from K = 1.33 to K = 1.27
within the field interval, the fitted position – given that
the neutron intensity stays constant – would indeed be
K = 1.30. In such a case, the period of the magnetic
structure would no longer be locked in with the crys-
tal structure. However, if the peak is actually moving
with field, a peak broadening is expected when integrat-
ing over the entire field interval. This does not appear to
be the case when inspecting Fig. 4(c).
Having thus described phases IV, V and VI, we now
turn to phase VII. In many ways, this phase looks similar
to phase IV: the magnetization is linear as a function of
applied field [see Fig. 3] and a single magnetic Bragg
peak – (0, 1, 0) – was observed in the pulsed-field Laue
neutron diffraction experiment. The magnetization is ∼
1.1µB =
1
2MS (MS = 2.2µB for LiNiPO4
23) at the phase
transition at Hc = 39.4T. This may be obtained by a
further magnetized version of the structure in phase IV.
In the proposed structure, spins 1 and 2 are aligned with
the applied magnetic field and spins 3 and 4 are almost
antiparallel to each other as well as perpendicular to the
field [see Fig. 7]. The angle between spins 3 and 4 is ϕ0 ≈
π upon entering phase VII and increases, ϕ0 +∆ϕ > π,
as the field is increased.
Finally, the presented data is insufficient to comment
on the likely magnetic structure in phase VIII (> 54T).
Further work along this direction will have to await fur-
ther developments in pulsed-field technology for neutron
diffraction.
To summarize this section on magnetic structures, the
magnetic phase diagram of LiNiPO4 is presented in Fig.
6. It consists of a series of alternating commensurate
and incommensurate phases. Strikingly, all the observed
Q = (0, 0, 0) phases display the ME effect and all phases
with larger periods do not. In the next section we will
have a closer look at the quadratic ME effect discovered
in phase VII.
D. Quadratic magnetoelectric effect
As already mentioned, a magnetic-field-induced elec-
tric polarization is observed in phases I, IV and VII [re-
visit Fig. 3], precisely those phases with propagation vec-
tor (0, 0, 0) and where the magnetic unit cell is identical
to the crystallographic one. In all three cases, the mea-
sured polarization, Pa, is triggered by a magnetic field
applied along c. Thus, the non-zero ME tensor elements
are αac or βacc. However, as also pointed out in Section
III.A, the field-dependencies of these tensor elements are
different in phase VII as compared to phases I and IV.
In phase I the linear ME tensor element is αac > 0 and
there is an onset of a second order effect around 6.5T
with βacc > 0. In phase IV, αac > 0 and βacc ≈ 0. In
phase VII, however, the linear effect is entirely replaced
by the quadratic effect and αac ≈ 0, βacc < 0. This is
demonstrated in the inset in Fig. 8 where the electric
polarization is plotted as a function of the reduced field,
h = µ0(H −Hc), squared. It is also noteworthy that the
quadratic ME tensor element has opposite sign in phase
VII as compared to phase I. Since βacc < 0, αac ≈ 0 but
Pa > 0 in phase VII, a constant term, P0 > 0, must exist.
This means that phase VII is not only ME but in some
sense also pyroelectric.
The appearance of both the linear and second order
ME effect is governed by the magnetic symmetry of the
crystal. The magnetic point group of LiNiPO4 in phase I
ismm′m which allows linear ME coefficients αac, αca 6= 0
but the quadratic effect is prohibited47. The proposed
magnetic structures in phases IV and VII lead to the
magnetic point group 2′m′m and now both linear and
quadratic ME effects are allowed with tensor elements
αac, αca 6= 0 and βaaa, βabb, βacc, βbba = βbab, βcca =
βcac 6= 0
48. Thus, the observed non-zero elements αac
in phase IV and βacc in phase VII are consistent with
the magnetic point group of the proposed spin struc-
tures. Moreover, the magnetic point group in phase I
also becomes 2′m′m upon applying a magnetic field as
an asymmetry in the canting angles is introduced, i.e.
in Fig. 7 spins 1 and 2 experience a decrease in cant-
ing angle whereas spins 3 and 4 obtain a larger canting
angle. At low fields, the deviation from mm′m is negli-
gible but starting at ∼ 6.5T a non-linear response in the
electric polarization is clearly seen. It should be men-
tioned that the branching away from the linear behavior
in phase I was already reported in Ref. 30. There, it
was assumed that the point group remains mm′m and
hence the quadratic term is prohibited. Instead, a cubic
term is possible which was then used to describe the data
in Ref. 30. It is difficult to unambiguously determine
whether the curve follows a quadratic or cubic behav-
ior as a function of applied magnetic field. However, the
magnetic point group symmetry in phase IV and VII does
change and as argued above this change may take place
already in phase I. In the following analysis we carry on
assuming that βacc 6= 0 and disregard any possible cubic
contributions to the ME response.
The change of sign in βacc may be understood by con-
sidering a variation of the model that has previously
been successful in describing the field dependence of
the induced electric polarization in both phases I and
IV24. The exchange energy for spin pairs (1, 2) and (3, 4)
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FIG. 8. Electric polarization as a function of field in phase VII
with the blue line showing the polarization as a function of
field as calculated using the model described in the text with
ϕ0 = pi and ∆S = 0. The red line shows a fit to a general
function, Pa = Ah
p+C, also described in the text. The inset
shows that the polarization is close to linear as function of
the reduced field squared.
is simply E0 = J12S
2 + J34S
2 cos (ϕ0 +∆ϕ). This is
upon entering phase VII where ϕ0 ≈ π, ∆ϕ = 0 and
J12 = J34 = J . When increasing the field the spins 3
and 4 rotate further and now ∆ϕ > 0. This is assumed
to introduce an asymmetry in the exchange interactions
such that J12 → J − λx and J34 → J + λx, where λ is a
proportionality constant and x is the displacement of the
PO4 tetrahedra. Since the spin pairs (1,2) and (3,4) are
no longer equivalent, we also introduce the possibility for
different thermal averages of the moment, S12 → S and
S34 → S−∆S. Now the exchange energy readsE1 = (J−
λx)S2+(J+λx)(S−∆S)2 cos (ϕ0 +∆ϕ). Ignoring higher
order terms in ∆S, the change in exchange energy is
then ∆ES2 = λx
[
−1 +
(
1− 2∆SS −
2J
λx
∆S
S
)
cos (ϕ0 +∆ϕ)
]
.
Moving the PO4 tetrahedra, which in our model is re-
sponsible for the occurence of finite polarization, also in-
troduces an elastic energy, ǫxx
2. The equilibrium dis-
placement is found by minimizing the overall change
in exchange and elastic energies. Expanding the co-
sine cos (ϕ0 +∆ϕ) ≈ cosϕ0 − ∆ϕ sinϕ0 −
(∆ϕ)2
2 cosϕ0
then yields an expression for the electric polarization,
Pa = Kx, as follows:
Pa = K
λ
2ǫx
[
1−
(
1− 2
∆S
S
)(
cosϕ0 −∆ϕ sinϕ0
−
(∆ϕ)2
2
cosϕ0
)]
,
where K is a proportionality constant. This simplifies to
Pa = K
λ
2ǫx
(
2− 12 (∆ϕ)
2
)
for ∆S = 0 and ϕ0 = π which
is close to the value ϕ0 = 165
◦ as deduced from the mea-
sured magnetization. Hence, the polarization decreases
with (∆ϕ)2. It is expected that the change in angle is
proportional to the reduced field, i.e. ∆ϕ ∝ h, such that
the electric polarization decreases quadratically with the
reduced field. The quadratic ME coefficient may then be
identified as βacc ∝ −
Kλ
4ǫx
and P0 =
Kλ
ǫx
. Thus, the ob-
served quantities βacc < 0, P0 > 0 as well as αab = 0 in
phase VII appear naturally as a result of Taylor expand-
ing the cosine function around ϕ0 = π.
The above expression captures the qualitative behav-
ior of Pa(h) [see Fig. 8] but the model curve (blue line)
does not describe the measured curve well when going to
higher magnetic fields and away from the phase transi-
tion. Various other attempts to fit the full expression for
the electric polarization yields either bad fits, unphysical
parameters or results in disagreement with the measured
magnetization. Instead, a general phenomelogical func-
tion, Pa = Ah
p +C, with constant parameters A and C,
yields a fitted exponent p = 2.01, i.e. very close to the
quadratic behavior obtained by the model. This function
describes the data well (red line in Fig. 8).
In summary, although our model captures the quali-
tative behavior of the observed electric polarization, it
lacks some elements in order to give a quantitatively ac-
curate description. Nevertheless, it is remarkable that a
model rooted in the same general assumptions can em-
brace the field dependencies of the induced electric po-
larization in all three observed ME phases in LiNiPO4.
It shows that the ME effect in this compound is gov-
erned by a single mechanism which prevails at very high
magnetic fields. The simple model is based on varying
exchange couplings in certain ways and is as such an em-
pirical description offering little in-depth understanding
of the physical phenomenon at work. However, the model
does describe our observations well and it is especially
encouraging that models emanating from the same base
point are able to describe several different ME phases.
Therefore, we now speculate on plausible underlying mi-
croscopic mechanisms responsible for the ME effect in
LiNiPO4.
The magnetic ions are located in a distorted octahe-
dral environment [see Fig. 1]. The super exchange bonds
involved in the model calculation, J12 and J34, follow
the path Ni-O-P-O-Ni. Two ways of altering the ex-
change path readily spring to mind: (i) displacing the
PO4 tetrahedra along a as also suggested in Ref. 23 or
(ii) rotating the NiO6 octahedra around the b-axis. The
effect on the J12 and J34 exchange paths of these two
mechanism separately and combined are illustrated in
Fig. 9. Displacing the PO4 tetrahedra changes the bond
angles which in turn changes the exchange integrals ac-
cording to the Anderson-Goodenough-Kanamori rules49
such that J12 6= J34. Furthermore, there is an overall
displacement of charge inside the unit cell. This way the
exchange integrals and charge displacement are directly
coupled and a ME link is created. Similarly, tilting the
NiO6 octahedra results in changes in the bond angles
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FIG. 9. Unit cell sketches showing the effect on the J12 and J34 exchange paths (red paths) by displacing the PO4 tetrahedra
(red regions) along a and/or by tilting the NiO6 (blue regions) octahedra around b. Arrows indicate these movements. The
positions of the magnetic Ni2+ ions (blue spheres) are fixed. The horizontal dashed lines show the oxygen displacement with
respect to the neutral cell.
and again J12 6= J34. However, the oxygen ions are dis-
placed symmetrically such that there is zero net charge
displacement and therefore no ME effect. The two mech-
anisms combined – PO4 displacement and NiO6 tilting –
yields asymmetric exchange paths as well as asymmetric
charge displacements. This enables asymmetric changes
in the exchange interactions and in the ordered moment,
as proposed in our model.
On a final note, we return to the consequences of the
change of magnetic point group symmetry upon applying
a magnetic field. In phase I above 6.5T and in phases IV
and VII, the four Ni sites 1-4 are no longer equivalent but
split up in two different sites with spins 1 and 2 on one
site and spins 3 and 4 on the other. This means that the
crystallographic symmetry is also reduced from Pnma
(space group 62) to P21ma (space group 26). Although
the system remains orthorhombic, such change in crys-
tal symmetry would be associated with a change in the
diffraction pattern and should therefore be identifiable,
e.g. in an X-ray Laue diffraction experiment. Further-
more, tracking the change of symmetry as a function of
field would allow to study whether the system stays in
the lower symmetry phase as soon as it is entered or
whether it alternates with field, e.g. with Pnma in non-
ME phases (II, III, V, VI) and P21ma in ME phases
(I, IV, VII). However, performing such an experiment at
elevated fields is yet to be carried out and poses a fu-
ture challenge. To investigate the possibility for changes
in the crystal symmetry as a function of applied field, it
would also be interesting to measure other components in
the ME tensor such as e.g. Pc for H ||c. Previous ab initio
calculations show that the local single-ion anisotropymay
be responsible for the canted magnetic structure that in
turn enables the ME effect in LiNiPO4 at low fields ap-
plied along a50. It would be interesting to perform such
study for high magnetic fields along c in order to un-
derstand the ME effect in phases IV and VII. Here one
would also have to take into account the potential change
in crystal symmetry.
IV. CONCLUSIONS
The magnetic phase diagram of LiNiPO4 was char-
acterized by magnetization, electric polarization up to
56T and neutron diffraction up to 42T applied along
the easy axis c. In addition to already established tran-
sitions, we discover phase transitions at 37.6. 39.4 and
54T. Furthermore, magnetic structure refinements using
integrated neutron intensities of Bragg peaks observed in
phase V (20.9−37.6T) indicate a circular spiral structure
with spins in the (a, c)-plane. The spiral is propagating
along b and has a period of 3 nuclear unit cells. Phase
VI (37.6 − 39.4T) is very similar to phase V but for an
increased magnetic susceptibility and possibly a slightly
longer period of the magnetic structure. In phase VII
(39.4−54T), yet another commensurate magnetic struc-
ture is established. This phase displays a quadratic mag-
netoelectric effect and the proposed spin structure is sim-
ilar to those found in the other magnetoelectric phases I
and IV.
A generalized version of the model describing the field-
induced electric polarization in phases I and IV is devel-
oped. The magnetoelectric effect in LiNiPO4 is clearly
connected to phases where the magnetic unit cell is iden-
tical to the crystallographic unit cell and we speculate on
the underlying physical mechanism.
Further experimental work is required to investigate
the magnetic structure in phase VIII (> 54T) as well as
to search for evidence for structural distortions.
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