The role of general multi-trace operators which include two impurity fields in the BMN correspondence is explored. Surprisingly, the anomalous dimensions of all two-impurity multi-trace BMN operators to order g 2 2 λ ′ are completely determined in terms of single-trace anomalous dimensions. This is due to suppression of connected field theory diagrams in the BMN limit and this fact has important implications for some string theory processes on the PP-wave background. We also make gauge theory predictions for the matrix elements of the light-cone string field theory Hamiltonian in the two string-two string and one string-three string sectors.
In the free string theory, this operator naturally maps into an i-string state of the form,
A striking aspect of PP-wave/SYM correspondence is that, in a regime where both the effective GT coupling λ ′ and string coupling g s are small, one has a duality between effectively weakly coupled gauge theory and perturbative string theory. This goes beyond the aforementioned duality between observables in SYM and string states on pp-wave background in the free string theory and provides an explicit map between gauge and string interactions. However, a clear understanding of the correspondence at the level of interactions still remains as an interesting challenge. One essential reason which hinders a complete understanding is the fact that, while states with different number of strings are orthogonal in SFT Hilbert space at all orders in g s , one gets a non-trivial mixing between BMN operators of different number of traces when one turns on the genus-counting parameter of SYM,
which correspond to g s on the string side. Namely,
This is true even in the free theory, i.e. for λ ′ = 0.
Recently, several important steps were taken in this direction. A natural route to take is to identify the dynamical generators P − and ∆ − J as,
also for non-zero values of g 2 and g s [6] . Since these operators act on completely different Hilbert spaces, an unambiguous identification is achieved only by equating the eigenvalues of P − and ∆ − J in the corresponding sectors of the Hilbert spaces. In case of one-string states this problem was considered in a number of papers. On the gauge theory (GT) side, O(g 2 2 ) eigenvalue of BMN operators that correspond to single-string states was obtained in [6] [7] [8] . On the string theory side, one-string eigenvalue of P − at O(g 2 s ) was first addressed in [9] where a computation that partially uses the language of String Bit Formalism (SBF) [10] was performed and exact agreement with the GT result was reported. As noted in that paper however, an ultimate check of the correspondence requires a purely string field theory (SFT) computation [11] . Very recently, this calculation was carried out in [12] and also perfect agreement with GT eigenvalue was established. 1 Apart from the correspondence of eigenvalues, it is quite desirable to have an identification of the matrix elements of P − and ∆ − J. This, of course requires, first to establish an isomorphism between the complete bases that these elements are evaluated in. As the BMN operators of different types mix with each other even in the free SYM, it becomes essential, first to give a characterization of a particular "string basis" in GT in which BMN operatorsÕ i , at the free level form an orthonormal basis.
One can fix the ambiguity in identification of the string basis e.g. by requiring the matrix elements of ∆ − J at O(g 2 ) between single and double-string modified BMN operators match with ψ 1 |P − |ψ 2 where ψ i denote an i-string state. This question was addressed very recently by two seemingly different methods, [9] and [13] (whose compatibility we demonstrate at O(g 2 2 ) in Appendix B.) After fixing the string basis at a certain order in g 2 , evaluation of various matrix elements of ∆ − J at this order provides predictions for SFT computations. For example after fixing the basis transformation at O(g 2 2 ) as explained above one should be able to match the matrix elements Õ i |∆ − J|Õ i+2 with ψ i |P − |ψ i+2 whose leading order contributions are at O(g 2 2 ) .
So far, these problems were considered only in case of single and double-trace BMN operators. In this note, we will take the first step in addressing the roles played by higher order multi-trace operators in the perturbative PP-wave/SYM correspondence. We work out the case of triple-trace BMN operators in detail. But we will be able to draw some general conclusions which hold for all two-impurity multi-trace BMN operators.
Let us first address a subtlety in the determination ∆ − J eigenvalue in GT which was discussed in [8] and also relevant in the analysis of [7] . The mixing between BMN operators of different number of traces indicates that O i does not have the required transformation properties under dilatation for non-zero g 2 . Therefore the first step in determination of the eigenvalue of ∆−J is to construct an orthogonal set of BMN operators,Õ i which takes the effects of operator mixing into account. Then one can obtain the eigenvalue ∆ i essentially by using the information contained in the free and O(λ ′ ) parts of the two-point function, Ō J iÕ J j . In [8] it was pointed out that this diagonalization procedure is equivalent to firstorder non-degenerate perturbation theory where one first obtains the eigen-operators of ∆ − J at O(g 2 ), then works out the O(g 2 2 ) eigenvalue as the second step in perturbation theory. However to assure the validity of this procedure, one needs to establish the nondegeneracy at O(g 2 2 ) . In [8] it was found that the non-degeneracy holds at O(g 2 ) thanks to very delicate cancellations and the following result for the anomalous dimension was obtained,
(1.5)
It was also pointed out in that paper that if perturbation theory becomes degenerate at the next order in g 2 , the result for the eigenvalue would only be valid in the very special case of world-sheet momenta n = 1. In section 2, we perform the required analysis in second-order perturbation theory by taking into account the mixing with the triple-trace operators and establish the validity of non-degenerate perturbation theory in a very non-trivial manner. This guarantees the validity of (1.5) for all n.
After establishing the validity of this method, one can ask for the O(g 2 2 ) eigenvalues of higher trace BMN operators. We consider this problem in section 2. A rigorous investigation yields an unexpected result: Eigenvalues of all multi-trace BMN operators are solely determined by the eigenvalue ∆ 1 of single-trace operator as,
This result is essentially due to the suppression of connected GT correlators Ō iÕj by a power of J as J → ∞ in the BMN limit. It is found that disconnected GT diagrams are less suppressed in this limit and in fact only non-zero contributions to a generic correlator of BMN operators come from fully disconnected pieces. The connected correlators will contribute to eigenvalues to higher order in g 2 .
Utilizing the correspondence of ∆ − J with P − in the string theory we show that this fact translates into the absence of O(g 2 s ) contact terms between states higher than singlestring states. If the correspondence with P − at the level of matrix elements holds, this also implies that a particular class of tree-level string processes that would contribute to the matrix elements on the PP-wave are suppressed in the large µ limit. This conclusion will be valid for processes in which the the external string states that have two excitations along i = 1, 2, 3, 4 transverse directions (that correspond to scalar impurities in BMN operators).
It is also interesting to investigate the the duality of P − and ∆−J at the level of matrix elements. Using the method of [13] to fix the basis transformation into "string basis" at O(g 2 2 ), we study the correlators of double and triple operators in this basis and obtain predictions for the matrix elements of P − at O(g 2 s ), in double-double and single-triple sectors. These are explicit gauge theory results that are subject to check by a direct SFT calculation.
We organize the paper as follows. In the next section we establish the validity of non-degenerate perturbation theory in determining the eigen-operators and eigenvalues of ∆ − J. Taking into account the mixing with triple-trace operators we obtain the mostly single-trace eigen-operator at O(g 2 2 ). This section also introduces necessary notation and presents single-double, single-triple and double-triple trace BMN correlators. In section 3, we discuss the scaling behavior of arbitrary multi-trace correlators of BMN operators with g 2 and J. We demonstrate that connected contributions to all of the correlators of this sort are suppressed as J → ∞. In section 4, we utilize this result to obtain the anomalous dimension of an i-trace BMN operator at O(g 2 2 λ ′ ). We also discuss some implications for the corresponding processes in string theory in this section. Last section studies the duality between P − and ∆ − J at the level of matrix elements.
Appendix A proves the scaling behaviour that we discuss in section 3. Appendix B deals with the basis transformation which takes from the BMN basis into string basis in GT. Using the inputs from [9] and [13] we derive new decomposition identities relating various multi-trace inner products with the product of smaller order inner products. In particular, the free single-triple inner product decomposes into single-double and double-triple inner products as,
Similarly we derive the identity,
and discuss immediate generalizations. We emphasize that these identities are derived by relating the basis transformations proposed in [13] and [9] , therefore subject to explicit GT computations. These computations which involve non-trivial summations are outlined in Appendix C and these identities are proven there. In this appendix, we also explain evaluation of other sums that are used in sections 2,4 and 5. Appendix D computes O(g 2 2 ) and O(g 2 2 λ ′ ) contributions to single-triple and O(g 2 ) and O(g 2 λ ′ ) contributions to doubletriple correlation functions.
Operator mixing at g level
In this section we shall carry out the diagonalization procedure of the multi-trace BMN operators including the mixing with triple trace operators. This is achieved by extending the method of [8] to include the O(g 2 2 ) and O(g 2 2 λ ′ ) effects in the diagonalization. In [8] , it was shown that the procedure of determining the eigenvectors and eigenvalues of the mixing matrix of single and double trace operators (which is O(g 2 λ ′ )) is equivalent to first order non-degenerate perturbation theory. To include the mixing with triple trace operators one needs to go one step further in perturbation expansion, i.e. to second order perturbation theory. However the non-degeneracy at this level should be checked and as we will show below this is established in a very non-trivial manner. Our proof for the nondegeneracy at O(g 2 2 ) will also justify the results of [8] which otherwise would hold only for a single string state with world-sheet momentum restricted to n = 1.
Let us first outline the method of [8] briefly. Consider the eigenvalue problem,
where M is the 3 × ∞ dimensional mixing matrix of single, double and triple trace operators. 2 Here i, j is a collective index labeling the state of a BMN operator, e.g. for a triple trace, i = {m, y, z} where y = J 1 /J and z = J 2 /J in (1.3) for i = 3. The order in g 2 of the various blocks of M is indicated by,
Therefore it is possible to solve the eigenvalue problem order by order in g 2 . Expanding M, e and λ as
we obtain,
At zeroth order one gets λ (0) (k) = ρ k . Using this in the next order for i = k yields the first order eigenvectors,
whereas for i = k we learn that λ
(k) = 0. Using these results, O(g 2 2 ) piece of (2.7) for i = k gives,
and for i = k we obtain the second order contribution to the eigenvectors,
Using above expressions for e (1) and e (2) , we obtain the single-trace eigen-operator modified at O(g 2 2 ) as,
Here, Γ i j = G ik Γ kj are the matrix of anomalous dimensions where G ij denotes the inverse metric on the field space. The metric, G ij is determined by the correlation functions Ō i O j at the tree level whereas O(λ ′ ) radiative corrections to this correlator yield Γ ij . To wit,
(2.10)
G and Γ should be expanded in powers of g 2 . Instead of denoting the order in g 2 on G and Γ, we will show g 2 dependence explicitly in what follows. Again, using above expressions for first and second order eigenvectors, e (1) and e (2) , one obtains the double-trace eigen-operator as,
11)
A very important point is to notice that these expressions are valid when the coefficients in front of O i on the RHS are finite for all values of external and internal momenta. In particular one needs to check the finiteness of (2.9) when the incoming and outgoing world-sheet energies are equal, n = ±(m/y) and also at n = ±(m ′ /y ′ ) for the internal denominator in the third term. Note that, the danger of degeneracy is absent only for the case n = 1. Therefore without checking the finiteness at O(g 2 2 ) one can assume the validity of (2.9) and (2.11) only for the very particular case of n = 1! We will now demonstrate the finiteness of these expressions for all values of n.
Finiteness of the O(g 2 ) piece of (2.9) was demonstrated in ( [8] ) where the coefficient was found to be, Γ my n
Here, G n;my denotes the tree-level inner product between single and double trace operators which was first computed in [4] ,
(2.13)
We will also make abundant use of the radiative corrections to single-double correlator which was obtained in ( [8] ), Γ 12 n;my = ((m/y) 2 − n(n − m/y))G 12 n;my .
Proof of finiteness for the O(g 2 2 ) piece, however, turns out to be highly non-trivial. First of all, it is not hard to show that there is no divergence at n = ±m ′ /y ′ in the second sum of the second term. These internal poles are canceled out by zeros of the numerator. However the proof of finiteness at the external poles, n = ±m/y is not easy. We will first demonstrate that, when n = +m/y both the first and the second terms in (2.9) are divergent. Luckily enough, the residues will cancel each other. Next, we will show that, when n = −m/y, both the first and the second terms are finite. This will suffice to demonstrate the validity of non-degenerate perturbation theory at this order.
To prove these claims we need (in addition to matrix elements already computed in the literature) the O(g 2 2 ) contributions to G 13 n;myz , and Γ 13 Here k = m/y is the world-sheet momentum of the double-string state and we defined z = 1 − y − z.
Let us digress to underline an important detail. As we showed in Appendix D, among the contributions to the radiative corrections to single-triple correlator there are contractible, semi-contractible and non-contractible Feynman diagrams (see Appendix D for definition of contractibility in planar diagrams). The contributions of the first two are summarized in the first term above, whereas B 13 n;myz denotes the non-contractible contribution,
It should be emphasized that it is this special term which gives rise to the divergence in the first piece of O(g 2 2 ) contribution in (2.9). Double-triple coefficients receive O(g 2 ) only from disconnected diagrams where the 2-3 process is separated as 1-1 and 1-2. Therefore these require somewhat simpler computations and the results are,
We now move on to compute the O(g 2 2 ) term in (2.9). Γ myz n is decomposed as,
One can easily invert 3 × ∞ dimensional matrix G ij , by solving the equation G ik G kj = δ i j order by order in g 2 . To O(g 2 2 ) one finds, 
It is easy to see that the first term is finite both at n = ±m/y. Since (2.17) vanishes at n = −m/y finiteness of the second term at this pole is also assured. However (2.17) is non-zero (and finite) at n = +m/y and therefore the second term above diverges at this pole. Unless canceled out by another contribution to the single-triple mixing coefficient, this would signal the breakdown of non-degenerate perturbation theory at O(g 2 2 ). From (2.17) we find the residue at n = m/y as, Let us now consider the last term in (2.9). A calculation similar to the one that leads to (2.22) gives,
24)
where k ′ = my ′ /y. The other necessary ingredient, Γ py n was already computed in [8] Γ py ′ n = k(k − n)G n;py ′ where k = p/y ′ . Inserting these expressions into (2.9), we get the whole coefficient in front of O J myz as,
Despite the appearance of n 2 − (p/y ′ ) 2 in the denominator there is no divergence at n = ±p/y ′ because G n;py ′ in the numerator also vanishes at these intermediate poles.
We will now show however that I 2 is divergent at n = m/y and finally prove that this divergence cancels out the divergence in I 1 . The residue of I 2 at n = m/y is,
We emphasize that the infinite series in this expression is a prototype for the non-trivial sums that appear in the computations involving triple-trace BMN operators. We explain the computation of this one and other similar sums which will be necessary for the next section in Appendix B. 3 The result is,
Inserting this in the above expression for the residue and evaluating the integral gives, which exactly cancels (2.23) and proves the finiteness of (2.9) at n = m/y. 3 Unfortunately none of the well-known symbolic computation programs is helpful. Now let us consider what happens to (2.9) at the other pole n = −m/y. It is easy to see from (2.12) that the second term is finite because G 12 in the numerator linearly goes to zero as well as the denominator. Same observation holds for the piece that is proportional to Γ myz n in the last term. This is because, both terms in (2.22 ) are finite at n = −m/y as the numerators also vanish linearly. The complicated second piece in the last term of (2.9) seems to be divergent at the first sight. Let us look at the residue at this pole,
This sum vanishes thanks to the antisymmetry of the summand. Thus we saw that all of the terms in (2.9) is finite also at the pole n = −m/y.
This proves the validity of non-degenerate perturbation theory at O(g 2 ). 4 We saw that non-degeneracy holds due to very delicate cancellations of various terms that contribute to the mixing coefficients. It is tempting to believe that this fact will be true also for higher orders in perturbation theory. This makes us think that there should be a fundamental reason which establishes the validity of non-degenerate perturbation theory at all orders. It will be interesting to pursue this point in future.
In section 4 we will employ our well-defined expressions (2.9) and (2.11) to make some predictions about string-theory amplitudes. We will first compute the anomalous dimension of a general i-trace BMN operator, ∆ i − J. Since dilatation generator is supposed to correspond to P − , this will give a prediction for the eigenvalue of P − in the two-string sector. Next, we will move on to compute the modified mixing matrices,Γ 22 andΓ 13 in the string basis. This will allow us to make predictions for the corresponding matrix elements of P − .
In this section we will discuss the g 2 and J dependence of a two-point correlator of multi-trace BMN operators with two scalar impurities:
This scaling law is also valid for the correlators of a more general class of operators,
for arbitrary i, j, k, l and also for the n-point functions involving same type of operators. This should be clear from the discussion in Appendix A. The space-time dependence of (3.27) is trivial: (4π 2 x 2 ) −J−2 in free theory and (4π 2 (3.27) . Without loss of generality, one can assume j ≤ i. There are various connected and disconnected diagrams with different topology that contribute to (3.27 ). Since the results for disconnected contributions will be given by (3.27) for smaller i and j, it suffices to consider the fully-connected contribution to (3.27) .
In Appendix A we prove that the fully-connected piece of (3.27) has the following general form,
(3.28)
Here the "free" and "anomalous" matrix elements, G and Γ are functions of world-sheet momenta, m, n and of the ratios J s /J for s = 1, . . . i + j. Disconnected pieces are less suppressed by J. Note that suppression of C ij in the BMN limit is absent only when i = j = 1. We state the conclusion as,
• Connected contributions to C ij are suppressed in the BMN limit for i and/or j larger than 1.
Let us briefly discuss the case of BPS type multi-trace operators. A BPS type multitrace operator which involve two scalar type impurities is defined as,
where,
and a similar definition holds for O J ψ . One observes that a generic matrix element between BMN and BPS i-trace operators (both having the same number of traces) at all orders in g 2 are suppressed by a power of J. This can be seen by noting that these correlators should necessarily be partially connected (since both O n in the i-trace BMN operator) and therefore suppressed by at least a factor of J with respect to BPS-BPS or BMN-BMN correlators of the same number of traces. Above scaling law tells us that, in the latter cases suppression at an arbitrary order in g 2 can only be avoided by completely disconnected graphs with an arbitrary number of loops. This simple observation allowed us to ignore BPS type double and triple operators in the previous section that would otherwise contribute in the intermediate sums.
4 Anomalous dimension of a general multi-trace BMN operator at O(g 2 2 )
The fact that disconnected contributions to the multi-trace correlators are suppressed as J → ∞ has direct consequences for the scale dimension of multi-trace operators both at order g 2 2 and higher.
Because of the non-vanishing mixing, Ō i O j with multitrace operators of different order (i = j), O i is not an eigen-operator of ∆ − J and a non-trivial diagonalization procedure is required to obtain the true scale dimension. Eigenvectors at O(g 2 ) is affected only by mixing of O i with O i±1 . The diagonalization procedure is essentially equivalent to non-degenerate perturbation theory [8] and as in section 2 one obtains the mostly i-trace eigen-operator as,
where Γ j i = G jk Γ ki and ρ k is the O(g 0 2 ) eigenvalue of the k-trace operator (ρ i = (n/y 1 ) 2 in case of O i in (3.27)) 6 . To compute the eigenvalue we need, (using (4.31)),
Call the O(g 2 2 ) part of this quantity as,
Generalizing the method described in [8] to the case of multi-trace operators, we express the true scale dimension at this order in terms of the above quantities as,
Now, the crucial point is to recall that the connected contributions toΓ ii andG ii are suppressed as J → ∞ and the evaluation of these quantities reduce to the evaluation of only the fully disconnected pieces. For example the quantity G ii receives non-zero contributions only from the following completely disconnected Wick contractions, Now, we shall compute ∆ i at O(g 2 2 ) for arbitrary i. One first observes that j = i − 1 channel in (4.32) necessarily gives connected diagrams hence suppressed by the power of J given by (3.28). More explicitly, the summands in the (i − 1) channel are O(g 2 2 /J) but the intermediate sums do not provide a compensating factor of J unlike in the (i + 1) channel. This is illustrated in Fig.2 in case of i = 2 7 . Similarly the summands in (i + 1) channel are also O(g 2 2 /J), therefore only disconnected i → (i + 1) → i processes can contribute. This is also illustrated in Fig.2 . The conclusion is that,
One obtains the quantities,G ii andΓ ii that are necessary to evaluate (4.34) from (4.32). The former reads,
Here, we use the indices in a schematic sense, for example (i ′ + 1) and (i + 1) are independent indices that both refer to a collective index which labels an (i + 1)-trace operator, i.e. i + 1 = {m, y 1 , . . . , y i } and i ′ + 1 = {m ′ , y ′ 1 , . . . , y ′ i }. In the second line above, we used the expression for the lowest order, free two-point function of (i + 1)-trace BMN operators. For general i, this is easily obtained by recalling the fact that only disconnected pieces contribute. Thus G ii is product of its disconnected pieces summed over all ways of Wick contracting various BPS operators:
where P runs over all permutations of the set {2, . . . i}. Using this formula for G i+1,i ′ +1 in the first line of (4.36) and summing over the indices i ′ + 1 produces a factor of i!. To go further we need
The only O(g 2 ) contributions to the matrix element come from the following two terms,
We need to invert the 2 × ∞ dimensional matrix of inner products between i-trace and (i + 1)-trace operators. 8 It is not hard to find the inverse perturbatively at O(g 2 ) with the result,
We also need free i-(i+1) correlator at O(g 2 ). Since it is given by the fully-disconnected contribution, it is obtained as a simple generalization of (2.18):
Here the first term is a generalization of the second term in (2.18) and the second terms is the generalization of the first term in (2.18) . The sum P in the first term is over cyclic permutations of the set {2, . . . , i} i.e. it has dimension i − 1 and sum P ′ is over all possible ways of choosing two indices out of the set 1, . . . i + 1 (to form the single-double BPS correlator with P (i)th BPS operator in O i ) and than taking all possible permutations in the rest of the indices, i.e. dim(P ′ ) = (i − 2)!i(i − 1)/2. Finally we need the first order radiative corrections to this correlator. Much as in (2.20) this is given as,
Eqs. (4.38) and (8) are sufficient to determine Γ i+1 i at O(g 2 ):
. (4.40)
We insert this expression in (4.36) and perform the sum over the intermediate (i + 1) channel. Most of the terms in the contraction of delta-functions will be suppressed (e.g. first term in (4.38) multiplied with Γ i+1 i and summed over (i + 1) is suppressed by 1/J). Result is,G
.
(4.41)
Here, δ ii ′ is a shorthand for the delta functions that arise from disconnected Wick contractions:
A completely analogous computation yieldsΓ ii ′ as,
(4.42)
For the same reason as above we only need disconnected contributions to G ii and Γ ii which are trivial to evaluate. In case of i = 2 required diagrams are illustrated in Fig.2 .b,c and d. In terms of the known expression for single string correlator at O(g 2 2 ) and radiative corrections to this [4] [2], one readily gets (see (4.35))
and
where A and B matrices are first defined in [4] and are reproduced in eqs. (C.62) and (C.63). Let us digress for a moment to discuss a simpler type of degeneracy in energy eigenvalues that is referred as momenta-mixing. So far, we formulated our discussion in terms of the multi-trace BMN operators as given in eqs. (1.3) and (1.2). In doing so we ignored a degeneracy in the energy eigenvalues corresponding to operators with opposite world-sheet momenta, namely O J n and O J −n carry the same energy that is n 2 . To incorporate the effects of this momenta-mixing one should disentangle the degenerate states by going to ± basis,
In ± basis BMN operators with two scalar impurities transform in the singlet and triplet representation under the SU(2) subgroup of the full SO(4) R-symmetry. One can easily reformulate our results in this basis. For example the eigenvalue equation reads,
Using eqs. (4.43), (4.44),(4.41) and (4.42), it is straightforward to see that,
Thus, our first observation is that
• Scaling dimension of all multi-trace BMN operators remain degenerate in ± channels at O(g 2 2 ).
This fact can be explained by relating the multi-trace BMN operators in + and − channels by a sequence of supersymmetry transformations [14] [8] [16] . However, we would like to emphasize that this explanation holds only in the strict BMN limit where J → ∞. The reason is that, although supersymmetry is exact for any J, BMN operators do not exactly transform under long multiplets unless J is strictly taken to ∞. We would also like to emphasize that degeneracy of multi-trace BMN operators can be viewed as a consistency check on our long computation because our results are valid also for single-trace BMN operators for i = 1, where this degeneracy is well-established [7] [8] .
Having established the degeneracy in ± basis, we can compute the eigenvalue by using (4.43), (4.44),(4.41) and (4.42) in
Straightforward computation gives,
where k = m/x. Using (2.13) one gets,
(4.48) This is exactly the single-trace anomalous dimension that were computed in [7] and [8] up to the normalization factor y 2 1 . This is hardly surprising given the fact that all Feynman diagrams that contribute to the evaluation of ∆ i separate into completely disconnected pieces. Since the only piece that can contribute to anomalous dimension is coming from the single-trace BMN sub-correlator (BPS sub-correlators are protected), we obtain the single-trace anomalous dimension as a result. However, from a general point of view this is a striking result and is one of the main conclusions of this paper:
• Scaling dimension of all multi-trace BMN operators are determined by the dimension of the single-trace operator as
We believe that this result will also hold at higher orders in g 2 because the fact that only disconnected Feynman diagrams survive the BMN limit is still valid for higher orders in genus expansion. We see this by noticing that each g 2 comes along with a factor of 1/ √ J in the expansion, (see eq. (3.28), also Fig.2 below) . This should become more clear in the following.
This result establishes a firm prediction for O(g 2 2 ) eigenvalues of the light-cone SFT Hamiltonian. When translated into string language, this prediction reads,
We would like to emphasize that this prediction is completely independent of the field theory basis which identifies operators that are dual to the string states. Let us now discuss the implications of our findings for some of the string amplitudes. For this let us represent our discussion about the scaling of correlators with g 2 and J in a diagrammatic way that is suggestive for light-cone SFT. For instance we represent the double-trace correlator in the BMN basis, Ō 2 O 2 g 2 2 λ ′ , as in Fig.2 where Fig.2 .a shows the connected contribution to this correlator while Fig.2.b,c d , represent the disconnected contributions at this order. Here each vertex represent a factor of Γ 12 which is defined as,
This quantity was first computed in [8] and given in eqs. (2.14) , (2.13) which show that each vertex scale with a factor of g 2 √ J . It is now clear that one can reproduce all of the information contained in the scaling law of (3.28) by representing the correlators with these diagrams. For instance the connected diagrams in Fig.2 .a is O(g 2 2 /J) hence vanishes in BMN limit whereas the disconnected diagrams of the same order in Fig.2 .b,c and d scale as g 2 2 therefore they are finite because of the extra J factor provided by the integration over the loop position.
To make contact with light-cone SFT we take this diagrammatic representation seriously with one qualification: The matrix elements of the light-cone Hamiltonian should correspond to the matrix Γ in the string basis, not in BMN basis. As discussed in Appendix B, this matrix element is obtained from Γ ij with a unitary transformation,Γ ≡ UΓU † . Whatever the correct identification of U is, this transformation will not change the scaling of Γ because it is independent of J. Therefore we can take the diagrams in Fig.2 seriously as string theory diagrams, where the vertices Γ replaced withΓ which scale in the same way as before. For instance, the vanishing of Fig.2 .a implies that there is no double-double "contact term" that contributes to ψ 2 |P − |ψ 2 at O(g 2 s ). This observation immediately generalize as,
• There are no O(g 2 s ), i-i contact terms that contribute to ψ i |P − |ψ i .
However, these contact terms do give contributions at higher orders in g 2 s . In other words, the suppression of the correlators in (3.28) does not imply the absence of physical information contained in these quantities. They certainly yield non-zero contributions to single-single loop corrections as illustrated in Fig.3 .
Let us also observe that the suppression of the diagram in Fig.1.b implies that there is also no 2 → 1 → 2 contribution to this matrix element in string perturbation theory. This fact generalizes as,
• String theory processes where the number of internal propagations is less than i, do not contribute ψ i |P − |ψ i .
These assertions might seem strong, however one should note the important assumptions that were made in the above discussion. First of all the correspondence with GT, at the perturbative level only holds when λ ′ ≪ 1 which translates into the condition µ ≫ 1 in string theory. Therefore our discussion is valid for large values of µ. Secondly, the string amplitudes we consider involve a very particular class of external string states, namely the states with only two excitations along i = 1, 2, 3, 4 directions (corresponding to scalar impurities in the BMN operators). Note however that our discussion does not make any restriction to these particular two scalar excitations in the internal string states. 
Matrix elements of pp-wave Hamiltonian in 2-2 and 1-3 sectors
We will first compute the matrix elements of P − in the two-string sector by the method of [13] . Assuming the validity of the basis transformation U G that we discussed in Appendix B, this will allow us to make a gauge theory prediction for SFT. Then, by the same method we will obtain the matrix elements in single-triple string sector. Let us briefly review the method.
In Appendix B we presented a prescription to identify the string basis in field theory by transforming the basis of BMN observables with a real and symmetric transformation which renders the metric G ij diagonal. The conjecture is that, matrix elements of P − should be in correspondence with the matrix of O(λ ′ ) piece of the field theory correlators in the string basis. This is related to the same quantity in the old basis as,
We are interested in the O(g 2 2 λ ′ ) piece ofΓ. Using (B.58), this reads [13] , 
was presented in section 2. This matrix tells that there is no anomalous mixing among BPS type and between BMN and BPS type triple-trace operators at the zeroth order in g 2 .
With the help of the decomposition identity (B.60), one obtains,
For the definition of matrices A and B, see Appendix C. A similar calculation yields the single-triple matrix element in the string basis as,
Again, repeated indices in the intermediate sums imply the inclusion of all possible operators of that given type. For instance in the term G 12 G 23 Γ 33 , one should use both BMN and BPS type double and triple operators in the intermediate process. A simplification occurs however when one notes that there is no O(g 2 ) contribution to G 23 and Γ 23 for a BPS type double-trace operator, the lowest order non-zero contribution appearing at O(g 3 2 ). By repeated use of the decomposition identity (B.61), one obtains,
Here B 13 is the contribution to Γ 13 from non-nearest neighbour interactions, as defined in section 2 and the last term involves a non-trivial summation over the intermediate double-trace channel, {m ′′ , y ′′ }. Unfortunately this expression does not simplify further. We evaluated the sum in the last term in Appendix C and obtained a complicated expression.
Discussion and outlook
There are three main results in this manuscript. First of all we established the validity of non-degenerate perturbation theory at O(g 2 2 ) in section 2. This allows us to determine the modified single-trace BMN operator including O(g 2 2 ) mixing effects with the tripletrace operators. We saw that non-degeneracy of the eigenvalue is established due to very delicate cancellations between various contributions to the eigen-operator. We believe this fact will continue to hold at higher orders in perturbation theory. It is quite desirable to understand the underlying principle that guarantees these cancellations both from field theory and string theory perspectives. The information that we present in section 2 would also be sufficient to obtain O(g 4 2 λ ′ ) anomalous dimension had we known O(g 4 2 λ ′ ) corrections to single-trace BMN correlator. This however requires a computation of the two-point function on genus-2 surface which is somewhat more sophisticated than the computations that we presented here. It will be interesting to return to this problem in the future.
Our second main conclusion is the determination of the anomalous dimensions of all multi-trace BMN operators that include two scalar impurity fields in terms of the singletrace anomalous dimension. We proved this interesting result to order g 2 2 λ ′ but the fact that connected field theory diagrams are suppressed also at higher orders in g 2 suggests that the conclusion holds at an arbitrary level in perturbation theory. (Of course, one has to first establish the validity perturbation theory at higher orders.) These predictions for the eigenvalues of P − are basis independent and therefore provide a firm prediction for SFT. It would be interesting to understand the string theory mechanism that is analogous to the BMN suppression that leads to vanishing of connected field theory diagrams. A natural next step in this analysis is to consider the anomalous dimensions of BMN operators that include higher number of impurities. We believe that suppression of the disconnected GT diagrams will lead to remarkable simplifications also in that problem.
Finally, we obtained predictions for the matrix elements of the light-cone Hamiltonian in 2-2 and 1-3 string sectors. We emphasize that these predictions are sensitive to the way the string basis in GT is identified, unlike the predictions of section 3 for the eigenvalues of P − . We fixed the basis with the assumption that the form of the basis transformation at O(g 2 ) is also valid at O(g 2 2 ). Although this assumption passed a non-trivial test in predicting the correct O(g 2 2 ) contact term of single-string states [12] , there is no obvious reason to believe its validity for instance in the single-triple sector. Thus, our predictions can be used as a test of the basis identifications of [9] or [13] that are equivalent to each other at O(g 2 2 ).
A Disconnectedness of GT correlators
In this appendix we will derive eq. (3.28). A study of the corresponding Feynman diagrams suffice to obtain the leading order scaling of a generic correlator with g 2 and J. Dependence on g 2 of a correlator is fixed by power of N in a Feynman diagram. This can be determined either by direct evaluation of the traces over the color structure (all fields are in adjoint rep. in N = 4 SYM) or by loop-counting. Since we are interested in the leading order g 2 dependence, the latter is easier. Explicit J dependence is determined by working out the symmetry factors in a Feynman diagram. As a warm-up consider the free extremal correlation function,
. Leading order diagram drawn on a plane is shown in Fig.5 . Taking the normalization factor ∼ 1/N J+2 into account, trivial loop counting teaches us that, Figure 4 : A typical planar contribution to C 1,i . Circles represent single-trace operators. Dashed lines denote impurity fields. Z lines are not shown explicitly and represented by "· · ·".
(A.51)
Now, consider the combinatorics in Fig.4 to determine the power of J. Planarity requires Wick contraction of O J i 's intoŌ J n as a whole. Fix the position of, say O J 2 inŌ J n . Then one has to sum over positions of other O J i operators for i > 2 withinŌ J n obtaining a factor of J i−2 . There is a phase summation over positions of φ and ψ impurities inŌ J n , giving a factor of J 2 . Cyclicity of O J i , i > 1, provides a factor of J i−1 . Taking into account the J −(i+1)/2 suppression from the normalization and O(J −2i+2 ) suppression in (A.51), we learn that,
Next task is to obtain similar information for a general, non-extremal free correlator in (3.27) . Without loss of generality, one can assume j ≤ i. There are various connected and disconnected diagrams with different topology. Since the results for disconnected contributions will recursively be included in the fully connected pieces for smaller i and j, it suffices to consider the fully-connected contribution to (3.27 ). We first ask for the dependence on g 2 for the leading order (planar) fully connected diagram. As an example, a list of all distinct topologies for fully connected i = 3, j = 2 correlator is shown in Fig.4 . It is immediate to see that conservation of number of legs for each operator in the correlator (for each node in Fig.5 ) requires that all planar fully-connected diagrams have same g 2 power irrespective of the topology (here, by topology we refer to different type of diagrams that are exemplified in Fig.5 , not the order in g 2 ). Then, it is sufficient to count the loops in a connected diagram that is the simplest for loop counting purposes. This simplest diagram is shown in Fig.6 . Each outer leg in Fig.6 represent a bunch of J s propagators (inner line has J 1 − J i+2 − · · · − J i+j + 2 propagators). Drawn on a plane, this means that there are a total of (J + 2) − (i + j − 1) + 1 loops in Fig.6 , including the circumference loop. Finally, a factor of N J+2 from normalizations and we obtain that,
Apart from the dependence on J coming from singling out the g 2 dependence as above, there are additional contributions from the combinatorics and normalizations. Determination of the power of J from the combinatorics works much as in the case of C 1,i . Fixing position of one O J i inside another operator that it connects to, we are left with sum over position of i + j − 3 operators. This reasoning holds only for tree-type diagrams like in the first diagrams shown in Fig.5 .a and Fig.5 
.b.
But it is not hard to see that the combinatorial factor for diagrams involving loops e.g. second diagram in Fig.5 . is also equal to i + j − 3. This is because for each factor that one looses from the sum over positions of O J i because of the appearance of a loop, one gains a compensating factor of J for the loop summation. Also, cyclicity of BPS type operators within (3.27) provides a factor of J i+j−2 . Finally, including the powers of J coming from the normalizations and (A.53) we arrive at the general result,
Note that this is for the connected contribution to (3.27) . To obtain the g 2 and J dependence of disconnected contributions, one simply uses (A.54) for smaller i and/or j which shows that disconnected diagrams have lower powers in g 2 and they are less All other topologies are obtained from these two classes by permutations among 3,4,5 and 1,2 separately. Other planar graphs are obtained from these by moving the nodes within the solid lines without disconnecting the diagram. For example 4 in the first diagram can be moved within the solid line 1-3.
suppressed by a power of J. For example a disconnected contribution to C ij where the process i → j is separated into two disconnected processes, the scaling would be,
With a little more effort one can show that, theorem 1 For scalar impurity BMN operators O(g 2 Y M ) interactions will not change the scaling law of (A.54) at all.
Let us outline the proof shortly. As a first step, one can show that the only interactions involved in scalar impurity BMN operators are coming from F-terms in N = 4 SYM lagrangian. F and D type interaction terms written in N = 1 component notation reads,
Here, a, . . . are the color indices while i, · · · denote flavor. Note that when one specifies the orientation in a scalar propagator Z iZ i as from Z toZ, these quartic vertices can be represented as in Fig 8. In [17] it was shown that, correlation functions of BPS type multi-trace operators,
. . Figure 6 : Simplest connected tree diagram for the loop counting purposes. The solid line between 1 and i + 1 includes φ and ψ.
do not receive any radiative corrections. To see this one first notes that F-type quartic vertex vanishes when fields are all have the same flavor. Secondly one discovers that contribution of D-type quartic vertex exactly cancels out the contributions from self energies and gluon exchange [17] . Now consider replacing some of the BPS operators in (A.56) with BMN operators, (1.2). Since the scalar impurities in BMN operators are distinguished from Z fields by their flavor, F-terms are now allowed. However, unlike F-type interactions D-term quartic vertex, gluon exchange and self energies are all flavor blind, therefore one can replace the φ and ψ impurities with Z fields for the sake of studying possible contributions from these interactions. After this replacement the phase sum over the position of impurities in O J n becomes trivial and factors out of the operator, hence BMN operators reduce to BPS type operators times an overall phase factor. Therefore the theorem of [17] for BMN type multi-trace operators becomes, theorem 2 The only radiative corrections to n-point functions of multi-trace BMN operators come from F-type interactions.
Second step in the proof of (1) is the classification of topologies of Feynman diagrams with one F-term interaction. Any O(λ ′ ) interaction that one inserts in (3.27) introduces two "interaction loops" on the plane diagrams. A generic example is shown in Fig.7 . According to the contractibility of these interaction loops one can classify planar F-term interactions as, Requirement of contractibility means that two incoming lines and two outgoing lines in the F-term vertex of Fig.8 i) belong to the same operator and ii) adjacent to each other when drawn on a plane. Now, we note that this classification of interactions would hardly make any difference if we were not dealing with BMN type operators which involve a non-trivial phase summation over the position of the impurity. Structure of the F-term interactions in (A.55) makes it clear that interactions of adjacent lines yield a phase factor
Therefore we learn that the phases in BMN operators provide a factor of 1/J 2 for "contractible" interactions, 1/J for "semi-contractible" interactions, 1/J 0 for "noncontractible" interactions. As the last step in our proof of theorem 1, let us show that non-contractibility of each interaction loop supplies another factor of 1/J. It should be clear from above requirements for contractibility that there are two distinct situations that non-contractibility of an interaction loop can arise:
1. the incoming (or outgoing) lines in Fig.8 belong to different operators within a multitrace operator or 2. belong to the same operator but are not adjacent to each other. Let us now recall that among various contributions to the power of J in free correlators, there is a combinatorial factor of J i+j−3 coming from summing over positions of the insertions of O J i operators insideŌ J i 's. In case 1 above, clearly, one of these position sums will be missing, hence a suppression by 1/J. On the other hand case 2 can only arise in a situation where there is at least one operator inserted in between the incoming or (outgoing) lines which take place in the interaction. Since the position of this inserted operator is required to have a fixed position in between the interacting legs one also arrives at a suppression by 1/J. These two situations are illustrated in an example of G 3,2 in Fig.9 . When combined with the powers of J coming from the phase factors that we described above, we see that they compensate each other and one gets a universal factor 1/J 2 for all of the different topologies in an F-term interaction, namely contractible, semi-contractible and non-contractible. Finally note that all interactions come with a factor of g 2 Y M N. Combined with 1/J 2 this yields λ ′ and therefore we concluded the proof of theorem 1: One-loop radiative corrections to (3.27 ) is of the form,
F ~D ~+
The reason that this theorem might fail in case of BMN operators with non-scalar impurities is that D-term interactions might give non-vanishing contributions (see [14] ).
B Field theory basis change at finite g 2
Apart from the purely field theoretical task of determining the eigenvalues and eigenoperators of ∆ − J, one can ask for the identification of the string basis in field theory for non-zero g 2 [9] [13] . For non-zero g 2 , the inner product in field theory becomes non-diagonal in the original basis of BMN where there is an explicit identification of n-string states with n-trace operators. On the other hand, to identify the "string theory basis" in field theory one should require the field theory inner product to be diagonal for all g 2 . However, this requirement alone does not uniquely specify the necessary basis change from BMN basis to string theory basis for finite g 2 . One always has the freedom of performing an arbitrary unitary transformation.
In the recent literature, two independent but compatible approaches for the identification of string basis were presented. In the string bit formalism (SBF), it is possible to capture the kinematics and dynamics of gauge theory amplitudes by the discretized theory of bit strings. 9 According to the conjecture of [9] , in the string bit language, the basis transformation which takes from BMN basis to string basis for all g 2 reads,
where ψ n denotes an n-string state. Here Σ is the sum over all distinct transpositions of two string bits,
Σ has the effect of a single string splitting or joining , i.e. it can map an i string state into an i ± 1-string state. Note that the transformation matrix e − g 2 2 Σ is real and symmetric. Another method [13] which leads an identification of the string basis is simply to find the transformation U which diagonalizes the matrix of inner products between BMN operators, order by order in g 2 . In the free theory, we define the following matrix,
Here n is a collective index for a generic n-trace BMN operator. One identifies the basis transformation, U by requiring that G is diagonal in the new, "string basis": 9 Strictly speaking this has been shown only at O(g 2 2 λ ′ ) and only for scalar impurities [10] .
As in the SBF basis change U is specified up to an arbitrary unitary transformation. One can fix this freedom by requiring that U is real and symmetric. Call this transformation, U G . Then the solution of the above equation up to O(g 2 2 ) reads,
piece of the metric. The requirement of reality and symmetry completely fixes the freedom in the choice of the transformation. It was independently shown in [9] and [13] that this simple choice leads to an agreement with string theory calculations. In particular the inner product of a single and double trace operator in the interacting theory in this basis, agrees with the cubic string vertex. Recently, [12] also gives evidence for an agreement between the O(g 2 2 λ ′ ) eigenvalue of ∆ − J and the matrix element of light cone Hamiltonian in single string sector. Despite the agreement at this order, there is no reason to believe that this simple choice should hold at higher orders in g 2 or for higher trace multi-trace operators.
Here, we will confine ourselves to checking the compatibility of this basis transformation with free field theory correlators at g 2 2 , including the effects of triple-trace operators. As a bonus we obtain new deconstruction identities decomposing some multi-trace inner products in terms of smaller multi-trace inner products. Since the requirement of reality and symmetry of the basis transformation matrix completely fixes the definition of the new basis, the two prescriptions described above should be equivalent. Equating various matrix elements of U G and U Σ we will obtain identities involving free field theory correlators which are subject to should be check in field theory.
The first non-trivial requirement is coming from the single-trace operators at O(g 2 2 ),
LHS is, (we suppress indices labeling a multi trace operator),
G 11 is the torus level, free single-single correlator with the space-time dependence removed. Similarly G 12 is O(g 2 ) level single-double correlator which is presented in eq. (2.13). RHS reads,
where we used the fact that Σ changes the string number by ±1. Hence we obtain, This identity indeed holds in the gauge theory as first shown in [15] . With the inverse reasoning we can view this simple calculation as the derivation of this non-trivial sum formula. As a next application let us derive identities involving triple trace operators. We require,
Much as above, O(g 2 2 ) term in LHS is,
and the RHS is,
We learn that
Notice that "2" in the intermediate step can not be a BPS double-trace operator, because the lowest order G 23 between a BPS double-trace and a BMN triple trace is at O(g 3 2 ). 10 Therefore we arrive at the formula, The single-triple correlation function G 13 is computed in Appendix D. Again this identity is subject to check by a direct field theory computation. This is done in Appendix C and (B.60) passes the test. A similar calculation with the requirement ψ 2 |ψ 2 G = ψ 2 |ψ 2 Σ , one reaches at another useful identity, Here i = {ny ′′ z ′′ } or i = {y ′′ z ′′ } for BMN and BPS triple-trace operators. An expression for the free O(g 2 2 ) double-double correlator, G 22 , is given in eq. (4.43) We also checked this by direct computation in Appendix C. We emphasize that these are highly nontrivial identities viewed as representation of a trigonometric function, say G 13 in (2.16) as an infinite series of products of simpler functions. In comparison to (B.59) the nontriviality comes from the fact that summands are trigonometric functions rather that rational functions as in the RHS of (B.59). These identities will prove extremely useful for the computations of the next sections. Finally we note immediate generalizations,
C Sum formulas
Let us first reproduce the matrices A mm ′ and B mm ′ that appear in the O(g 2 2 ) and O(g 2 2 λ ′ ) pieces of the single-trace two-point function. These were defined in [4] :
, m = n = 0; 0, m = 0, n = 0 or, n = 0, m = 0; where u = 2πm, u = 2πn. The rest of this appendix outlines the computation of non-trivial summations that appear along the computations in sections 2, 4, 6 and the previous appendix. We will first prove that (B.60) and (B.61) indeed hold in GT. These were obtained in the previous appendix simply by equating the basis transformations U Σ and U G . A second task is to derive (2.26) of section 4. Finally we will define and evaluate the last term in (5.51) of section 5.
We reproduce (B.60) here for completeness:
LHS of (C.64) is computed in Appendix D and presented in eq. (2.15). G 23 that appear on the RHS gets O(g 2 ) contributions only from disconnected diagrams as 2 → 3 decouples as, 1 → 2 and 1 → 1. This quantity is also computed in Appendix D, result is given in (2.18) . One gets two contributions to RHS of (C.64) from first and second pieces in (2.18) . Second contribution gives,
First piece in G 23 gives,
We will now describe the evaluation of the sum in this expression. Let us separate the sum into two pieces as,
where we defined, x ≡ πy/y ′ , a ≡ my ′ , b ≡ ny ′ /y. S 1 is easy to evaluate (can be done with a computer code) and the result is,
It is not possible to evaluate S 2 neither with a well-known computer program nor it can be found in standard tables of infinite series (like Gradhsteyn-Rhyzik or Prudnikov). To tackle with it we reduce it into a product of two sums as,
where in the second step we used the integral representation of δ pr . Expanding the exponentials in terms of cos and sin we now reduced the sum into sums of the following form,
We can read off the function f m (z, a) from e.g. [18] ,
where m is an integer defined as, 2πm ≤ z ≤ 2π(m + 1). With the given information it is straightforward to evaluate these sums. Integrating over t and combining with S 1 in (C.68), one gets,
We insert this expression into (C.66), carry out the trivial integration over y ′ . Using the definitions of x, a and b given above one gets,
where k = n/y. Comparison of this expression with (2.15) shows that this expression equals, Here we will present the equality of O(1) parts of LHS and RHS and leave the question of O(1/J) pieces for future. We did not need O(1/J) terms anywhere in our computations.
All required terms here were already computed in the literature (see [2] [4] ) and the total result is,
Turning to the RHS of (C.71) now, we first note that 2 → 1 → 2 process can not be disconnected hence does not contribute at this order. Evaluation of the second term in RHS is straightforward by using (2.18) that is derived in the next appendix. The triplerace that appears in the intermediate step can either be a BMN or a BPS operator. Let us first consider the former case. We need to compute,
where one sums over pst. When first term in the first parenthesis goes with the first term of the second we have the expression,
(C.72) where in the integral over t we divided by a factor of 2 to reconcile with the double-counting (note that t → 1 − t is not distinguishable at the level of Feynman diagrams when triple trace is BPS, and one should divide out the symmetry factor). When first term in the first parenthesis goes with second or third terms of the second, both of the integrals over s and t are constraint by the delta-functions and one gets a 1/J suppression. A similar remark apply the case when second goes with third. Therefore we see that all cross terms are suppressed and only other non-vanishing contribution comes by matching second with second and third with third. This is, where we again divided out a similar symmetry factor. It is easy to see that when the intermediate triple-trace operators are BPS type one gets the expression,
instead of the above expression. Adding these two up and using (B.59), one gets 2y 4 G 11 mm ′ . Combining it with the contribution from (C.72), we prove (B.61) at the leading order.
Let us now describe the evaluation of (2.26) in section 3. We separate the LHS of (2.26) into two parts as,
Evaluation of p B(p) is easier. It can be written as,
Each of the sums can be found in standard tables such as [18] and the result is, p B(p) = π 3 y 2 y ′ cot(πny ′ ).
(C.74)
To compute p A(p) we write it as,
Second can be done by a standard computer code. First can be written as,
This can be looked up in [18] . Combining the result with (C.74) one obtains (2.26). Finally let us describe the computation of the last term in eq. (5.51). It is convenient to express this in the following form,
Second sum on the RHS is already known. By using (B.60),
Using (2.20) we can separate the rest of the sum into two parts that are proportional to the two terms in (2.20) . The evaluation of the first part is trivial because of the delta-functions and the result is,
We will compute the three sums that are proportional to the second term in (2.20) separately:
Second and third sums are,
Using (2.14) we see that the phase factors in the curly brackets partially cancel out the denominators and one needs to perform a summation of the following form,
First sum above can be done with a computer code, whereas second is of the form (C.69). Using the result in (C.75), one arrives at
First sum in (C.77) is the hardest. We need to evaluate a sum of the form,
Fortunately the tricks that helped in case of the second sum in (C.67) can be modified to compute S ′ . The result is,
+2 sin(2a(π − x)) − cos(2πb) sin(2a(π − x))] . It can be checked that (C.80) is finite when a = b. Inserting this expression in (C.77) and doing the trivial y ′ integral, than combining with (C.79) and (C.76) one gets a final complicated expression for the last term in (5.51).
G 13 . Nevertheless, let us show the space-time factors here, for completeness. For the free case it is just product of J + 2 scalar propagators,
In case of one-loop interactions, one needs to perform the following interaction over the position of the vertex, 1 16π 4
Therefore the space-time dependence at O(λ ′ ) is,
Let us now describe the evaluation of the coefficients that multiply these space-time factors. General strategy is first to fix the position of one operator, say 2 inside the big operator. Then we are left with phase sums over positions of both of the impurities and the position of operator 3 inside the big operator. Of course one still has to take into account the cyclicity of 2 and 3 which yield a multiplicative factor of J 2 J 3 . After fixing the position of 2, we can divide the planar diagrams into two classes.
In class A (see Fig.10 .) operator 2 is "outside" the bunch of lines connecting operator 1 to operator the big operator, hence the phase sum over φ and ψ is trivial: One also has to sum over the position of operator 3 "under" 2 and position of operator 2 "under" 3. This gives a combinatorial factor of J 2 + J 3 . As apparent from Fig.10 . class A is equivalent to single-double correlator up to the aforementioned overall combinatorial factor. Therefore the left diagram in Fig.10 . equals,
where we took into account the normalization of operators and defined k ≡ m/y. In class B (see Fig.10 ), operator 3 is inserted inside the bunch of lines connecting 1 to the big operator, hence the phase summations become non-trivial. One fixes the position of 2 inside the bunch, then sums over the positions of φ and ψ. As one impurity jumps over operator 3 one gets an enhancement in the phase of the big operator by a factor of −2πinz. One evaluates the sums taking this point into account, than one sums over the position of operator 2. This procedure gives,
(sin(2πny) + sin(2πnz) + sin(2πnz)) . There are two consistency checks that one can perform. First of all -as apparent from the diagrams-the final expression should be symmetric in J 2 ↔ J 3 .(2.15) nicely passes this test. A more non-trivial test is to check whether C 13 reduces to C 12 as one takes J 3 → 0. Straightforward algebra shows that,
n,myz and confirms our expectation. Now let us discuss how to add interactions to Figs.10, by preserving planarity. As already mentioned for the evaluation of general correlators in Appendix A, there are three distinct classes of planar interactions: contractible, semi-contractible and non-contractible. Above we noted that evaluation of class A diagrams are completely equivalent to singledouble correlator. This continues to be the case when one introduces planar interactions. There are only contractible and semi-contractible contributions in this case and since O(λ ′ ) corrections to this correlator was already computed in [8] (that we reproduced in eq. (2.14)), we will only show the result,
Let us explain the evaluation of interactions in class B in some detail. Contractible interactions are coming from the situation where an impurity interacts with its nearest-neighbor in such a way that both interaction loops are contractible. As described in Appendix A this gives a phase factor of
for each possible nearest-neighbour interaction. One should sum over the insertions of this interaction between all adjacent line pairs between operator 1 and the big operator in Fig.10 .b, except the particular position when this line pair coincides with the position of operator 3. In this particular case one gets a semi-contractible diagram (see Fig.11 .a). This sum procedure obviously gives the phase factor in (D.85) times (D.83). Figure 11 : Two different types of semi-contractible diagrams. One should also consider the cases when two incoming and outgoing lines are interchanged. Also analogous contributions come from exchanging operator 2 with operator 3.
Semi-nearest interactions in class B arise in two possible ways. First possibility is already mentioned above and shown in Fig.11 .a. Another possibility arise when one of the interaction loops is non-contractible for another reason: the line pair that is incoming to the vertex connect to different operators. This is illustrated in Fig.11 .b. Evaluation of the phase factors in both of these cases is simple:
In case 1, when one takes all possible orderings of the interacting pairs of lines, one gets a factor of (1 − e 2iπnz )(1 − e − 2iπm J 1 ) in place of (D.85). Next, one has to sum over all possible positions of operator 3 in Fig.11 .a. Finally one evaluates the phase sum over ψ. There is an analogous contribution where ψ impurity takes place in the interaction instead of φ. But that is obviously obtained from the former just by taking the complex conjugate. In case 2, Fig.11 , one has to sum over the possibilities where φ interacts with the leftmost and the rightmost Z line in operator 3. Considering also the two different orderings of the φ and Z that are outgoing from the vertex, one obtains an overall phase factor of, A few observations are in order. Notice that one obtains the same form for the interacting single-double correlator as shown in [8] , see eq. (2.14). The proportionality to C 12 (or C 13 in our case) is obvious from the beginning. Because eventually, the effect of interactions is to dress the free expression with an overall phase factor. The surprise is that this phase factor, n 2 − nk + k 2 , is the same in the cases of single-double and single-triple correlators! One appreciates the non-triviality of this after seeing the delicate conspiring of many different terms in our case. We also see the same phase dependence, in case of double-triple correlator, eq. (2.20). It is tempting to believe that this remains to be true in case of general i-trace j-trace correlator. Namely we believe that the result of contractible and semi-contractible interactions at O(λ ′ ) for more general extremal correlators can be summarized as, Γ i,j cont.+semi−cont. = λ ′ (n 2 − nk + k 2 )G i,j .
Actually it suffices to see this behaviour in case of extremal correlators of the type Γ 1,i since Γ i,j can be related to this by the disconnectedness argument. However, this is not the whole story. There is a very important new class of planar diagrams which contributes to G 13 : non-contractible diagrams. This was absent in the case of Γ 12 because there was not enough number of operators to create this new interaction topology. This will become clear in the following.
We show all possible non-contractible diagrams in Fig.12 . Note that both of the interaction loops are non-contractible in this case. The loop formed by incoming lines is non-contractible because they belong to different operators. The loop formed by the outgoing lines is non-contractible because there is an operator inserted between them. This exemplifies our schematic discussion about the non-contractibility of planar diagrams in Appendix A where we referred to these possibilities as case 1 and 2. At first sight one expects that these diagrams be suppressed by a factor of 1/J 2 when compared with the contractible diagrams or by a factor of 1/J when compared with the semi-contractible diagrams, because the sums over the position of the operator 3 and the position of φ impurity are missing. However as noted in the general discussion of Appendix A, there is a compensating enhancement coming from the overall phase factors associated with these diagrams, namely the O(1/J 2 ) phase suppression given by (D.85) is absent. Therefore these diagrams are on the equal footing with the rest i.e. (D.86). The evaluation of non-contractible diagrams is the simplest. One adds up all possible contributions that are displayed in Fig.12 , and include the analogous cases where one interchanges operator 2 with operator 3. Finally one performs the phase summation over ψ. Adding this result with the conjugate one which is obtained by interchanging the roles of φ and ψ, one gets (2.17).
We emphasize that this non-contractible contribution was the only source for the invalidity of non-degenerate perturbation theory from the single-triple mixing because when divided by the energy difference n 2 −k 2 in the perturbation expansion, it gives a singularity as n → k as opposed to other contributions (D.86) which was shown to give finite results in this limit. This divergence was canceled out with a divergence from the 1 → 2 → 3 process in eq.(2.8).
Adding up (2.17) with (D.86), one obtains the total O(g 2 2 λ ′ ) single-triple correlator, (2.16). Again, there are two consistency checks that one can perform. Firstly it is easy to see that, (2.16) is symmetric in J 2 ↔ J 3 . Secondly when one takes the limit J 3 → 0, B 13 vanishes (as it should) and the rest of the expression boils down to the single-double result,
Let us now explain the computations that lead to the expressions in (2.18) and (2.20) . When compared with the evaluation of single-triple correlators, evaluation of lowest order G 23 and Γ 23 is almost trivial. This is because only the disconnected diagrams contribute to these correlators at O(g 2 ). It will suffice to describe possible ways that 2 → 3 correlator can be separated into 1 → 1 and 1 → 2. Consider the correlator :Ō J 1 
