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Let H = -A + V, where V is a multiplication operator by a real-valued function 
V(x) on R” which is uniformly Holder continuous and (1 + j~j’)“‘~ V(x) E L,(R”) 
for some p > 4. The relationship between existence of positive solutions, with 
growth conditions, of Hg = 0 and asymptotic behaviors as t-t co of e-‘” is 
established. Using it B. Simon’s problem for H on R2 is solved. 
1. MAIN RESULTS 
Let H=-A+ V on R*, where V is the multiplication operator by a 
function V(x) on R* satisfying the following condition (V). 
(V) V(x) is a real-valued uniformly H6lder continuous function such that 
V(x) f 0 and (x)~ V(x) E L, for some p > 4, 
where (x) = (1 + (x]‘)“‘. 
Let U(t, x, y) be the fundamental solution of the diffusion equation 
a,U+ HiJ=O, and ePfH be the operator with kernel function U(t, x, y). For 
l,<pGco,put 
a,(V) = fiz t-i log )]e-fHj)p,p, P,(V) = ;;f Ile-‘HIlp,p~ (1.1) 
where ]j eCtH ]]P,P is the norm of eCtH as a map from L, to L,. Following 
Simon [4], we say that V is supercritical if a,(V) > 0, V is subcritical if 
a,(V) = 0 and a,((1 + E) V) = 0 for some E > 0, and V is critical if 
a,(V)=Oanda,((l+~)~>Ofor alle>O. 
It is easily seen that V is supercritical if and only if the operator H 
considered in L, has at least one negative eigenvalue, and that V is 
subcritical or critical if and only if H > 0 on L,, i.e., (4, H#) > 0 for all 
$EC,m. 
The purpose of this paper is to give criteria of whether V is critical or 
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subcritical, and to solve affirmatively Problem 1 of Simon (4, p. 771: Prove 
for VE CF(R’) with a,(v) = 0, one has p,(V) < co. Is it true that Hy = 0 
has a solution 7 > 0, q E L, if and only if V is critical? 
Our main results are the following theorems, which shall be proved in 
Section 3 by making use of the results in [2]. Throughout the present paper 
V(x) is assumed to satisfy Condition (V). 
THEOREM 1.1. The following conditions (it(iii) are equivalent. 
(i) V is subcritical. 
(ii) There exists a C2-function x such that 
Hx=O, x>O, iQdx=l, (1.2) 
x(x)=(2x)-1 log)xl/2+y/2x+d+O(lxl -‘) as Ix/+ co, 
VT&) = O(lxl -‘I as (xj--ta~, 
(1.3) 
where y is Euler’s constant. 
(iii) For 0 < o < 1, 
U(t, x, y) = t-l Q(t) x(x) x(y) + l7Jt. x, y) as t -+ co, (1.5) 
Q(t) = ix [(log t - log z - d)* + IC* 1~ ’ e-’ dz, (1.6) 
,afO&,x,y)l <lp-l((,, + (.v)>‘“, I> 0. (1.7) 
where x and d are the same as in (ii) and M,, is a positive constant. 
Remark. We see that Q(t) = (log t))* + O((log r)-j) as t -+ co. 
THEOREM 1.2. The following conditions (i)-(iii) are equivalent. 
(i) V is critical. 
(ii) There exists a Cl-function I+Y such that 
Hy/=O, v > 0, 1 k-y/ d-x = 0, (1.8) 
v(x)=Y + Wxl-‘1 for some p > 0, 
Vv(x) = O(l-c’> as /xi+ co. 
(1.9) 
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(iii) For 0 < u < 1, 
qt, x, Y) = t- ‘v(x) W(Y) + q&Y x3 Y) as t+oO, (1.10) 
where II/ is afunction satisfying (1.8) and (1.9), and r7,(t, x, y) satisfies (1.7). 
THEOREM 1.3. (i) If the equation Hg = 0 has a positive solution, then 
Ha0 on L,. 
(ii) If H > 0, then the equation Hg = 0 has a positive solution g 
satisfying 
g(x)=~10gjx~+~+0(~xj-‘) as lx\--) 00 for some (A, ,u) f (0,O). 
Furthermore, any f satisfying Hf = 0 and f (x) = o(lx\) as (x1 + co must be a 
constant multiple of g. 
Remark. Assertion (i) is well known (see [I]). Assertion (ii) is new. 
THEOREM 1.4. (i) Vj V(x) dx < 0, then V is supercritical. 
(ii) If V> 0, then V is subcritical. 
Remark. This theorem is essentially well known (cf. [3,4]). 
THEOREM 1.5. Let WE CF, W>O, and W#O, and let V be not a 
constant multiple of W. 
(i) If V is subcritical, then there exists A, > 0 such that V - ,I, W is 
critical, V - A W is supercritical for ;1 > A,, and V - i W is subcritical for 
A <II,. 
(ii) If V is critical, then V - 3, W is supercritical for 1 > 0 and V - i W 
is subcritical for A < 0. 
Remark. There is a supercritical V such that V - L W is supercritical for 
all AER’. Indeed, if there exists a nonempty open set 0 such that 
RnSupp W=0 and 
then H - L W is not nonnegative for all A. Obviously, the above phenomena 
does not occur if 1 V(x)\ < MW(x) for some M > 0. 
The following gives an answer of Problem 1. 
COROLLARY 1.6. (i) The equation Hg = 0 has a bounded positive 
solution if and only tf V is critical. 
(ii) Ifa,(V)=O, thenjI,(V)<ooforall l<p<co. 
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Prooj Assertion (i) is a direct consequence of Theorems 1.2 and 1.3. Let 
us show (ii) along the line given in the proof of Theorem 4.1 in 141. Since 
u,(V) = 0, V is critical or subcritical. Suppose that V is critical. Then 
Theorem 1.2 asserts that there exists a bounded Cz-function v such that 
HIJ=O, I,v>O, and v/-‘EL,. Since e -IH is positivity preserving (cf. 13. 
Theorem X111.45]), we have that for any ffZ L , 
le m’“f(x)I < eprH IfI < llfll, II Ic/- ’ IIL em ‘f’v/(-~) 
= llfll, II w- I llr v(x) < II li/ I 11X8 I/ VII-, llfll.r 
This proves p,(V) < co. Since pz( V) < co by H > 0. the interpolation 
theorem and duality yield /3,(V) < co for all 1 < p < co. Next suppose that V 
is subcritical. Then Theorem 1.5 shows that there is a C,;I-function W such 
that W> 0 and V- W is critical. By the comparison theorem, 
for all t > 0. Thus p,(V) < co, which completes the proof. Q.E.D. 
2. LEMMAS 
In this section we prepare some lemmas needed in the proof of Theorems 
1.1-1.5. 
LEMMA 2.1. Let ?I be a C’-function such that Hq = 0, 17 > 0, and 
FY,J/ q -’ E Lz. Then 
(f,Hf)= (‘lW’)12a2dx (2.1) 
for any corttinuous function f such that f E L ~ , / Of I E L2, and Af E L , . 
Here and in what follows (J g) = J fi dx. 
ProoJ: It suffices to prove (2.1) for C”-functions f having the properties 
in Lemma 2.1. Choose CF-function # such that $(x) = 1 for (xl < 1, @(.u) = 0 
for /xl> 2, and d(x)>O. For R > 0, put tiR(.x) =i(x/R) and fj(x)= 
GJ~(X) f(x). Then we obtain (see [ 1, p. 224)) that 
Since { f, /Of. 04, ) dx -+ 0 as R --t co, we have that 
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Since q-’ (Vr]] EL,, we obtain that 
This proves (2.1). Q.E.D. 
COROLLARY 2.2. If there exists a C2function n as in Lemma 2.1, then 
jv(x)dx=(~-*Jvtj~2dx>o. (2.2) 
Proof. Since V f 0, ‘1 f 0. Thus substitutingfin (2.1) by 1, we get (2.2). 
LEMMA 2.3 [2, Lemma 5.91. If V> 0, then H > 0 and there are no 
nontrivial bounded solutions of Hg = 0. 
LEMMA 2.4. Assume that H > 0 and the equation Hg= 0 has no 
nontrivial bounded solution. Then (ii) and (iii) in Theorem 1.1 hold. 
Proof. Along the line given in the proof of Theorem 5.4 in [2] we can 
show that there exists a C2-function x such that Hx = 0, s Q(x) dx = 1, 
x(x) = (277-l log lx]/2 + O(1) as Ix/* co, and for any $ E Cr 
eC’“q5 = [t(log t)‘]-l@,X)X t O(t-‘(log t)-3) as t-+00. 
Choosing 4 such that (4,~) = 1 and 4 > 0, we have that 
x(x) = !\; t(log t)’ e-‘“4(x) > 0. 
This implies that x > 0 (see, e.g., [ 1, Corollary, p. 2211). The other assertions 
in (ii) and (iii) are derived by using Corollary 2.2 along the line given in the 
proof of Theorem 5.4 in [2]. Q.E.D. 
LEMMA 2.5. If (iii) in Theorem 1.1 holds, then for any 6 > 0 
sup I\(x)-“(H + z)-‘(x)-~-~)\~,~ < 00. (2.3) 
r>O 
Furthermore, as z 10 (H + z))’ converges an operator B having the 
following properties: For any f such that f > 0, f f: 0, and (x)*+‘f(x) E L, 
Wtf > =f, BfEL,, Bf>O, (2.4) 
Bf(x) = (f,x) + O(JXI-~~“(‘*~)) as (xl-+ 00. (2.5) 
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Proof The first half of the lemma and (2.4) are obvious; (2.5) follows 
from (5.47) in [2]. Q.E.D. 
LEMMA 2.6. Assertion (iii) in Theorem 1.1 implies that V is subcritical. 
Furthermore, if W satisfies the same condition as V, then V $ ,I W is also 
subcritical for all s@iently small ,I E R’. 
Proof. By (2.3), for some 6 > 0 
N= sup l](x)-‘(H+ z)-‘(1 V/ + / W])(x)“ll,., < co. 
i>o 
Let E > 0 and (E + (1 + E) ]A])N < 1. Let f be an L,-function satisfying 
(-,4 + ( 1 f E)( V + /i W))f= -zf for some z > 0. Since fG L ~, we have that 
II(wf(x)llm G (E + (1 + E) Iwwx)-bf(x)ll,. 
which implies thatf= 0. Hence V + A W is subcritical for l/1) << 1. Q.E.D. 
LEMMA 2.7. Assume that H > 0 and the equation Hg= 0 has a 
nontrivial bounded solution g. Then there exists a positive C2-function w 
satisfying (1.8) and (1.9), and any bounded solution f of Hf = 0 is a constant 
multiple of ly. 
Proof Let V, = max( V, 0), V- = min(V, 0), and choose W in CF such 
that W& 0 and Wf 0. We first claim that there are no L,-eigenfunctions for 
zero. Suppose that there exists an L,-function # such that H# = 0 and 
4(-u) > 0 on a nonempty open set. Then it is known (see [ 3 1) that 4 > 0. We 
have that 
(H-V- + W)4=f, f=-v- #+ Wd>O, J-&O. 
By Lemmas 2.3-2.5, there exist X+ and B, such that x+ > 0, B+f(x)= 
(AX+) -to(l) as lx]-+ a~, and (H- V_ + W) B+f=J Since 
(H-V-+ W)(#-B+f)=O and @-B,fEL,, we get I$=B,~: But 
B, f @ L,, for (Ax+) > 0. This is a contradiction. The claim is proved. 
Theorem 6.9 in ]2] then asserts that 
N- I 
w, x, Y) = x logk t i g&) gJy) + P(t) + g,,(x) &h,(Y> 
k-l I=I I7 
2 
+ + t-‘log-kt -L‘ 
kiin, /z 
gkdX) gk,(y) 
+ t-’ + g,,(x)g,,(y) + O(t-’ log-’ 1) as t-t al, 
/r, 
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where N > 2, Y(t) = log -N t + O(logUN-’ t), Hgk, = 0 for any k and 1, and 
for k#O 
&l(X)= @Xl +~x*)l142 + 4l-v) as /x(-+03 
for some (A, p) f (0,O) 
(2.6) 
or g,,(x) = 0, g,,(x) = I + o(l) as jxJ-+ co for some A. Suppose that 
C, g,,(x) gk,(y) f 0 for some k > 1. Put K be the minimum of such k’s. 
Since e-IH is positivity preserving, we obtain that for anyfE CF with f > 0 
Since g,,(x) attains both positive and negative values if g,,(x) f 0 by (2.6), 
the above inequality implies that (gKr,f) = 0 for allf> 0, f~ CF. This is a 
contradiction. Hence gk,(x) = 0 for all k > 1. Similarly, g,,(x) E 0 for all 
k < - 1. We have that for some ,I 
&&> = A + w- j 1% lx -Y l/2 V&l,(Y) dY, 1 V&ll(Y> dY = 0. 
We may assume that g,,(x) = )\. + o( 1) as 1x1 --) co for some A # 0 or g,, = 0, 
and g,, (1= 1, 2) satisfy (2.6) or zero. We claim that g,,(x) # 0 for every 
x E R2. Suppose that g&x) z 0. Then the same argument as above shows 
that g,, = g,, = 0. Then U(t,x,y) = O(t-‘(log t)-‘) as t + oo, which 
together with Theorem 5.8 in [2] implies that there are no nontrivial bounded 
solutions of Hg = 0. This is a contradiction. Next, suppose that fgo3(x) > 0 
on Q,, where fi, are nonempty open set with .R, n Jz, = 0. Then for any 
f* E Cr(fi,) withf, >O andf, #O 
(f+ + sf- 9 go,) = 03 s = - u+ ( g,,)(f- 3 go,) - ’ > 0. 
For such f * and s, (f+ + sf _, goj) = 0 (j = 1, 2). This implies that goj(x) = 0 
(j= 1,2) for all x in fl+U&. Since Hgoj = 0, the unique continuation 
theorem shows that g, = 0 (j = 1,2). Then (f, g,,) g,,(x) > 0 for any f > 0 
withfe Cr. This is a contradiction. Thus we may assume that g,, = I+I with 
w satisfying (1.8) and (1.9). Then Lemma 2.1 shows that any bounded 
solution g of Hg = 0 must be a constant multiple of v/. This completes the 
proof. Q.E.D. 
LEMMA 2.8. Let WE Cr, W > 0, and Wf 0. If H > 0, then the 
equation (H + W) g = 0 has no nontrivial bounded solutions, and V + W is 
subcritical. 
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ProoJ Let f be a bounded solution of (H + W)S= 0. Then Lemmas 2.1. 
2.4, and 2.7 show that (f; Hf) > 0. Since W> 0, we thus get f(x) = 0 on 
Supp W. Hencef= 0. The latter half follows from Lemmas 2.4 and 2.6. 
Q.E.D. 
3. PROOF OF THE THEOREMS 
In this section we prove Theorems 1.1-1.5 by using the lemmas in 
Section 2. 
Proof of Theorem 1.3. Since (2.1) holds for any f E C’f and any positive 
solution 11 of Hv = 0, (i) holds clearly. Assume that H > 0. We first treat the 
case that there exists an unbounded solution g of Hg = 0 with g(x) = o(lxJ) 
as 1.~1 --t co. Put G&x) = -(2n)-’ _[ (y + log jx -.1!/2)f(.r) do,. Then 
d(g+G,,Vg)=O, (g + G, Vg)(x) = o(l.ul) as (.yi --) co. 
Thus Liouville’s theorem shows that g = -G, Vg +,u for some ,u. On the 
other hand, -G,Vg(x)=(2n)~‘~Vg(y)~~~log~xj/2+0(1) as (x!+M. 
Since g is unbounded, we thus obtain that /I = j. Vg(y) dq’ # 0. We may 
assume that ,I > 0. Choose W in CF such that Wg > 0 and Wg# 0. By 
Lemmas 2.8 and 2.4, there is a C2-function x+ such that (H + W)x, = 0, 
xV >O, and ~.(.~)=(2rr)~‘log/~~~/2+~‘+-t(/.~~~’) as Is~+co. We have 
that 
(H + W(g - lx, ) = wg, WgZO and Wg#O. 
By Lemma 2.5, there is a bounded function I,V+ such that (H + W) ty- = Wg. 
(l/i >o. and ~~(x)=~“+O(lxJ~‘) as ~.Y(+co. Thus (H+ W) 
(g-AK+-ri/+)=O, g-1X+-v+EL,. This together with Lemma2.8 
implies that g = Ix+ + v/+ . Put x =x+ + i ‘I,U + Then we obtain that 
Hx = 0, x > 0, and 
~(~Y)=(2~)~‘log~x(/2+~+~([x~~ ‘) and V&Y) = O(!.Yl ’ ) 
as 1x1--) co. Now, let f be any solution of Hf= 0 with f(x)=o(l,ul) as 
j.YJ - co. Then the same argument as above shows that H(f- (A V’>x) = 0 
and f - (.A V>x E L,x . Thus Lemma 2.1 yields f= ((J V> + c) x for some 
constant c. This proves the theorem in the case that there is an unbounded 
solution. Finally we must treat the case that there are no unbounded 
solutions of Hg = 0 with g(x) = 0(1x/). Then Lemma 2.4 shows that there 
exists a nontrivial bounded solution, which together with Lemma 2.7 proves 
the theorem. Q.E.D. 
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Proof of Theorem 1.1. Obviously, (iii) implies (ii). Theorem 1.3 and 
Lemma 2.4 show that (ii) implies (iii). Lemma 2.6 asserts that (iii) implies 
(i). It remains to show that (i) implies (ii). Assume that H> 0 and 
H + EV > 0 for some E > 0. By virtue of Lemma 2.4 it suffices to show that 
if g EL, satisfies Hg=O, then g=O. Since Vg(x)= O(\X(-~) as (xl--t co, 
we obtain that (g, -dg) = I ] Vgj2 dx > 0, which implies that (g, Vg) < 0. By 
Theorem 1.3, there exists a C2-function q such that (H + cl/) q = 0, r > 0, 
and (VqIq-‘EL2. Thus Lemma2.1 shows that (g,cVg)= 
(g, (H + E V) g) > 0. Hence (g, Vg) = 0, which implies that I ) Vg ) * dx = 0. 
Consequently, g= 0 by V # 0. Q.E.D. 
Proof of Theorem 1.2. Theorems 1.1 and 1.3 show that (i) and (ii) are 
equivalent. Obviously, (iii) implies (ii). It remains to show that (ii) implies 
(iii). Assume that (ii) holds. Let R(z) = (z + H)-’ and R,(z) = (z - ,4)-i for 
z > 0. We have that R,(z) = F, log z + G, + O(zU) as z 10 for 0 < u < 1, 
where F, = - (4, 1) 1 and G&x) = -(27c-’ ( (y t log lx-of dy. 
Theorem 6.9 in [2] and Lemma 2.7 imply that for 0 < cr < 1 
R(z) = f log-k z B, t O(z”) as 2 1. 0, 
k=-1 
where B, = Cy= i(., xkl) xkl for k # 0. We see from the proof of Lemma 2.7 
that B-, = - (., w) w. Let us show that B, = 0 for k > 1. By the resolvent 
equation (1 t R,(z) V) R(z) = R,(z), 
(1 tG,v)BktFoVBk+,=O, k> 1. 
This implies that Hxk, = 0 and xk,(x) = O(log 1x1) as 1x1 --f co. Then 
Theorem 1.3 shows that xk, = ck, w for some constant ck,. Thus F, VBk+ , = 0 
and (1 f G, v) B, = 0, from which it follows that xk,(x) = O(jxl-‘) as 
(xl+ 00. Thus ckl = 0, that is, B, = 0 for k > 1. Hence 
R(z)=--logz(~,~)~+B,t O(z") as z JO, (3.1) 
which implies (1.10). Q.E.D. 
Proof of Theorem 1.4. Lemma 2.2 and Theorem 1.3 show that if H > 0, 
then j” V(x) dx > 0. This proves (i). Assertion (ii) obviously holds, for 
a,((1 t e) v) = 0 for any s > 0 if V> 0. Q.E.D. 
Proof of Theorem 1.5. Put S, = {s E R’; V-SW is supercritical}, S, = 
{s E Ii’; V-SW is critical}, and S- = {SE R’; V-SW is subcritical}. The 
comparison theorem implies that if s E S, and k(r - s) > 0, then r E S, . 
Since an isolated eigenvalue is stable under small perturbations, S, is open. 
By Lemma 2.6, S- is open. Theorem 1.4(i) implies that s E S, if s > 
(V, l)( W, l)-‘. Consequently, S, # 0. Lemma 2.8 shows that if s E S, and 
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Y < s, then r E S- . Hence either S, = R ’ or there exists a real number A,. 
such that 
s- = (--co, A,), so = V,h s, = (A,. co). (3.2) 
This proves the theorem. Q.E.D. 
4. GENERALIZATIONS 
In this section we give results analogous to Theorems 1.1 and I .2 for the 
operator 
H = - 2 ajajk(x) 6, + c(x) 
j.k=I 
(4.1) 
on R”. Here c~,~~(x) and c(x) are real-valued functions on R” not identically 
zero such that aaai,(x) (Ial < 1) and c(x) are uniformly Hiilder continuous. 
aik(X) = a,/(x), Cj,k aik(X) <i& > 6, / (1’ for SOme a,, > 0, and 
i ((do-’ k+(X) - hi,/ + (+-I j va,,(x)j) + (x,” ;c(x)l < M (4.2) 
i.k~ I 
for some M < co and p > 4, where dik is Kronecker’s delta. We put 
v = c(x) - ;- .- ai(a,(x) - aia) 2,. 
./.k = I 
(4.3) 
The notion for V to be supercritical, critical, or subcritical is defined in the 
same way as in Section I. 
The following theorems can be shown in the same way as Theorems I. 1 
and 1.2, and we omit the proof. When n > 3 and uik(x) = 6,. Theorem 4.4 is 
implicitly due to Simon (see (4, pp. 72-741). 
THEOREM 4.1. V is subcritical lf and on!~~ f the equation Hg = 0 has a 
positive solution g such that 
g(x) = (27P”)--’ 1x1 + O(1) as Ix/+cc (n= 1) 
= (2n)- ’ log [Xl/2 + O(1) as j,Y(--,co (n=2) 
= 1 + O((.+“) as [.‘ij-tcc (n > 3). 
THEOREM 4.2. (i) If V is subcritical and n > 2, then 
lim h(t) ’ U(t, x, y) = g(x) g( ~‘1, I -‘K (4.4) 
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where g(x) is the function in Theorem 4.1 and 
h(t) = t-’ log-’ t (n = 2) 
= t-no (n > 3). 
(ii) If V is subcritical and n = 1, then 
lim t3’*U(t, x, y) = g(x) g(Y) + w(x) v(y) > 0, (4.5) 1-m 
where g(x) is the function in Theorem 4.1 and w is the C2-function satisfying 
Hv=O and yl(x)=(2n”4)-‘x+0(1) as (xl--t co. 
THEOREM 4.3. V is critical f and only if the equation Hg = 0 has a 
positive solution g such that 
g(x) = I +,ux/lxI + 0(1x1-‘) for some @,,u) E R’\{O} (n= 1) 
= 1 lx)*- + 0(IxJ’-“) for some A > 0 (n > 2) 
as 1x1+ 00, where ,? = (27r3’4)-’ for n = 3 and A = 71-l for n = 4. 
THEOREM 4.4. If V is critical, then (4.4) holds for the function g(x) in 
Theorem 4.3 and 
h(t) = t-Ii2 (n= 1,3) 
= t-1 (n= 2) 
= log-’ t (n=4) 
= 1 (n > 5). 
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