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ABSTRACT
In this dissertation, I present research into the dynamics and assembly of colloidal particles. This
involves investigations into single particle dynamics, collective dynamics of assembled clusters,
and thermodynamic studies of colloidal superstructure formation. To do this, I have utilized a
combination of many simulation and theoretical techniques.
Chapter 2 presents a study I have done of the methods in which to implement hydrodynamics
into a mesoscopic coarse-grained solvent model (Multiparticle Collision Dynamics). This is done
in order that colloidal particles may be studied with hydrodynamics (as is presented in Chapters 4
and 8) in the proper limits.
Chapter 3 presents some general considerations for the study of kinetically arrested colloidal
gels, which are studied in more detail in Chapters 4 and 5 through molecular dynamics simulations.
Chapter 4 considers the structures formed by colloidal particles interacting attractively interact in
solvent, while Chapter 5 examines sediment structures formed by attractive particles and their
clusters.
In Chapter 6, I examine how the presence of patches on the surface of colloidal particles can
influence their assembly into superstructures, and the interesting dynamics that can develop in
dense systems of such particles, as well as the thermodynamics of specific structure assembly.
Further, in Chapter 7, I explain how prototypical two-faced Janus colloids form into elongated
helical structures (which are not global free-energy minima) through kinetic pathway selection.
Finally, in Chapter 8, I examine how hydrodynamics influences the dynamics of a Janus particle
having stick–slip boundary conditions, and examine how this might influence the conformations of
clusters, presenting a way to utilize hydrodynamic flows in order to control particle orientations in
suspension processing and the manufacture of composite materials.
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CHAPTER 1
INTRODUCTION
Colloidal particles are important in the modern world, both for their myriad industrial applications,
and for their usefulness in modeling atomic systems. The colloidal world is generally regarded as
one of mesoscale—when addressing colloidal particles, we should have a generic picture of one
state of matter dispersed within another in a stable way. Often this is a set of small solid particles
dispersed in a liquid, but that need not be the case, as globular proteins, cells, polymers, and
extensive other systems can be attacked with the same set of tools as the oft-studied system of
beads in water. Colloidal materials are called dispersions or suspensions due to the presence of
one particulate phase within another. The particles within the colloid are small, but not too small.
A rule of thumb is that the particles are larger than individual atoms, but small enough to still
exhibit Brownian motion. In this vein, neither a solution of NaCl in water, nor a wheelbarrow full
of bricks dumped into the ocean is a colloidal material, despite the presence of one phase dispersed
within another. A prototypical example is that of ≈ 1µm silica beads in water, and for this thesis
it is useful to have that picture in mind (where appropriate, distinctions will be made).
Often these particles will be acted upon by external forces, primarily electric fields or grav-
itational forces. In this work, specifically in Chapters 5 and 8, we will consider the action of
gravitational forces on the colloidal particles. The relation of the energy scales of these driving
forces relative to that of Brownian motion is a determining factor in the dynamic and assembly
behavior of colloidal systems. The relation of each of these to any solvent-mediated interactions, or
externally mediated fluid flows is also important, and dealt with explicitly in Chapters 2, 4, and 8.
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1.1 Interactions
The interactions between colloidal particles are complex by nature. The chemistry of particle
surfaces and the solvents in which they are dispersed leads to electrostatic repulsions and attractions
when ions on the surfaces dissociate. Coupled with van der Waals forces, these interactions form
the basis of DLVO theory [1, 2], successful in describing the equilibrium interactions and stability
of many solid phases dispersed in solvent. In the present work, these interactions are largely
ignored. Modern manufacturing techniques have made it possible to create particles that greatly
resemble the hard-sphere idealization. This removes the effects of DLVO forces, provided the salt
concentration of the solvent is properly regulated.
Even in this simplified limit, many nontrivial interactions remain. The ubiquity of solvent in
solid colloid dispersions leads to the unavoidable consequence of fluid motion in response to solid
motion. The flow-fields generated are the source of hydrodynamic interactions (HDI) [1, 3, 4]. The
complexity of such interactions means that only a few specialized cases are analytically solvable.
One proceeds in analytical solution by solving for the mobility (µ) or friction (ζ) tensors, defined
by
V = µF, F = ζV , (1.1)
with F and V the 6N -dimensional vectors defining all linear and angular colloidal forces and
velocities in the suspension. Both of these tensors have been used in simulations [5]. For example,
in the Stokesian Dynamics method [6], the full friction tensor for an N-particle system is calculated
from asymptotic pairwise considerations and inverted to obtain an approximate N-body mobility
tensor. Most analytical solutions for mobility tensors are limited to pairwise contributions to
the flow field [1, 7, 8], or solutions of many sources regarded as being separated by reasonably
large distances [9–11]. In colloidal systems, cases where particles are separated by small distances
are equally important, (i.e. in the process of aggregation into clusters and gels) but no exact
interactions are known aside from special two and three-body cases [9,12,13]. Though in principle
the Stokes equations can be analytically solved through expansion, or approximately solved as
in Stokesian dynamics, such calculations are difficult, and slow when implemented in simulation.
Further, in processing applications for colloids and polymers, where suspensions are forced through
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small channels, extruded through nozzles, or sedimented, one must consider the effects of coupling
of particles and walls (or other obstacles) present in the system, which can further complicate the
use of these tensors in simulation. In Chapter 2 we discuss a method recently devised for solving
this problem, that of Multiparticle Collision Dynamics, and examine various boundary conditions
meant to represent fluid–solid interactions and their implications for the solvent.
Further issues arise when considering the impact of adding non-adsorbing polymer to the sus-
pension. In this case, colloids will experience additional attractions driven by the configurational
entropy of polymers [1]. Polymers within the gap between approaching spheres will have their
entropy reduced, and will find it favorable to move outside this region. The resulting pressure
drives the colloids together. This system is well-studied (see, e.g. [14–18]) because of its theoretical
simplicity, as well as its utility in describing experiments. In addition, the nature of the interaction
allows tunable control of the range and strength of attraction by varying the size ratios of colloid
and polymer. In Chapter 3 we discuss how this can be used to create a soft gel of colloidal par-
ticles, and how the interplay of such interactions with gravitation and hydrodynamics can affect
properties of the resulting aggregates.
Additionally, one can create patches on a particle’s surface having specific physical or chemical
characteristics [19,20]. A guiding example is that of Janus or triblock Janus spheres [21–24] which
form the basis of self-assembly investigations in Chapters 6 and 7. Here, we consider spherical
colloids which have been functionalized with hydrophobic patches on their surface. Upon dispersion
in water, and mitigation of DLVO repulsions via addition of salt, the hydrophobic patches attract in
order to minimize the hydrophobic surface–water contact area. Combined with the rigid nature of
the colloids, the patchy, directional interactions drive assembly into simple geometrical structures,
or more intricate lattices and helices. In addition, solvophobic interactions may also lead to slip
flows at the surface of the colloidal particles. In Chapter 8 we demonstrate how the breaking of
particle symmetry due to anisotropic slip affects the orientational behavior of patchy colloids and
their aggregates in simple flows.
3
CHAPTER 2
MULTIPARTICLE COLLISION
DYNAMICS
This chapter was previously published as:
• “Fluid–Solid Boundary Conditions for Multiparticle Collision Dynamics,” J. K. Whitmer and
E. Luijten. Journal of Physics: Condensed Matter 22, 104106 (2010).
2.1 Introduction
Stochastic Rotation Dynamics (SRD) is a mesoscopic fluid simulation method developed a decade
ago by Malevanets and Kapral [25, 26]. Since then, it has garnered considerable attention and is
now, in its generalized form, commonly referred to as Multiparticle Collision Dynamics (MPC).
The coarse-graining of fluid elements into particle species that are governed by simplified interaction
rules, in a manner that preserves fundamental conservation laws, leads to a significant acceleration
of fluid simulations. When an MPC fluid is coupled to a molecular dynamics (MD) simulation of
colloids, it permits the bridging of many timescales relevant to problems in colloidal physics [27]
and can be used to represent the hydrodynamic interactions between colloids that result from their
dispersion in a liquid medium. Recent examples include simulations of aggregate formation [28–
31], particle sedimentation [27, 32, 33], bacteria swimming [34], membrane dynamics [35–38], and
polymer translocation [39–41]. For a comprehensive review of the MPC method and for further
applications, see Refs. [42] and [43].
Experimentally, colloids in suspension can exhibit of variety of interactions with the surrounding
fluid. To enable the study of such systems, we examine various methods of imposing macroscopic
fluid–solid boundary conditions in an MPC simulation. We first compare different options for
treating stick boundary conditions at a fixed boundary, and then extend these to colloids, which
have boundaries that move with respect to the solvent and are thermally coupled to it. In doing
4
so we are able to address some issues that previous examinations of the boundary conditions have
ignored. Further, we propose a simple but effective generalization of stick boundary conditions to
obtain surfaces of arbitrary slip coefficient. This generalization is applicable to MPC simulations
involving both stationary surfaces and surfaces of mobile spherical particles.
The MPC method consists of two steps: the streaming step, where particle positions and
velocities are advanced in an MD manner, and the collision step, where fluid particle momenta are
mixed. The streaming step in MPC simulations is governed by the velocity-Verlet algorithm,
ri,j(t+ δt) = ri,j(t) + vi,j(t)δt +
1
2fi,j(t)(δt)
2 , (2.1)
vi,j(t+ δt) = vi,j(t) +
1
2 [fi,j(t) + fi,j(t+ δt)] δt , (2.2)
where r(t) and v(t) are the position and velocity of a fluid particle at time t, and f(t) is the
total force exerted on the particle. The index i denotes the particle number, and the subscript j
the dimensional component. Forces on fluid particles arise at fluid–solid boundaries, or due to
an external field. However, interactions between fluid particles are wholly taken care of in the
collision step. Here, a grid with lattice length a0 is overlaid on the system, and fluid particles are
partitioned into these cells. The velocities of the fluid particles are then updated by applying a
randomly determined mixing operator Ω to the relative velocity of each particle,
vi = vcm,ci +Ωci (vi − vcm,ci) . (2.3)
Here, ci is the cell containing particle i and vcm,ci denotes the center-of-mass velocity of the fluid
particles in ci. The mixing operator Ωci is chosen independently for each cell. In the original SRD
algorithm, it is a rotation about a unit three-vector drawn from a uniform distribution.
The momenta can be mixed in many ways [44], so long as the correct macroscopic conservation
laws are applied during the collision step. Mass is always conserved, as the number of fluid particles
in each cell, and thus in the system as a whole, is fixed during the collision step. The remaining
conservation laws are left to the choice of the operator Ω, although momentum must always be
conserved by this operator. These two conditions are sufficient to ensure that in the large-scale
limit this algorithm recovers the continuity and Navier–Stokes equations [39].
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One must be careful applying the algorithm as constructed above, as it is not translationally
invariant. This issue is due to the rigid grid imposed in the collision step, as was pointed out by Ihle
and Kroll [45]. At low temperatures this is particularly evident, since particles will diffuse so slowly
that they are effectively trapped in the same cell, colliding with the same set of particles for many
time steps. This violates molecular-chaos assumptions and leads to velocity-dependent transport
coefficients in the fluid. At high temperatures, this problem does not arise, since the particles
diffuse rapidly enough between different cells and thus collide with different sets of neighbors. A
general solution to this problem is to restore Galilean invariance by shifting the origin of the grid
by a random vector with components in [0, a0) prior to sorting the fluid particles into cells in each
collision step [45].
In our discussion of the MPC model we follow the notation of Ref. [46], which we will briefly
reiterate here for completeness. A simulation of the MPC model involves the following set of
parameters: the number of fluid particles per cell γ, the time between collision steps ∆tc (usually
chosen as an integer multiple of the molecular dynamics evolution time step δt), the collision
cell size a0, the linear system size L, the particle mass mf , and the temperature T . A natural
system of units arises if a0 is chosen as the unit length and mf as the unit mass, and Boltzmann’s
constant kB is set to unity. The characteristic velocity is then the thermal velocity of the fluid
particles, v0 =
√
kBT/mf , and t0 = a0/v0 represents a characteristic time. This in turn defines the
dimensionless mean free path λ = ∆tc/t0, the characteristic viscosity η0 =
√
kBTmf/a
2
0, and the
unit of acceleration g0 = a0/t
2
0. When colloidal particles or additional fluid species are added to this
system, a new set of mass and length scales is introduced (notably the colloid mass Mc, colloid–
colloid diameter σcc, and colloidal radius a). These can be incorporated naturally by defining
masses in terms of mf and length scales in terms of a0 [46]. Finally, the collision operator Ω must
be specified. The consequences of this choice have been examined in detail in Refs. [44,47]. In our
simulations, we employ both the original SRD collision rule [25], as well as the Andersen Thermostat
(AT) collision rule [44]. In addition to the mandatory conservation of mass and momentum, the
SRD method conserves energy, whereas the AT method applies a local thermostat to the fluid in
each collision cell. The use of a thermostat implies that energy conservation is no longer fulfilled,
although it is retained in a statistical sense. Both of these rules have recently been extended to
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angular-momentum conserving algorithms [44].
In studying various boundary conditions on MPC fluids, we seek the optimal rules for studying
embedded colloidal particles. To do this, we examine methods for modeling stick boundary condi-
tions at stationary walls that have been presented previously, and extend them to include partial
slip effects. Finally, we examine consequences of these methods for simulating suspended colloidal
particles.
2.2 Viscosity in an MPC fluid
The viscosity coefficients of a fluid are a measure of its resistance to deformations. This can be
quantified by means of the viscous stress tensor σij. For Newtonian fluids, the stress tensor is a
linear combination of the spatial derivatives of the fluid velocity u [48], the most general of which
is [44,49]
σij = ηˆ
(
∂xiuj + ∂xjui
)
+ η¯
(
∂xiuj − ∂xjui
)
+ ηb (∂xkuk) δij . (2.4)
Here ηˆ, η¯, and ηb are the symmetric, antisymmetric, and bulk viscous contributions, respectively. In
most situations we consider the flow of incompressible fluids which conserve angular momentum,
where only the symmetric contribution ηˆ is nonzero. For unidirectional shear, this leads to a
standard relation between the stress tensor and the viscosity (now indicated generically as η),
σij = ηγ˙ . (2.5)
Here, γ˙ = ∂xiuj is the shear rate. The stress tensor in Eq. 2.5 can in turn be related to the flux of
xj-momentum across planes of constant xi.
Even in the absence of angular-momentum conservation, viscosity can still be defined as in
Eq. 2.5, provided the stress tensor only enters the equations of motion through its divergence in
the Navier–Stokes equations. For incompressible fluids, the divergence of the stress tensor simplifies
to
∂xiσij = (ηˆ + η¯)∂
2
xiuj , (2.6)
and η = ηˆ+ η¯ is the effective viscosity. In addition, the antisymmetric term is important for bound-
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ary conditions if the fluid velocity is related to the tangential stress [49,50], although velocity-based
boundary conditions (such as those that we will consider for Poiseuille flow) remain unaffected. It
should also be noted that the MPC fluid has an ideal-gas equation of state [42] and thus is not
incompressible. If compressibility effects are strong, explicit inclusion of all three terms in Eq. 2.4
is necessary. In the MPC fluid, these effects can be minimized by ensuring that the Mach number
relating flow velocity to the speed of sound, Ma = vf/cs, is small [46]. Alternatively, attempts have
been made to reduce compressibility effects by incorporating a non-ideal equation of state [51,52].
One can calculate the viscosity of an MPC fluid by observing how momentum is transported
through the fluid. Momentum can be transferred in two ways, corresponding to the two steps of the
MPC algorithm. During the streaming step, momentum is carried by each particle in its direction
of motion. During the collision step, momentum is redistributed among particles in a collision cell.
This results in two contributions to the viscosity of an MPC fluid that depend strongly on the
particle density and on the time between collisions. At small mean free path lengths, momentum
transfer via collisions is the dominant contribution to the viscosity, whereas at large λ the streaming
of particles dominates. If the mean free path length is large enough to justify the molecular-chaos
assumption, the viscosity of the SRD model can be calculated analytically [53–56], permitting
an accurate test of simulation data. More recently, analytical results for the viscosity have been
obtained for other choices of the multiparticle collision operation as well [44].
2.3 Stick and slip boundary conditions
Fluid flow is strongly affected by the presence of interfaces. For fluids in contact with a solid phase,
the normal component of the velocity at the interface must be zero, whereas the tangential velocity
inherently depends on molecular interactions at the interface. Two ideal scenarios are those of stick
and slip boundary conditions. For stick (or ‘no-slip’) boundary conditions, the tangential velocity
of the fluid relative to that of the boundary vanishes at the interface. For slip boundary conditions,
the tangential velocity of the fluid is unaffected by the presence of the interface. Most real surfaces
satisfy a partial slip condition, which lies between the two [50, 57, 58]. In this case, the relative
tangential velocity of the fluid is diminished near the surface, but remains nonzero. The amount
of slip can be quantified via the slip length, which is the (hypothetical) distance into the surface at
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which the relative tangential velocity would be zero. For shear flow in the x-direction relative to a
boundary at z = 0, this yields
λslip =
ux(0)
∂zux(0)
. (2.7)
Note that for perfect slip boundaries λslip diverges. The importance of slip in a macroscopic system
can be expressed through the effective Knudsen number [58]. The conventional Knudsen number
is defined as the ratio between mean free path length and a representative physical length scale of
the system and is useful for quantifying the viscous character of a flow. Here we define it as the
ratio between slip length and system size,
Kn =
λslip
L
. (2.8)
From this definition, in combination with the notion of slip length as a distance in the surface
at which stick boundary conditions would apply, we see that a small Knudsen number implies
that stick boundary conditions are a good approximation for the system. In physical systems, slip
notably arises from hydrophobicity or surface roughness [50,57,58], and often is not evident unless
the system size is on the order of microns. In addition, the viscosity near a surface may be altered if
a fluid contains a surface-active component, or if fluid–solid interactions near the interface modify
the local composition of the fluid. A lowered viscosity facilitates the motion of monolayers near
the interface, resulting in a so-called apparent slip boundary condition.
Likewise, slip in an MPC fluid can be either intentional or apparent. As will be discussed below,
modifying the exchange of tangential momentum between fluid and solid makes it possible to change
the macroscopically determined slip length in a controlled way. This can in turn be mapped onto
an effective Knudsen number. However, one must be mindful that simulation artifacts can affect
the boundary conditions as well. Specifically, the presence of partially filled collision cells [42, 59],
either due to the shape of boundaries or due to the Galilean-invariant lattice shifting, leads to a
decreased viscosity at the surface resulting in an apparent slip.
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2.4 Incorporating boundary conditions in an MPC fluid
Within a particle-based simulation, there are several ways to incorporate physical objects, such as
walls. The simplest method is to represent a wall by means of a repulsive potential (which varies
only perpendicular to the plane which defines the wall) and include the resulting forces in the
Verlet update step. Since such a potential cannot affect the tangential velocity of the fluid, this
implementation results in perfect slip boundary conditions. To represent stick boundary conditions,
a mechanism is needed to decrease the relative tangential velocity of the fluid at the wall. One
possibility is to implement a noncentral force on particles near the wall. In principle, this will
make it possible to create boundary conditions with arbitrary slip by removing some fraction of the
particle momenta near a solid surface in each time step. In this Chapter, we do not examine force-
based conditions, but instead impose hard walls that reflect incoming fluid particles. Regular,
specular reflections constitute the counterpart of a repulsive potential and lead to perfect slip
boundary conditions. Other boundary conditions can be created through bounce-back conditions,
where momentum is exchanged as an impulse between the fluid and the solid. In this section,
we review several choices for the reflection rules, and consider their generalization from stationary
walls to moving fluid–solid interfaces.
2.4.1 Bounce-back conditions
The bounce-back boundary condition was first proposed for MPC simulations by Malevanets and
Kapral [25]. It is a direct analog of the stick boundary condition often applied in lattice-Boltzmann
simulations [60], and functions by controlling the momentum flux at the boundary. This condition
is implemented as follows. If, at the end of a streaming step (Verlet update), a fluid particle with
velocity v is found to overlap with a wall that has a velocity vsurface, we determine the intersection
of its trajectory and the surface and restore the particle to the time and position of contact. Then,
the velocity of the particle relative to the surface, v˜ ≡ v−vsurface, is completely reversed (v˜→ −v˜)
and for the remainder of the Verlet step the particle is propagated from the point of contact using
its new velocity. As a result, the average relative velocity of the fluid near the wall is zero, since
the relative velocity distribution of particles reflected from the wall mirrors the corresponding
distribution of particles approaching the wall.
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For the case of a solid boundary in motion (e.g., a colloid) one must determine a suitable
location at which to apply the boundary condition, as the point of contact between a colloid and a
fluid particle depends on the trajectory of both. For simulations of a colloid embedded in a solvent,
we use the following prescription [61]: If fluid particles are found to overlap with a colloid at the
end of the streaming step, we restore all participating fluid particles, as well as the colloid, to
their positions one half Verlet time step earlier. This configuration is then treated as the point of
contact and velocity reflections are performed accordingly. The changes in momentum and angular
momentum of the affected fluid particles relative to the center of the colloid are summed and used
to update the instantaneous linear and angular momentum of the colloid. Subsequently, the fluid
particles and the colloid are propagated for the second half of the time step. If this results in the
overlap of additional fluid particles with the colloid, the procedure is repeated, i.e., the particles are
restored to their positions halfway through the second half-step and another reflection operation
is performed. This process is iterated until either no new overlaps occur or a threshold number
of iterations is reached. In practice, only a few iterations are necessary. In this method, it is
assumed that fluid particles do not simultaneously overlap with more than one colloid. This can be
guaranteed by choosing σcc slightly larger than 2a, similar to the method utilized in Refs. [32, 46]
to compensate for spurious depletion attractions between colloids.
When implementing bounce-back conditions, one must be careful to ensure that complicated
geometries are treated properly. For example, the time step δt must be sufficiently small to en-
sure that fluid particles cannot pass through small features in a wall or through a colloid. Also,
interactions with multiple walls over the course of a single time step (e.g., reflections in the corner
of a box) require additional consideration. If the point of contact can be determined exactly, this
simply involves iterative application of the bounce-back rule for static interfaces. Otherwise, rules
similar to the colloidal rule discussed above may be applied.
2.4.2 Stochastic conditions
Stochastic boundary conditions were proposed for two-dimensional simulations of suspended solids
by Inoue et al. [62], and later applied to the three-dimensional motion of spherical colloids by
Padding et al. [61]. These conditions are intended as an alternative to the bounce-back conditions
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of Section 2.4.1, providing a simple implementation of stick boundary conditions for moving objects.
In this method, the point of contact in a fluid–colloid collision is determined in the same manner
as for the dynamic rule discussed in the previous section, but the new relative fluid velocities
are obtained from a half-space Maxwell–Boltzmann distribution rather than from direct velocity
reversals. The tangential components of the relative velocity are drawn from a Gaussian distribution
with zero mean and standard deviation v0. The normal component is drawn from a degree-2 Weibull
distribution with mean v0 and standard deviation v0. Thus, energy conservation is replaced with
the use of a thermostat, an approximation that can be justified if λa0 ≪ σcc [29,62]. A variation of
the stochastic condition [41] permits fluid particles to freely enter solid regions, where the particle
velocities are then modified to follow a Maxwell–Boltzmann distribution about the solid-body
velocity. This boundary condition, however, allows flow to penetrate small objects [49] and hence
is not considered here.
In simulations of colloidal diffusion employing stochastic boundary conditions it was found
that the autocorrelation functions of the linear and angular velocity were well represented by
theoretical predictions for colloids with stick boundary conditions [61]. However, since it is difficult
to accurately test for the presence of slip in a spherical geometry, we examine the validity of this rule
for plane Poiseuille flow in Section 2.6.1. To our knowledge, such tests were not done previously.
In hindsight, the method can be seen to always lead to significant surface slip, an aspect we will
address in Sections 2.6.1 and 2.7.3.
2.4.3 Mixed bounce-back conditions
We observe that, in analogy with the idea of noncentral forces, it is possible to control the degree
of slip at a wall using bounce-back conditions. Thus, we propose to generalize these conditions
by tuning the average amount of tangential momentum transferred to a surface in a collision. We
examine two possible implementations. In Method 1, each particle that impinges on a solid surface
undergoes a fixed fractional change in its relative tangential velocity determined by a parameter Γ.
For a fluid particle with relative velocity v˜ (defined in Section 2.4.1), its post-collision velocity v′
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is related to the pre-collision velocity v by
v˜′n = −v˜n , (2.9)
v˜′t = (2Γ− 1)v˜t . (2.10)
The subscripts n and t refer to the normal and tangential components of the velocity at the point of
contact. This method interpolates between bounce-back conditions (Γ = 0) and specular reflection
(Γ = 1). It should be noted that these boundary conditions do not conserve energy for Γ 6∈ {0, 1}. If
the solid is assumed large enough to maintain an internal temperature despite absorbing energy from
the fluid, dissipation is not an issue if an appropriate thermostat is applied to the fluid. However,
energy dissipation could present complications for colloidal particles. As an alternative, in Method
2 all fluid–solid collisions are performed using either perfect stick boundary conditions (the bounce-
back condition of Section 2.4.1) or perfect slip boundary conditions (i.e., specular reflection), so that
boundary interactions always conserve energy. For each collision, the applied boundary condition
is determined at random: Bounce-back collisions have a probability 1− Γ and specular reflections
occur with a probability Γ. In spirit, this is very similar to an analytical approach to generalize
the “rough-sphere model” for the orientational relaxation of spherical particles with stick boundary
conditions to spheres with arbitrary roughness [63]; comparable ideas have recently been proposed
for implementing partial slip in lattice-Boltzmann simulations [64]. In case of interaction with
a colloid, bounce-back collisions lead to the transfer of tangential as well as normal momentum,
whereas specular reflections involve only the transfer of normal momentum. We examine both
Method 1 and Method 2 in Section 2.6.2.
2.5 Collision rules to remove spurious slip
The bounce-back condition was studied in detail by Lamura and Gompper in two dimensions [59,65],
and has been applied in three-dimensional systems as well [49,66]. In studying the steady Poiseuille
flow profile, it was found that the bounce-back rule of Section 2.4.1 is not sufficient to guarantee
absence of slip at the walls. This problem arises from the intersection of MPC cells with the
solid surface, which results in boundary cells that contain fewer fluid particles than their bulk
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counterparts. Whereas the streaming contribution to the viscosity is not affected by this, the
collisional viscosity in boundary cells is diminished, lowering the total viscosity compared to its
bulk value. We illustrate this for cells intersected by a planar wall in Appendix A. Here, we review
several modifications to the collision step of the MPC method that have been proposed to rectify
this issue.
2.5.1 Bulk Filling Rule
The earliest solution, denoted here as the Bulk Filling Rule (BFR), is due to Lamura and Gomp-
per [59] and has found rather wide-spread application. In this rule, pseudoparticles with Maxwell–
Boltzmann distributed velocities are added to underfilled boundary cells (i.e., boundary cells with
Nfluid < γ fluid particles) in order to match the bulk particle density. The inclusion of these pseu-
doparticles [which can be represented by a single particle of mass (γ − Nfluid)mf ] in the collision
step increases the effective viscosity.
It should be noted that the number of fluid particles in each cell fluctuates. Since, according
to this rule, only underfilled boundary cells are modified, the resulting average particle density in
boundary cells is higher than in bulk cells. To remove this asymmetry, we propose a variation
of this rule, in which for wall cells with Nfluid > γ fluid particles the center-of-mass velocity is
modified by subtracting the velocity of a pseudoparticle,
v′cm =
1
γ
[Nfluidvcm − (Nfluid − γ)vMB)] , (2.11)
where vMB is drawn from a Maxwell–Boltzmann distribution for a particle with mass (Nfluid−γ)mf .
We refer to this as the Symmetrized Bulk Filling Rule (SBR).
2.5.2 Alternative collision rules
Reference [59] also considered the possibility of adding stationary pseudoparticles to underfilled
boundary cells. This approach was observed to result in an increased particle density near the walls,
which can be understood by noting that it corresponds to a zero-temperature representation of the
walls. Accordingly, the walls act as heat sinks that decrease the particle velocities and localize the
particles near the walls. Although this unintended consequence may render this approach unusable,
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it is conceivable that the application of a thermostat alleviates the problem. For this reason, we will
review its performance in Section 2.6.1. However, in analogy with the SBR proposed in Section 2.5.1
we introduce the following symmetric variant. If the number of particles in a boundary cell Nfluid
differs from the bulk number of particles per cell γ, the center-of-mass velocity is rescaled by a
factor Nfluid/γ. If Nfluid < γ this is equivalent to the addition of stationary pseudoparticles. We
refer to this as the Simple Rescaling Rule (SRR).
In Ref. [49], it was proposed to place randomly distributed pseudoparticles within the parts of
boundary cells that overlap with the solid. The velocity of each pseudoparticle is drawn from a
Maxwell–Boltzmann distribution centered around the velocity of the wall at the particle position.
As in the other rules involving pseudoparticles, their density is equal to the bulk particle density.
However, rather than on a cell-wise basis, we choose the total number of pseudoparticles according
to the total overlap volume of boundary cells with solid regions in the system. This has the
benefit that the fluctuations in the number of pseudoparticles per cell approximate the cell-wise
fluctuations in the bulk particle density. This collision rule, which we refer to as the Virtual Particle
Condition (VPC), allows a natural extension to angular-momentum conserving implementations of
the MPC algorithm, since pseudoparticles have both position and velocity, unlike pseudoparticles
in the BFR [49]. A potential complication in the VPC is that it can be computationally costly to
disperse pseudoparticles in solids with complex geometry.
When determining velocities in the Virtual Particle Condition in combination with the mixed
bounce-back rule proposed in Section 2.4.3 for surfaces with partial slip, we employ the slip pa-
rameter Γ. The velocity of a pseudoparticle at position r within the rigid body is drawn from a
Maxwell–Boltzmann distribution centered around an average velocity
〈v〉 = Γ〈vavg〉+ (1− Γ)v(r) , (2.12)
where v(r) denotes the rigid-body velocity at the position r and 〈vavg〉 is the average of the real
fluid particle velocities in the boundary cell. For perfect stick boundary conditions (Γ = 0) this
reduces to a distribution centered around the local rigid-body velocity, whereas for perfect slip
boundary conditions (Γ = 1) the average velocity of the pseudoparticles matches the local fluid
flow.
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2.5.3 Notes on collision rules for moving boundaries
The generalization to moving solids of boundary implementations in this section poses some prob-
lems for rules other than the VPC (where inclusion of rigid moving bodies is natural). For example,
in the BFR (Section 2.5.1) pseudoparticle velocities may be drawn from a Maxwell–Boltzmann dis-
tribution whose average velocity is the solid-body surface velocity in that cell. For an object
with center-of-mass position rcm, center-of-mass velocity vcm, and angular velocity ω, the surface
velocity at position r is given by
vsurface(r) = vcm + ω × (r− rcm) . (2.13)
The average surface velocity can be obtained by Monte Carlo integration of vsurface over the manifold
of intersection between the solid surface and the MPC cell. In the limit of a stationary wall, this
reduces to the stationary BFR, so we would expect similar slip behavior from this rule. When this
approach is applied to colloids, momentum gained by the pseudoparticles during the collision step
must be explicitly accounted for to ensure our system conserves momentum. Since pseudoparticles
are located inside the colloidal surface, it is natural to add this momentum to the colloid. If
F denotes the set containing all pseudoparticles i interacting with colloid j, the net momentum
changes are
∆Pj = −
∑
i∈F
mf∆vi , (2.14)
∆Lj =
∑
i∈F
mf∆vi × (ri − rj) . (2.15)
Here Pj and Lj are the colloid’s linear and angular momentum, respectively, and ∆vi is the change
in velocity of fluid particle i during the collision step. Conceptually, this momentum transfer is only
correct in case of perfect stick boundary conditions, a notion that we will address in Section 2.7.
Alternatively, one can restore momentum conservation by compensating the change in momentum
and angular momentum (if using an angular-momentum conserving rule) of the pseudoparticles in
each collision step by an equal and opposite change in the real fluid particles in that cell. However,
this process amounts to neglecting the pseudoparticles entirely and thus offers no improvement
over standard bounce-back conditions for removing spurious slip.
2.6 Plane Poiseuille flow
In this Section, we investigate the performance of the bounce-back and stochastic boundary condi-
tions reviewed in Section 2.4 in combination with the various methods for removing spurious slip
reviewed in Section 2.5. We do so in a simulation of fluid flow between two parallel stationary walls,
where the fluid experiences a constant pressure gradient or a uniform body force (e.g., gravitation).
This plane Poiseuille flow has the advantage that the velocity profile is known analytically, even
when slip is present [48,67].
Assuming a low Mach number, we can apply the (incompressible) Navier–Stokes equations,
ρ (∂t + u · ∇)u = −∇p+ η∇2u+ ρg , (2.16)
∇ · u = 0 , (2.17)
where ρ is the fluid density, p the (spatially dependent) fluid pressure and g the acceleration
resulting from an external force on the fluid. Upon alignment of the Cartesian coordinates such
that xˆ is the direction of flow and yˆ is perpendicular to the two walls, this reduces to a two-
dimensional problem. When stick boundary conditions are imposed at y = 0 and y = L, the
steady-state solution (∂tu = 0) yields the well-known parabolic profile
ux(y) =
−∆p+ ρg
2η
(L− y)y . (2.18)
Here, ∆p is the magnitude of the pressure gradient and g = |g|. In the case of uniform slip at
both walls, we can utilize the boundary condition Eq. 2.7 (with y replacing z and a corresponding
condition at y = L) and obtain the same velocity profile with the addition of a constant velocity
across the channel [58],
u′x(y) =
−∆p+ ρg
2η
(L− y)y + (−∆p+ ρg)λslipL
2η
. (2.19)
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2.6.1 Results for plane Poiseuille flow
Our simulations employ an MPC fluid with the SRD collision rule. We use γ = 32 particles per cell
in a rectangular geometry 25a0 × 25a0 × 50a0, similar to the systems examined in Ref. [66]. The
rotation angle in the SRD operator is set to α = π/2 and the mean free path length equals λ = 0.2.
When these values are entered into the three-dimensional viscosity expressions (cf. Appendix A
and Ref. [53])
ηstr =
γkBT∆tc
a30
[
5γ
(γ − 1 + e−γ)(4− 2 cosα− 2 cos 2α) −
1
2
]
, (2.20)
and
ηcol =
mf
12a0∆tc
(1− 〈Ω〉) [γ − 1 + e−γ] , (2.21)
resulting from the streaming and collision steps of the MPC method and summed, we obtain a bulk
value η = 10.91η0. The term 〈Ω〉 results from averaging over the chosen collision algorithm. Flow
strength is controlled by a gravitational force on the fluid particles, with g = 0.005g0. Because
the gravitational force imparts energy to the system, a thermostat is required. Further, the value
the thermostat measures must rely only on the fluctuations about the mean flow; the measured
temperature cannot be velocity-dependent (i.e. it must be invariant under Galilean transforma-
tions). We use both a Galilean-invariant global velocity rescaling proposed by Padding and Louis
in Ref. [46] and a simple extension of this thermostat in which the rescaling parameter is calculated
on a cell-wise basis.
As illustrated in Fig. 2.1, all simulations lead to a parabolic velocity profile, but there are
important differences between the results obtained from different algorithms. As noted earlier for
a two-dimensional implementation [59], the bounce-back condition of Section 2.4.1 (filled squares),
when applied without special treatment of the boundary cells, leads to significant slip at x =
0 and x = 25a0 and a velocity profile that is enhanced compared to the theoretical prediction
(Eq. 2.18) across the entire channel width. Application of the BFR (open squares) removes the
slip, but an enhancement of the velocity profile away from the walls remains, contrary to what
was found for two-dimensional flow [59]. We believe that this can be explained from the use of
our velocity rescaling scheme. Since the real fluid particles in boundary cells experience a net flow,
pseudoparticles that participate in the fluid collision step will remove momentum and energy from
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Figure 2.1: Comparison of plane Poiseuille flow profiles for various boundary conditions defined in
Section 2.5. All simulation data were obtained use the bounce-back condition (BB), except those
indicated as ‘stochastic.’ See the text for a detailed discussion of each method. The datasets for
BB + BFR, BB + SBR and BB + VPC lie almost exactly on top of each other for all x, though
away from the boundaries the velocity profiles systematically differ. Aside from BB + VPC +
CWT, all datasets are listed in the key in order of decreasing magnitude of the velocity profile.
these cells, leading to a local temperature decrease during the collision step. Fluid in the bulk cells
remains at the correct temperature, as the SRD collision rule conserves energy. Thus, subsequent
global velocity rescaling performed by the thermostat leads to an overheating of the bulk fluid and
a consequent decrease in the viscosity. This effect can be suppressed by choosing smaller cells, so
that the fluid particles in the boundary cells have a smaller net velocity. The symmetric version
of this rule, SBR (filled diamonds), yields almost identical results. This can be understood from
the fact that overfilled boundary cells occur very rarely. For the stationary walls examined here,
the Virtual Particle Condition of Section 2.5.2 (open circles) only differs from SBR in the manner
in which the pseudoparticles are distributed over the boundary cells (i.e., fluctuations in the total
number of particles and pseudoparticles per cell are permitted in VPC, but do not occur in SBR).
The resulting velocity profile is indeed indistinguishable from that obtained via SBR. Apart from
the deviations ascribed to the global thermostat, it is noteworthy that BFR, SBR, and VPC all
properly remove the spurious slip at the walls.
The last rule applied in conjunction with the bounce-back condition, SRR (filled circles), ap-
pears to match the analytical prediction remarkably well. However, this is a spurious effect, in
which the velocity enhancement resulting from the thermostat coincidentally cancels the suppres-
sion of the velocity profile one would otherwise observe when using this rule. For other parameter
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choices, the agreement disappears. Conversely, we found excellent agreement with the theoretical
velocity profile for BFR, SBR, and VPC when decreasing the magnitude of the gravitational driving
force or increasing the mean free path length λ (keeping in mind limitations on the Mach number).
The CWT is not as necessary in these systems, as the removal of momentum at the boundaries
does not give rise to large temperature gradients, rendering a global rescaling thermostat a decent
approximation.
On the other hand, the spurious velocity enhancement completely disappears, independently of
parameter choice, upon application of a cell-wise thermostat (data indicated as BB+VPC+CWT in
the graph, filled triangles). Here, the velocity rescaling factor is calculated per cell, based upon the
strength of the velocity fluctuations about the mean particle velocity in each cell. The distinction
between a global and a cell-wise thermostat only applies to the SRD collision rule. In an MPC fluid
with the AT collision rule, all cells are thermostatted individually in the collision step. Therefore,
we have chosen to exclusively employ the MPC-AT fluid in Sections 2.6.2 and 2.7. Note, however,
that spurious slip is still present in these simulations unless corrected for by, e.g., the VPC.
Lastly, we have also tested the stochastic bounce-back condition of Section 2.4.2 (inverted
filled triangles). This condition was specifically proposed to be used without pseudoparticles to
facilitate the treatment of complex, moving geometries. However, as illustrated in Fig. 2.1, the
resulting velocity profile suffers from even greater spurious slip than the profile obtained with the
standard bounce-back condition. Indeed, this slip persists even if pseudoparticles are added to
the collision step (not shown). This appears to be in contradiction with the agreement found in
colloid simulations employing this method and analytical predictions of velocity autocorrelation
functions [61]; we will elucidate this discrepancy in Section 2.7.3 and Appendix B.
2.6.2 Plane Poiseuille flow with partial slip
Having established the performance of the bounce-back condition in conjunction with various col-
lision rules, we now proceed to investigate the mixed bounce-back rules proposed in Section 2.4.3
for the implementation of partial-slip boundary conditions.
We use an MPC-AT fluid with a system geometry and particle density identical to those in
Section 2.6.1. The mean free path length is set to λ =
√
2 (yielding a viscosity η = 25.91η0)
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Figure 2.2: Slipping Poiseuille flow profiles in a channel of width 25a0. The slip coefficient is varied
from Γ = 0 (stick boundary conditions) to 0.9 (near perfect slip). For clarity, some of the profiles
are omitted.
and the driving force corresponds to g = 0.01g0. The slip coefficient Γ is varied from 0 (stick
boundary conditions) to 0.9 (near perfect slip). For both methods described in Section 2.4.3 we
confirm that the degree of slip can be increased monotonically by increasing Γ. In accordance with
Eq. 2.19, we obtain the same parabolic velocity profile for all choices of Γ, shifted by an additive
constant that depends only on the effective Knudsen number (Eq. 2.8) and the maximum channel
velocity umax ≡ ux(L/2) (cf. Eq. 2.18). Figure 2.2 illustrates this for simulation results obtained
by means of Method 2 (in which the bounce-back condition and specular reflection are mixed with
probabilities 1− Γ and Γ, respectively) without the application of any pseudoparticles.
The effective Knudsen number corresponding to these results is plotted in Fig. 2.3. To clarify the
apparent slip resulting from the omission of pseudoparticles, we also determine Kn in simulations
with fixed Γ = 0 as a function of cell resolution in systems of dimension L× L× 2L. We maintain
the values for particle density and mean free path length, while increasing the number of cells across
the channel width by increasing L. Simultaneously, we decrease the gravitational constant such
that the Reynolds number, Re = ρumaxL/η, remains constant. This is equivalent to variation of
the cell resolution, since systems with equal Reynolds number are described by the same solutions
to the Navier–Stokes equations. We investigate resolutions ranging from 6 to 50 cells across the
channel width, for two choices of the Reynolds number, Re = 30 and Re = 3 (for L = 25a0, these
choices correspond to gravitational constants g = 0.01g0 and g = 0.001g0). As shown in the inset of
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Figure 2.3: Effective Knudsen number Kn as a function of slip parameter Γ. Note how Kn diverges
as Γ approaches unity. Inset : Knudsen number as a function of channel resolution L/a0. In
these simulations, Γ = 0 and the gravitational constant is varied as 1/L3 to maintain a constant
Reynolds number Re (see text). For both Re = 3 and Re = 30, Kn tends toward 0 as the resolution
is increased, confirming that apparent slip can be mitigated by increasing the cell resolution in
MPC simulations.
Fig. 2.3, slip decreases with increasing resolution (albeit at a rate that is weakly dependent on Re),
with Kn < 10−3 for the largest resolution studied at Re = 30. This confirms that spurious slip
in the MPC method can also be mitigated by increasing the cell resolution, although it must be
noted that this is a computationally demanding approach: Our simulation for L/a0 = 50 involved
8× 106 fluid particles.
2.7 Partial slip at the surface of particles in motion
2.7.1 Thermal behavior
We now proceed to test the mixed bounce-back conditions for partial slip at the surface of mobile
colloidal particles. We consider three different approaches: (i) Method 1 (cf. Section 2.4.3) for the
mixed bounce-back conditions, in combination with pseudoparticles to remove spurious slip; (ii)
Method 1, without employing pseudoparticles; (iii) Method 2, again without pseudoparticles.
Since energy and momentum conservation are affected by Method 1 and also require particular
attention when pseudoparticles are used (cf. Section 2.5.3), we first investigate the thermal prop-
erties of a single colloid of radius a = 2a0 and mass Mc = 125mf , diffusing in a cubic system of
linear dimension L = 24a0. The system is filled with an MPC-AT fluid with λ = 0.1 and γ = 5. We
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Figure 2.4: Distribution of (a) linear and (b) angular velocity of a colloid (radius a = 2a0, mass
Mc = 125mf ) suspended in an MPC-AT fluid, for different choices of the slip length at the colloidal
surface. The system size is L = 24a0 and the fluid particle density γ = 5. The simulations employ
Method 1 for the mixed bounce-back conditions (Section 2.4.3), in combination with the VPC
(Section 2.5.2) to eliminate spurious slip. For all values of the slip coefficient Γ, the simulation
results deviate from the expected Maxwell–Boltzmann distribution. Note that P (ω) is omitted
for Γ = 1.0, since the angular momentum of the colloid cannot be affected by the fluid in case of
perfect slip.
perform 106 MD timesteps of length 0.025t0, for different choices of Γ. For all cases, we determine
the distributions of linear and angular momentum of the colloid, and compare these to the expected
Maxwell–Boltzmann distributions.
In Fig. 2.4, we show the results obtained using Method 1, with pseudoparticles placed according
to the VPC. The momentum change experienced by the pseudoparticles in the collision step is
transferred to the colloid, in accordance with Eqs. 2.14 and 2.15. This leads to serious deviations
in the thermal behavior, as is evident from the velocity distributions. With increasing Γ, the
pseudoparticle velocities (Eq. 2.12) become less determined by the colloid velocity and more by the
velocity of the real fluid particles, leading to a larger momentum transfer to the colloid and more
pronounced overheating of the colloid. The seriousness of this effect becomes particularly evident if
one realizes that the fluid–colloid coupling should decrease, rather than increase, with increasing Γ.
Based upon these findings, we repeat the simulation utilizing Method 1 without pseudopar-
ticles. For pure stick boundary conditions (Γ = 0) the velocity distributions (Fig. 2.5) match
the theoretical predictions, and also for pure slip boundary conditions (Γ = 1) the linear-velocity
distribution shows excellent agreement. However, for intermediate values (Γ = 0.25, 0.50, 0.75)
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Figure 2.5: Distribution of (a) linear and (b) angular colloidal velocity, for the same parameters
as in Fig. 2.4. The simulations employ Method 1 for the mixed bounce-back conditions, without
using any pseudoparticles. For Γ 6∈ {0, 1}, the presence of dissipative interactions at the colloid
surface decreases its effective temperature, reflected in velocity distributions that are too narrow
compared to the Maxwell–Boltzmann distribution.
pronounced cooling effects are observed, as borne out by distributions that are more narrow than
expected. These effects are particularly strong for the angular-velocity distribution at Γ = 0.75.
The origin of this discrepancy lies in the dissipative interactions at the colloidal surface, which lead
to violation of energy conservation.
Lastly, to overcome the deficiencies observed in Figs. 2.4 and 2.5, we perform the diffusion
simulation using Method 2 (probabilistic mixing of stick and slip behavior) without pseudoparticles.
Since all fluid–colloid collisions now conserve energy, the distributions shown in Fig. 2.6 agree with
the theoretical prediction for all choices of Γ. Although Method 2 used without pseudoparticles
is still susceptible to spurious slip resulting from underfilled cells, we consider this the method of
choice because of its proper representation of the thermal behavior of the colloid.
2.7.2 Drag forces
We still have to determine how well slip can be controlled at spherical surfaces using mixed bounce-
back conditions (which we now exclusively implement using Method 2), in particular because our
findings in Section 2.7.1 indicate that it is preferable to omit pseudoparticles. Here, we address this
question by varying the slip coefficient Γ and determining the effect on the particle drag. In low
Reynolds number flow, a spherical particle with stick boundary conditions experiences a uniform
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Figure 2.6: Distribution of (a) linear and (b) angular colloidal velocity, for the same parameters as
in Fig. 2.4. The simulations disregard pseudoparticles (to avoid the deviations exhibited in Fig. 2.4)
and use the energy-conserving mixed bounce-back conditions according to Method 2 (to avoid the
deviations found in Fig. 2.5). For all choices of the slip parameter Γ the thermal behavior of the
colloid agrees with the analytical prediction.
hydrodynamic drag force,
Fdrag = −ζvv , (2.22)
where ζv = 6πηa [48,67] varies linearly with both the fluid viscosity η and colloidal radius a. For slip
boundary conditions, the same equation holds, with ζv = 4πηa. Partial slip conditions interpolate
between these two values. To measure the drag of a colloid with partial-slip boundary conditions
we study sedimentation of a set of eight colloids in a periodic box of dimensions L×L× 3L, where
L = 32a0. Both the MPC fluid and the colloids are identical to those employed in Section 2.7.1.
Colloid–colloid interactions are represented by a steep, purely repulsive potential,
U(r)
kBT
= 10
[(σcc
r
)48
−
(σcc
r
)24]
+
5
2
for r < 21/24σcc . (2.23)
The colloid–colloid diameter is set to σcc = 2.15a, i.e., slightly larger than the colloidal diame-
ter 2a as seen by the fluid particles, to ensure that fluid particles do not simultaneously overlap
with multiple colloids (cf. Section 2.4.1). The colloid volume fraction is small enough that mutual
hydrodynamic effects are unimportant [32], so that the sedimentation velocity is inversely propor-
tional to the single-particle drag. We choose the Pe´clet number Pe = Mcga/kBT = 10 to rapidly
obtain a steady-state sedimentation velocity, while remaining in accord with the proper limitations
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on the Mach number and particle Reynolds number
Re = vca/νf , (2.24)
where vc is the characteristic colloid velocity and νf is the kinematic viscosity of the fluid. Remust
be below ≈ 0.1 to ensure the proper Stokes flow regime.
Figure 2.7 illustrates that the sedimentation velocity increases with increasing Γ, in accordance
with the decreasing drag as the degree of slip increases. Although a velocity increase by a factor 3/2
is expected from continuum hydrodynamics if Γ is varied from 0 to 1, our simulations exhibit an
increase by a factor 1.7. It should be noted that in our system, due to the coarse-graining of length
scales inherent in the MPC method [46], there are two appreciable sources of friction. The short-
time dynamics are dominated by the ballistic collisions between the colloid and fluid particles, which
can be described by Enskog dense-gas kinetic theory [46,61,63,68–71]. The long-time behavior, on
the other hand, is dominated by hydrodynamic effects. If one assumes that these timescales are
well separated, an estimate for the total friction coefficient of fluid acting on a colloidal particle
can be obtained from the Green–Kubo relation for the self-diffusion coefficient of the colloid,
Dself =
kBT
ζv
=
1
3
∫
∞
0
dt〈v(t) · v(0)〉
≈ 1
3
∫
∞
0
dt (〈v(t) · v(0)〉E + 〈v(t) · v(0)〉H)
≈ kBT
ζv,E
+
kBT
ζv,H
. (2.25)
Thus, the total friction can be estimated by summing the Enskog (subscript E) and hydrodynamic
(subscript H) frictions in parallel [46,61]. Using an explicit calculation of the Enskog contribution
(see Appendix B) we find that the sedimentation velocity increases by a factor 1.66 when Γ is
increased from 0 to 1, in closer agreement with the results of Fig. 2.7. We expect that a more
accurate accounting for the crossover between Enskog and hydrodynamic effects, and subsequent
integration of the velocity autocorrelation function, would further improve the agreement. The
VACF of a stick particle, due to larger Enskog contribution, underestimates the friction when the
scale separation is applied.
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Figure 2.7: Sedimentation velocity of colloids of radius a = 2a0, as a function of the slip coefficient Γ.
The colloids settle under the influence of a gravitational force characterized by a Pe´clet number Pe =
10. Sedimentation velocities are determined by block averaging, and normalized by the measured
velocity at Γ = 0 (stick boundary conditions). The lines indicate the slip ratio (3/2) expected from
continuum hydrodynamics and the slip ratio adjusted for Enskog effects (cf. Eq. 2.25).
2.7.3 Friction and autocorrelation functions
The crossover between Enskog and hydrodynamic behavior can be explicitly shown by examining
the autocorrelation functions of velocity and angular velocity for colloids embedded in an MPC
fluid [61]. Under the same assumptions as in Sec. 2.7.2, equivalent forms to Eqs. 2.22 and 2.25 are
satisfied for the rotational degrees of freedom, with ζω,H equal to 8πηa
3 for stick conditions and
equal to 0 for slip conditions.
At long times, the autocorrelation functions are described by hydrodynamic mode-coupling
theory (MCT), which predicts that the autocorrelation functions for the linear and angular velocity
exhibit a power-law decay [61,72],
lim
t→∞
〈v(t)v(0)〉 = kBT
12mfγ
[
πa−20 (ν +Dself)t
]3/2 , (2.26)
lim
t→∞
〈ω(t)ω(0)〉 = πkBT
mfγ
[
4πa−20 (ν +Dself)t
]5/2 , (2.27)
where ν = η/ρ is the kinematic viscosity. Any dependence on Γ can only enter through the self-
diffusion constant. However, in our systems Dself ≪ ν, so that these effects are negligibly small.
Consequently, the MCT result applies to both stick and partial-slip boundary conditions at late
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times [72,73], independent of Γ.
The short-time Enskog friction coefficients for the rotational and translational degrees of free-
dom of a colloidal particle in an MPC fluid are derived in Appendix B. For Mc/mf → ∞ they
reduce to Eqs. B.13 and B.14,
ζv,E =
8
3
√
2πkBTmfγa
2(2− Γ) , (2.28)
ζω,E =
8
3
√
2πkBTmfγa
2 1− Γ
χ
. (2.29)
In the second expression, χ = 2/5 is the gyroscopic ratio for uniform spheres. This friction describes
the initial exponential decay rate of the correlation function.
We examine the velocity autocorrelation functions for the same system as described in Sec-
tion 2.7.1. Slip is controlled via Method 2 without pseudoparticles, with values for Γ ∈ [0, 1],
spaced at intervals of 0.2. To properly resolve the long-time behavior, the runs are performed for
108 time steps. The results for three representative choices of Γ (0.0, 0.6, 1.0) are shown in Fig. 2.8.
The short-time behavior of both the linear and the angular velocity is in excellent agreement with
the Enskog behavior of Eqs. 2.28 and 2.29, and the simulation results exhibit the predicted Γ depen-
dence. For longer times the autocorrelation functions cross over to the power-law decay predicted
by mode-coupling theory. It should be noted that the agreement between simulation data and
analytical predictions is not the result of a fit; all of the variables in Eqs. 2.26–2.29 are accounted
for by inputs to the MPC simulation.
We note that for the rotational friction the crossover from short-time to long-time behavior
increases with increasing Γ. This is due to the fact that partial-slip boundary conditions interpolate
between a finite rotational drag and no rotational drag. In particular, this implies that systems in
which colloidal rotational effects are important require long simulation times to ensure that these
degrees of freedom are accurately explored.
Lastly, we point out that our Eqs. 2.28 and 2.29 are of a different form than those in Ref. [61],
where the Enskog result for the rough-sphere model [63,68,70] was applied. As noted in Appendix B,
this result is inapplicable to MPC dynamics, since only the colloidal species has rotational degrees of
freedom. Numerically, the rough-sphere model (which represents perfect stick boundary conditions)
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Figure 2.8: Autocorrelation functions Cxx(t) = 〈x(t)x(0)〉, for (a) the linear velocity (x = v) and
(b) the angular velocity (x = ω) of a colloid embedded in an MPC fluid. Three different boundary
conditions are examined: perfect stick (Γ = 0), partial slip (Γ = 0.6), and perfect slip (Γ = 1).
Parameter values are provided in the text. Dashed curves correspond to the exponential short-time
decay derived from Enskog theory (Appendix B) and the solid lines are the long-time power-law
decay predicted by mode-coupling theory.
coincides with our equations if Γ is set to 5/7; indeed, empirically we found that our simulation data
match the rough-sphere model for a slip coefficient Γ ∈ [0.6, 0.8]. Correspondingly, the conclusion
of Ref. [61] that the rough-sphere model provides a good description of colloids simulated with
the stochastic boundary condition (Section 2.4.2) in fact reconfirms that such boundary conditions
produce spurious slip, consistent with our findings in Section 2.6.1.
In hindsight, the origin of spurious slip is obvious: Considering the rest frame of the object,
stick boundary conditions will result only if the surface-tangent velocities of incoming and outgoing
particles balance. If there is a net motion of fluid relative to the boundary (ubiquitous in MPC),
replacing the outgoing velocities with a half-space Gaussian attempts to balance a finite incoming
tangential flow against an average outgoing flow of zero. Hence, the average velocity near the
wall will be nonzero and slip results. This imbalance is reduced if VPC are used in the boundary,
but persists even then due to the average nonzero velocity at the boundary. Only bounce-back
conditions in the streaming step can properly account for the balance of incoming and outgoing
flow—thus, the stochastic method presented in [61] is a poor representation of stick boundary
conditions.
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2.8 Conclusion
In conclusion, we have tested various boundary conditions for an MPC fluid interacting with solid
walls or suspended solid particles. We confirmed earlier observations of apparent slip near the
surface, and explicitly showed how this slip arises from a viscosity reduction resulting from the fact
that boundary cells have a lower fluid particle density than bulk cells. While this can be mitigated
by means of virtual particles in situations where momentum transfer at the surface does not affect
the solid (e.g., massive walls), this solution leads to systematic deviations in case of thermally
responsive surfaces, such as mobile colloids. Furthermore, we found that a stochastic algorithm
for implementing stick boundary conditions in fact leads to significant slip in plane Poiseuille
flow due to a previously ignored flow velocity imbalance near solid walls. These findings lead us
to the conclusion that stick boundary conditions in MPC-based simulations are best represented
by the bounce-back rule. When virtual particles are omitted, spurious slip can be reduced by
increasing the resolution of the MPC cell grid. In addition, we have proposed an implementation
of partial-slip boundary conditions, in which bounce-back collisions and specular reflections are
mixed on a stochastic basis. For plane Poiseuille flow we have demonstrated that this provides
an accurately tunable slip length, whereas for colloids we have verified its effectiveness by means
of the sedimentation velocity. Building upon earlier results, we have derived the Enskog friction
describing the short-time behavior of the linear and angular velocity autocorrelation functions of
a colloid embedded in an MPC fluid, and demonstrated that these results are in good agreement
with simulations employing our partial-slip boundary conditions.
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CHAPTER 3
GENERAL ASPECTS OF
GELATION IN
COLLOID–POLYMER MIXTURES
Parts of this chapter were previously published as:
• “Sedimentation of Aggregating Colloids,” J. K. Whitmer and E. Luijten. Journal of Chemical
Physics 134, 034510 (2011).
• “Influence of Hydrodynamics on Cluster Formation in Colloid–Polymer Mixtures,” J. K.
Whitmer and E. Luijten. Journal of Physical Chemistry B, 15, 7294–7300 (2011).
3.1 Introduction
Gelation in colloidal suspensions is the aggregation of attractive particles into a network structure
exhibiting mechanical stability. This phenomenon is relevant in a broad range of settings, including
biological systems and industrial applications, where it can be either undesirable, such as in the
manufacturing of stable liquid suspensions or colloidal crystals [74, 75], or useful, such as in the
modification of the texture of food products [76] or cosmetics [77]. Control over the formation
of a gel, which is an intrinsically nonequilibrium process, requires understanding of the dynamic
pathways leading to colloidal aggregates.
The dynamics of colloidal gelation have been studied extensively in experiment [78–81] and
simulation [82–85]. In density-matched suspensions, where the effects of gravity are negligible,
continuously increasing the attraction strength between colloids yields first a stable liquid phase
of clusters [78], with homogeneous branched structures forming as attractions are increased fur-
ther [79]. These clusters can remain suspended, or kinetically arrest to form a gel [78, 85] which
has a lifetime that depends on colloid concentration and on the presence of long-range repulsive
forces (e.g., Coulomb repulsion). Large density mismatches, on the other hand, can give rise to
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rapid flocculation and sedimentation of clusters before they have time to form a space-spanning
network [81], resulting in an amorphous sediment of clusters. These systems resemble a jammed or
glassy state of particle clusters [86–89]. Gravitational stress may also induce particle rearrangement
in sediments of weakly attracting colloids by breaking the bonds of particles with few neighbors,
thus hindering the formation of an open, gel-like network [87, 90, 91]. Hence, formation of me-
chanically stable, gel-like colloidal structures requires either close density-matching to weaken the
influence of gravitational forces, or large interparticle attraction strengths [81].
Gels formed by attractive colloidal particles are interesting from a materials perspective for their
ability to support the weight of all other colloids without close-packing. Despite the various appli-
cations mentioned above, the mechanism responsible for formation and stability of low-density gels
is relatively poorly understood. Though some progress has been made experimentally in studying
colloidal gels in a gravitational field [92,93], simulation work combining gelation and sediment for-
mation has focused on regimes where either gravitational strength [94,95] or interparticle attraction
strengths [96–98] are large compared to the thermal energy scale.
3.2 What causes low volume fraction mechanical stability?
Within flocculated particle gels, numerous factors are responsible for upholding the gel structure.
As the stability is not thermodynamic, non-equilibrium forces such as hydrostatic pressure im-
balances and particle frictions can play a large role. In systems with large attraction strength
(βU > 20kBT ), particle bonds are unlikely to yield to thermal or gravitational stresses, and bonds
that have been formed will not release. Such strong forces occur, e.g., when the primary van der
Waals minimum of the DLVO potential is accessible. Such a gel’s assembly falls into the DLCA
class [99,100], and is unlikely to rearrange on finite (experimental) timescales.
As the weight of the colloidal particles becomes more important, a balance must be reached
between the network of colloidal contact forces and the gravitational stress imposed by the weight
of the colloids. This can cause the breaking of bonds not malleable by thermal stresses and
rearrangement into a denser sediment. This limit is often considered in granular systems [94,95,101].
Because of the large interparticle stresses, surface contacts (particle–particle, as well as particle–
wall) can support much weight, permitting mechanical stability due to large tangential Coulomb
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frictions. Due to the magnitude of these forces, and the large number of interparticle contacts,
such considerations become non-negligible in determining sediment structure, and are essential in
the investigation of so-called random loose packing (RLP) [94].
Particles subject to these large non-equilibrium forces are subject to slow rearrangement and
collapse as thermal and mechanical forces in concert drive the system to a lower-energy state [91,
102]. In such cases, essentially isotropic gels will slowly rearrange their bonds, subject to hydrostatic
pressures, creating large pores in the sediment. When a certain level of porosity is reached, the
static equilibrium that holds the sediment (on the whole) in place is disrupted, leading to a fast
collapse. In this, hydrodynamic forces play a significant role, as backflow coming through the
network aids in opening up these voids.
In weaker colloidal gels, however, all of these forces must be considered to get the true picture.
To ascertain how they can influence the structure of colloidal gels, we have chosen to deconstruct
the problem into smaller aspects. The gels we are interested in have attraction strengths of only a
few kBT , and are predominantly formed in weak (but nonzero) gravitational fields. As such, we feel
that hydrodynamics predominantly affects colloidal gel formation through influence on the shape
of particulate clusters. Thus, in Chapter 4, we examine the role hydrodynamic interactions have
in shaping the initial aggregates in quiescent fluid.
In addition, most previous investigations have focused on large attraction strengths, where the
contributions to particle dynamics from thermal fluctuations are small, and are thus ignored. In
Chapter 5, we present a systematic examination of the interplay between interparticle attractive
forces and gravitational strength in determining the structure of particle sediments. We focus on
systems where thermal fluctuations are not negligible compared to the interparticle attraction and
gravitational potential energy scales.
3.3 Interactions and Modeling
Early examinations of gelation focused on the Diffusion-Limited Cluster Aggregation (DLCA)
limit [16,100], where particles attach and stick to each other irreversibly. Such an interaction may
be realized through van der Waals interactions [1, 99], or any sufficiently strong potential. These
situations universally yield fractal aggregates having a particular fractal dimension when not in
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the presence of external forces, with the aggregate expanding until it percolates space. Gels can
also arise from weaker interactions, such as polymer depletion. A simple but useful description of a
system of colloids in suspension with nonadsorbing polymer is given by the Asakura–Oosawa–Vrij
(AOV) model of depletion-induced attraction [103,104]. In this model, the polymer is represented
by an ideal gas exerting an osmotic pressure on the colloidal particles. If two surfaces are separated
by less than twice the polymer radius of gyration Rg, polymer coils will be excluded from the vol-
ume between the surfaces. Maximization of entropy then drives the surfaces together. The strength
of interaction is given by the polymer fraction φp =
4
3πR
3
g/Vfree within the free volume Vfree of the
suspension, which in a dilute suspension of colloids is approximately V − Vcolloid, where V is the
total system volume and Vcolloid the volume occupied by the colloids. φp is also referred to as
the reservoir volume fraction, as in the dilute colloid limit it corresponds to the polymer concen-
tration in a reservoir in thermodynamic equilibrium with the colloidal suspension. The resulting
interaction is controlled by the size ratio ζ ≡ 2Rg/σcc of polymer to colloid,
βUAOV(r) = −φp
(
1 + ζ
ζ
)3 [
1− 3r/σcc
2(1 + ζ)
+
1
2
(
r/σcc
1 + ζ
)3]
for 1 < r/σcc < (1 + ζ) . (3.1)
The explicit spatial dependence is due to the overlap of spheres around each particle having ra-
dius σcc/2 + Rg into which polymer may not penetrate. Since polymers are treated as ideal in
this model, this is only a good approximation if the polymer concentration is small enough that
polymer–polymer interactions are irrelevant. Further, this model ignores higher-order three and
four-body overlap corrections (that in principle may be computed through the inclusion and ex-
clusion principle [105] applied to overlapping polymer exclusion regions) which contribute to the
overall energy for ordered structures at high colloid densities. Because they require such specific
particle arrangements, such corrections will be small. Within this regime, the AOV interaction can
be tuned over a wide range of attraction strengths by changing ζ and φp. Small size ratios can lead
to strong colloidal contact interactions, even at small reservoir fractions.
Previous simulations [82, 106] combined the depletion interaction (Eq. 3.1) with a soft-sphere
potential decaying as 1/r36 to smoothly define the repulsive particle cores. Furthermore, to ensure
that the potential and its first derivative are continuous at the boundary of the attractive region
[r = (1 + ζ)σcc], we supplement this potential with a 1/r
18 term. To make the location of the
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potential minimum (which defines the center-to-center distance of particles at contact) coincide
with r = σcc, independent of the depletion strength, a quadratic potential [82] is added piecewise
to the model near the colloidal surface. Appropriate proportionality constants guarantee that the
potential is smooth everywhere. Defining α2 = (1+ζ)σcc, we write the resulting pairwise interaction
as
βU(r) = βUss(r) + βUatt(r) , (3.2)
where the soft-sphere contribution is given by
βUss(r) = α1
(
1
r36
− 2
α182 r
18
+
1
α362
)
if r ≤ α2 , (3.3)
and the modified depletion interaction by
βUatt(r) =


B(r − σcc)2 + C if 0 < r < (1 + α3ζ)σcc
βUAOV(r) if (1 + α3ζ)σcc ≤ r < α2
. (3.4)
The constants B and C follow from continuity of βUatt and its first derivative at r = (1+α3ζ)σcc,
B =
3φp
4α3ζ4σ2cc
(
(1 + ζ)2 − (1 + α3ζ)2
)
, (3.5)
C = βUAOV (r = σcc (1 + α3ζ))−B (α3ζσcc)2 . (3.6)
In our simulations we choose α1 = σ
36
cc and set α3, which controls the crossover point in Eq. (3.4),
to 0.1.
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Figure 3.1: Comparison of the spatial dependence of the AOV depletion potential (3.1) and the
simulation potential defined in Eqs. (3.2)–(3.6). The simulation potential has a shallower minimum
than the AOV potential, with a deviation that ranges from O(kBT ) for simulations with polymer–
colloid size ratio ζ = 0.072 to several kBT for the simulations with ζ = 0.014 (cf. Table 4.1 in
Section 4.2). In this figure, we use size ratio ζ = 0.072 and polymer concentration φp = 0.229,
corresponding to a contact interaction UAOV(r = σcc) of −5kBT .
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CHAPTER 4
HYDRODYNAMIC INFLUENCE
ON CLUSTER AGGREGATION
Parts of this chapter were previously published as:
• “Influence of Hydrodynamics on Cluster Formation in Colloid–Polymer Mixtures,” J. K.
Whitmer and E. Luijten. Journal of Physical Chemistry B, 15, 7294–7300 (2011).
4.1 Introduction
Recently, computer simulations have shown that the presence of hydrodynamic interactions has a
strong influence on the gel aggregation process [107]. Specifically, suspensions of attractive colloids
that interact hydrodynamically form stable, percolating structures at smaller attraction strengths
than systems which experience only Brownian motion. It has been suggested [107, 108] that this
difference results from “squeezing” forces induced between colloidal aggregates. This hydrodynamic
effect arises as solvent is displaced by approaching clusters; the resulting flow rotates the aggregates,
causing them to assemble into elongated structures, and promoting percolation at lower volume
fractions. Computer simulations provide a suitable testing ground to study the conditions under
which this behavior is important, as they permit direct access to microscopic details and offer
the freedom to tune various system parameters. However, because of technical limitations, only
relatively few simulations of aggregating colloidal suspensions have simultaneously incorporated
hydrodynamic and Brownian effects. It is the purpose of this work to address this and to further
explore the observations of Ref. [107], with a particular emphasis on the formation of small colloidal
clusters in the presence of hydrodynamic interactions.
Much early understanding of colloidal aggregation was obtained in the DLCA limit of aggregates
which fuse irreversibly at contact. When interparticle attractions are less strong, structures form
that subsequently relax into tight-packed clusters [78]. In this case, percolating gels arise through a
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process of assembly of particles into clusters, and of clusters into the final aggregate. Consequently,
the shape of these clusters crucially affects the structure of the final gel, as well as the packing
fraction of particles required for the system to become mechanically stable.
The shape of small clusters of short-range attractive colloids in equilibrium can be understood
from simple geometric packing rules [109, 110]. In the presence of long-range repulsions, such
clusters can form a stable phase, rather than a gel state [85]. However, in the context of colloidal
gels, we are interested in states which become arrested before reaching their global free-energy
minimum. The assembly of particles is influenced simultaneously by the strength of the interactions
and the shape of the constituents. At large attraction strengths, the DLCA limit is approached and
gelation into an open, low-density structure occurs. Likewise, aggregates with low volume fraction
arise in suspensions of particles with large aspect ratio, which can form space-filling structures at
much lower density than their spherical counterparts [111,112]. A related effect occurs in colloidal
systems which favor the formation of elongated, rod-like structures. These systems form more open,
branched, percolating networks [113,114] than systems which favor spherical cluster formation [85].
In two-dimensional simulations, it has been shown that hydrodynamic interactions lead to the
formation of colloidal structures that are more elongated than when the solvent is assumed to only
affect the single-particle drag coefficients [115, 116]. If these transient structures, which do not
constitute global minima of the cluster potential-energy landscape, are sufficiently long-lived, we
can reason that they would act and assemble as rods do, thus permitting gels to form at lower
attraction strengths and volume fractions than one would otherwise expect. Recent simulation
studies which examine this effect in three dimensions [107,116] seem to offer conflicting evidence—
Ref. [116] states that hydrodynamics only minimally affects the final structure of a colloidal gel
in three dimensions, while Ref. [107] states that gels will form at lower attraction strength with
hydrodynamic interactions present than without. Here we attempt to systematically address how
the strength and range of colloidal interactions can influence the transient clusters that form, to
better understand the rule of hydrodynamics in gelation. We do this by performing simulations
with and without hydrodynamics, varying attraction strength and range. Instead of focusing on
colloidal gels, we are interested instead in hydrodynamic influence on the conformations of small
(N ≤ 20) particle clusters and demonstrate that already these precursors of colloidal gels are
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Table 4.1: Combinations of potential-energy parameters used for the simulations. βUactual refers
to the actual depth of the potential at contact.
βUAOV ζ φp βUactual
−3.00 0.347 0.560 −1.71
−6.00 0.347 1.120 −4.40
−4.71 0.072 0.216 −3.81
susceptible to the presence of hydrodynamic interactions, adopting shapes that ultimately affect
the conditions under which the formation of a space-spanning gel occurs. As our interest is in the
transient cluster formation, these simulations are inherently nonequilibrium.
4.2 Simulation Method
We utilize a hybrid molecular dynamics (MD) and Multiparticle Collision Dynamics (MPC) [25,
26] scheme to study colloidal suspensions. Attractive interactions are induced between colloidal
particles through an Asakura–Oosawa–Vrij (AOV) potential [103, 104], with the modifications of
Section 3.3. The simulations of Ref. [107] also use a version of the AOV potential, although with a
different modification than used here. Of chief interest is the limit in which the attraction is short
ranged. In this limit, it has recently been shown [80] through a combination of computer simulation
and experiment that the shape (i.e., functional dependence on particle separation) of the interaction
is unimportant for determining the onset of gelation in the system—this is determined solely by
the second virial coefficient. However, the range over which colloidal particles interact is likely
important when considering how attraction and hydrodynamic forces influence their rearrangement
during bonding.
The colloid size is set to σcc = 4.3a0 (where a0 is a length scale pertaining to the hydrodynamics
simulations, introduced below) and the parameter α1 [cf. Eq. 3.3] is set to σ
36
cc . In this study we
employ three different sets of potential-energy parameters, summarized in Table 4.1. The larger
value of the range parameter ζ (first two parameter sets) is chosen to connect to the simulations
presented in Ref. [107].
To investigate the role of hydrodynamic interactions, we perform two types of simulations with
this potential. The first type uses an implicit solvent represented by Langevin Dynamics (i.e.,
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a conventional molecular dynamics simulation without hydrodynamic interactions), whereas the
second type uses an explicit fluid modeled through MPC to include hydrodynamic interactions (see
Chapter 2 and Refs. [43] and [117] for further details). Here we utilize the Stochastic Rotation
Dynamics variant [25,26] with a rotation angle π/2. Since the MPC simulations are computationally
demanding, we limit ourselves to N = 20 colloids placed in a cubic, periodically replicated system
of linear dimension L = 32a0, where a0 is the linear size of the collision cell. For consistency,
the Langevin simulations use the same number of colloids and the same system size. Although
the total number of colloids is relatively small, it is sufficient to study the early stages of cluster
formation and the effect of hydrodynamics. Also, the system is large enough to minimize finite-
size effects. As in previous MPC simulations [46, 118], we set the fluid density to five particles
per collision cell. The fluid particles have mass mf and the time between collision steps is set to
0.1a0/
√
kBT/mf . The colloids have mass 125mf . For convenience, all units are reduced such that
a0 = kBT = mf = 1 [46]. This sets the natural MPC time scale t0 = a0/
√
kBT/mf = 1.
To allow a direct mapping of the time scales in the simulations with and without hydrodynamic
interactions, the friction coefficient in the Langevin simulations it set by performing sedimentation
simulations of a single particle, and then measuring the effective friction as ξ = mg/〈v〉. Doing
this gives a value ξ = 53.6 ± 1.6, which we use to set the Langevin friction. In MPC simulation,
fluid–colloid interactions are implemented through purely repulsive central forces originating from a
shifted-truncated Lennard-Jones interaction with strength parameter 2.5kBT and range parameter
equal to a = 2a0. This type of colloid–fluid interactions yields slip boundary conditions at the
colloid surface. The colloid–colloid interaction diameter σcc = 4.3a0 = 2.15a is deliberately chosen
slightly larger than 2a to eliminate spurious depletion forces that result from the use of an explicit
solvent [46]. The resulting colloidal volume fraction is φc = 0.0254, but we note that its precise
value is far less relevant for cluster formation than for actual gelation.
To properly represent the squeezing forces between colloids, the fluid must be incompress-
ible [107]. It should be noted that although the fluid in our simulations is compressible, it is not
free-draining; thus many of the effects of squeezing flow related to displacement of fluid should be
well represented. Specifically, important fluid-displacement and backflow effects will be present, as
will flow-induced torques on cluster aggregates, though particle–particle forces will not be instan-
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taneous as they are in an incompressible fluid. However, differences between the MPC model and
an ideal incompressible fluid are small provided the Mach number Ma = vc/cs (where vc denotes
the characteristic velocity of the colloidal particles and cs is the speed of sound) is small.
Lastly, we note that the small range of the colloidal attractions necessitates the use of a small
time step to properly integrate the equations of motion. Both colloid and fluid trajectories are
evolved via velocity-Verlet integration, with MPC collisions occurring regularly after a set number
of timesteps. In these simulations we choose the integration time ∆tMD = 0.005t0 with fluid–fluid
interactions computed via MPC every 20∆tMD. This leads to fairly slow evolution even for systems
with small numbers of colloids; the simulations in this Chapter required approximately 384 CPU
days to complete.
4.3 Cluster Analysis
We first perform simulations with a depletion strength UAOV = −3kBT (cf. Table 4.1), as this
is sufficiently weak to permit significant rearrangements even after colloidal clusters have formed.
Thus, we expect this case to be the most susceptible to hydrodynamic effects; these are also the
conditions for which gelation is first observed in Ref. [107]. Starting from random, homogeneous
distributions of colloids, we perform 96 simulations, each over 7.5 × 106 time steps, which corre-
sponds to 176τD, where τD = a
2/Dself is the time required for a free (dilute) particle to diffuse one
colloidal radius. We monitor each system from t = 88τD to t = 176τD and average over the 96
independent runs.
As a first measure of the clusters that form in these simulations, we consider the coordination
number, where a bond is defined between each pair of colloids that have a center-to-center distance
less than (1 + ζ)σcc. As shown in Fig. 4.1, particles in systems with MPC solvent have a larger
average number of neighbors than particles in systems simulated with an implicit solvent. Although
one may expect elongated clusters to have a smaller number of neighbors per particle than tightly
packed, sphere-like clusters, care must be taken when applying this logic to small clusters and when
comparing clusters of different sizes.
Thus, to quantify the structure of these clusters in further detail, we examine the radius of
gyration tensor [119,120]. The trace of this tensor yields the squared radius of gyration, R2g, while
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Figure 4.1: Bond number probability distribution for attraction strength −3kBT . “HDI” refers to
hydrodynamic interactions.
its eigenvalues λi (i = 1, 2, 3) yield the asphericity,
A =
1
2
(λ1 − λ2)2 + (λ2 − λ3)2 + (λ3 − λ1)2
(λ1 + λ2 + λ3)2
. (4.1)
This measure (A ∈ [0, 1]) is commonly used to characterize the geometry of random walks and
polymers [121]. It is equal to zero for perfectly spherical clusters and equal to one for perfectly linear
clusters, so that larger asphericities imply more elongated particle conformations. The left-hand
panel of Fig. 4.2 illustrates the mutual distribution of asphericity and cluster size in simulations
that include hydrodynamic interactions, to be contrasted with the right-hand panel showing the
same distribution in the absence of hydrodynamics. In both graphs, black pixels indicate that
a conformation is not observed in simulation. Interestingly, the simulations with hydrodynamic
interactions show a tendency toward the formation of larger clusters, which in turn explains the
shifted bond-number distribution of Fig. 4.1. In addition, a more subtle feature is apparent in
these simulations, namely a bimodal distribution in the asphericity for medium-sided clusters,
corresponding to near-spherical and nearly rod-like structures—an effect more pronounced with
HDI than without. This behavior can be elucidated by examining the marginal distributions of A
along slices of constant Nc = 10, shown in Fig. 4.3(a,b). Indeed, for clusters of size Nc = 10, a
secondary peak near A ≈ 0.8 is found for the MPC simulations, indicating that there is a “pocket
of stability” for larger, elongated clusters. Examples of Nc = 10 clusters observed in simulations
with HDI are shown in panels (c) and (d) of Fig. 4.3.
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Figure 4.2: Probability density map showing the mutual probability distribution of asphericity A
and cluster size Nc for simulations at UAOV = −3kBT . The left panel results from simulations
including hydrodynamic interactions, whereas the right panel pertains to simulations in which
hydrodynamic interactions are omitted. Hydrodynamic effects lead to a pronounced enhancement
of the formation of larger clusters.
As a last measure of the cluster structure, we plot in Fig. 4.4 the cluster size probability, which
further confirms the tendency of hydrodynamically interacting simulations to form larger clusters.
At this attraction strength, clusters are constantly forming and breaking apart into clusters of
different sizes. This also explains the bimodal nature of the asphericity distribution P (A). Under
the influence of hydrodynamics, small clusters join to form transient, elongated structures that
subsequently break up again into small, more spherical clusters.
We further examine the same system at a larger attraction strength of −6kBT . As expected,
the bond distribution shifts to larger bond numbers per colloid. However, there no longer is a
significant difference between simulations with and without hydrodynamics. This is confirmed
in Fig. 4.5, which shows that the probability distribution is very strongly skewed toward larger
clusters. Smaller cluster states exhibit a bimodality similar to the −3kBT case, but these are all
low-probability states; the final state of many of the runs is to form a single N = 20 cluster. As
illustrated by Fig. 4.6, there is no strong difference in asphericity between clusters generated with
or without hydrodynamics.
It is conceivable that the range of the attractive interactions influences the cluster conforma-
tions. To investigate this, we reduce the depletant size by almost a factor of 5 to ζ = 0.072.
This matches our previous simulations for colloidal sedimentation (cf. Chapter 5), as well as ex-
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Figure 4.3: Marginal distributions of the cluster asphericity A, obtained from Fig. 4.2 for slices of
constant Nc = 5, 10, 15. Under the influence of hydrodynamics [panel (a)], the distribution for
Nc = 10 shows a secondary peak for larger A ≈ 0.8, corresponding to the formation of elongated
clusters. The jagged appearance of P (A) in panel (b) originates from poor statistics; at this
attraction strength, the formation of larger clusters is very rare in the absence of hydrodynamic
effects. Panels (c) and (d) show observed Nc = 10 configurations corresponding to the two peaks
in the distribution of panel (a), with asphericities of 0.07 and 0.81, respectively.
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Figure 4.4: Probability distribution for a given cluster to have Nc constituents in simulations with
colloidal attraction strength UAOV = −3kBT . This highlights how hydrodynamic effects promote
cluster formation.
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Figure 4.5: Probability density map showing the mutual probability distribution of asphericity A
and cluster size Nc for simulations at UAOV = −6kBT . The left panel results from simulations
including hydrodynamic interactions, whereas the right panel pertains to simulations in which
hydrodynamic interactions are omitted. At this large attraction strength, both types of simulations
yield predominantly large clusters.
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Figure 4.6: Marginal probability distribution of the asphericity A of clusters containing 20 colloids,
at attraction strength UAOV = −6kBT . Unlike the situation for weaker attraction strength (cf.
Fig. 4.3), there is no significant influence of hydrodynamic effects.
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Figure 4.7: Bond number probability distribution for a system with a depletion attraction with
a range that is five times smaller than for the system depicted in Fig. 4.1. The strength of the
attraction (−4.71kBT ) is chosen such that the second virial coefficient of this system matches that
of the −3kBT potential used in Fig. 4.1 (cf. Eq. 4.2).
periments on colloidal gels [122]. Following the recent finding that the particle concentration
required for gelation can be universally characterized through the second virial coefficient [80], we
set UAOV = −4.71kBT . This is calculated by considering the integral
B2 =
∫
∞
0
(e−βU(r) − 1)4πr2dr (4.2)
for both systems, noting that the integral has zero contribution beyond r = 1 + ζ. We then
iteratively compute the second virial for the target system, given the second virial for the −3kBT
potential, by fixing the attraction range ζ and modifying the polymer fraction φp until the relative
error between the long and short-range second virials is small. For the reported parameters this
difference is .002. Thus, this system is predicted to exhibit the same type of clustering behavior
as the suspension with UAOV = −3kBT , despite the much shorter attraction range. However,
examination of Fig. 4.7 shows a bond number distribution markedly different from that in Fig. 4.1,
with the hydrodynamic simulations strongly skewed toward greater connectivity. This is likely due
to longer-lived bonds in each cluster resulting from the deeper attraction minimum. Here, the
neighbor distribution is sufficiently shifted to create a peak at around 6 neighbors per particle.
The details of this connectivity are best captured through the marginal distributions for A at
each Nc (cf. Fig. 4.8). Here we note again the bimodal nature of the asphericity distribution for
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Figure 4.8: Marginal probability distributions for the asphericity A at constant Nc in the −4.71kBT
simulations.
simulations with HDI at large cluster sizes. The absence of this bimodality forNc = 10 in Fig. 4.8(a)
is not significant, as such clusters have a very low probability in simulations with HDI (cf. Fig. 4.9).
Indeed, the overall cluster size distribution in Fig. 4.9 also shows considerable separation between
simulations with and without HDI.
4.4 Discussion
The cluster analysis in the preceding section demonstrates that, within the range of variation of
our simulations, the types of clusters formed with and without hydrodynamic interactions differ,
with hydrodynamic simulations exhibiting a tendency to form larger and more elongated transient
clusters. This result supports the findings of Ref. [107], where hydrodynamics were found to
promote gelation, especially at moderate attraction strengths. At larger attraction strengths, we
observe no strong difference in cluster size and shape distribution for simulations with and without
hydrodynamic interactions. This is in agreement with the expectation that ultimately (i.e., when
one approaches the DLCA limit) the attraction strength is the dominant determinant for the cluster
shape and consequently for the connective geometry of the gel. We emphasize that the effects of
hydrodynamics are best seen from the bimodal distributions for Nc = 10 in Fig. 4.3(a) and for
Nc = 20 in Fig. 4.8(a), while keeping in mind that the corresponding data for simulations without
hydrodynamic interactions exhibit very poor statistics, since such large clusters rarely form in these
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Figure 4.9: Probability distribution for a given cluster to have Nc constituents in simulations with
colloidal attraction strength UAOV = −4.71kBT and attraction range ζ = 0.072. Comparison to
the corresponding graph for a system with identical second virial coefficient, but significantly larger
attraction range ζ = 0.347 and correspondingly weaker attraction UAOV = −3kBT (cf. Fig. 4.4)
shows that stronger, more short-ranged interactions result in larger clusters. Nevertheless, the
influence of hydrodynamic effects is still clearly detectable, resulting in even larger clusters than in
the presence of diffusive motion alone.
simulations (cf. Fig. 4.2).
In the Fluid Particle Dynamics (FPD) method used in Ref. [107], colloids are represented as
“fluid” regions of very high viscosity. Since the fluid velocity field must be single-valued, colloids in
contact experience strong lubrication and friction forces that are not present in the MPC method
employed here. Whereas thermal fluctuations will allow colloidal aggregates to relax into structures
of lower potential energy, the dynamics is significantly affected by the colloidal friction. Thus, it
is well possible that the elongated clusters which in our simulations have a relatively transient
nature are more long-lived in the FPD simulations. Another difference between our simulations
and the FPD-based calculations is that we impose slip boundary conditions for the fluid at the
colloidal surface, whereas the FPD method employs stick boundary conditions. To investigate the
role of this choice, we have repeated the calculations for our first parameter set (UAOV = −3kBT ,
ζ = 0.347) with stick boundary conditions [118]. We found that this has only a small effect on the
cluster size and shape distribution, exemplified in Fig. 4.10. Simulations for the stick boundary
system are identical in setup to the force-based simulations, with a stick boundary
In experiments, frictional contacts will also retard the relaxation of colloidal aggregates (cf. the
influence of friction on the random loose packing fraction of spheres [123,124]), thus increasing the
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Figure 4.10: Comparison of UAOV = −3kBT simulations, with and without stick boundary condi-
tions as described in Chapter 2. (left) The average bond number distribution for each particle in
simulation. (right) The marginal cluster size distribution (cf. Figs. 4.1 and 4.4 for descriptions.)
lifetime of elongated clusters and permitting them to persist during the aggregation of clusters into
a gel. Lastly, a factor that we have not pursued here is the role of solvent viscosity. The strength
of the squeezing forces is proportional to the viscosity of the suspension and the approach velocity
of the two surfaces [1], and thus we anticipate it to affect the cluster formation process.
Our findings for UAOV = −3kBT and UAOV = −6kBT may also shed light upon the apparent
contradiction between Refs. [116] and [107]. In the former study, colloidal aggregation is observed
upon a quench to effectively zero temperature (i.e., without taking into account Brownian motion),
and it is explicitly stated that a quench to a finite temperature would not affect the findings [116].
However, such a deep quench implies very strong interactions—one effectively reaches the DLCA
limit. Indeed, this is the very limit where hydrodynamic interactions are no longer relevant (cf.
Fig. 4.6). Conversely, significant hydrodynamic effects are observed in the current work and in
Ref. [107] for much weaker colloidal attractions, and it seems plausible that the simulations of
Ref. [116] would yield those effects as well for a less deep temperature quench.
It was shown earlier, through comparison of experiment (where hydrodynamic interactions are
omnipresent) and simulations without hydrodynamic interactions, that for attractions with very
short range the details of gelation only depend on the second virial coefficient and are not affected
by the details of the interaction [80]. Our results for the cluster size distribution (cf. Figs. 4.1
and 4.7) do not necessarily contradict this universality, since the system of Fig. 4.1 presumably
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has an attraction range outside of the window of validity of this statement. However, our system
with UAOV = −4.71kBT and ζ = 0.072 has a sufficiently short-ranged attraction. For this system,
Figs. 4.7 and 4.9 show a significant difference between simulations with and without hydrodynamic
interactions. This seems difficult to reconcile with the observed agreement [80] between experi-
ments with hydrodynamic interactions and simulations without hydrodynamic interactions in gel
formation. A possible reason for this might lie in a separation of timescales which allows clusters
to rearrange before assembling into a space-spanning network. If the cluster and gel-formation
process is a near-equilibrium process, dynamic effects should less important. What is clear is that
when the influence of hydrodynamics is explicitly considered (as it is here and in Ref. [107]), clear
influence of these non-equilibrium forces is apparent.
In conclusion, we have performed simulations of suspensions of isotropically interacting colloids
to identify the role of hydrodynamics in the cluster formation process. Our simulations demonstrate
that, notably for moderate colloidal attraction strengths (i.e., near the gelation threshold) even for
these precursors of the colloidal gel hydrodynamics is significant, thus promoting gelation through
the preferential formation of larger, elongated clusters.
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CHAPTER 5
SEDIMENTATION OF
AGGREGATING COLLOID
SUSPENSIONS
Parts of this chapter were previously published as:
• “Sedimentation of Aggregating Colloids,” J. K. Whitmer and E. Luijten. Journal of Chemical
Physics 134, 034510 (2011).
5.1 Background and Experimental Motivation
Experiments [122, 125] have investigated the structure of sedimenting colloids in the presence of
polymeric depletants. Our aim is to determine those suspension properties that result in mechan-
ically stable gels of low density. For comparison between experiment and simulation, it is useful
to normalize the strength of attractive forces between colloids and the strength of gravity by the
thermal energy scale kBT . For gravity, this introduces the dimensionless Pe´clet number [125,126],
Pe =
4
3π∆ρga
4
kBT
, (5.1)
which characterizes the relative strength of gravitational and thermal stresses on a colloid of radius
a = σcc/2. Here g is the gravitational acceleration and ∆ρ the density difference between colloid
and solvent. This number was briefly mentioned in Section 2.7.2, but due to its importance here, it
is useful to discuss its significance in more detail. Alternative parameters that are sometimes used
in place of the Pe´clet number include the gravitational length ξg and the sedimentation time τs.
Each can be related to the Pe´clet number by a proper choice of a nondimensionalizing unit. The
gravitational length ξg is the height difference associated with a change kBT in gravitational poten-
tial energy, so that Pe = a/ξg. In very dilute suspensions of hard-sphere colloids, the gravitational
length is the decay constant of the barometric height distribution [127]. The sedimentation time is
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the time needed for a colloid to freely sediment over its radius, and relates to the Pe´clet number via
the colloidal diffusion time τD = a
2/Ds by Pe = τD/τs, where Ds is the self-diffusion constant of a
colloidal particle. The Pe´clet number thus relates intimately to the dynamics of colloidal particles,
as well as their thermodynamic equilibrium state in a gravitational field.
Experimentally, gels of low volume fraction have been observed in depletion systems with ζ < 0.1
(cf. Eq. 3.1). In systems of poly(methyl methacrylate) colloids and polystyrene depletant [122],
long-lived structures with a colloid volume fraction φ . 0.3 were formed by flocculation and sedi-
mentation. Although the colloids examined were large (a ≈ 0.63µm), very slight density mismatch-
ing limited the Pe´clet number of the sediments to Pe ≈ 0.42. Two size ratios, ζ = 1/14 and 1/17,
were examined, each at polymer concentrations that yield an attractive energy Umin ≈ −4kBT at
contact, determined from the minimum of the AOV potential (Eq. 3.1). On the other hand, in
suspensions of colloidal silica, a transition from amorphous, closely packed sediments to a kinet-
ically arrested gel state was observed upon increasing the polymer concentration [125]. In these
systems, the large density mismatch increased the Pe´clet number to Pe ≈ 2.7. The gel states
required stronger attractions (≈ −8kBT ) to remain stable, due in part to the extra gravitational
stress present. However, because a more extreme size ratio (ζ = 0.014) was used than in Ref. [122],
this attraction could be achieved at small polymer concentrations.
These experiments hint at the important parameters for controlling gel formation. The volume
fraction φ determines the frequency of colloidal collisions, and thus influences the rate of cluster
formation. The strength βU of each pairwise bond and the permitted relative motion ζ of bonded
particles directly influence the structure of clusters that form, as well as their yielding behavior. For
short-ranged attractive potentials, the second virial coefficient alone determines phase behavior;
the precise details of the interparticle potential are unimportant [128]. This central result has
recently been applied to gel formation in colloidal suspensions with ζ < 0.1 [80], where the onset
of phase separation was found to correspond to the onset of gelation. We therefore expect that,
via a suitable mapping, the behavior of systems interacting through a depletion potential can be
generalized to systems with other short-range attractions.
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5.2 Molecular Dynamics Simulations
We simulate the sedimentation of colloidal particles via molecular dynamics (MD) in the constant-
NV T ensemble. Brownian motion is controlled via a Langevin thermostat and the presence of
nonadsorbing polymer is modeled implicitly via an attractive pair potential. The precise choice of
the potential is described in detail in Section 3.3. To make contact with Ref. [122], we first choose a
size ratio ζ = 0.072 and vary the polymer volume fraction φp such that the contact strength of the
AOV potential, U cAOV ≡ UAOV(r = σcc), varies from −1kBT to −7kBT . This allows us to explore a
range of potential strengths where thermal effects are relevant. The additional terms in Eq. (3.2)
increase the actual contact energy Umin by O(kBT ) above U cAOV. A representative comparison of
the AOV potential and the actual simulation potential is plotted in Fig. 3.1. Table 5.1 provides a
full overview of all potential parameters.
Secondly, in Sec. 5.3.5 we examine systems with heavier particles and larger attraction strengths,
corresponding to the experiments of Ref. [125]. Since the larger attraction strengths are attained
through the use of polymer depletants with a more pronounced size asymmetry relative to the
colloid, the AOV potential is much steeper, and our choice for the crossover parameter α3 = 0.1
results in an underestimation of the attractive contact energy. This difference can be as much as
4kBT for the strongest attractions studied (cf. Table 5.1).
Some earlier simulations [82] have included a repulsive barrier, kBT in height, to prevent macro-
scopic liquid–gas phase separation. The mathematical form of this potential is given by
βUbarrier = A
[(
2σcc − r
2σcc − α2
)4
− 2
(
2σcc − r
2σcc − α2
)2
+ 1
]
if α2 < r < 2σcc . (5.2)
This term is added to the particle potential βU(r) beyond the cutoff radius α2, and due to its
form is smooth at both r = α2 and r = 2σcc. The resulting potential favors the formation of small
clusters and gel-like networks by rendering next-nearest neighbor interactions repulsive and thus
limiting aggregation to certain orientations of pairwise contacts [82]. We perform simulations both
with and without this barrier by setting A = 1 or A = 0.
All simulations consist of 3380 particles sedimenting in an elongated rectangular cell of dimen-
sion 14.8σcc × 14.8σcc× 44.6σcc, resulting in a global colloid volume fraction φ = 0.181. We set the
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Table 5.1: Potential energy parameters for the simulations discussed in Section 5.3. βU cAOV refers
to the strength of the attractive minimum of the ideal hard-sphere AOV model, Eq. (3.1), and
βUmin is the minimum of the actual simulation potential, Eq. (3.2). Note that a positive value for
βUmin implies repulsion at contact. The top part of the table refers to the simulations discussed in
Sections 5.3.1–5.3.3, whereas the bottom part of the table refers to those discussed in Section 5.3.5.
βU cAOV ζ α2/σcc = 1 + ζ φp B C βUmin
−1 0.072 1.072 0.045 1692.057 −0.088 −0.375
−3 0.137 5151.374 −0.267 −2.186
−5 0.229 8160.691 −0.446 −3.996
−7 0.321 12070.009 −0.626 −5.806
0 0.014 1.014 0.000 0.000 0.000 0.510
−8 0.076 376785.787 −7.399 −7.131
−12 0.111 550305.558 −10.806 −10.539
−18 0.167 827937.190 −16.258 −15.991
−24 0.222 1100611.115 −21.612 −21.345
−36 0.333 1650916.673 −32.419 −32.151
unit length to σcc, the unit mass to Mc, and the unit energy to kBT , thus defining a unit thermal
velocity vth =
√
kBT/Mc. The drag coefficient in the Langevin thermostat is set to 13.2ξc, where
ξc =
√
kBTMc/σcc is the unit of friction. Periodic boundaries are imposed in the x and y directions,
whereas a smooth shifted-truncated 9–3 Lennard-Jones wall is utilized to enforce boundaries in the
z-direction,
βUwall(∆z) = ε
[
2
15
( σw
∆z
)9
−
( σw
∆z
)3
+
√
10
3
]
if ∆z <
(
2
5
) 1
6
σw . (5.3)
Here ∆z denotes the distance of a colloid from the wall and we choose the parameters σw = 3σ
and ε = 15. Gravity is applied along the −z direction, with its strength chosen to achieve Pe´clet
numbers in the range 0.054 to 0.537. All dispersions start from randomly determined homogeneous
conditions.
Our simulations utilize velocity-Verlet integration [5] to evolve colloidal trajectories. Within
this scheme, the molecular dynamics time step ∆tMD must be chosen small enough that attractive
interactions are accurately explored. A maximum time step criterion can be derived by requiring
that a colloid in a single time step traverses a typical distance ∆x = vth∆tMD ≪ ζσcc. We
choose ∆tMD = 7.07 × 10−5tc with tc = σcc/vth, which for our choices of ζ satisfies this criterion
54
easily. Such a small time step necessarily means that dispersions will evolve very slowly from a
uniform distribution of particles to a stable sediment, especially at the lowest values of gravitational
force. This slow evolution limits the number of particles that can be examined in a simulation.
Consequently, our sediments have a thickness of only 10 to 15 diameters when closely packed.
Nevertheless, we are able to observe various general trends.
We note that these simulations ignore several effects that may be of importance in nonequi-
librium solid formation, such as particle–particle friction, particle–wall friction [129], and hydro-
dynamic interactions [115, 130]. This allows us to concentrate on the interplay between the in-
terparticle depletion potential and gravitational stress. Since particles that interact via a central
potential are inherently smooth, no mechanical stability in the sediment can arise from friction
considerations. Any kinetic arrest in the sediments is thus a direct result of interparticle forces.
Previous simulations that couple aggregation with sedimentation have been performed for
lattice-bound particles in the DLCA limit [131, 132], as well as for off-lattice particles interact-
ing via the Derjaguin–Landau–Verwey–Overbeek (DLVO) potential combined with an adhesion
potential [96–98]. These earlier models differ from the current study in that they treat bonds as
irreversible. In the DLCA systems, there is effectively an infinitely strong static friction, since two
particles cannot change their relative position once they have come into contact. For the DLVO-
based model, clusters still exhibit a small degree of deformability through reorientations, which
are permitted as long as the participating particles have few enough contacts. Nevertheless, the
effective particle friction is still very high. We note that the effect of finite particle friction in com-
bination with adhesive (van der Waals) forces has been examined for granular particles [94,95], but
such studies are fundamentally different from the simulations presented here since they do not in-
clude the effects of thermal fluctuations. A noteworthy point about the simulations of Refs. [96,97]
is that they incorporated hydrodynamic interactions. At low Pe´clet number, these interactions
were found to not have a strong effect on the final sediment structure. At moderate Pe´clet num-
bers most comparable to our simulations, very loosely packed structures (φ ≈ 0.1) were obtained.
However, we observe that this may have been caused by two important differences compared to
our simulations: First, the assumption of irreversible aggregation, which prevents the reorienta-
tion of particles relative to each other and hence counteracts densification of the sample under the
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influence of gravity. Second, these earlier studies did not examine cluster formation of particles
prior to sedimentation. We find that this process has a significant effect on the final density of the
sediment for our largest attraction strengths |U cAOV| > 5kBT .
The pioneering simulations of Ref. [133] examined suspensions of particles interacting via both
purely repulsive and attractive square-well potentials in sedimentation equilibrium. These simula-
tions utilized Monte Carlo moves and were incapable of probing the metastable gel and glass states
resulting from the kinetic arrest of the constituent particles. It was observed that a gravitational
field can induce segregation of particles into different phases, allowing the observation of phase
coexistence in sedimentation equilibrium, where osmotic pressure and gravitational forces balance.
Since the pressure experienced by particles in the sediment varies continuously as a function of their
vertical position within the sediment, this yields a cross-section of the phase diagram. Phase coex-
istence manifests itself as a region over which the density changes abruptly with height [134,135]. It
must be emphasized that this is only valid for systems that are in thermal equilibrium. Moreover,
equilibrium phases are strictly only defined for slices with a thickness h≪ ξg, so that the pressure
remains constant within the slice.
5.3 Results and Discussion
5.3.1 Sedimentation Profiles and Radial Distribution Functions
As noted above, the presence of a gravitational potential permits simultaneous access to multiple
density regions of the phase diagram of colloidal suspensions, provided that interparticle forces are
sufficiently weak to avoid a kinetically arrested state. To inform our understanding of the sediment
structure, it is useful to note which regions of the phase diagram are sampled by our simulations.
Owing to the short attraction range, we expect to observe at most two coexisting phases [14],
unlike the square-well fluid of Ref. [133] which exhibits three distinct phases as a function of height
and pressure. Thus, as the gravitational force is increased, an equilibrium crystalline structure is
expected at the bottom of the cell.
In Fig. 5.1, we plot density profiles obtained in our simulations. We consider four different
attraction strengths (cf. top part of Table 5.1) and six values for the gravitational acceleration.
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Figure 5.1: Colloid volume fraction as a function of distance from the bottom wall of the sample cell
for the systems described in Section 5.3.1. Gravitational force is varied in each plot via the Pe´clet
number Pe. The panels pertain to different attraction strengths as measured in terms of the con-
tact value of the AOV potential, Eq. (3.1): (a) βU cAOV = −1; (b) βU cAOV = −3; (c) βU cAOV = −5;
(d) βU cAOV = −7. The precise potential parameters for these simulations are in given Table 5.1.
Large gravitational forces induce strong layering at the bottom of the cell, which is initially en-
hanced by attractive forces [cf. panels (a) and (b)].
Each curve is averaged over the resultant configurations from five independent runs, i.e., with
different, randomly determined initial conditions. The runs are continued until the sediments are
mechanically stable and do not compact further. A sediment is considered stable if the centroid of all
colloids does not move more than one colloidal radius in height over several hundred sedimentation
times τs. For small Pe´clet numbers, sedimentation is very slow and it takes O(108) MD steps to
reach this state. In addition, we find that the colloidal structures remain mobile over long time
scales. Sediments experience slow compaction and abrupt, rare rearrangements, where the motion
of individual particles or clusters allows sedimentation to proceed to an energetically more favorable
state.
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From the averaged density profiles, we can draw some general conclusions about the sedi-
ment structure. For small attraction strengths [βU cAOV = −1 in Fig. 5.1(a) and βU cAOV = −3
in Fig. 5.1(b)], systems behave as if in equilibrium. At Pe = 0.054, colloidal particles form a
fluid phase whose density increases gradually toward the bottom of the sample. This tendency
increases as the gravitational strength is increased. At these small attraction strengths, thermal
fluctuations are likely to break colloidal contacts, so that increasing the Pe´clet number acts to
densify the sediment. For βU cAOV = −3 [cf. Fig. 5.1(b)] this leads to quite striking behavior when
Pe > 0.194, where the particles experience enhanced ordering at the bottom of the cell, yielding
very well-defined layers whose densities suggest a close-packed solid. Although one might expect
kinetic trapping to play a role for attraction strengths greater than kBT , our simulations show that
moderate attractions enhance crystal formation, rather than hinder it.
As we increase the attraction strength, [βU cAOV = −5 in Fig. 5.1(c) and βU cAOV = −7 in
Fig. 5.1(d)], we observe irregular concentration profiles resulting from porous structures that in-
crease in density as the Pe´clet number is increased. The stronger attractions limit the relative
motion of colloids, causing them to form dense clusters. The combined effects of attraction and
cluster formation tend to decrease the density of particle sediments. Tightly packed structures
formed during sedimentation do not break up and rearrange into an equilibrium solid upon reach-
ing the bottom of the cell, but instead settle into a mechanically stable state. As a result, structures
are highly ordered over a few particle diameters, but disordered at length scales beyond the typical
cluster size.
To obtain more detailed information about the sediment structures, we also examine the local
structure around a colloidal particle via the radial distribution function g(r) (Fig. 5.2). To minimize
the influence of surface-induced crystallization in the bottom layers and a lack of neighbor particles
near the top of the sediment, the radial distribution function is only computed for colloids residing
between z = 5σcc and z = 15σcc. In some of the samples, notably the solid-like sediments of
Fig. 5.1(b), there is significant density variation over this range in z. For those cases the computed
g(r) is weighted heavily by the dense particle packings near the bottom and should not be strongly
affected by the upper layers. Also, at high Pe´clet number, the gravitational length ξg becomes small
(ξg = σcc at Pe = 0.537), so that the pressure varies over a wide range within the slab employed for
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Figure 5.2: Radial distribution function g(r) for attractive colloidal particles in mechanically stable
sediments as a function of gravitational acceleration. Each panel represents a different attraction
strength: (a) βU cAOV = −1; (b) βU cAOV = −3; (c) βU cAOV = −5; (d) βU cAOV = −7. For discussion,
see the text.
the calculation of g(r). However, for high Pe the sediment density tends to be high and relatively
insensitive to the pressure; consequently g(r) does not vary appreciably over the slab in these cases.
Combining the results for the density profiles and the radial distribution function, we now
systematically discuss the behavior of the colloidal sediments. For βU cAOV = −1, the attractive
interaction between the colloid is very weak and since the global volume fraction of the colloids is
only 0.181, a homogeneous fluid phase would be expected in the absence of gravity. With increasing
Pe´clet number, dense layers arise near the flat bottom of the sample cell, as revealed by the density
profiles [see Fig. 5.1(a)]. Since this dense regime lies mostly outside the averaging window of g(r),
the radial distribution function [Fig. 5.2(a)] remains largely structureless. When the colloidal
attraction is increased to βU cAOV = −3, the system remains in the fluid state if Pe . 0.194. This
fluid is more dense than observed for βU cAOV = −1, resulting in a steeper fall-off in the density
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profiles [cf. Fig. 5.1(b)], but the only change in g(r) is a stronger peak at contact [Fig. 5.2(b)].
For Pe ≥ 0.269, g(r) develops strong peaks out to separations of 4σcc. The sharp nearest and
next-nearest neighbor peaks are located at the positions expected for close packing and reconfirm
the onset of a crystalline phase for moderate attraction strength, as inferred above from the density
profiles.
Qualitatively different behavior emerges as attractions are further increased to βU cAOV = −5.
For Pe = 0.054, the density profile [Fig. 5.1(c)] shows a loosely-packed sediment (φ ≈ 0.4), which
retains a radial distribution [Fig. 5.2(c)] similar to those found in the crystal-like packings for
βU cAOV = −3 [Fig. 5.2(b)]. This suggests that during sedimentation, tightly packed clusters form,
and that jamming of these clusters results in an arrested state that is mechanically stable at
relatively low volume fractions. Although attraction strength and range here are comparable to
those in experiment (e.g., Ref. [122]), we observe sediment densities a factor of two larger. This
may be attributed in part to greater translational freedom in our potential compared to the AOV
potential, which may result in greater rearrangements of pairwise contacts. The fact that even
at our largest attraction strength, larger Pe´clet numbers result in denser sediments than seen
in experiment indicates that the mechanism of kinetic arrest in the experimental gels is due to
more than the interparticle potential energy alone, and that frictional surface contacts [94] or
hydrodynamic forces [115] may play a role (indeed, the simulations of Chapter 4 support this).
Increasing gravitational strength leads to more compact sediments. At Pe = 0.537, the volume
fraction of the sediment away from its upper and lower boundaries is a near-uniform 0.6. This
value is very similar to that of random close-packing, and suggests a sediment that is more glassy
than gel-like. The radial distribution function [Fig. 5.2(c)] is largely unchanged and continues to
show ordering peaks over a range of 3σcc, indicating that the sediment is formed by an incongruous
packing of crystalline clusters, rather than by random arrangement of the spheres themselves.
Finally, at the highest attraction strength [βU cAOV = −7, Fig. 5.1(d)], more porous sediments
are created. At the lowest Pe´clet number, the average sediment density in the region z > 5σcc
is φ ≈ 0.3, although fluctuations of ±0.05 remain observable even after averaging. The packing
density increases as the Pe´clet number is increased, but for all profiles remains below the highest
packing density observed for βU cAOV = −5. Also, for all values of Pe, g(r) now shows ordering of
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Figure 5.3: Colloid volume fraction as a function of the distance from the bottom wall of the sample
cell for systems in which a repulsive barrier, Eq. 5.2, has been added to the colloidal interaction.
Gravitational force is varied in each plot via the Pe´clet number Pe. The panels pertain to different
attraction strengths as measured in terms of the contact value of the AOV potential, Eq. 3.1:
(a) βU cAOV = −1; (b) βU cAOV = −3; (c) βU cAOV = −5; (d) βU cAOV = −7. For discussion see the
text.
the sediment only within a particle separation 2σcc [Fig. 5.2(d)]. This indicates that the stronger
attraction leads to the formation of clusters with a lower degree of ordering. Whereas attraction
strength determines much of the local structure in colloidal sediments, the sedimentation rate and
gravitational stresses defined by the Pe´clet number have significant effects on the final structures.
To address the role of crystallization, we repeat all calculations with an additional repulsive
barrier in the colloidal pair potential, Eq. 5.2. At βU cAOV = −1 the behavior of the samples (see
Fig. 5.3(a)) is only weakly dependent on the presence of this barrier, and also g(r) (not shown) only
shows a slightly reduced peak at contact. At βU cAOV = −3, however, the frustration brought on
by the repulsive barrier markedly changes the sediments for larger Pe´clet number (cf. Fig. 5.3(b)),
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Figure 5.4: Equation of state (osmotic pressure Π as a function of local colloid volume fraction φ)
for attractive particle sediments obtained by integrating the density profiles in Fig. 5.1. The panels
pertain to different attraction strengths: (a) βU cAOV = −1; (b) βU cAOV = −3; (c) βU cAOV = −5;
(d) βU cAOV = −7. For discussion see text. In panel (a), the Carnahan–Starling equation of state
for a hard-sphere liquid [136] is plotted for comparison.
with the uniform layering persisting only a few layers before giving way to liquid-like ordering.
Interestingly, at βU cAOV = −5, the sedimentation profiles in the presence of a barrier [Fig. 5.3(c)]
are completely different from those in Fig. 5.1(c). Low Pe´clet numbers yield a more uniform density
across the entire sample while high Pe´clet numbers show stronger layering than simulations without
the barrier, albeit with a lower density than in Fig. 5.3(b). The layer formation is almost completely
absent at βU cAOV = −7 [Fig. 5.3(d)], but compared to Fig. 5.1(d) the additional repulsion leads to
a significant decrease in the sediment density at low Pe´clet numbers.
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5.3.2 Osmotic Pressure
In sedimenting systems, osmotic pressure is related to local volume fraction via the force-balance
equation
Π(φ(z)) =
∫
∞
z
∆ρgφ(z′) dz′ . (5.4)
Integration of the density profiles in Fig. 5.1 allows us to obtain the local osmotic pressure and
investigate how its density dependence changes with increasing attraction strength (Fig. 5.4). This
relation has been used in experiments to determine the equation of state of both hard-sphere-
like [134] and attractive [135] colloids. In addition, the osmotic pressure can provide an indication
of the volume fraction at which a gel becomes mechanically stable. At this point, kinetically
arrested particles will resist further compaction, leading to a steep increase in osmotic pressure as
a function of sediment volume fraction.
At small attraction strengths, the pressure shows little dependence on gravity. For βU cAOV = −1
[Fig. 5.4(a)], all curves coincide, in accordance with our interpretation that these systems are in or
near equilibrium. The slight deviation of the curve for Pe = 0.054 originates from the presence of the
wall at the top of the system—for larger gravitational strengths the colloidal particles are insensitive
to this wall. The fluid-like portions of these curves align closely with the Carnahan–Starling
equation of state for hard spheres [136] but lie slightly below it owing to the attraction between
the particles. The oscillations in Π(φ) that arise once the volume fraction reaches approximately
50% simply are an artifact resulting from the occurrence of layers in the sediment. To render
the φ → z mapping unique, the concentration should be averaged over at least a full layer. We
note that the layer formation roughly agrees with the onset of liquid–solid phase separation in a
hard-sphere fluid. For stronger attractions, this coexistence region will widen [137], and the results
for βU cAOV = −3 [Fig. 5.4(b)] are in agreement with the appearance of a relatively dense solid at
high pressures. However, due to the finite height of our samples, at the highest Pe´clet numbers
almost all particles participate in the solid phase. This makes it difficult to distinguish true phase
coexistence.
As the attraction is increased from −1kBT to −3kBT , the pressure required to reach a certain
sediment density decreases. For stronger attractions, βU cAOV = −5 [Fig. 5.4(c)] and βU cAOV = −7
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Figure 5.5: Bond number distributions for attractive colloidal particles in sediment as a func-
tion of gravitational acceleration and attraction strength: (a) βU cAOV = −1; (b) βU cAOV = −3;
(c) βU cAOV = −5; (d) βU cAOV = −7. Two particles are defined to be in contact if their center-to-
center distance is within the range of the depletion attraction, Eq. 3.1.
[Fig. 5.4(d)], however, this trend reverses, which is another indicator of gel formation. Namely, once
a gel has formed, large forces are necessary to break the interparticle bonds providing mechanical
stability and compact the sediment. This is also consistent with the observation that the osmotic
pressure in Figs. 5.4(c) and 5.4(d) increases steeply at lower volume fractions than in Figs. 5.4(a)
and 5.4(b).
5.3.3 Bond Number Distribution
The bond number Nbond for each particle is another indicator of the local packing structure, and
thus can elucidate the factors leading to kinetic arrest. Systems that undergo gelation or jamming
tend to have a smaller number of neighbors per particle than close-packed crystals [125, 138].
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We define particles to be bonded if their center-to-center distance is less than the range of the
depletion attraction, (1 + ζ)σcc, and plot histograms of the bond number taken over the entire
sample in Fig. 5.5. These data strongly support the conclusions of the previous sections. For
βU cAOV = −1 [Fig. 5.5(a)] most particles do not have any bonds at Pe = 0.054. As the Pe´clet
number is increased the average bond number increases monotonically, but remains less than six,
confirming that all systems are primarily in the fluid state. When the attraction is increased to
βU cAOV = −3 [Fig. 5.5(b)], low-Pe dispersions exhibit a similar structure, but for Pe = 0.269 a
strong peak arises at Nbond = 12, indicating a close-packed structure. The particles with less
than 12 neighbors correspond to crystalline defects or boundary layers. Thus, under sufficient
gravitational stress, colloidal attraction enforces a dense structure. The bond-number distribution
does not change significantly as Pe is increased further, suggesting that the structure can not be
densified further by gravity.
For stronger attractions, a completely different behavior emerges. The packing for βU cAOV = −5
[Fig. 5.5(c)] retains a clear peak at Nbond = 12, but the distribution also shows an increased proba-
bility for structures that are not close-packed, with a secondary maximum around Nbond = 8. This
is consistent with a sediment composed of kinetically arrested clusters. Particles at the centers of
these clusters have coordination numbers similar to particles in a bulk solid, but those at the cluster
surface have fewer bonds, similar to particles in a glassy or liquid state. The resultant structure
will have a lower average density due to voids between the dense-packed clusters. Although, for this
attraction, the sediment density displays significant dependence on gravitational strength, the bond
number distribution varies only relatively weakly with Pe´clet number. Furthermore, the highest
values for Pe, which yield the most dense sediments, display a lower average bond number. One
explanation is that at lower Pe particles have more time to rearrange into close-packed structures
during sedimentation. This interplay between sedimentation and particle rearrangement suggests
that hydrodynamic interactions between the colloids could play a significant role. However, in the
present simulations there is merely a competition between the time scales for sedimentation and
nucleation. Lastly, at βU cAOV = −7, the bond distribution [Fig. 5.5(d)] shifts toward still smaller
values. The attraction is now so strong that bonded particles are unable to rearrange into an
optimal packing before new particles are added to the cluster. As a result, the peak at Nbond = 12
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disappears, in agreement with the absence of any layer formation in Fig. 5.1(d).
5.3.4 Importance of fluid friction coefficient
In simulations of monodisperse, spherical colloids in an implicit solvent, hydrodynamic forces are
limited to single-particle viscous drag forces, with a friction coefficient that is proportional to
solvent viscosity and colloid radius, i.e., the same for each particle. Despite this simplification,
simulations with large friction coefficients can become prohibitively slow, since both advective
displacements and diffusion of the colloids take place on a time scale inversely proportional to the
single-particle drag coefficient. At the same time, a larger friction coefficient does not permit an
increase of the time step, which must be set according to the width of the Maxwell–Boltzmann
distribution. Nevertheless, it is important to recognize that the choice of friction coefficient may
affect the structure of nonequilibrium sediments. Slower sedimentation can lead to the formation
of larger clusters while the colloids are still in the supernatant, and thus affect the packing of these
clusters in the sediment.
Furthermore, a large drag coefficient slows down collective particle dynamics and can lead to
the illusion of mechanical stability in a percolating sediment that is slowly being compressed by
gravitational stresses. This would be observed if the rate of sedimentation is much smaller than the
growth rate of particle clusters. Particles in experiments tend to be slowly sedimenting, although
this is less an effect of high solvent viscosity (≈ 1 cP for many systems) than an effect of particle
size (≈ 1µm) and close density matching between particle and solvent. Hence, we expect that most
of the experimental variation in sedimentation time is accounted for by differences in the Pe´clet
number, which accounts for both of these effects.
We have examined each system discussed in the previous sections using a slightly modified
friction coefficient, obtained by halving the particle mass, thus increasing the reduced friction
coefficient by a factor ∼ √2. The values of the gravitational constant were then changed so that
the relevant energy ratios Pe and βU cAOV remain unchanged. Accordingly, the steady state density
profiles (not shown) are virtually identical to those in Fig. 5.1. It is still possible that much stronger
variation in particle–solvent friction is another factor that can explain discrepancies between the
sediment structures observed in simulations and those observed in experiments. Experimentally,
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Figure 5.6: Density profiles of sediments with a Pe´clet number of 2.7 in the strong binding regime,
representing the experiments of Ref. [125].
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Figure 5.7: Bond number for sediments with Pe´clet number Pe = 2.7 in the strong binding regime.
the typical reduced friction coefficient ξc is at least two orders of magnitude greater than in the
simulations. Future work may be able to access these high frictions, and thus elucidate if there is
a significant effect on mechanical equilibrium.
5.3.5 Strong Binding Regime
To connect to the results of Ref. [125], we repeat a subset of the sedimentation runs for colloids
with a stronger attractive potential of shorter range, ζ = 0.014. All parameters for the interaction
potential are listed in Table 5.1. The Pe´clet number is fixed at Pe = 2.7. As illustrated in Fig. 5.6,
the sediment density decreases monotonically with increasing attraction strength, reaching values
as low as φ ≈ 0.3, with only a slight increase near the wall due to surface-induced ordering.
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The bond number distribution (Fig. 5.7) confirms the open structure, with a peak around
Nbond = 6, and is similar to those reported experimentally (see Fig. 8 in Ref. [125]). We note
the marked shift compared to the bond number distribution found in Sec. 5.3.3 for suspensions of
colloids experiencing a larger attraction range, at considerably lower Pe´clet number [cf. Fig. 5.5(d)].
On the other hand, the distribution in Fig. 5.7 changes only very weakly with increasing attraction
strength (for βU cAOV > 0), whereas the experiments observe a marked decrease in the average
bond number (with a peak in the distribution around Nbond = 4) upon addition of polymer. It is
likely that in these tightly bound systems surface friction between particles becomes more impor-
tant [139,140], rendering a sediment more mechanically stable than it would be with central forces
alone [94]. Furthermore, the initial (global) volume fraction φ = 0.181 used here is higher than
in the experiments [125]. Since this influences the rate of cluster formation during sedimentation,
it could be an additional factor in the lower sensitivity of the bond number distribution to the
depletion strength.
5.4 Conclusion
In summary, we have examined the interplay of colloidal attractions and gravitational forces in
determining the structure of particle sediments. We find that for interaction strengths that are
too low to induce cluster formation during sedimentation, the density profiles of the colloidal sed-
iment are very similar to those expected for equilibrium colloidal suspensions, with gravitational
forces acting to densify the phase present at the bottom of the sample cell. Furthermore, modest
attraction strengths are found to enhance the growth of crystalline phases, rather than inhibit
them. When the attraction strength is increased still further, dense colloidal clusters form during
sedimentation, which settle into loosely packed, disordered structures. Our simulations reproduce
various experimentally observed features of colloidal sedimentation, although in the case of larger
ranges of the depletion potential we need significantly stronger attractions than required in exper-
iment to achieve open structures, showing that nonequilibrium forces not considered here, such as
hydrodynamics or particle frictions, must play a role. Indeed, flow effects were observed in Chap-
ter 4 to significantly modify colloidal cluster shapes, and therefore the resulting structure of the
colloidal aggregate.
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CHAPTER 6
PATCHY COLLOIDS IN TWO
DIMENSIONS: DYNAMICS AND
ASSEMBLY
Parts of this chapter have appeared in:
• “Multiple Timescales in Two-Dimensional Crystals of Janus Colloids”, J. Yan, J. K. Whitmer,
S. Jiang, S. Anthony, E. Luijten and S. Granick, in preparation, (2011)
• “Geometric Assembly of Patchy Colloids”, J. K. Whitmer, Q. Chen, E. Diesel, S. Granick
and E. Luijten, in preparation (2011)
• “Triblock Colloidal Spheres for Directed Self-Assembly,” Q. Chen, E. Diesel, J. K. Whitmer,
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6.1 Introduction
There has been much recent interest in patchy colloidal particles and their self-assembly proper-
ties. Such systems serve as interesting models for the self-assembly processes underlying biological
systems [141, 142], while the directionally-dependent assemblies can be used themselves in order
to create specific target structures with desired functionality [20,24]. Here we specifically focus on
the case of Janus spheres and triblock Janus spheres. The simpler Janus spheres have two patches
on the particle’s surface that can have varying physical or chemical makeup. Two experimentally
realized examples are of opposite charge conditions [21] and solvophilicity [22]. Triblock Janus
spheres extend this geometry to three surface interaction regions [24,143,144].
We are concerned with particles dispersed in water that have been coated with regions of dif-
ferent hydrophobicity. Many colloidal particles become charged due to ionization of surface groups
when dispersed in water [1]. These regions have a natural repulsion which can be mitigated through
the addition of salt to the suspension, and have a hydrophilic character. Before suspension, patches
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of the surface may be modified by deposition and etching of a gold nanolayer, and subsequent coat-
ing with organic compounds using thiol chemistry [21,143]. This induces a hydrophobic attraction
between the coated patches. Though the exact origins of this interaction are still debated, recent
measurements using a surface-forces-apparatus have shown the interaction to have an approxi-
mately exponentially decaying form, with a very short range (< 100 nm) [145]. For the µm sized
colloidal particles considered here, this caps the interaction range at 1.1σ, where σ is the colloidal
diameter. Due to this short range, we are able to adopt models for the hydrophobic interaction
that do not worry about the force’s origins, but consider the effects to be predominantly that of
a short-ranged, “contact” interaction, allowing us to examine the assembly of this system in both
Monte-Carlo and molecular dynamics simulations.
6.2 Janus Particle Monolayers
6.2.1 Motivation and Experimental Observations
When Janus particles, the simplest case outlined in Section 6.1, are confined on regular lattices, they
realize a system bearing a striking resemblance to basic physical problems from the arrangement of
spins on a magnetic lattice [146] to rotating molecules in plastic crystals [147]. Here, we use simula-
tions to illustrate the basic processes of rearrangement observed in experiment, where hierarchical
order arising in a two-dimensional crystal of amphiphilic Janus spheres exhibits slow rearrange-
ments of a novel striped pattern. Dynamically, single-particle tracking reveals that orientation of
particles within these stripes generates phenomenology resembling translational motion in super-
cooled liquids and glasses [148,149]. Characteristic cage break events, which require anti-correlated
rotations of particles sitting on neighboring lattices, have been identified and characterized in detail.
Because of their tunable directional interactions, Janus spheres allow for exploration of microscopic
glassy dynamics, phase transitions, and other collective behaviors where their mutual orientations
(as well as their positions) are essential.
This work offers extensions to the much studied case of isotropic interactions which mimic
the collective behavior of atoms (crystallization, glass formation, epitaxial growth [150–152]), in
the spirit of other studies involving directional interactions [20, 24]. Though recent work details
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synthesis, or three dimensional self-assembly into clusters, in directionally interacting colloidal
systems [21,23], here we focus on two-dimensional colloidal crystals formed when silica spheres sed-
iment onto a planar surface. The particle arrangement is then a tradeoff between attraction and
repulsion on the two hemispheres: attractive between neighboring hydrophobic hemispheres and re-
pulsive between hemispheres that carry negative charge. The uninteresting extremes, not discussed
here, are when repulsion dominates so much that orientations are completely disordered (low salt
concentration), and when attraction dominates so much that the particles aggregate into immobile
lumps (high salt concentration). We study the intermediate regime where particles crystallize in
position onto a hexagonal crystalline lattice but retain freedom to rotate. Optical measurements
are able to determine all four degrees of freedom, allowing experimentalists to quantitatively de-
termine the system’s orientational order and dynamics. Figures 6.1(a,b) express this orientational
order. The black stripes are composed of attractive hemispheres whose opaque coatings face one
another, while the translucent repulsive hemispheres appear white due to light passing through
them. In addition to the straight chains, some 120◦ kinks are clearly visible, bending the chains of
attractive hemispheres, and allowing them to zigzag through the crystal.
Particle orientations may be defined by a vector dˆ pointing from the hydrophilic to the hy-
drophobic hemisphere. For the range of salt concentrations of interest here, only small rotations
of this vector out of the plane are observed. One reason for this is that the surface available for
hydrophobic bonding is maximized when dˆ is located in the plane. The resulting patterns are
visually similar to striped patterns also arising when isotropic colloids under stress buckle out of
the monolayer plane, though these stripes have a very different origin [153]. Here, the principle
of the formation of a striped structure can be understood by simple geometric requirements. For
energetic reasons, each particle tends to maximize the number of hydrophobic contacts it makes
with its neighbors. Therefore, as the salt concentration increases, the system starts with randomly
orientated monomers, which assemble to form trimers, tetramers, and finally extended parallel
chains connected by tetramers, where each particle achieves three hydrophobic contacts. This en-
sures maximum attractive bonding given the patch geometry. In these extended structures, kinks
dominate the landscape for entropic reasons, as they present more ways to tile the plane than do
chains alone.
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(a)
(b)
Figure 6.1: Representative optical images of a monolayer region in the same sample at two different
times. (a) Initial condition of the system. (b) The same particles imaged t = 50 min later,
demonstrating rotational mobility.
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6.2.2 Model
Within the crystal, the average electrostatic repulsion (dependent on salt concentration) combines
with gravitational pressure to determine the average interparticle spacing d. This in turn changes
the effective magnitude of the hydrophobic attraction through the interplay of the two exponential
forms [2, 145]. To model this, we employ Monte-Carlo simulations in which the particles are
assumed fixed at the lattice points. This approximation is informed by experimental data which
shows interparticle spacing to be essentially independent of orientation. This equilibrium position
alone models the electrostatic effects in the system, leaving an orientationally dependent potential
to mimic the hydrophobic attraction. The reduced interparticle distance d/λ, in which λ is the
hydrophobic attraction range, determines the attraction following U(d) = U0e
−d/λ, where U0 is
taken to be 10kBT . The orientation dependence is modeled by a smooth boundary,
U(dˆ1, dˆ2, rˆ12, d) = U(d)f(θ1)f(θ2) , (6.1)
where
f(θ) =


1 θ < θcut − θtail
0 θ > θcut + θtail
cos2
(
pi
2
θ−(θcut−θtail)
2θtail
)
otherwise
. (6.2)
and
θi = cos
−1
(
dˆi · rˆ12
)
. (6.3)
The angles θtail, θcut in these simulations take the values 89.5
◦ and 1.0◦ respectively. This interaction
is very flat within its attractive domain (cf. Fig. 6.2)—in reality some local structure exists when
hydrophobic sides are facing each other, whose origin could be traced to fluctuation of particles’
position or slight anisotropy caused by the directional flux in the metal deposition. However, as
we will see later, this ideal “hard sphere rotator” model is able to capture the essence of the
current system and gives good qualitative agreement with experiment. Simulations take place on
an N ×N rhombus (N = 50) with periodic boundary conditions mimicking an extended hexagonal
crystal. Canonical spin rotation sweeps, in which N2 trial moves are proposed to reorient a random
particle then proceed. Data in the simulations is acquired from sequential outputs after an initial
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Figure 6.2: A plot of the angular portion of the potential f(θ) used in the hard-sphere rotator
model.
equilibration period of 106 fast and 106 slow MC sweeps. The maximum angular displacement in
these steps comprising each sweep is ∆θ = 60◦ for the fast steps and ∆θ = 5◦ for the slow steps.
Typical relaxation of the energy in these simulations is plotted in Fig. 6.3. The two types of sweep
are utilized in order to quickly relax to a near-equilibrium state, and then to allow the system to
relax further before data is taken. It is important to realize that these systems are not necessarily in
equilibrium—evidence of the slow motion in experiments is given in Figs. 6.1(e,f), where structural
rearrangement of some orientations is observed after 50 minutes elapse, though the overall striped
structure is retained. Since the Monte-Carlo moves are small local rotations, meaningful dynamic
information can be obtained from sequential states. Some representative images of the system at
different d/λ are given in Fig. 6.4. Five independent runs are performed for each λ studied. Rough
mapping between the simulation and the experiment is achieved by noting that for small change
of salt concentration, d/λ scales inversely with the square root of salt concentration [1].
6.2.3 Discussion
Any given state observed in the experimental colloidal system is transient; with the passage of time,
images metamorphose from one to another while retaining the same time-averaged features, as can
be seen in Figs. 6.1(a,b). Therefore, we now turn to the more interesting, dynamic aspects of the 2D
crystal. The experimental angular autocorrelation function, C = 〈dˆ(t) · dˆ(0)〉, shown in Fig. 6.5(a),
can be well fitted by a stretched exponential form C(t) = e(−t/τ)
β
, a phenomenology that is common
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Figure 6.3: Relaxation of the energy per particle in hard-sphere rotator simulations with ε = 10kBT .
Each particle has an average of 3 bonds with other particles, each of which contribute 5kBT per
particle, leading to a ground state of 15kBT . Large values of ∆θ relax the system more efficiently
than smaller values more representative of the system dynamics, justifying our two-tier approach
to equilibration to first relax the system near equilibrium, then explore the local dynamics.
Figure 6.4: Example configurations of Janus particle orientations determined from the hard-sphere
rotator model. From left to right, these depict d/λ = {0, 1, 2, 3}. Note that decreasing d/λ has the
effect of increasing the interaction energy (equivalently, decreasing temperature), namely to lock
in the formation of ordered stripes.
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to observe in the relaxation spectra of supercooled liquids and glasses [149,154]. The relaxation time
increases nearly exponentially with salt concentration, while the stretching parameter β decreases
from 0.7 to about 0.3 [cf. Fig. 6.5(c)], implying slower and more heterogeneous dynamics as the salt
concentration increases. Similar trends are well reproduced by simulations [cf. Fig. 6.5(d)], where
increasing heterogeneity and relaxation times are also observed. Alternatively, we may also examine
the angular mean square displacement (AMSD) 〈∆θ(t)2〉 by following the rotational trajectory of
individual particles. The resultant curves show a subdiffusive region corresponding to the caging
of the particles, as well as a sharp turn back towards diffusive behavior [cf. Fig. 6.5(b)]. In this
context, a caged particle is one which is fluctuating inside the potential energy basin created by its
neighbors. As the coupling strength increases in simulations, deeper quenches are accessed, leading
to the characteristic plateau of the glassy dynamics.
Cooperative rearrangements are central to the dynamics of a glassy system. An advantage of
our system is that such events are simple to obtain due to the absence of complication caused by
translation. Specifically, large individual particle displacements are experimentally observed to be
highly correlated in time. Most fluctuations are unsuccessful at breaking a local cage, as particles
fall back into the original environment within a short time, even if a bond is temporarily broken.
Characteristic cage breaking events must necessarily require rearrangement of more one pair of
particles. Neighboring particles rotate together like the gears in a clock, switching collaboratively
to a new configuration. The characteristic time of such events correspond roughly to the start of
the upturn in the AMSD curve, around ∆t = 1 minute in experiments.
To quantitatively capture such events (and cooperative motion in general), we examine the
excess conditional probability, P (∆θ1,∆θ2|∆t)−P (∆θ1|∆t)P (∆θ2|∆t) at ∆t = 1 min [Fig. 6.6(a)].
Here ∆θ1 and ∆θ2 are the change in angle of neighboring particles during ∆t, P (∆θ1,∆θ2|∆t) the
probability of observing a pair of rearrangements ∆θ1,∆θ2 of neighboring particles 1 and 2, and
P (∆θ1|∆t)P (∆θ2|∆t) the probability of observing a pair of (∆θ1,∆θ2) if rotations were completely
uncorrelated. Plots of this from simulation data after 105 MCS are given in Fig. 6.6(b). Here the
sharp isotropic peak at the center and the dip along the x = −y axis imply that small fluctuations
are decorrelated, while large fluctuations are strongly coupled, in accord with our description of
the energy basin “cage”. When large rotations happen, neighboring particles tend move in an
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Figure 6.5: (a) Single particle angular autocorrelation function C(t) [squares] and mean square
displacement (AMSD) [triangles] versus time in experimental samples with 2 mM salt concentration.
Units are degree for angles and second for time. (b) AMSD versus time in simulation at different
λ/d (from the bottom to the top, 0, 0.25, 0.5, 0.75, 1, 1.25, 1.5, 3.5), in which λ is range of
hydrophobic interaction and d is the interparticle separation. Time is in unit of Monte Carlo
Sweeps (MCS) and angles are measured in degrees. Solid lines in (a) and (b) indicate slope of 1.
(c) Relaxation time (τ) and stretching parameter (β), deduced from fitting experimental C(t) to
the stretched exponential function, are plotted as a function of salt concentration. (d) τ and β as
a function of (λ/d)2 in simulation.
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Figure 6.6: (a) Excess transition probability, P (∆θ1,∆θ2|∆t) − P (∆θ1,∆t)P (∆θ2|∆t) for neigh-
boring particles at ∆t = 1 minute in the [NaCl] = 2 mM sample. Positive values along the x = −y
axis indicates the anti-correlated motion of neighboring particles. The bin size is 10 degree in each
direction. (b) Excess transition probability in simulation with λ/d = 1 at ∆t = 10000 MCS. The
bin size is 6◦ in each direction.
anticorrelated way, as can be seen from the symmetry of the conditional probability along the line
x = −y.
6.2.4 Conclusions
From this, we see that glassy behavior may be generated in purely orientational order, from in-
teraction features producing sharp changes in energy, which result in caging behavior. System
relaxation then proceeds through many such collective rearrangements. However, we note that the
gear-like picture only applies to the intra-chain dynamics. Occasional “chain swap” events also
occur, requiring inter-chain correlated particle motion. Though rare, these events are necessary for
large structural changes, but cannot be specifically distinguished by the present analysis. At large
coupling strengths, such events could even become dominant if intrachain motion is frozen due to
zigzagging chains (as in the left-hand panels of Fig. 6.4). Exploring the spatiotemporal hierarchy of
such relaxation events, which are related to avalanche events [155,156] in colloidal glasses, remains
to be further explored in the planar rotator system. The idea of such systems generalizes beyond
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the specific colloidal crystals studied here, as methods are known to tune directional interactions
between spheres by varying the Janus balance or changing the surface chemistry [157]. In addition,
the same dynamic ideas should extend naturally to nonspherical colloidal particles [158].
6.3 Lattice Assembly of Triblock particles
Turning our attention from a dynamically interesting question, we focus in this section on the
utility of these particles for self-assembly. Building blocks which reliably assemble into complex
functional structures are highly coveted in materials science and engineering. Identification of these
blocks requires solving the problem of reverse self-assembly: given a target structure, how may it
be reduced into easy-to-fabricate self-assembling units? One way is to use molecules (or colloids)
whose interactions have been tuned to favor a particular geometry. This preference may be codified
in isotropic pair interactions [159–161], or through contact-matrix based neighbor selection [162].
Additionally, patchy surface interactions may be used; such a method draws inspiration from bi-
ological systems, where a simple pallette of electrostatic, van der Waals, and hydrophobic forces
combines with geometric constraints to create many intricate structures, among them proteins [163].
We might then expect directionally dependent interactions to facilitate the rational design of col-
loidal superstructures. Noting recent experimental developments in the manufacture of colloids
with chemically anisotropic surfaces [24,143], we opt to investigate self-assembly in systems where
patchy interactions are actualized using monodisperse spherical colloids [19,20,24,164,165]. Under
equilibrium conditions, free-energy minimization drives colloidal assembly into specific clusters, and
larger aggregates of these clusters [23, 24, 110, 166, 167]. In this section, we intend to demonstrate
the utility of simple geometric rules linking the assembled superstructure to single-colloid geometry,
and exploit these rules to target ordered states through free-energy minimization.
6.3.1 Framework and Model: Lattices, Nets, Tiles and Colloids
One may always coarse-grain the structure of a colloidal aggregate into a graph containing connected
set of nodes. The joined nodal structure, or net, defined by particle–particle bonds encloses a face-
to-face identification of polyhedra [168,169]. In mathematics and crystallography, these polyhedral
assemblies are commonly referred to as tilings [170]. Ordered aggregates may be decomposed
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further into a finite set of tiles, identified with fundamental colloidal clusters. These geometrically
simple structures form the basis of larger, locally space-filling tilings by attaching to one another in
well-defined patterns. We will show that this is a very powerful concept for reverse-engineering self-
assembly. Such ideas are prominent in the reticular synthesis community [171,172], where nanoscale
metallo-organic complexes are assembled through directionally specific bonding. In the following
discussion, we will commonly refer to two-dimensional systems, where the tiles are polygonal;
however, our geometric statements are general and apply in three dimensions with the appropriate
substituted nomenclature (e.g. polygon → polyhedron).
To concretely connect to experiments, we select an amphiphilic patchy colloid with short-
ranged, relatively strong (∼ 10 kBT ) attractions as our prototypical building block. This choice
is made so that the particle–particle bonds which form may be simplified to contact interactions,
and are simultaneously strong enough to impose equilibrium solidification. Bond breaking will still
occur, allowing the system to relax. We search for thermodynamically stable structures, under the
assumption that suspensions will reach these states given sufficient equilibration time. Under these
conditions, internal energy minimization strongly influences phase selection. Such interactions
have been realized experimentally in two-dimensional systems of triblock colloidal spheres [24,
167]. Despite their simplicity, these particles assemble into two different orientationally ordered
solid phases whose relative stability depends on the temperature T and pressure P of the system.
Importantly, both phases are representable as a planar edge-to-edge tiling [173], where particle–
particle bonds (defined by line segments through the centers of particles whose attracting surfaces
are in contact) correspond to edges, and the particles themselves correspond to vertices. The full
arrangement of particles in each case corresponds to an Archimedean tiling of regular polygons (the
kagome and triangular tilings) [173]. These high-symmetry arrangements result from symmetries
inherent in the particles.
Many solid phases are amorphous and do not have such high symmetry. For ordered structures
there remains a connection between colloidal patch geometry and the tile set selected by equilib-
rium assembly. Colloids with small, point-like patches arrange via straightforward internal energy
minimization, while particles with larger patches allow some bond flexibility, promoting configu-
rations which maximize entropy. Particles select tiles which allow maximum rotational freedom.
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Tiles (fundamental colloidal clusters) then proceed to aggregate into a network of equilateral edges,
whose nodes are isogonal (i.e. they have identical angular arrangements) [173] within the aggregate
volume. Assembly follows on the surface, via bonds available to approaching particles and clusters,
until material or space are exhausted. The final structure has a colloid at every vertex of the
network, and an attractive bond forming every edge. As the nodes are isogonal, the available bond
angles together with internal energy minimization fully determine the available tile set of closed
polygons. Regular polygons constitute only part of the available tile set—any equilateral polygon
with internal angles identifiable with neighboring bond sites on the colloidal surface may be also
be used. Further, the fractions of tiles of each type satisfy rigidly determined ratios [169,174].
Thus, geometry and energy minimization together determine a set of equilateral polygonal
building blocks which forms the secondary structure in the colloid assembly hierarchy. Such a
distinction is valuable for two reasons. First, precisely these colloidal superstructures will form
during nucleation of a colloidal fluid into a solid lattice, the small clusters becoming the basic units
of the fully assembled structure. Second, it allows us to connect with the extensive literature on
geometric tilings to inform structural design.
6.3.2 Example: Y-shaped particles and Their Associated Tiles
It is instructive to consider an example. Figure 6.7 illustrates the enumeration of potential tile sets
in an asymmetric triblock (“Y”-shape) colloidal system. Particles have narrow (B) and wide (A)
patches, permitting 1 or 2 bonds, respectively. A symmetric arrangement of the two α side bonds
about the β side bond permits maximum rotational freedom (assuming fixed neighbors). This
bonding strategy presents two competing tile sets having isogonal vertices. One involves squares
and hexagons [denoted the (4.82) vertex in Ref. [173] as further discussed below, cf. Fig. 6.7(b,c)]
while the other involves triangles, hexagons and dodecagons [(3.122), cf. Fig. 6.7(d)]. Though some
of our tiles are not regular, we choose to retain the same notation for these vertices as for regular
polygonal vertices through use of their equivalent regular polygon. The hexagons in this tiling mix
triangular and dodecahedral internal angles. Hence instead of a 6 to represent the hexagon, the
vertex is defined using either a 3 or a 12 depending on which angle participates in the vertex.
In the preceding paragraph, and the rest of this Section, we make extensive use of the vertex
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Figure 6.7: Illustration of the energetic and entropic effects which select bond topologies and
equilateral polygonal tiles in monodisperse triblock Janus suspensions. (a) Illustration of the Y-
shaped bonding geometry and the characteristic angles α and β which determine the possible
superstructures. In these systems, the angle β allows only one bond while α grants two bonds. The
AB symmetry of the triblock Janus particle permits overlay onto seven different regular polygonal
vertices having a 60 degree bond angle. Blue lines denote the bonds which form in an attractive
net, while red lines denote non-attractive contacts. Polygonal tiles are formed from closed loops
of the Y bonding structure. (b) α > 90◦ permits one further regular vertex, selecting squares and
octagonal tiles. (c) The particles overlaid on these structures create a supratile where each square
is surrounded by four octagons. (d) α > 60◦ admits triangles, hexagons and dodecagons as possible
tiles.
notation of Gru¨nbaum and Shephard [173] for vertices formed between regular polygons. The form
is (Xa.Y b.Zc), where the capital letters are replaced by numbers referring to the regular polygons
which may arrange around the vertex. Some of the polygons utilized in our tilings are not regular,
though the angles surrounding them do correspond to interior angles of a suitable replacement
regular polygon. Sides are enumerated in a clockwise fashion. The criterion for regular polygons to
meet at a 2d vertex is for all of their interior angles to sum to 2π. So, one could have six triangles
(36), four squares (44), three hexagons (63), or two triangles, one square, one triangle, one square
(32.4.3.4). Though in two dimensions, clockwise and counter-clockwise orderings actually define
different vertices, the explicit tilings we consider do not mix them.
The tile set we have defined is different from what one may observe in a microscope, as certain
methods are not sensitive to the orientation of the particle. Alternatively, if we were to define bonds
between all particles observed to be near contact, we would necessarily include some non-attractive
contacts. Note that the hexagonal tiles of Fig. 6.7(d) appear under a microscope to contain 3.4.3.12
or other similar vertices [173] at their wide angles, and these vertices appear not to be isogonal.
However, it is still true that the attractive bonds form a connected subnetwork of the overall bond
network, and that this subnetwork does have isogonal nodes. Because of this, we may safely restrict
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ourselves to the attractive bond network when determining our tileset.
6.3.3 Hierarchy of Assembly
How are tiles combined to fill space? Between the microscopic structure of the tile and the macro-
scopic lattice, there is a mesoscale of tiles arranged into larger groups which themselves may
repeat to fill space. We denote these structures, useful for enumerating the possible structures,
as supratiles. Generally, supratiles are a locally space-filling arrangement of tiles, which may be
as simple as the unit cell of a crystal lattice. When determining the set of space-filling tilings,
supratiles stand in for physically similar clusters, which themselves may have different internal
bonding structure. Such supratiles create a class of degenerate lattices, effectively lending extra
entropy to the visually similar structures incorporating them. Note that the supratile set does
not have to be finite—any locally space-filling arrangement of tiles is a supratile. Supratiles are,
however, best utilized when only a small set is considered. Figs. 6.8(a,b) illustrate the supratile
concept for our Y-bonding colloids. The triangular (3.122) and square-star (3.122, 3.4.3.12) struc-
tures in Fig. 6.8(a) create four different ring structures (up to isomorphism) containing an interior
dodecagon [cf. Fig. 6.8(b)]. As the outer voids are also dodecagon-shaped, these supratiles may
assemble in almost arbitrary mixture. Examples are shown in Figs. 6.8(c–f), where units com-
bine to form simple crystals of repeating supratiles, and more complicated crystals interweaving
triangular and square-star motifs. The tilings in Figs. 6.8(c–e) may even be extended to one- or
two-dimensional quasicrystalline arrangements. One-dimensional quasicrystals involve the arrange-
ment of two or more lines of these dodecagonal motifs in an aperiodic way, while two-dimensional
quasicrystals may result from (e.g.) radial arrangements of dodecagonal motifs. The only condition
determining which tiles and supratiles may be attached is the set of free bonds extending from them.
The triangular and square-star supratiles, despite extending only single bonds, may only attach so
that enclosed dodecagons have an even number of neighboring stars [see Fig. 6.8(b)]. In addition,
the purple and red hexagonal tiles of Fig. 6.11(a–c) may not be mixed, due to bond orientation
restrictions. To combine the two tiles, an intermediate tile [the green hexagon in Fig. 6.11(a)] must
be used so that bonding is commensurate.
The above statements may be summarized in a four-level hierarchy of selection. Primary
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structure is determined by the patch geometry of the colloids, which selects bonds, leading to
to the secondary tile structure. Tiles are defined by the orientation and position of free bonds
as well as their geometric shape. Tiles themselves assemble into larger supratiles, compound tile
arrangements with extensible repeatable motifs. Combining many such supratiles will assemble a
space-filling structure.
6.3.4 Free-Energy
From the multitude of candidate structures, it remains to determine which structures are free-
energetically favorable. This necessitates incorporation of other state variables (e.g., density and
pressure), as well as explicit considerations of the entropic degrees of freedom. For ordered lattices,
there are two extensive contributions: tile rearrangement and tile deformation. To illustrate the
first, consider Fig. 6.8(a), where the presence of non-attractive contacts creates two energetically
equivalent orientations for each square star. This is illustrated in Fig. 6.9. In the (3.122, 3.4.3.12)
plane tiling, these rearrangements result in an extensive addition to the entropy, ∆S = (N/8) log 2.
The latter contribution results from topologically identical tile deformations (phonon excitations)
[Fig. 6.10]. When considering these degrees of freedom within the simple, directional square-well
model [166, 175, 176], non-attractive contacts reduce the local volume available for fluctuations,
creating an entropic cost. Thus lattices which have such contacts must make up for this penalty
with collective entropic gain or volume reduction.
The examples in Fig. 6.8(c–e) denote several candidate lattices in our example system at low
pressure (density). Denser structures (each with identical packing density under constant-volume
conditions) are available from the use of hexagonal tiles [cf. Fig. 6.11(a)]. These tiles can organize
into two distinct quasi-Archimedean tilings, where the attractive bond net is overlaid on a five-fold
connected Archimedean net [cf. Figs. 6.11(b,c)]. Mixtures of these two basic motifs are possible,
up to and including one-dimensional quasicrystalline arrangements [177] made possible by the
alternating of “A”- and “B”-type hexagon bands [Fig. 6.11(d)]. These superstructures contain many
non-attractive contacts, and are entropically disfavored. Exceptions to this rule occur in conditions
where such vertices result in a large (extensive) contribution to the overall system entropy (such
as with the square star supratile), or when the pressure (density) of a system is large enough to
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Figure 6.8: (a) Square-star and triangle supratiles formed from vertices in Fig. 6.7. Basic ordered
clusters of colloids define the set of supratiles from which plane tilings may be enumerated. (b) Up
to rotation, four possible dodecagonal rings of triangles and square stars are possible. (c)–(f) Plane
tilings built from these supratiles. Shaded regions denote a repeating subunit of the structure. (c)
Illustration of plane tilings created from type (1) and type (4) rings—the Archimedean truncated
hexagonal (left) and 2-uniform square star (right) lattices. Each is depicted with their associated
unit cell overlaid. (d–f) More complicated arrangements are also possible. (d) depicts a lattice
with rhombic symmetry created out of type (2) rings, while (e) combines type (2) and (3). (f)
shows an arrangement of a basic unit (shaded) of type (1), (2), and (3) rings which can arrange
into radial (shown) or striped tiling patterns. Random arrangements of type (1)–(4) rings result
in quasicrystalline structures.
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Figure 6.9: Internal rearrangements of tiles create a class of degenerate structures, adding to the
apparent entropy when colloidal orientations are indeterminable.
Figure 6.10: Example deformations which contribute to the entropic part of lattice free energies.
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Figure 6.11: Dense particle packings comprised of vertices in Fig. 6.7(a). (a) Up to rotation and
reflection, three distinct hexagonal tiles are possible. (b,c) Two quasi-Archimedean tilings made
possible by these structures, the stretched triangular (b) and snub square (c) lattice comprised of
type (1) and type (2) supratiles, respectively. Utilizing type (3) supratiles, these can be assembled
in an arbitrary way, including one-dimensional quasicrystalline structures. Two example repeating
lattice units are highlighted atop this arrangement. The stacking of these units can be characterized
by a binary string of the form “...ABBAABBB...”.
enforce such contacts. Increasing pressure results in non-attractive contacts which arrange closely
in order to reduce the overall volume, favoring dense structure formation, until pressure is sufficient
to break bonds and form a plastic hexagonal crystal. This intermediate pressure regime is especially
relevant to heavy colloids which will experience strong gravitational forces and osmotic pressure
from the supernatant [24,143].
6.3.5 Model and MC Simulation
Particles within our simulations are directional square well particles, utilizing an orientationally
modulated square-well potential. This potential is identical to what is sometimes referred to as the
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Table 6.1: Simulation dimensions lx and ly for the five lattices considered in free energy calculations
[cf. Fig. 6.13(d)]. Nc denotes the number of particles in a unit cell of the lattice, while lx and ly
denote the number of unit cells assembled in each direction.
Lattice Vertex Nc lx ly
Truncated Hexagonal 3.122 6 10 20
Square Star 3.122, 3.4.3.12 8 15 10
Snub Square 32.4.3.4 8 15 10
Stretched Triangular 33.42 2 30 20
Mixed Hexagonal 32.4.3.4, 33.42 8 10 15
Kern–Frenkel model [175]. Briefly, the pair potential between these particles satisfies
U12 =


USW if (−1)j δˆi · ~r21 < cos(αi) for some i ∈ Sj
0 otherwise
, (6.4)
where
USW =


−ε if rij ∈ [σ, (1 + η)σ]
0 otherwise
. (6.5)
The vectors δˆi point from the center of the particle to a spherical cap region having angular width
αi on each particle. The set Sj of caps on particle j ∈ {1, 2} must contain one such vector on each
particle for attraction to occur. Two such regions exist on each of our triblock spheres, one on
either end of the axis defined by a director dˆ. The parameters σ and η denote the diameter and
attraction range fraction, respectively. Monte-Carlo (MC) simulations are performed by confining
the position and orientation of particles to a two-dimensional plane. Lattices explicitly considered
in our calculations are depicted in Fig. 6.12. Each system is rectangular (lx× ly) and fully periodic.
For self-assembly simulations a square box (lx = ly) is used, while lattice-based simulations (which
in general require a rectangular box) have dimensions lx and ly set by the parameters given in
Table 6.1. Unless otherwise noted, our simulations utilize angles α = 45◦ and β = 15◦, with a
strength of ε = 10kBT . To limit interactions to those near contact, the range of interaction used is
η = 0.05 or η = 0.1. Since particles are monodisperse, all lengths are scaled by σ.
Using this model, we perform simulations using local-move Monte Carlo (MC) of N = 1200
particles in two dimensions in both the NPT and NV T ensembles. For NPT simulations, each run
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(a) (b) (c)
(d) (e) (f)
Figure 6.12: The six lattices discussed in 6.3.5. These are the (a) truncated square (4.82), (b) trun-
cated hexagonal (3.122), (c) square-star (3.122, 3.4.3.12), (d) stretched triangular (33.42). (e) snub
square (32.4.3.4), and (f) mixed hexagonal (32.4.3.4, 33 .42). (a),(b),(d) and (e) are Archimedean
lattices, while (c) and (f) are 2-uniform [173].
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is equilibrated for 106 Monte-Carlo Sweeps (MCS), defined so that on average one translation, one
rotation, and 0.1 volume moves occur per particle per sweep. The system is then evolved for 106
MCS during which volume data is taken and averaged. Five independent runs are performed for
each input pressure, which are then averaged over to evaluate the equation of state, V (N,P, T ). The
equilibrated volumes are then used to perform thermodynamic integration in the NV T ensemble,
using the method of Frenkel and Ladd [178] to integrate to an Einstein crystal with three degrees of
freedom (x, y, θ). This method determines the Helmholtz free energy for the state point (N,V, T )
which can be changed to the state point (N,P, T ) via the equation of state, allowing us to determine
the Gibbs free energy G = µN = F + PV by adding the appropriate product term. It should be
noted that the value obtained does not include placement degeneracy of the form depicted in
Fig. 6.9. In determination of the Helmholtz free energy, 32 independent runs are performed, each
having a different Einstein spring constant. These proceed in the same way as the NPT simulations,
with omission of the volume moves—first 106 equilibration MCS are performed, and then 106 data
acquisition MCS. From the resulting ensemble averages, we perform thermodynamic integrals using
32-point Gaussian quadrature. Test simulations comparing 32- and 64-point Gaussian quadrature
yield a relative error in the free energy of < 0.03kBT per particle.
To test the ability of bond-specific particles to assemble, we also perform NV T Monte-Carlo
simulations of self-assembly. Particles are placed in a square simulation box with side length
L = 20. Low-density simulations (N = 200) proceed from a random initial configuration, which is
then allowed to self-assemble, while in higher density simulations (N = 400) particles are initially
placed on a lattice incommensurate with the particle symmetry. For the initial configurations, we
match the parameters exactly with our free energy calculations [cf. Fig. 6.13(d)].
6.3.6 Discussion
Our simple patchy model considers only entropic differences between lattice arrangements, present-
ing an apparent benefit to mixing multiple vertex types. In addition to the crystalline phases formed
by repeating supratile structures, quasicrystalline tilings exist that have arbitrary arrangements or
mixing of supratiles in one or two dimensions [177, 179], which we expect would be stabilized by
entropy from the phason degrees of freedom [180]. These phases may also be selected strictly by
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bond satisfaction criteria if volume is varied instead of pressure, as these mixtures allow continuous
interpolation between crystalline phase arrangements. The great freedom available to these patchy
square well particles presents a near-infinite set of lattices over which to compute free energies.
Due to extra thermodynamic constraints in a real system, we may in general concern ourselves
with only a subset of these lattices (cf. Fig. 6.12).
Experimentally, surface-group ionization results in screened charge interactions between col-
loids, lending an energetic, as well as an entropic, penalty to the inclusion of certain vertex types.
The equilibrium energy profile and fluctuation volume available is then strongly altered by the
relative positions of non-attractive contacts, favoring specific local arrangements. Thus the phase
diagram of real particles is likely far less nuanced than our idealization, favoring the vertex tran-
sitive Archimedean lattices, or few-vertex k-gonal tilings [173]. Other vertices will manifest at
defects and grain boundaries between two otherwise simple crystalline phases. The presence of
these defects will raise the free energy of a system extensively with the number of defects present.
This allows us to focus on simple, few-vertex structures when predicting the phase diagram.
Returning to our prototypical Y-shaped patchy system, we attempt to use this general frame-
work to realize the various possible lattice tilings. Figure 6.13(a) shows an electron micrograph
of triblock spheres with asymmetric hydrophobic caps. As demonstrated in Fig. 6.7, these assem-
ble into a specific set of supratiles incorporating the six possible arrangements of regular poly-
gons around each vertex. To determine the equilibrium lattice of the triblock system, we specif-
ically consider the (3.122), (3.122, 3.4.3.12), (32.4.3.4), (33.42) and (32.4.3.4, 33.42) arrangements
(cf. Fig. 6.12). Within the directional square-well model, these are isoenergetic (on a per-particle
basis), and so each motif would be expected in suspensions of this type. Indeed, we are able
to observe many of these motifs in experiment—Figs. 6.13 demonstrate assembly under different
pressure conditions into (33.42) [b] and (3.122) [c] motifs.
Simulations allow direct calculation of the Gibbs free energy (constant-NPT ) differences of each
structure. The resulting chemical potential µ = G/N is seen to be minimized at low pressures by
open structures, transitioning to dense structures as pressure is increased [cf. Fig. 6.13(d)]. Inter-
estingly, though our calculations predict the (32.4.3.4) and (32.4.3.4, 33.42) lattices as equilibrium
phases, the experimentally observed phase in this dense regime is the stretched triangular lattice
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Figure 6.13: Experimental and simulation implementations of self-assembling patchy particles.
(a)–(c) 1 µm Silica particles are coated with gold and a monolayer of hydrophobic OTS result-
ing in hydrophobic attraction under 1 mM salt concentration. (a) Scanning Electron Microscopic
(SEM) images of the synthesized triblock spheres. (b)-(c) Optical microscopic images under bright
field of observed structural motifs corresponding to (b) stretched triangular (33.42), and (c) the
truncated hexagonal (3.122) tilings. (d) Relative free energy calculations for five candidate struc-
tures: stretched triangular [red squares], snub square (32.4.3.4) [green triangles], mixed phase
(32.4.3.4, 33 .42) [blue triangles], square star (3.122, 3.4.3.12) [pink circles], and truncated hexagonal
[black diamonds]. The reduced pressure is P ∗ = Pσ3/ε and the reduced temperature T ∗ = kBT/ε
where ε is the bond strength. If bond specificity is implemented, the phase diagram simplifies
to the truncated hexagonal and stretched triangular phases depicted in the inset. (e,f) Tuning
the attractive parameters in the bond-specific case can lead to robust self-assembly. Using a pair
interaction slightly expanded in range relative to the calculations in (d), results in a defect-ridden
truncated hexagonal lattice (e). Narrowing the angular range results in robust truncated hexagonal
lattice formation (f).
(33.42). Though this could result from the kinetics of the densification and assembly techniques
used, we expect the explicit shape of the colloid–colloid interaction, and its effects on the relative
energy of the four ’close-packed’ vertex configurations plays a much larger role. The asymmetry of
non-attractive neighbors stresses real colloidal vertices away from their equilibrium position within
our simulation model, affecting the space available for fluctuations. Additionally, the trends ob-
served in our free energy calculation bring the competing hexagonal tilings closer in free energy as
the pressure is increased, creating the potential for a further pressure-driven phase transition in
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Figure 6.14: Self-assembly of triblock colloidal particles under dense conditions (a) using the angular
parameters of the text, and (b) using narrower angular ranges α = 35◦ and β = 5◦.
this system before attractive bonding is destroyed.
Alternatively, the landscape may be strongly simplified by invoking bond specificity—large
patches can only attract large patches and small patches can only attract small patches. This leaves
only two ordered phases which satisfy all possible attractive bonds, whose free energy is identical
(relative to each other) to that calculated in the symmetric bonding case. Since the interactions
in our model are almost completely entropic, we can closely approximate the entire phase diagram
for these two by integrating the Clausius–Clapeyron equation [181] from the crossing point of the
free energies. This results in the phase boundary of Fig. 6.13(d, inset). This modification leads
to robust lattice selection upon refinement of the polar cap areas, demonstrated in Figs. 6.13(e,f).
Selection is refined by narrowing the surface area available for bonding. This effectively reduces
the second virial coefficient of the particles, making them less sticky [176], though no strength
modification is necessary in order to stabilize the (3.122) motif under these conditions. Figure 6.14
shows similar results self-assembly of the stretched triangular lattice under dense conditions.
The preceding arguments extend fully to three dimensional lattices, though the equilateral
polyhedra [168] replace polygons as tiling units. A notable difference between the two and three
dimensional cases is that the vertex-transitive polyhedral nets are not identical to the Archimedean
nets [182]. For example: the diamond tiling is vertex-symmetric, but does not correspond to an
Archimedean polyhedral tiling. Our arguments predict that in general it is the set of vertex-
transitive nets that will be favored relative to Archimedean nets that satisfy the bonding symmetry
but have further repulsive contacts.
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6.3.7 Conclusion
We have presented arguments for rational self-assembly of patchy colloids through consideration of
their local geometry. Coarse-graining colloidal assemblies into mathematical tiling structures allows
efficient reduction of the candidate structures, whose free energy can be calculated and compared to
inform lattice design and fabrication experiments. We have tested these criteria using self-assembly
simulations and free energy calculations for a prototypical triblock colloidal system, supplemented
with experimental demonstrations of the colloidal tiling motifs. This system indicates that robust
structure formation is possible via control of the patch size and bond affinity. We anticipate that
such rules will be useful in designing crystalline and quasicrystalline [183,184] structures.
94
CHAPTER 7
HELIX FORMATION BY
AMPHIPHILIC JANUS COLLOIDS
This chapter is based on:
• “Supracolloidal Reaction Kinetics of Janus Spheres,” Q. Chen, J. K. Whitmer, S. Jiang, S.
C. Bae, E. Luijten and S. Granick. Science 331, 199 (2011).
7.1 Introduction
Clusters, aggregates of a finite number of elemental units, display structural, thermodynamic, and
dynamic properties different from bulk materials. They comprise an intermediate level of matter
between building block (atom, molecule, or particle) and bulk phase [185, 186]. Here we combine
experiment, analytical calculation, and molecular dynamics simulation to study the dynamical
assembly of isomeric clusters of amphiphilic colloidal Janus spheres. We demonstrate and discuss
their spontaneous growth into chiral triple helical clusters satisfying the energetic requirement
that a dense packing of 6-fold coordinated spheres roll into a tube. Kinetic selection appears to
govern the choice of this tubular structure and its isomeric cluster precursors. These mechanisms
to produce clusters of nontrivial shape offer a direction to explore cluster reaction pathways at the
single-particle level, as well as design new reconfigurable materials.
Clusters are found in nature and technology, for example in the nucleation of bulk phases [187],
nanoparticles [188], and protein aggregates in biology [189, 190]. While noncovalent isotropic
interactions between building blocks are well understood [109, 110, 113, 114, 191], and molecular
clusters have also been studied [192], it is much more challenging to understand clusters formed
from the common case of directional noncovalent interactions [20, 165, 193–198]. Many meth-
ods are known to synthesize anisotropic particles, and much work with them has been focused
on this [198–200]. Here we focus on how the interactions between these particles drive assem-
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bly into superstructures. Molecular amphiphiles, such as surfactants, phospholipids and many
block copoylmers exhibit segregation of solvophilic and solvophobic regions into micellar aggre-
gates and microstructured phases [2, 193, 194]. Though directionally interacting colloids assemble
similarly [20, 24, 165–167, 195–198], the spherical geometry of Janus colloids presents an extra re-
striction on structures that can form, in contrast to molecular amphiphiles. We demonstrate the
nontrivial appearance of different isomeric forms, as well as chiral filaments, all of which interconvert
dynamically.
7.2 Experimental Details and Observations
As in the preceding chapters, we use amphiphilic spherical particles as our building blocks, in
contrast to other directionally interacting polymer-based particles whose flexibility precludes a
monodisperse shape [199, 200]. A critical design rule in shape selection is that the range of inter-
particle interaction (hydrophobic and electrostatic interparticle forces) be short relative to particle
size and that the interactions be reversible. Clustering then favors densely-packed structures with
no more than six nearest neighbors per particle—in contrast to the more open and less ordered
structures formed by particles whose interaction range is larger [195]. At two extremes of salt con-
centration, low and high, particles either repel one another electrostatically or the charged sides of
the spheres attract owing to van der Waals forces and the particles aggregate irreversibly [201]. At
intermediate concentrations of monovalent salt, exquisite control over cluster formation is possible.
If the hydrophobic patch were too small, assembly would admit clusters composed of at most four
particles. However, increase in patch size allows such clusters to grow into larger assemblies, with
two constraints: first, particles must approach closely enough to experience hydrophobic attrac-
tion; second, the number of nearest neighbors must not exceed six. Fig. 7.1 displays pathways of
reversible self-assembly, all of which are observed, for Janus particles whose hydrophobic domains
are hemispheres. They form a complex network in which multiple cluster possibilities emanate
from every point and, likewise, routes from every point can meet.
The hydrophobic patches allow significant reorientation of individual particles within the clus-
ters, which promotes dynamical interconversion between clusters through three major mechanisms:
step-by-step addition of individual particles, fusion of smaller clusters into a larger one, and iso-
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Figure 7.1: Fig. 1. Clusters formed from Janus spheres with one hydrophobic hemisphere. (A)
Network of reaction pathways, all of which we have observed in experiments at 3.8 mM NaCl.
Reaction mechanisms of monomer addition, cluster fusion, and isomerization are denoted by black,
red, and blue arrows, respectively. Isomers of N = 6 and N = 7 elemental spheres are highlighted
in boxes. (B) A study of isomerization between two types of N = 6 clusters, the capped trigonal
bipyramid (CTBP) and the octahedron (OCT). Here and in all other images, the Janus spheres
have a diameter of 1 mm. After initiating the cluster process by setting the NaCl concentration at
3.8 mM, the partition of Janus spheres between clusters of different size equilibrates after 20 min,
but isomerization continues. Once the total number of hexamers (black filled circles) has stabilized,
isomerization (fraction of CTBP, blue open circles) is consistent with first-order reaction kinetics
in time t, ∂[OCT]/∂t = k1[CTBP]− k−1[OCT], with time constant 34 minutes, k1/k−1 = 2.2, and
k1 = 0.02min
1. Here the calculation is based on the ensemble behavior of many clusters, among
which individual ones can follow different reaction pathways.
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merization. The clusters that we observe in this regime, with a size range N = 2–7, are similar
to those formed in depletion-induced assembly of homogeneous particles, but those must be kept
isolated from one another to avoid aggregation [110]. Further cluster aggregation is prevented by
electrostatic repulsion between the charged surface regions, allowing clusters to live in close prox-
imity without fusing. The clusters that form depend strongly on the salt concentration. An earlier
study reported some of these shapes but with neither dynamic nor kinetic information [22]. The
ability to control the long-range repulsion makes it possible to switch on clustering at will by adding
salt to Janus spheres in deionized water. We find that after the distribution of cluster sizes equili-
brates [Fig. 7.1(b), filled circles] their shapes continue to change. For example, the capped trigonal
bipyramid (CTBP) shape with cluster size N = 6 forms first, then gradually isomerizes to the more
symmetric octahedral (OCT) shape [Fig. 7.1(b), open circles]. This kinetic data is consistent with
a reversible first-order reaction with rate constants given the caption of Fig. 7.1. However, an ad-
vantage of direct microscopic observation is that it yields the full distribution, whereas a single rate
constant can mask multiple reaction pathways. In this system, OCT is more stable. Nevertheless,
for kinetic reasons the CTBP isomer forms first, since growth proceeds via rotation of a particle in
a feeder cluster which allows the cluster to elongate. Particles located at the cluster ends have the
largest allowed range of rotation and thus act as the points where additional particles may join the
cluster, causing elongated structures to form.
In a cluster, particles constantly jiggle about their mean positions: a process that is directly
analogous to highly excited vibrational motion in molecules, where the vibrations occasionally
cause collective rearrangements. For perspective, molecular reaction dynamics occur on picosecond
or faster time scales, requiring an ultrafast experiment or computer simulation for analysis [202].
The merit of these colloidal transformations is that they occur on the time scale of seconds and
can be visualized one-by-one without ensemble averaging. Reaction dynamics of cluster fusion and
isomerization are readily observed in experimental movies (see, e.g., Ref. [203]). A minor increase
of the salt concentration to 5 mM reduces the electrostatic repulsion to permit the growth of
striking helical structures (Fig. 7.2). Closer inspection shows these to be Boerdijk–Coxeter (BC)
helices [204], sometimes called Bernal spirals [or (1,2,3) helices, in the coordination index notation of
Ref. [190]]. The formation and stability of helices per se is a consequence of the directionality of the
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Figure 7.2: Triple helices formed at higher salt concentration and higher particle concentration.
(A) Geometrical representation of helix growth by face-sharing tetrahedra. (B) Comparison of a
small chiral cluster (obtained at 3.8 mM NaCl) and a longer helical cluster (5 mM NaCl). For
both cases, fluorescence images of both right-handed and left-handed structures are shown. (C)
Fluorescence image illustrating the stability of wormlike structures at high volume fraction.
pair-wise interactions, which allows them to persist up to the highest particle concentrations (60%
after sedimentation), unlike what is observed when homogeneous particles form BC helices at lower
particle concentration and are unstable when the concentration is higher [113, 114]. Considering
the interaction energy alone, all dense packings of spheres on a cylindrical surface are energetically
equivalent, since each sphere except those at the ends of the chain interacts with its six nearest
neighbors [190]. These are analogous to carbon nanotubes, whose variety of rolled structures result
from the same threefold coordinated graphene sheet [205]. Thus the fact that not more different
tubular, helical structures are observed other than the BC helix suggests that, in addition to
interaction energy, either entropic or kinetic effects also matter here.
7.3 Free Energy Calculation
To clarify the relative stability of a range of helical structures [190], we calculate their relative
free energy as a function of Janus balance, taking into account the rotational entropy of individual
Janus particles as well as vibrational modes; a related free-energy landscape is known for spheres
with isotropic interactions [110].
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The relative free energy of various low-diameter helical structures (cf. Ref. [190]) as a function
of Janus balance (Fig. 7.3) is calculated by considering the orientational freedom of a single Janus
particle. This particle i is taken to be far from the ends of a chain (as particles near the end have
considerably more rotational freedom) and all its nearest neighbors j are fixed with their director
perpendicular to the helical axis, their hydrophobic side facing inward. This is a plausible first
approximation, since deviations of neighboring particles from their average orientation that would
increase the rotational freedom of the central Janus sphere i would also decrease the rotational
freedom of other Janus spheres in the helix. The central particle interacts only with its nearest
neighbors j through an angular square-well attraction, and only proper orientations of the particle
are permitted, i.e., dˆi · rˆij > cos(α). We compute the orientational entropy from a Monte Carlo
integral over the corresponding rotational phase space. This proceeds by drawing random orien-
tations for the particle of interest, and computing the fraction of allowed configurations. This is
directly proportional to the volume of phase space, thus the log is proportional to the rotational
entropy of an individual particle given the assumptions above.
As plotted in Fig. 7.3, the 3(0, 1, 1) helix is in fact thermodynamically favored over the BC helix
by a modest amount; here we use the coordination index notation used when this structure was
identified [190]. Strict quantitative correspondence to the experimental situation is not expected, as
a full calculation including collective excitations and chain bending would be formidable to execute,
but we can safely conclude that thermodynamically the BC helix is not strongly favored over the
3(0, 1, 1) helix (other tubular forms are less stable).
Collective distortions of the helix are the next correction to the free-energy difference between
3(0,1,1) and BC helices. We calculate the contribution of vibrational modes to this difference
following the approach of Ref. [110], using a representative N = 24 chain length. The role of
N is somewhat important, as large contributions to the free energy come from modes associated
with ’end’ particles. Though (as we expect) increasing N has little effect on the vibrational en-
ergy per particle, decreasing N enhances entropy associated with particles near the ends of the
helix. N = 24 is sufficiently long to minimize end effects, and is representative of many chains
observed experimentally. Our calculation proceeds by obtaining the eigenvalues of the Hessian
matrix of coordinate derivatives, which yield the spring constants and normal modes associated
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Figure 7.3: Consideration of alternative tubular packings and defective structures. (A) Free energy
per particle as a function of Janus balance α, half the opening angle of the hydrophobic patch. These
tubular structures [190] are the 3(0,1,1) structure whose building block is the octahedral N = 6
isomer (red squares); the BC helix whose building block is the capped trigonal bipyramidal N = 6
isomer (blue triangles); also, for completeness, the 4(0,1,1) (circles), the (1,3,4) (inverted triangles),
and the 2(1,1,2) (diamonds) structures, which have a higher free energy at the experimental Janus
balance (a = 90). Including vibrational entropy [110] reduces the free-energy difference between
the 3(0,1,1) and the BC helix by 0.19 kBTper particle for a representative chain length (N =
24). At α = 90◦ this reduces the total free-energy difference by a factor of 2. The insets show
schematic structures of the 3(0,1,1) and the BC helix. (B) Example of a kinked chain observed
in experiments, in which an N = 7 cluster structure intercalates the predominant BC helix. (C)
Similar structure, now with several intercalating N = 7 clusters, observed in molecular dynamics
simulation. Particles are colored from white to blue depending on the number of tetrahedra in
which they participate, Ntetra.
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with each structure (up to the six zero modes associated with overall translation and rotation).
The vibrational partition function for each mode can then be calculated as
Zm =
∫
∞
−∞
dqm e
−
λmq
2
m
2kBT ∝
√
2π
λm
, (7.1)
yielding the free energy per particle,
f = − 1
N
log
(∏
m
Zm
)
= − 1
N
log
(∏
m
√
2π
λm
)
. (7.2)
Here m ranges only over the rigid modes, which have nonzero spring constant λm. For nonrigid
modes, the degrees of freedom must be integrated explicitly [110]. In our system this is unnecessary,
as the two structures considered each have only rigid modes aside from global translation and
rotation of the particle aggregate. The term rigid here refers to the presence of a quadratic restoring
force given a deformation along the generalized coordinate associated with the mode (in contrast
to non-rigid modes, which have higher-order restoring forces, resulting in zero-energy phonons
for small aggregate deformations). The vibrational correction reduces the free-energy difference
between the BC helix and the 3(0, 1, 1) helix, although the latter remains the thermodynamically
favored state at α = 90◦. The calculation is independent of interaction strength, as the internal
energy of all conformations is identical; moreover the linear terms in the potential (which would
modify the spring constants derived from the Hessian matrix [110]) do not contribute to free-energy
differences when interactions are short-ranged. In reality, a change in relative orientation of two
Janus spheres may affect their pair energy even when their hydrophobic sides continue to face each
other, e.g., because of the change in proximity of their charged hemispheres. This in turn results
in spin-wave like modes, a correction that is not considered here.
Considering this evidence, we believe that the BC helices are the observed structure up to the
highest particle concentrations because they are selected by kinetics: the preferred initial formation
of capped trigonal bipyramid (CTBP) N = 6 isomers, which are the basic building block of the BC
helix, rather than octahedral (OCT) N = 6 clusters, which are the basic unit of the 3(0, 1, 1) helix,
causes the former helices to form first. Subsequent transformation relaxation of a BC helix into a
3(0, 1, 1) helix would require a massive collective change where, in the long-chain limit, one bond
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must be broken for every group of three spheres (this is discussed in more detail in Section 7.5).
This metastability explains why 3(0, 1, 1) helices are never observed in the experiment.
7.4 MD Simulations
In order to obtain further dynamic information about the formation of these Janus helical clusters,
we perform molecular dynamics simulations of Janus colloids performed in theNV T ensemble. Par-
ticle positions, velocities, and angular velocities are updated through a velocity-Verlet scheme [181],
where the particle orientations are updated by vector rotation rules. Thermalization is achieved
through application of a Langevin thermostat to both the linear and angular degrees of freedom.
The colloid mass is set by M , and the moment of inertia by I in accordance with a uniform density
distribution within the particles. Energies are expressed in units of kBT , and lengths in units of the
colloid diameter σcc. Charge effects are ignored in our simulations, as at the salt concentrations
examined the anisotropic hydrophobic attraction and hard-core repulsions dominate the potential
energy. The attraction is represented by an potential well of tunable range and strength,
Φ(r12, dˆ1, dˆ2) = ε
{(
σcc
r12
)100
+
1
2f(θ1)f(θ2)
[
tanh
(
100
(
1 + η − r12σcc
))
− tanh
(
100
(
1− r12σcc
))]}
,
(7.3)
with
f(θ) =


1 θ < α− αtail
0 θ > α+ αtail
cos2
(
pi
2
θ−(α−αtail)
2αtail
)
otherwise
. (7.4)
Here α is the angle determining the extent of the spherical cap, η sets the interaction range, and
αtail is an angular parameter determining the rate at which the potential switches on and off.
The angles θi are defined via the director and separation vectors as cos
−1(ˆrij · dˆi). The angular
interaction (Eq. 7.4) has been used in recent simulations of Janus nanoparticles [165] and is chosen
to be smooth so that it is integrable in molecular dynamics. Despite the four-dimensional nature
of the true pair potential between Janus particles [21], the simplified potential (Eq. 7.3) captures
all aspects essential to the structural properties of Janus aggregates. The range η = 0.02 is chosen
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sufficiently small to enforce contact interactions [109], disfavoring more loosely bound structures
that will result for attraction ranges beyond η ≈ 0.05, when more nearest neighbors may be
incorporated. The short interaction range requires a rather small time step ∆tMD, which is chosen
such that the conditions
∆tMD ≪ ησcc
√
M
kBT
(7.5)
and
∆tMD ≪ αtail
√
I
kBT
(7.6)
are both satisfied. This ensures proper exploration of the attractive potential well in both the
radial and tangential directions. Since the number of particles considered is limited (N = 400
and N = 800), simulations are still fairly inexpensive, allowing the exploration of the system over
prolonged periods. The attraction strength in Eq. 7.3 equals 0.464043ε for η = 0.02, where ε is
varied from 10 kBT to 40 kBT . The Janus balance is varied over the range 80
◦ ≤ α ≤ 90◦. For
systems with attraction strengths 9.28, 13.9 and 18.6 kBT, we choose αtail = 2.5
◦ and for strong
attractions (18.6 kBT) we also examine αtail = 0.25
◦.
Simulations proceed from an initially uniform dispersion of Janus particles in a cell of height
15σcc that is replicated periodically in the x and y directions, whereas the top and bottom walls are
represented by shifted-truncated Lennard-Jones potentials. The x and y dimensions are equal and
chosen to yield a global volume fraction φ = 0.028 for the system with 400 particles and φ = 0.014
for N = 800. A weak gravitational force Mg = 0.5kBT/σcc is imposed that causes the particles to
sediment collectively while aggregating. After sedimentation, particles occupy a thin layer ≈ 2σcc
in height, yielding effective volume fractions increased by a factor 7.5 (i.e., 21% for the N = 400
simulations). Structural images are obtained after 100 diffusion times τD = σ
2
cc/(4Dself), which
corresponds to ≈ 106 time steps. In the analysis, the number of tetrahedra Ntetra each particle
occupies (cf. Fig. 7.3) is obtained from the frames by checking the N -particle adjacency matrix,
Aij =


1 ij share a bond
0 otherwise
, (7.7)
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(a) (b) (c) (d) (e)
(e)     (g) (h) (i) (j)
Figure 7.4: Helical transformation pathway. The figure above illustrates the possible bond changes
around the pivot points with seven nearest neighbors during a chirality [(a)–(e)] or helicity [(f)–(l)]
switch. (a) Illustration of the four bonds (green) with reduced stability around a pivot point in a
BC helix undergoing chirality change. [(b)–(e)] shows the resulting structures after we break one
of the four unstable green bonds, in a clockwise manner from the bottom left respectively. In each
case, the absence of one bond, leaving all other bonds intact, allows relaxation of the two parts
originally bridged by the broken bond, until they are locked into place again by a newly formed bond
(represented by the green bond detached from the central particle). The result is a propagation
of chirality (either forward or backward) along the chain. (f) Illustration of a joint between a
3(0,1,1) helix and a BC helix, and the bond (yellow) which must be broken for the helicity change
from BC helix to 3(0,1,1) to progress. (g) The structure after propagation the helicity change
through breaking the yellow bond and twisting the two sides into the newly accessible structure.
(h) Illustration of the three bonds (yellow) with reduced stability around a pivot point in a 3(0,1,1)
helix–BC helix joint. [(i)–(l)] Starting from the left-most and then in a clockwise manner, we
break one yellow bond in each case and relax the structure into the new ones afforded by this
freedom. None of these cases results in propagation of the new 3(0,1,1) symmetry. (i),(k) result in
transformation of the octahedron into face-sharing tetrahedra, while (l) results in rotation of the
pivot around the octahedron. All the structures shown in the figure are created using Magnetic
Sticks (CMS Magnetics, Inc.).
for four-particle subgraphs of the unique tetrahedral type,
Atetrahedron =


0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0


(7.8)
Projecting the full adjacency matrix onto a four-particle subset results in an identical matrix to
Eq. 7.8 if the particles form a tetrahedron.
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7.5 Discussion
Using the methods described above, we are able to confirm the preferred formation of polytetra-
hedral over polyoctahedral clusters in MD simulation, in particular at high attraction strengths
where configurations tend to get trapped. Two further experimental observations strengthen this
scenario. Although stable against relaxation into a 3(0,1,1) helix, the BC helices occasionally
display a spontaneous switch of handedness (see, e.g., movies S3 and S4 in Ref. [203]). This is
energetically slightly less costly, since only one bond needs to be broken for every four particles.
For small helices the process is even more energetically favorable (and dynamically simple), as the
symmetry of N = 6 clusters on each endcap may remain intact in the process. A potential trajec-
tory is included in Fig. 7.5, where an N = 10 helix is flipped from one chirality to the other by the
breaking and subsequent reforming of a single bond. More importantly, the possible pathway for
chirality switching is simpler. Both chirality switching and relaxation to the 3(0,1,1) helix require
unfavorable intermediate structures in which one particle has seven nearest neighbors. For the
chirality switch, this pivotal particle has four bonds with reduced stability owing to large bond
angles. If any of these bonds is broken, the chirality switching either proceeds or returns to its
original chirality. For the change from BC to 3(0,1,1), there are three bonds of reduced stability
and breaking any of these interrupts the transition; instead, it is one of the stable bonds that needs
to be broken for the change to proceed, which is comparatively harder (cf. Fig. 7.4). Lastly, in both
experiments and MD simulations we observe defects in which an N=7 cluster is incorporated into a
helix (Fig. 7.3), reconfirming the kinetically arrested state of these structures even though individ-
ual constituent spheres display considerable mobility. Experimental formation of these structures
is however robust—as expected for reversible self-assembly, these fibrillar clusters reform (heal)
spontaneously after being torn apart by strong shear. They are also able to fuse with one another
through Brownian motion because the ends, which are the most free to rotate, are more reactive
than the middle.
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Figure 7.5: A sequence depicting chirality switch through the breaking of a single bond in an
N = 10 helix. The bond labeled with a red arrow is broken, allowing hinge-like motion of the two
N = 6 end regions about their two shared particles. When the hinge is followed to its opposite
extreme and particles reattach (via the bond indicated by the green arrow), a helix with opposite
chirality is attained.
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Figure 7.6: An examination of the effects of Janus balance on helical assembly. The pictures are
snapshots taken from systems with ε = 15kBT to ε = 30kBT , in sequence from left to right. The
top and bottom halves are colored to demonstrate octahedral (top, colored in red) and tetrahedral
(bottom, colored in blue) symmetry, respectively.
7.6 Results for different model parameters
Additionally, two results further strengthen our observations. By tuning the attraction strength
and Janus balance, we can examine which states give rise to polyoctahedral [3(0, 1, 1)] symmetry
instead of polytetrahedral symmetry. If, for a fixed Janus balance α = 86◦, we tune the parameter
ε from 15kBT to 30kBT , we note that at the lower attraction strengths, we observe an increased
tendency for particles to accumulate into polyoctahedral shapes (cf. Fig. 7.6). Polytetrahedra,
though still present, do not begin to dominate the composition landscape until the attraction
strength is further increased. This suggests that, at this reduced amount of angular freedom
(relative to the ideal hemispherical Janus particle), the appearance of polytetrahedral shapes can
only occur through kinetic trapping, as other states are preferred when the system is sufficiently
thermalized.
If instead, we fix the attraction strength at ε = 20kBT and examine what happens as we modify
the Janus balance from 86◦ to 90◦, we observe that a state initially rife with polyoctahedra transi-
tions to one with primarily polytetrahedra (cf. Fig. 7.7). This can be easily understood through
the modifications this makes to the kinetic pathways of helix assembly. Polyoctahedra are vastly
free-energetically favorable at the lower Janus balance, so the pathways leading to polyoctahedral
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Figure 7.7: Top and bottom are the same snapshot at Janus balances of 86◦, 88◦ and 90◦, respec-
tively. Top snapshots are colored white to red to denote octahedral connectivity. Bottom snapshots
are colored white to blue to denote tetrahedral connectivity. This graph conveys a tendency for
these particles to form tetrahedrally assembled clusters as the free-energy difference between the
two helical [3(0,1,1) octahedral and polytetrahedral] is decreased by increasing Janus balance (cf.
Fig. 7.3).
states are more favorable relative to pathways leading to polytetrahedral sates here. As Janus
balance increases, the difference in free energy decreases between the two states, and the pathways
leading to polytetrahedra, become more likely, resulting in the selection of this kinetic pathway.
7.7 Conclusion
Our results underscore the importance of kinetic selection when colloidal amphiphiles cluster. Un-
like the rapid shape equilibration of molecular amphiphiles, Janus spheres present transient isomeric
structures whose lifetime is so long that before isomers equilibrate they fuse to form the stable,
highly ordered nonequilibrium helices described here. Their generalization to colloidal blocks of
asymmetric shape (rods, ellipsoids, chains, etc.) presents an agenda for future work. This work on
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a prototypical system offers a direction in which to look for the design of new reconfigurable mate-
rials from the interplay between equilibration time scale and packing allowed by orientation-specific
attraction.
110
CHAPTER 8
ORIENTATION OF JANUS
PARTICLES AND CLUSTERS IN
STOKES FLOW
This chapter contains elements of the paper:
• “Clusters of Amphiphilic Particles in Stokes Flow,” J. K. Whitmer and E. Luijten. in prepa-
ration (2011).
8.1 Introduction
In contrast to Chapters 6–7 and many other recent investigations which focus solely on structure
formation [19–22, 164, 206], here we examine dynamic effects which arise for boundary anisotropy
on colloidal microspheres. These effects inherently include colloid–solvent coupling in addition
to colloid–colloid couplings previously considered. Here we focus on Janus particles and simple
variants whose two surface regions are hydrophobic and hydrophilic. In addition to attractive
forces induced by hydrophobicity [22], solvent at a hydrophobic surface can experience significant
slip [57,207] (on the order of microns or larger for so-called superhydrophobic surfaces [207–209]).
Though there is significant debate about the role of hydrophobicity in surface slip [207], as rough-
ness [210] and the presence of bubbles or impurities [57, 211] also have influence, the presence of
hydrophobicity is generally accepted as being correlated with the presence of slip [57,207,212–215].
Thus, we may expect partial hydrophobic coverage of a particle to result in asymmetric fluid–solid
boundary conditions, inducing strong translation–rotation coupling even for spherical particles. A
full understanding of the single-particle hydrodynamics of such patchy particles is a crucial step
in determining the pairwise hydrodynamic interactions, and thus the interactions of aggregating
clusters. Each situation presents a necessary ingredient for controlling self-assembly.
It is not a priori clear how boundary asymmetry affects colloidal dynamics. Analytical cal-
culations have shown such particles experience orientation-controlled migration along shear flow
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gradients [216], and obtain equilibrium orientations along compression or extension axes of strain-
ing flows [217]. The broken symmetry allows translation–rotation coupling, even at low Reynolds
number [218], leading to preferred orientations for particles in flow [219, 220]. The techniques of
flow-induced alignment, which enhance the strength of composite materials via alignment of short
fibers [221–224], could exploit and benefit from this effect. Currently, flow-based alignment re-
quires high Reynolds numbers, shape anisotropy, or flow gradients [218, 225]. Here, we explicitly
test this possibility on geometrically simple Janus particles in the low-Reynolds number limit ap-
propriate to micron-sized colloids. For particles of this size, thermal forces are non-negligible and
must also be explicitly considered. Our simulations demonstrate that particle orientation can be
significantly controlled by modification of fluid–solid boundary conditions. Further, by examining
the flow behavior of aggregate structures, we demonstrate that their orientation behavior may also
be controlled by a balance between internal bonding structure and individual particle reorientation.
Two length scales of obvious interest in these systems are the slip length λslip and the particle
diameter σ. Previous theoretical investigations [216,217,219,220] have examined the perturbative
effect of a region with λslip ≪ σ on the dynamics of an otherwise sticking particle. These papers
found two interesting dynamic results related to translation–rotation coupling of Janus particles.
First, Janus particles subjected to uniform flow or translational force will orient in their rest
frame to have their slipping face toward oncoming fluid [219]. Second, rotation of particles in
otherwise quiescent fluid generates a force pulling particles in the direction toward which the stick
side is rotating [220]. Consequently, diffusive motion, while unbiased and Brownian relative to
the laboratory reference frame, is biased toward the instantaneous orientation of the sticking side.
Thus, particles move in the direction of opposite faces in forced and diffusive motion—the slipping
side aligns with the direction of advection, while particles exhibit a diffusive bias toward their
sticking side.
8.2 Model and Simulations
To verify and elucidate this behavior, we perform dynamic simulations of the diffusion and sed-
imentation of single particles. Our simulations utilize the MPC-AT algorithm [44, 226] for fluid
collisions, combined with arbitrary-slip boundary conditions on the colloid (cf. Chapter 2). Defin-
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Figure 8.1: Cartoon representation of a Janus particle, indicating the definition of the coverage
angle χ. In this picture, χ = 60◦.
ing a director dˆ from the geometric center of the stick region to the center of the slip region, we
vary the surface coverage via an angle χ giving the maximum polar angle between any slipping
point and dˆ. Together with χ this defines a spherical cap-shaped slip region on the particle, and
the fluid–colloid interaction is then determined via comparison of cos(χ) to rˆ12 · dˆ [Fig. 8.1].
We utilize two different periodic simulation volumes, whose dimensions are given in terms of
the MPC collision cell size a0. For diffusive simulations, a cubic box of linear dimension L = 24a0
is utilized, while for sedimenting simulations a larger elongated cell of dimensions L×L× 3L with
L = 36a0 is used. These sizes are chosen in accord with previous simulations [27,32,46,61,118] to
minimize finite-size effects on a colloidal particle of radius a = 2a0. In addition, fluid density is set
to 5 particles of mass mf per cell, and the time between collision steps is set to 0.1a0
√
mf/kBT .
8.3 Single-Particle Dynamics
Intuitively, we expect the stick boundary to be more responsive to local fluctuations in fluid velocity,
since its surface velocity must match the surrounding fluid flow. To test this hypothesis, we examine
the time correlation function 〈dˆ(t) · v(0)〉 between the director and linear velocity for a single
diffusing Janus particle [Fig. 8.2]. The negative correlation at t = 0 confirms a net tendency for
the particle to be moving instantaneously toward its stick side. This is remarkable, as equilibrium
statistical mechanics predicts that non-identical state variables should be antisymmetric under
space and time reversal, necessitating zero correlation at t = 0 [227, 228]. However, the viscous
force acting on a particle is proportional to the relative velocity of colloid and solvent, so that
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Figure 8.2: Cross-correlation function of particle director with velocity for a single Janus particle
diffusing in quiescent solvent (red line), compared to that measured for an isotropically sticking
particle (blue line). At short times, the correlation is antisymmetric in time about a non-zero value,
demonstrating instantaneous orientation is related to the recent velocity history. The correlation
functions here are normalized by the thermal velocity of a colloid,
√
kBT/M , and the time scaled by
the self-diffusion constant of a Janus particle tDJanus . Notably, due to the Janus particle asymmetry,
there is a nonzero correlation at time t = 0 not present for isotropic particles (see text).
the correlation is not properly antisymmetric unless the velocity field (or, equivalently, the spatial
function defining boundary condition) is also switched. Hence the correlation in general only
satisfies the Onsager relations for a system in the presence of an orientation-dependent force [227].
This lifts the requirement that the correlation functions be time-antisymmetric, allowing biased
motion of the type we observe. For an isotropically sticking particle [cf. Fig. 8.2, blue line] the
transformation dˆ→ −dˆ does not change the force, and thus we can recover the Onsager relations
expected outside hydrodynamically interacting systems.
Janus particle correlation functions exhibit a surprising time asymmetry—though predictions
state that a particle should rotate to align its slip surface with the instantaneous velocity [219],
at later times the correlation becomes more negative, until the vectors decorrelate. It appears
the onset of decay is controlled by the diffusion time of a colloidal particle—once a particle has
diffused away from its initial position by one radius (characterized by the diffusion time a2/Dself),
it begins to decorrelate from its instantaneous environment at t = 0. The magnitude of correlation
in this system at its peak is ≈ 10% of thermal velocity toward the stick side. Examination of
〈v(t) · dˆ(0)〉 = 〈dˆ(−t) · v(0)〉, the time reverse of this function, shows that at short times it is
antisymmetric about its t = 0 value. Consequently, the response of a particle to its orientation at
time t = 0 is to align its velocity in the direction of the slipping side. Such effects of this preferential
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diffusion may strongly influence assembly of amphiphilic Janus particles [22], as the local flow field
coupling to orientation should increase the probability that particles will be facing each other, thus
enhancing aggregation, and so clearly are of interest, but what is their origin?
The novel coupling of the colloidal director and velocity may be understood through their causal
relationship. A time-varying dˆ(t) implies an instantaneous rotational angular velocity. Uniform
rotational velocities result in a body force acting on anisotropic colloidal particles, pushing them
toward their stick side [220]. The colloidal response should be to reorient its slip side with the
current direction of motion. Instead, our results imply that the colloid velocity responds to the
instantaneous orientation by aligning with the director after the director is dragged away from its
t = 0 position by local hydrodynamic fluctuations. This confirms our previous intuition that the
stick side is more responsive to local fluid flow. Local fluctuations in the flow field correspond to
perturbations in velocity about otherwise quiescent conditions, which act on the surface to produce
drag forces and torques. As the colloidal velocity always lags the director in diffusive motion, we
may conclude the instantaneous flow field and the fluctuations in that flow field as seen by the
particle exert significant influence on the dynamics of Janus particles.
If sedimenting colloids (or, equivalently, colloids suspended in uniformly flowing fluid) are ex-
amined instead, these particles experience an externally mediated restoring torque which acts to
orient their slip side in the direction of motion [219]. Defining the gravitational force to act in the
−z direction, we may quantify this orientational preference by examining the probable orientations
of dˆ with respect to the coordinate axes of the system. All orientational asymmetry should manifest
in the angle θ = cos−1(dˆ · zˆ) defining the orientation parallel to gravity, while the angle φ defined
by the director in the plane perpendicular to the net fluid motion should be uniformly distributed.
We first examine the orientation of these particles as a function of surface coverage, where the
opening angle of the spherical cap defining the hydrophobic region is varied. The flow in these
systems is gravitationally driven, and is usefully quantified by the Pe´clet number Pe = mbga/kBT ,
giving the ratio of gravitational to thermal stresses. Here,mb is the buoyant mass, g the acceleration
due to gravity, and a the colloidal radius. This number also characterizes the strength of flow forces
acting on sedimenting colloidal particles, as it is inversely proportional to the sedimentation time.
Since the motion of the particles is Brownian locally, orientation only sets in when Pe is large
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Figure 8.3: Histograms of the orientation of a sedimenting Janus particle. In (a) surface coverages
fA = Ahydrophobic/4πr
2 are varied from 0.0 to 0.5. The distribution of polar angles θ shows a
peak developing as a function of increasing hydrophobic surface coverage. In (b) the gravitational
strength Γ [118] is varied from perfectly sticking to perfectly slipping conditions. Strengthening
the flow increases the particle’s tendency to order for all cases studied.
enough that flow forces dominate the particle dynamics. In order that we are in this regime, our
initial simulations here utilize Pe = 10. In Fig. 8.3 (a), we plot histograms of the polar orientational
angle defined by the particle director as a function of hydrophobic surface coverage, given by the
fractional coverage area fA = Ahydrophobic/4πr
2. Our histograms determine the relative probability
density P¯ which has been normalized by the uniform distribution Puniform(θ) =
1
2 sin(θ). Any
anisotropy in particle orientation will result in a peak in the histogram of particle orientations
when compared to this uniform probability.
Starting with fA = 0, and increasing to fA = 0.5 (an ideal Janus particle), we find an increasing
tendency for the particle to order itself with the flow, with a peak in the histogram at θ = π. This
orientation corresponds to the slip side orienting downward, into the oncoming flow of fluid. This
orientation is the result of a non-equilibrium trapping force. In either of the special configurations
{0, π}, the system is azimuthally symmetric and experiences no torque from skin drag. If the
particle has an orientation θ 6= {0, π}, backflow pulls the sticking surface along toward an orientation
θ = π [219]. In all cases, the distribution of azimuthal angles φ is uniform, as expected due to
azimuthal symmetry. Upon increasing the surface coverage further (not shown), this orientational
peak diminishes, in line with the increasing particle uniformity.
That there are two distinct orientation preferences for diffusive and advective motion is curious.
One may envision (in a Langevin-type description of Brownian motion) that diffusion is a result
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of independent small kicks from fluid molecules, and that hydrodynamic coupling will cause the
colloid to reorient in response to these forces, as it does in advection. This is incommensurate with
our observations. Instead, one must regard the forces driving colloid diffusion not as stochastic
kicks from individual molecules, but the collective excitations of the local flow field. The resulting
localized disturbances in flow create stress at the particles’ surface. Coupling between the no-slip
condition and the local flow ensures that the stick surface of a Janus particle is dragged along by
mobile fluid, simultaneously re-orienting the sphere. The apparently different responses to force
are actually both commensurate with the response to the surrounding flow field [220], with the
stick side always oriented in the local direction of fluid motion. Noting this, we can exploit this
preference to control the colloid dynamics by controlling solvent flow.
It is informative for these potential applications to consider how λslip and g affect particle
orientations. Quantitative predictions for the force and torque on a sedimenting Janus particle
with λslip ≪ a were derived by Willmott [219], and predict a force which increases linearly with
the curvature-adjusted λslip and flow strength (itself linear in g). Though in principle these can
be measured from the sedimentation velocity and orientation distribution, the presence of Enskog
friction and other method-dependent effects [61, 118] makes this difficult, and we do not attempt
comparison here. Consequently, we again characterize the results through orientational histograms.
Results of these simulations are plotted in Fig. 8.3(b). For these investigations, the surface coverage
angle is fixed at χ = π/2. Our investigations of gravitational effects involve an ideal Janus particle
with half-stick and half-slipping surface, with Pe varied between 0.25 and 20. The top of this range
approaches what is accessible via the MPC method under assumptions of incompressibility [32,46].
We see that while modest gravitational strengths (Pe = 2.5) incur a slight orientational preference,
with θ < π/2 still occurring with relative frequency, at higher gravitational strengths (Pe > 15)
the particle orientation is almost exclusively with the flow. The Brownian nature of these particles
keeps them from orienting exclusively toward θ = π, though increasing Pe away from the Brownian
limit will enable precise control over the orientation of Janus spheres in experimental or processing
applications. This can be done through density mismatch, centrifugation, or modification of the
particle size. The latter method, due to the a4 dependence of Pe is particularly effective.
Finally, we also examine the effects of varying slip length [118] on the particle orientations. Slip
is quantified by a parameter Γ, adjustable continuously from 0 (perfect stick) to 1 (perfect slip).
The isotropic Γ = 0 and small-slip Γ = 0.2 particles exhibit no observable orientation preference.
Upon increasing to Γ = 0.4 and higher, orientational preference appears, and strengthens with
increasing slip (not shown). For an isotropic particle [118], this slip parameter yields an effective
slip length [229] of approximately 20 percent the particle diameter. This indicates that the ordering
effects of Janus boundary conditions should be visible for particles with radii on the order of
hundreds of nanometers, even if slip length is only on the order of tens of nanometers.
8.4 Particle Cluster Dynamics
For amphiphilic particles, a natural extension is to ask how the addition of hydrophobic attraction
affects particle dynamics. Our interest is in the behavior of clusters of particles in flow, and how this
might affect the assembly of larger aggregates of particles. To model the hydrophobic attraction,
we use an anisotropic potential,
f(θ1, θ2) = H[cos(θ1)]H[cos(θ2)]max[0, sin
α(θ1) + sin
α(θ2)− 1] , (8.1)
U(r12, dˆ1, dˆ2) = 4ε
[(
σ
r12
)48
+ f(θ1, θ2)
(
σ
r12
)24]
(8.2)
with H denoting the Heaviside step function. The angular portion approximates a square well
using α = 40 to balance representing correct self-assembly behavior and computational efficiency.
The angles satisfy θi = cos
−1(ˆrij · dˆi), and the 48–24 form of the potential is chosen so that the
attraction is short ranged relative to the particle diameter. Using simulations of N = 256 particles
dispersed in solvent, we have verified that this potential yields the correct clusters of size two to
five particles that have been previously observed in experiment and simulation [22].
Since we have shown that a single particle will orient increasingly with Pe, we now ask what
would happen to these clusters should we wish to apply an external field, and how the balance
between attraction and orientation influences the shape and size of aggregates. Clearly, as indi-
vidual particles experience flow reorientation, particles inside clusters should also have nontrivial
interactions with the flow. The direction of attraction and the preferred orientation in flow are
intrinsically coupled, thus flow strength should intimately be related to the stability of these par-
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Figure 8.4: Bond lifetimes for clusters self-assembled under uniform gravitationally driven flow,
and characterized by the minimum energy of pairwise bonds: (a) βU = 5kBT (b) βU = 10kBT .
The distribution appears to be independent of flow strength unless Pe ≥ βU .
ticle clusters. Should the clusters remain intact, we expect a competition between orientation and
attraction will result that influences the surface area available for further bonding. We test this
hypothesis for suspensions of volume fraction η = 0.1, and attractions βU = 5, 10 by subjecting
an initially uniform dispersion to a constant gravitational force, and observing the effect of sedi-
mentation on cluster stability. This is monitored by measuring the time distribution of pairwise
contacts, which occurs when two hydrophobic sides are within the range of attraction (cf. Eq. 8.2).
Results of our investigations are in Fig. 8.4. For the values of Pe examined, the distribution of
bond lifetimes remains largely unchanged for the two potentials studied, unless Pe > βU , as is the
case for Pe = 10, βU = 5. This result suggests shear forces on the order of the attraction strength
are necessary to break these directional bonds, however it does not give any information about how
bonded particles are oriented with respect to the flow.
Further, we also consider how the combination of flow and attraction affect small clusters of
particles in dilute conditions. Small clusters are chosen because both their orientation and the ori-
entation of their constituents is easily monitored, while the dilute conditions are chosen so that only
the overall flow and the local disturbances created by the cluster determine the hydrodynamic field.
Clusters are monitored starting from an initial minimum energy cluster configuration, to which a
gravitational field is applied and the cluster allowed to reach a steady state sedimentation velocity.
We then monitor the orientation of these clusters and their constituents relative to the imposed
flow. The simplest cases are those of dimers and trimers. In the minimum energy configuration,
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dimers resemble azimuthally symmetric rods, while trimers exist as equilateral triangles.
The behavior of these clusters is intimately tied to the particle Reynolds number (cf. Eq. 2.24)
relating inertial forces on the colloid to viscous forces (and determining the relative importance
of nonlinear terms in the Navier–Stokes equations [1]). For rigidly bonded clusters, it is tempting
to expect the shape asymmetries of these clusters to create orientational preference. However,
this is only true at large Reynolds number. At low Re, cluster symmetry decouples their trans-
lation and rotation velocities in uniform flow [218]. The dimer has three perpendicular planes of
reflection symmetry, while the trimer has two independent perpendicular planes of symmetry, and
an additional threefold rotation symmetry, which renders the translation–rotation coupling tensor
zero. As the clusters here are not rigidly bonded and as such can experience re-orientations of
individual monomers that break these symmetries. Provided βU > Pe, so that shear forces are not
strong enough to separate the particles, the clusters should reach a steady state which balances the
orientational preference of monomers with the bond energy.
Figure 8.5 presents histograms of the orientation for the dimer, and monomer orientation within
the dimer, respectively, in a system where the attraction energy is set at ε = 15kBT . The dimer
orientation is defined just as in the single particle case, with the vector rˆ12 defining the separation
axis of the particles taking the place of the director. To discern the full configuration state, this
is supplemented by the distribution of monomer orientations within the dimer. As the Pe´clet
number is increased in this simulation, the orientational preference changes from the low Reynolds
number expectation of a uniform distribution to one which has enhanced probability for the dimer
to be oriented perpendicular to gravity. Examination of the monomer orientations of the particles
elucidates what is happening, as the particles are bending against the bond in order to satisfy
their individual orientational preference, breaking the boundary condition symmetry. This exposes
more hydrophobic area on one side of the dimer, which then orients so that this side is pointed
toward the oncoming flow. Similar behavior is seen in the trimer (Fig. 8.6), where we define an
orientational vector via the normal to the plane containing the three particles, nˆ = rˆ12× rˆ13, which
has pseudovectorial symmetry. We see that, just as in the dimer case, the individual particles
experience reorientation. The resulting broken symmetry orients the entire cluster in the plane
perpendicular to gravity.
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Figure 8.5: (a) Orientation of dimers in Stokes flow, quantified by the angle θ defined by the dot
product rˆ12 · zˆ. Due to reflection symmetry, only the range from 0 to π/2 is plotted. (b) Monomer
orientations within dimer clusters.
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Figure 8.6: (a) Orientation of trimers in Stokes flow, quantified by the angle θ defined by the
vector rˆ12× rˆ13. Due to reflection symmetry, only the range from 0 to π/2 is plotted. (b) Monomer
orientations within trimer clusters.
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8.5 Conclusions
We have examined the effects of anisotropic slip boundary conditions on a colloidal sphere, using
explicit solvent simulations which include hydrodynamic interactions and thermal fluctuations.
While diffusion favors motion in the direction of the stick side, particles in flow act to orient
themselves in motion toward the slip side, in order to reduce particle drag. Each of these effects
can be interpreted as response to the local fluid flow, with the latter effect tunable through the flow
strength, as well as the slip length of the hydrophobic surface. This effect is novel insomuch as the
orientation mechanism is intrinsically nonequilibrium. Such hydrodynamic-induced ordering could
be applied in flow induced ordering of complex fluids, possibly in conjunction with particle self-
assembly. Moreover, for particles with partially hydrophobic surfaces, which induce interparticle
attractions in addition to differing slip behavior, we investigated the interplay of this hydrodynamic
orientation with the hydrophobic attraction for small particle clusters in uniform Stokes flow,
finding that the broken symmetry of the particles yields a further broken symmetry leading to
orientational preferences for the clusters. Though we did not explicitly test for clusters larger than
N = 3, the interplay between particle bonding and flow orientation exhibited should extend to
larger clusters. There, closed aggregates with more satisfied bonds tend to dominate the structural
landscape; the interplay with imposed flow will likely lead to structural instability toward more
open structures. In addition, the preference of individual particles to move toward their sticking
side has consequences for particles assembling via an anisotropic interaction coupled to the particle
orientation, with approaching clusters more likely to have their repulsive sides facing.
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CHAPTER 9
OUTLOOK
This thesis has primarily focused on two problems in colloidal physics, that of the influence of
hydrodynamic interactions on colloidal motion and aggregation and that of the assembly behavior
of particles. Chapters 4 and 8 offer early efforts toward the combined problem. Hydrodynamic
interactions clearly exert influence on colloids in solvent, and despite the well-developed field of
low-Re hydrodynamics, our ability to control colloidal assembly through hydrodynamic interactions
is still developing.
One interesting problem which remains unanswered involves the influence of hydrodynamics on
aggregating sediment stability. Hydrostatic pressures and backflow effects are known to contribute
to delayed sedimentation behavior in physical gels [93]. This problem is not simply limited to
sedimentation, indeed, related problems of flow through an attractive network [230] should behave
in much the same way. The understanding of structure and flow tolerances of colloidal networks
is an important step toward making useful materials out of colloids. I anticipate that much of the
application remaining for MPC and similar methods is in rheology and microrheology of colloid
and polymer suspensions. Though I have only discussed low-Re situations, the limitations of MPC
are primarily on its compressibility, and therefore the Mach number Ma. As such, it can be used
to qualitatively (and potentially quantitatively, with a non-ideal equation of state [51]) simulate
finite-Re (non-turbulent) flows where inertia is important. These effects are necessary to simulate
such systems as magnetically actuated artificial cilia and certain types of locomotion.
My investigations into self-assembly in chapters 6 and 7 also leave many fascinating problems
untouched. For instance, though we showed in Chapter 7 that Boerdijk–Coxeter helices are not the
equilibrium state within our model calculations, and gave reasonable arguments for their kinetic
preference, it would be useful to quantify the transition pathways between the two states. Sim-
ulation methods such as ExEDOS [231, 232] and metadynamics [233–235], which generate a full
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map of free energy space (projected onto suitable reaction coordinates) would be able to elucidate
the pathways from an initially disordered state to the various helical states, and help us further
understand and control helical rod formation in Janus systems. Application of these methods to
two- or three- dimensional patchy particle assembly (cf. Chapter 6) would further allow us to ex-
ploit the supratile concept introduced there in the following way: systematic investigation of the
free energy surfaces given input experimental parameters allow us to target particular supratile
(cluster) shapes for initial assembly. This will generate a fluid of clusters with specific reactivity
and functionality, allowing directed lattice assembly.
124
Appendix A
CALCULATION OF THE
COLLISIONAL VISCOSITY NEAR
A WALL
We calculate how the collisional viscosity (i.e., the viscosity contributed by the collision step of the
MPC method) is affected by the partial filling of cells that are intersected by a solid–fluid interface.
Since this is an immediate extension of the calculation presented in Ref. [53] for bulk cells, we first
review the essential steps of that work, following the notation of Chapter 2.
From Eq. 2.5 that the shear viscosity is defined by the relation
σxz = η∂zux , (A.1)
so that the collisional viscosity can be computed from the stress contribution and the shear rate in
the collision step.
Consider a single, cubic collision cell, with boundaries [0, a0] in all three dimensions. The cell
contains n fluid particles which have a center-of-mass velocity u, whose x-component is denoted
as ux. We define two subcells by dividing this cell with a plane at constant z = z0 ∈ [0, a0]. The
cells S1 = {z | 0 ≤ z ≤ z0} and S2 = {z | z0 < z ≤ a0} have n1 and n2 particles, respectively, with
center-of-mass velocities ux,1 and ux,2. Independent of z0, the average distance between the center
of mass of the two subcells is a0/2, so that
γ˙ = ∂zux ≈ ∆ux
∆z
= 2
ux,2 − ux,1
a0
. (A.2)
Since the center-of-mass velocities in the subcells are related via ux,2 = (nux − n1ux,1)/(n − n1),
the shear rate can be written as
γ˙ =
2n
a0(n− n1)(ux − ux,1) . (A.3)
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Next, we calculate the stress tensor from the momentum flux across the plane dividing S1
and S2 during the collision step,
σxz =
1
a20∆tc
∑
i∈S1
∆pix , (A.4)
where ∆pix is the change in x-momentum of particle i. Since the MPC operator Ω affects only the
particle momenta relative to the cell center-of-mass (cf. Eq. 2.3), we find
σxz =
mfn1
a20∆tc
(1− 〈Ω〉) (ux − ux,1) , (A.5)
where 〈Ω〉 indicates the average over all realizations of the collision operator. Substitution of
Eqs. A.3 and A.5 in Eq. A.1 yields the viscosity due to the collision step,
ηcol =
mfn1
a20∆tc
(1− 〈Ω〉)a0
2
n− n1
n
. (A.6)
Since the number of particles in the cell is typically small, we must take into account fluctuations.
For a given value of n, n1 is binomially distributed with probability p = z0/a0. Using the binomial
mean 〈n1〉 = np and variance 〈(n1 − 〈n1〉)2〉 = np(1− p), we obtain
ηcol =
mf (n− 1)
2a0∆tc
(1− 〈Ω〉)
(
z0
a0
)(
1− z0
a0
)
. (A.7)
The total number of particles in the cell fluctuates as well and, for large enough systems, will follow
a Poisson distribution with mean γ. If, in addition, we average over the position z0 of the dividing
plane, we recover Eq. (14) of Ref. [53],
ηcol =
mf
12a0∆tc
(1− 〈Ω〉) [γ − 1 + e−γ] . (A.8)
In the presence of a wall at z = zw, particles are excluded from the region [0, zw] and the
location z0 of the dividing plane between the two subcells must be chosen in the range [zw, a0].
Thus, in Eq. A.3 the average center-of-mass distance a0/2 between the subcells is replaced by
(a0 − zw)/2. The binomial distribution of n1 has a probability p = (z0 − zw)/(a0 − zw) so that
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Figure A.1: Ratio χw of the collisional viscosity in boundary cells, ηwcol, to the bulk collisional
viscosity, ηcol, for MPC simulations, as a function of the average number of fluid particles per cell,
γ.
Eq. A.7 is replaced by
ηwcol =
mf (n − 1)
a20∆tc
(
a0 − zw
2
)
(1− 〈Ω〉)
(
z0 − zw
a0
)(
1− z0 − zw
a0
)
. (A.9)
Upon averaging over the particle number, which now has a lower mean value γ′ = γ(a0 − zw)/a0,
and over z0, we find
ηwcol =
mf
12a0∆tc
(a0 − zw)
a0
(1− 〈Ω〉)
(
γ
a0 − zw
a0
− 1 + e−γ
a0−zw
a0
)
. (A.10)
Finally, we integrate over all wall positions zw to obtain the collisional viscosity in a boundary cell,
ηwcol =
mf
12a0∆tc
(1− 〈Ω〉)
[
γ
3
− 1
2
+
1− (1 + γ)e−γ
γ2
]
. (A.11)
Comparison of the factor in square brackets in Eqs. A.8 and A.11 shows that, in the limit of a large
number of fluid particles per MPC cell, the collisional viscosity is reduced to 1/3 of its bulk value,
explaining the occurrence of spurious slip near walls. As illustrated in Fig. A.1, ηwcol is reduced even
more for values of γ that are typical in actual simulations.
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Appendix B
CORRECTIONS TO ENSKOG
FRICTION FOR THE MPC MODEL
The short-time ballistic behavior of colloids in an MPC solvent is well described by Enskog kinetic
theory for smooth spheres when colloid–solvent interactions do not transfer angular momentum.
When bounce-back conditions are used, rotational degrees of freedom must be accounted for. One
might interpret bounce-back collisions as interactions between rough spheres, and use the rough-
sphere result to determine the short-time behavior under stick boundary conditions, but this is
conceptually incorrect. The strength of friction depends on the impulse received by a colloid
during a collision with an MPC particle. Application of the rough-sphere result tacitly assumes
that the MPC particle has a moment of inertia. Since MPC particles are point particles, such an
assumption leads to incorrect results. Using conservation of momentum together with previous
results [63, 68–71], we show here that properly accounting for the lack of rotational inertia in the
MPC particle leads to a corrected equation which is mathematically similar to the rough-sphere
result, but includes a multiplicative factor that is the ratio between the colloidal mass and the
MPC fluid particle mass.
We start from the equations for momentum conservation. The vector nˆ is defined as the unit
vector pointing from the center of the colloid to the point of contact between the colloid and the
fluid particle. We denote the fluid mass by mf , and the colloid mass and moment of inertia by
Mc and Ic, respectively. The linear and angular velocities of the fluid particle and the colloid are
distinguished by means of the subscripts f and c. The impulse J exerted on the colloid in a collision
then satisfies
mfv
′
f = mfvf − J , (B.1)
Mcv
′
c = Mcvc + J , (B.2)
Icω
′
c = Icωc + a(nˆ× J) , (B.3)
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where the primed quantities denote velocities after the collision. Note that there is no equation for
the angular momentum of the MPC point particle. The relative velocity at the point of contact
between the two particles is
v˜ = vf − vc − ωc × anˆ . (B.4)
For the general case of mixed boundary conditions (Section 2.4.3), the post-collision relative velocity
is specified by Eqs. 2.9 and 2.10 for Method 1. For Method 2, Eq. 2.10 must be interpreted as a time
average. Combining these equations with Eqs. B.1–B.3 we can relate the normal and tangential
components of J and v˜,
Jn = 2µv˜n , (B.5)
Jt = 2(1 − Γ)µ Mcχ
µ+Mcχ
v˜t , (B.6)
with µ = (1/mf + 1/Mc)
−1. The gyroscopic ratio χ = Ic/(Mca
2) equals 2/5 for uniform spheres.
Note that this is the analog of Eq. 4.2 of Ref. [70] for two partially slipping spheres where the
constant κ12 in that equation has been replaced by
κfc =
Mcχ
µ+Mcχ
=
χ(Mc/µ)
1 + χ(Mc/µ)
. (B.7)
Indeed, if the fluid particle were replaced by a sphere of uniform density, the ratio (Mc/µ) in Eq. B.7
would reduce to µ/µ, recovering the result κ12 = χ/(1 + χ) of Ref. [70].
From this, we can apply exactly the methods of Refs. [63,70], to obtain
ζv = ζ
smooth
v
[
1 + (2− Γ)χMc/µ
1 + χMc/µ
]
, (B.8)
ζω = ζ
smooth
v
1
χ
[
(1− Γ) χMc/µ
1 + χMc/µ
]
, (B.9)
where the smooth-sphere Enskog result is
ζsmooth
v
=
8
3
√
2πkBTµγa
2 . (B.10)
Here we have omitted the subscript E used in Section 2.7.2, since our only interest is in the Enskog
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contribution. As a consistency check, we confirm that for Mc/µ → 1, Eqs. B.8 and B.9 coincide
with Eqs. 5.3a and 5.3b of Ref. [70]. If, in addition, Γ = 0, they reduce to the rough-sphere results
(Eqs. 4.4 and 4.5 of Ref. [68]),
ζrough
v
= ζsmooth
v
1 + 2χ
1 + χ
, (B.11)
ζrough
ω
= ζsmooth
v
1
1 + χ
. (B.12)
However, for suspended colloids, the relevant limit is Mc/mf →∞. Then, Eqs. B.8 and B.9 reduce
to
ζv = ζ
smooth
v
(2− Γ) , (B.13)
ζω = ζ
smooth
v
1
χ
(1− Γ) . (B.14)
Comparison of these equations to Eqs. B.11 and B.12 shows that numerically our results match
the rough-sphere results if we use the uniform-sphere value for χ and set Γ = 5/7. Thus, improper
application of Eqs. B.11 and B.12 to simulations of a colloid embedded in an MPC fluid will lead
to spurious agreement in case of partial-slip boundary conditions.
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