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Asymptotic approximations of solutions of arbitrarily high order are con- 
structed for E 4 0 and their correctness is proven. Cases with a degenerated 
(e = 0) equation of order 0 or 1, where no internal layers are present, are 
considered. For the proof of correctness an estimation theorem based on a 
contraction principle in a suitable Banach space is used. 
1. INTRODUCTION 
Quite a lot of literature on singularly perturbed boundary value problems for 
ODE (and elliptic PDE) has been published in the period 1965-1975. However, 
one seldom considers boundary conditions of Neumann or mixed type. For 
singularly perturbed ODE with b.c. of Dirichlet type we refer to O’Malley [4], 
Eckhaus [I], and van Harten [2]. Lions [3] deals with a few elliptic problems 
with b.c. of Neumann type using Hilbert space techniques. 
Compared with the latter work we shall deal with much more general non- 
linearities and we shall use a different method of proof. We shall confine ourselves 
to the one-dimensional case, but our results can be generalized to some elliptic 
problems in two or more dimensions. In Sections 2 and 3 we shall consider 
the case of a zeroth-, first-order unperturbed (c = 0) equations, respectively. 
In each section we shall first construct a formal approximation consisting of 
the regular expansion corrected by some boundary layer(s). Then we shall 
prove that this formal approximation is correct. For this purpose the problem 
for the remainder term will be investigated. It will be proven that a locally 
unique solution exists for this remainder term problem and its magnitude will be 
estimated in a suitable norm. This will be done by applying a theorem based on 
a contraction principle in a Banach space. For this theorem and for more details 
we refer to van Harten [2]. 
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2. A ZEROTH-ORDER UNPERTURBED EQUATION 
a. Here we consider the problem: 
F[u](x) = F(x, 24, #w, Ed; c) = f(x; E), (2.1) 
ffo[ul = --u’(O) + ho(u(O); 4 = @o(E), G-9 
H,[u] = u’(l) + h,(u(l); E) = @l(E). (2.3) 
F~f,hO>hl,@O, and @i are co-differentiable with respect to all their variables. 
2.1 Construction of a Formal Approximation 
(i) The regular expansion: U = Czzl=, Pun(x). 
Let us assume: 
Al. There exists a solution U, E P[O, l] of the unperturbed equation: 
F(x, Uo , 0,O; 0) = f (x; 0) (2.1.1) 
for which V x r[O, I] 
Fu(x, Uo(x), 0, 0; 0) < 0, (2.1.2) 
Fcu+, Uo(x), 0, 0; 0) 3 E (2.1.3) 
with an c-independent constant E > 0. 
By substitution in 2.1 one finds a recursive system for U,, , n > 1: 
F&, uo(x), 0, 0; O)un = g, > (2.1.4) 
which can easily be solved. 
(ii) In order to satisfy the boundary condition at x = 0 we correct U by 
a boundary layer 
ZN+l 
&ZG = &I2 
C E~‘~G,S~> with t = x/&l”. 
?l=O 
Note the presence of the factor &/2 in front of Go! By substitution of U + E~/~G 
in 2.1-2.2 we find the following linear problem with constant coefficients for Go: 
A++B% + CG, = 0, (2.1 S) 
- $ (0) = Qo(0) + $$ (0) - h,(U,,(O); O), (2.1.6) 
;+5 Go(f) = 0 (2.1.7) 
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with: 
A = ~Eu~(o, U,(O), 0,o; 0) > 0, 
B = QsJO, U,(O), 0,O; O), 
c = F,(O, U,(O), 0,o; 0) < 0. 
SO 
(2.1.8) 
with X = (2A)-l(--B - (B2 - 4AC)l12). 
Higher-order terms are recursively determined by equations analogous to the 
one for G,: 
Lo% = g”n , (2.1.9) 
- 3 (0) = 6, ) (2.1.10) 
F+z G,(t) = 0. (2.1.11) 
The G,‘s are also exponentially decreasing for 5 -+ co. 
(iii) At x = 1 we correct U bv an analogous b.1. l 1l2G in the boundary 
layer‘variable 5 = (1 - x)~-l/~. - 
(iv) A formal approximation is now defined as 
Z = U + e112(G + c). 
If Z is substituted in 2.1.2 and 2.1.3 we find 
(2.1.12) 
F[Z] =f - r, r 
wm = @cl - so, r= so. 
f&P-l =@I-%, Ii Sl 
Let 1 r jR denote ~ik_osup,,[o,l~ 1r(k)(x)j; k = 0, 1, 2,... . On R, 
R x R we introduce the norm: 
(2.1.13) 
(2.1.14) 
(2.1.15) 
cqo, l] x 
a 
IOI 
b =lal,+Ibl+lcl. 
c k 
It can easily be verified that: 
[ r Ik = O(P+l) fork=0 and k=l. (2.1.16) 
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2.2 Correctness of Z 
In order to estimate the remainder term o = u - Z we shall use the following 
norms 
I I w3 = I I1 + 2’2 I I2 + E I 13 (2.2.1) 
I I m2 = I Ill + 2’2 I I1 + E I 12 (2.2.2) 
THEOREM I. For k = 0, 1 there are positize c-independent constants C,, , Cl 
and K, such that for T suficiently small: 
Irl,dGl (2.2.3) 
there exists a solution of 2.1.2 and 2.1.3 E Ck+2[0, I], unique within 
lzzl / ii - z 1 E1’2)k+2 < c,>, 
and 
1 u - Z 1 &2)k+2 < K 
Proof of Theorem I. Let 3 be the operator 
/ W + 4 - 
I r lk. (2.2.4) 
(2.2.5) 
The problem for v then reads: 
F[v] = r. 
The linearized operator L is defined by 
i 
Fad’ + Elq3V’ + yv 
v-+Lv = --v’(O) + w(O) 
1 
(2.2.6) 
v’(1) + W(l) 
with ECL = F,-[Z], d/?/3 = F,jZ], y = FJZ], t, = (ah,/&)[Z], t, = (ah,/&)[Z]. 
Note, that there are c-independent constants &, jj > 0 such that 
a3&>0, y<-r<o. (2.2.7) 
Let B be the Banach space c2[0, l] with norm I 1 •~1~)~ and let B be the Banach 
space C3[0, l] with norm 1 I #), . 
Now we can consider F, L as operators from B + R, or from B - R, . 
We want to apply Theorem 3.1 given in van Harten [2] and we will now 
verify, that condition a and condition b of that theorem hold true. This is done 
in parts A and B of the proof, respectively. 
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(A) We will show that: 
LEMMA I-A. L is invertible and L-l is a continuous operator of R, --+ B and 
R, -+ B, respectively. There aye c-independent constants e, I? > 0, such that: 
I L-lr 1 c1/‘Q2 < e-l 1 r lo, (2.2.8) 
IL-4 1 E~Q < F1 / r II. (2.2.9) 
Proof of Lemma I-A. We shall first (1”) prove that a function c E Cm[O, l] 
exists with the following properties for E sufficiently small: 
o<s<*<s, (2.2.10) 
qhn + q3*’ + y# < -v < 0, (2.2.11) 
-?w) + tow> 2 vo 1 0, (2.2.12) 
Qw) + Ml) 3 Vl > 0 (2.2.13) 
with e-independent constants 8, 8, v, v. , vi . 
This fact implies that a maximum principle holds. As a consequence L is 
invertible and an estimate for I L-Q lo in terms of I r lo can be given (2’). Then 
2.2.8 is derived (3”). In (4”) another estimate for I L-4 jr is derived for the case 
r E R, and finally (5”) 2.2.9 is found. 
1” The following choice for 4 satisfies 2.2.10-2.2.13: 
$I = 1 + AoSjz exp(-6) + Ai&* exp(- [) (2.2.14) 
with A, = / to / + 1, A, = I t, I + 1. 
2” As a consequence a maximum principle as expressed in Protter and 
Weinberger [5, Chap. I, Theorem 111 is valid. So, the problem 
Y 
Lv = r = so 0 $1 
is uniquely solvable and barriers for v can be given: 
--B I r I,# < v < B I r lo (2.2.15) 
with B = [min(v, v. , vi)]-‘. This . mclusion 2.2.15 provides us with an estimate 
for / v lo: 
/L-G IO < 8B I r lo. (2.2.16) 
Moreover, it is well known from the theory of ODE that: r E R, + L-4 E B 
and if r is more regular r E R, , then L-It+ E B. 
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3” From 
one finds 
d’ z <-l,--l{r - #@,l’ - p} (2.2.17) 
/ d lo < C{I 7 lo + e-l / v lo + c-l/2 I zl’ I,]. 
Using the interpolation inequality 
(2.2.18) 
I ?I’ lo e C’@ I d lo + 6-l I ZJ lo>, 
where 6 is chosen: &C’E~/~, j ZI’ I,, can be eliminated from 2.2.18 
(2.2.19) 
I 7~” lo< Ceil r lo + c-l I f2 Id < a-l I r lo. (2.2.20) 
Now 2.2.19 yields: 
I 71’ lo < BE-~/~ 1 r lo (2.2.21) 
and 2.2.8 has been verified (all constants are c-independent, unless explicitly 
mentioned). 
4” It is not difficult to derive that w = ZJ’ satisfies: 
exwn + dqw’ + pw = YI - y’v = r”, (2.2.22) 
where 
fi = p + $44; 9 = y + 6v2p’, 
w(0) = t(p(0) - sg = s”o , (2.2.23) 
w(l) = 417(l) + Sl = 51. (2.2.24) 
By applying the maximum principle and the technique of barrier functions as 
expressed in Protter and Weinberger [S, Chap. I, Theorem IO] we find: 
I w lo < max(l, W1) I F lo < D I r II (2.2.25) 
5” Quite analogously to 3” one now finds 
1 wn lo f Fe-l j r iI, (2.2.26) 
/ w’ lo < DE-~/~ j r / 1, (2.2.27) 
and 2.2.9 can easily be verified. 
(B) Let $ be the remainder term of linearization 
qqv] = S[w] - Lv. (2.2.28) 
A few calculations (in which we use the corollary to condition b [2]) show that: 
for s = 0, 1 and ] 7~~ ] ~l/~)~+~ < p, 1 u2 I ~~~~~~~~ < p with 0 < p < j!# 
I to-51 - 021 Is G mP I Vl - 7J2 I E1'2)s+2 (2.2.29) 
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with m, jj independent of E. Now an application of [2, Theorem 3.11 gives the 
contents of Theorem I. l 
b. An interesting case, which is not included in the form of F specified in 2.1, is 
F[u](x) = +2(x, 21, u’; E)U’]’ + g(x, u; G) = f(x; c). (2.4) 
A regular expansion is possible if: 
Al. There exists a solution U,, E Cm[O, 1] of the unperturbed equation 
g(x, Uo(x>; 0) = f (x; 0) (2.5) 
for which 
g&, U,(x); 0) < 0, (2.6) 
a@, Uo(4, uo’(x); 0) > 0. (2.7) 
The construction of b.1. terms is possible and they decrease exponentially, if: 
A2. 
f OY: 
a(O, u,(O), vo; 0) 3 a0 > 0 
a(L u,(l), q; 0) 3 al > 0 
v. in between U,‘(O) and Ho[Uo]e=o - Do(O), 
v1 in between U,‘(l) and @l(O) - Hl[Uo]e=o . 
(2.8) 
(2.9) 
The equation for Go(e) now becomes nonlinear in the following form: 
$ a (0, Uo@), ~;O,~ + gu(O, u,(O); 0) Go = 0, (2.10) 
$$ (0) = -@o(O) +m-Uol.=o , 
(2.11) 
Fi: G,(t) = 0. (2.12) 
Analogously Go(f) is determined. 
Nevertheless, the construction of a formal approximation 2, which satisfies 
2.1.13-2.1.16 is again possible. Moreover Theorem I remains valid for k = 1, 
which proves correctness of 2. 
In case b, however, we have to choose more complicated barriers to prove the 
estimate from 2.2.25 1 V’ lo < D 1 r II . The conclusion of Theorem I for K = 0 
is also valid if 2.2.3 is replaced by the condition I r j. < CO~1/2. This is necessary 
since in 2.2.29 we have to replace p by jc 1/2 for in the coefficient a the variable u’ 
is not multiplied by a factor ~l/~. 
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Note. One could have the impression that it would be possible to prove an 
estimate 
1 24 - 2 I1 + e1i2 1 24 - 2 I2 < K 1 r lo (2.13) 
instead of (2.2.4). However, this cannot be done since for the linearized equation 
the estimate required in Lemma I-A 
IL-4 II + A2 I L-4 I2 < e-l ] r lo (2.14) 
does not hold, which can be seen from the structure of the Greens kernel corre- 
sponding to L-l. 
3. A FIRST-ORDER UNPERTURBED EQUATION 
Here we consider the problem: 
F[u](x) = +2(X, u, u’; E)U’]’ + p(x, u; E)U’ + g(x, 24; c)l=f(x; E), (3-l) 
fJ&l = --u’(O) + ~,(u(O); 4 = @l+), (3.2) 
H&l = u,‘(l) + h,@(l); e) = @l(+ (3.3) 
F,f, p, g, a, h, , h, , a,, , @r are co-differentiable with respect to all their variables. 
3.1 Construction of a Formal Approximation 
(i) The regular expansion: U = Cz=‘=, l U,(x). 
Let us assume: 
Al. There exists a solution U, E Cm[O, l] of the unperturbed equation: 
p(x, &I; O)U,’ + g(x, ucl; 0) = f (3; 0) (3.1.1) 
which satisfies the unperturbed b.c. at x = 0 
- G’(O) + WT,(O); 0) = @o(O) (3.1.2) 
and for which : 
p(x, U,(x); 0) < -9 < 0, (3.1.3) 
u(x, u&g, Vi)‘(x); 0) b z > 0. (3.1.4) 
Moreover, the following matrix Z is nonsingular: 
z= ---~i-----------------~~-~+. 
( 
P(O, WO); 0) 
I 
PU(0, U,(O); 0) U,‘(O) + g,(O, U,(O); 0) 
(Mu ( UoU% 0) 
(3.14 
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The invertibility of the matrix 2 guarantees local existence and uniqueness of 
the regular expansion. Higher-order terms U,, , n 3 0 are found from linear 
equations of the following type: 
P(x) U,’ + p’(x) u9z = A, > (3.14 
- U,‘(O) + (~o),(Uo(O); 0) u?m = ha 9 (3.1.7) 
with j(x) = p(x, u,(x); Oh P(x) = A@, uo(x); 0) u,l(x) + gu(x, u&4; 0). 
From 3.1.6-3.1.7 it follows that 
(g$ = z-1 (R;IP’) . (3.1.8) 
The solution of 3.1.6-3.1.8 becomes: 
with 
(3.1.9) 
F;,(x) = h2(ww 
(ii) In order to satisfy the boundary condition at x = 1 we correct U by a 
boundary layer: 
EG = E f E”G&) 
T&=0 
with [ = (1 - X)/C. Note the factor E in front of G! 
Let us assume: 
A2. For v in between U,l( 1) and cDl(0) - Hl[ UolE-,, 
a(l, U,(l), v; 0) >, a* > 0. (3.1.10) 
The problem for Go becomes: 
(3.1.11) 
% (0) = 4[UoIc-0 - @l(O) = z, (3.1.12) 
!+I G,,(5) = 0, (3.1.13) 
where 6(y) = a(1, U,(l), U,,‘(l) -y;O),B1 = J(1). 
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The solution is implicitly given by: 
s .q’A(d) dz - GO A-1(/3,x) = 5 (3.1.14) 
in which A(y) = ii(y)y. G, decreases exponentially for &’ ---f co. 
Higher-order terms G, , n >, 1 are found from linear problems of the following 
type: 
-$(@qg)+] -/3,%-z,, 
$ (0) = Ei, 
(3.1.15) 
iixx G,(S) = 0. (3.1.17) 
This problem can be solved, because one solution of the homogeneous equation 
corresponding to 3.1.15 is known to be dG,,/dLJ It appears, that G, is also expo- 
nentially decreasing for 5 --+ co. 
(iii) A formal approximation is now defined as 
Z= UfcG. (3.1.18) 
Let us denote: 
F[Z] =f- Y, r 
~o[Zl = $0 - so P T = so E R,, 
f&v7 = $1 - Sl 9 0 
(3.1.19) 
Sl 
where R, = CIO, l] x R x R with norm / lo . It can easily be verified that: 
1 r lo = O(P+l). (3.1.20) 
3.2 Correctness of Z 
In order to estimate the remainder term w - Z we introduce the following 
norm on B = C2[0, 11: 
I I<>2 = Ill + E I 12. (3.2.1) 
THEOREM II. There are c-independent constants Co , Cl and K such that for 
r su$iciently small 
IrI,<C, (3.2.2) 
there exists a solution u of 3.1-3.3 E B, unique within {E ( ( 22 - Z 1 c)2 < C,}, and: 
I u - Z I cj2 < K I r lo. (3.2.3) 
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Proof of Theorem II. Again we denote the problem for the remainder term as 
F[v] = r, (3.2.4) 
where 9r maps B -+ R, . Let L be the linearized operator 
(3.2.5) 
with 
co! = F,+z], 13 = ~UVI, Y = FtSZ1, 
t, = 2 [Z], t, = 2 [Z]. 
Note that there are c-independent constants 01*, /3*, and 7, such that: 
ff>a*>o on LO, 11, 
/3<+3*<0 on [0, 1 - 7.51, 7 3 0. 
Again we shall apply [2, Theorem 3.11 so we have to verify conditions a and b of 
that theorem. 
(A) We shall show that: 
LEMMA 1I.A. L is invertible andL-1 is a continuous operator of R, -+ B. There 
exists an +independent constant 1, such that 
j L-Q ] •)~ < 1-l / r j. . (3.2.6) 
Proof of Lemma II.A. We shall first (1”) prove the existence of a function 
# E Cm[O, I] with the properties 
rcrf + p*’ + y$ < -R < 0, (3.2.7) 
O<S<#<D, (3.2.8) 
where I??, 6, and D are e-independent. 
Second, (2”) approximations of V, , V, are given and are proven to be correct, 
where V, , V, are two linearly independent solutions of the homogeneous 
equation: 
l zY + /3v’ + yv = 0. (3.2.9) 
Next (3”) it is shown, that the problem Lv = r is uniquely solvable and an 
expression of the solution in terms of V, , V, , and r is derived. Finally (4”) 
3.2.6 can be proved. 
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1” Let #a(x) be the solution of: 
iwAl’ + Qw,43 = - 19 
A,(O) = M > 0, 
and let G#J,([) be the solution of: 
G4@) = 12 > 0, 
p-2 W,(5) = 0. 
It is not difficult to verify that 
# =lclo+@o 
(3.2.10) 
(3.2.11) 
(3.2.12) 
(3.2.13) 
(3.2.14) 
(3.2.15) 
satisfies 3.2.7-3.2.8 for M and l? sufficiently large (but independent of e). 
2” Let V, be the solution of the following problem: 
av,“+ /Iv,‘+ yvo = 0, (3.2.16) 
HOP) = 1, (3.2.17) 
vd) = exd--G(l)) (3.2.18) 
with G as in 3.1.9. 
The problem 3.2.16-3.2.18 possesses aunique solution, because (1”) guarantees 
that a maximum principle holds true (see [5, Chap. I, Theorem 11, 0 =4 = n/2]). 
Then 
V, = exp(-G(x)) + RV, , (3.2.19) 
where 1 RI’, I,, = O(E) and 
~o’(O> = - #((o) 40 + O(E), 
(3.2.19”) 
(compare 3.1.6). 
Proof of 3.2.19 and 3.2.19*. Consider 
v. = exp(----G(x)) + EGV&), (3.2.20) 
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where GV,, is the solution of the following problem: 
-4:‘(l) V,(l) $ A’ (3) , (3.2.21) 
GV,,(O) = 0, (3.2.22) 
t’+z GV&) = 0. (3.2.23) 
Then V,, satisfies 
(3.2.24) 
(3.2.25) 
(3.2.26) 
Using a maximum principle as given in Protter and Weinberger [5, Chap. I, 
Theorem 11 with 8 = 4 = r/2] and applying the technique of barriers (compare 
van Harten [2, Theorem 4.11) we find: 
I VrJ - K lo = O(E) (3.2.27) 
from which 3.2.19 follows. 
By including terms up to the order e2 in our expansion for V, we are able to 
construct a formal approximation Va, such that 3.2.24-3.2.26 hold with a 
disturbance vector E for which 1 E I0 = O(e2). By a technique as in 2.2.17-2.2.21 
we can even prove that 
1 v - To I1 = O(E) (3.2.27)* 
which implies (3.2.19)*. 
A second solution Vi of the homogeneous equation (3.2.16) can easily be found 
by the method of “variation of constants:” 
with 
V,(x) = w vb(~)~c~ll lJ Y (3.2.28) 
C(x) = Jo= V;“(y) exp (6-l 1: $# d”) dy. 
V,(O) = 0; V,(l) = 1; 
0 < V,(x) < exp (--he) 
Note that: 
(3.2.29) 
(3.2.30) 
for some c-independent constant X > 0. 
It will be clear that V, and V, are linearly independent. 
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3” Let v = A”V,, + BVl be a solution of the homogeneous equation 
satisfying homogeneous boundary conditions corresponding to 3.2.5, i.e., 
We shall show that S is a nonsingular matrix. This is a consequence of the fact 
that: 
/ -V,,‘(O) + t, 1 = I[ j(O)]-’ det(Z)I > w, > 0, wr independent of E, 
-Vi(O) = O(exp(--h/e)), 
v;(l) + hVo(l) = O(l), 
I V,‘(l) + 6 I 3 W2E-l, wa independent of E, 
so: 
1 det S 1 3 .Q&, Q independent of E and > 0. 
Thus 3.2.31 implies A” = B = 0 and according to the Fredholm alternative the 
problem 
Lv = r (3.2.32) 
is uniquely solvable. 
This solution is given by the following formula 
with 
4” A few calculations show, that the Greens kernels satisfy: 
I K(% a G Ml for O<x<[<l, (3.2.33) 
j K2(x, [)I < M, + m2ec1 exp(-p(5 - X)/C) for 0 < x < 5 < 1 (3.2.34) 
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M, , M, , .&& and p > 0. Now we can derive from 
(3.2.35) 
and the proof of 3.2.6 is complete, since 
(3.2.36) 
(B) For the remainder term of linearization I/ a straightforward calculation 
shows that: There are c-independent constants j and m > 0, such that 
I vl I ch < p, I 7~~ I cj2 < p with 0 < P < P => 
I Wd - ~[~J~II~ G mp I f+ - v2 I cj2 (3.2.37) 
An application of [2, Theorem 3.11 now gives the result of Theorem II. 1 
REFERENCES 
1. W. ECKHAUS, Matched asymptotic expansions and singular perturbations, “Math. 
Studies,” Vol. 6, North-Holland, Amsterdam, 1973. 
2. A. VAN HARTEN,“Non-Linear Singular Perturbation Problems: proofs of correctness 
of a formal approximation based on a contraction principle in a Banachspace,” J. 
Math. Anal. Appl. 64 (1978). 
3. J. L. LIONS, “Perturbations singulikes dans les problemes aux limites et en contr8le 
optimal,” Lecture Notes in Mathematics No. 323, Springer, Berlin, 1973. 
4. R. E. O’MALLEY JR., Topics in singular perturbations, Advances in Math. 2 (1968), 
365-470. 
5. M. H. PROTTER AND H. F. WEINBERGER, “Maximum Principles in Differential Equa- 
tions,” Prentice-Hall, Englewood Cliffs, N. J., 1976. 
