Abstract-In this paper, we propose robust segmentation of foreground objects, such as human regions from sparsely arranged multi-view cameras. This work is intended for an immersive telepresence system. The system can be realized by segmenting a conferee (i.e. the foreground) from captured video at each conference site and then synthesizing life-sized textures with the background of another space. However, segmentation is a very challenging problem where the background has a similar texture to the foreground or the illumination varies according to time changes. Actually, segmentation accuracies of conventional methods are not sufficient to realize the telepresence system. The proposed method achieves sufficient segmentation quality to realize the system by directly estimating the foreground regions in a three-dimensional space based on the object existence probability for an individual camera and the color similarity among multiple cameras. Experimental results showed the effectiveness of the proposed method regarding foreground segmentation accuracy. Furthermore, confirmation was made that the experience of motion parallax for head movement could be naturally realized.
I. INTRODUCTION Our motivation for this study is to realize a telepresence system [1] without dedicated equipment based on sparsely arranged multi-view cameras. In the system, the region of an attendee in each conference site is extracted accurately from multi-view video sequences. Then, the segmented texture from respective camera is naturally synthesized to the background of another site as illustrated in Fig. 1 .
The European FP7 3DPresence project aimed to build a multi-view and multi-user 3D videoconferencing system. In the project, some research activities that cut out the attendees from the real scene and virtually synthesized them into the background of another 3D space were reported [2] . The major challenge of these activities was the generation of high quality depth maps or reconstruction of accurate 3D models of human regions. The main approach of depth map generation is disparity estimation techniques based on stereo block matching [3] , while the main approach by 3D model reconstruction is volumetric reconstruction techniques based on the shape from silhouette algorithms [4] . For the stereo block matching method, the depth estimation quality fully depends on camera intervals, and long camera intervals would introduce artifacts. On the other hand, the shape from silhouettes algorithms could stably reconstruct high quality 3D models using multiple cameras with long intervals. However, 3D model reconstruction quality fully depends on the accuracy of a segmented silhouette in every camera viewpoint, and therefore, accurate foreground segmentation is necessary. For foreground segmentation, most of the related works classified each pixel of a camera image into background or foreground regions considering only single image information [5] [6] . There is no way to avoid misclassifications, which causes unwanted background regions (false positives) and/or missing parts (false negatives) where the background has similar texture to the foreground or the luminance varies according to the time change.
In this paper, we propose an accurate segmentation method to realize natural synthesis necessary for the telepresence system using sparsely arranged multiple cameras. The telepresence system targets a regular meeting/office room whose background has complicated textures, and enables users to have experiences as if attendees at a distance were in the same room. The proposed method targets an environment where the cameras are sparsely located in front of the objects and the number is at most 3. The camera configuration and an example of background images are shown in Fig. 2 .
In order to overcome the problems of the conventional segmentation techniques, the proposed method did not determine the background or foreground for each pixel in every single camera but directly estimated a 3D-model of the foreground object considering color similarity among multiple cameras. As a result, the proposed method allowed a user to have the experience of motion parallax according to head movement by utilizing a reconstructed 3D-model. The remainder of this paper is organized as follows. Section II briefly describes the previous foreground segmentation techniques. Section III introduces the proposed segmentation method. Section IV presents experimental results and comparison with the conventional methods. Finally, the paper is concluded in section V.
II. RELATED WORK In order to realize accurate foreground segmentation, most previous studies required special settings, such as a chromekey studio and/or a simple shooting environment whose background texture is not complicated while maintaining sufficient differences from the foreground texture [7] . On the other hand, there are some foreground segmentation approaches targeting general spaces whose background has complicated textures. However, most of these schemes employ the thresholding of a single pixel using only a single camera [5] [6] . Therefore, they lack robustness for color similarities between the foreground and background. In addition, it is highly probable that the segmented foreground image includes both unwanted background regions and missing body parts, corresponding to false positives and false negatives caused by misclassification in the extraction process, respectively.
In order to overcome the problem described above, an RGB-D (RGB plus Depth) camera, such as the Microsoft Kinect [8] is often used. The RGB-D camera is useful for the rough extraction of human regions based on depth information. However, the performance of a general-purpose RGB-D camera is not high, and the depth measurement may not guarantee sufficient precision. Therefore, the original depth signal captured with an RGB-D camera cannot be applied to the telepresence system.
On the other hand, some research studies exist using multiview cameras for robust foreground segmentation [9] [10] . In a previous work, we proposed a background subtraction method using multi-view images, instead of using only a single camera image [10] . The previous method targeted a shooting environment as in a studio where the background is simple, and the luminance change is controlled. Furthermore, more than 10 cameras were set in a 360-degree view. The camera configuration and an example of background images are shown in Fig. 3 . The shooting environment for the proposed method is completely different from that of the previous method. Therefore, if the previous method were directly applied to the shooting condition of the proposed method, there would have been a concern that segmentation accuracy would become so poor that the natural synthesis necessary for a telepresence system could not be realized. III. PROPOSED METHOD To overcome the problems mentioned in II, we propose an accurate segmentation method. The proposed method does not determine the background or foreground for each pixel in every single camera but directly estimates the 3D-model for the foreground based on both the object existence probability for an individual camera and color similarities among multiple cameras. The proposed method consists of the series of procedures as shown in Fig. 4 , which summarizes them into two stages. The first stage is the foreground labeling process by thresholding the first likelihood corresponding to the object existence probability for an individual camera (step 2 and step 3). The second stage is the segmentation process based on the energy minimization with the second likelihood corresponding to the color similarities among multiple cameras (step 4 and step 5). For the assumed system, the input signal is multi-view video sequences with inter-camera synchronization, and the foreground texture and a 3D model for every camera as output are obtained as the final output. Following, the object existence probability (step 2) and the color similarity (step 4) are introduced in section III A. Then, the Foreground labeling process (step 3) and segmentation process (step 5) is introduced in section III B.
A. The Object existence probability and color similarity
In order to calculate the object existence probability for an individual camera, background modeling for each camera pixel is conducted based on the assumption that the pixel value is approximated by the normal probability distribution. For the specific pixel (x,y) of camera cam, the object existence probability  cam (x,y) for a certain number of consecutive frames in background sequences captured without foreground objects, respectively.
Color similarity between the pixel (x,y) of camera cam and the pixel (x',y') of camera cam' is measured by equation (2) based on zero-mean normalized cross correlation (ZNCC). ) 2
In order to segment foreground objects from multi-view sequences, an individual 3D voxel space, in which each voxel has likelihood, is assigned to every camera. Each voxel is projected into every camera using the camera parameter (projection matrix) estimated prior to the shooting. The relationship between the 3D world coordinates (X,Y,Z) of voxel v and the 2D pixel coordinate (x,y) of the projected pixel v (cam) in camera cam can be represented as an equation (4) using the projection matrix P cam and scholar s.
Therefore, the likelihood of voxel v is calculated by referring to corresponding projected pixel v (cam) = cam (x,y) . Two types of likelihoods are set for each voxel v of the individual 3D voxel space assigned to the camera cam. The first one is the object existence probability calculated based on the individual camera as shown in equation (5).
The second is the color similarity among multiple cameras defined by equation (6) considering both matching scores between adjacent cameras and object existence probabilities. Here, (cam-1) and (cam+1) represent the left-side and the right-side of a camera cam, respectively. For a leftmost camera, the first term of the right side of equation (6) is calculated as zero, while for a rightmost camera, the second term is set as zero.
B. Foreground labeling and segmentation in 3D space
In order to segment foreground regions from the individual voxel space, two-staged processes are defined. In the first stage, a simple determination process based on the threshold for each color component is conducted by equation (7) with the threshold th (c) 1st . If at least one color component satisfies the eq. (7), the voxel is labeled as the foreground region. 
Then, as the second stage, energy function E considering the 26 adjacent voxels in 3D space is defined by equation (8) based on Markov random field model. Here , U, and V indicate the weighting parameter, the data term, and the smoothing term, respectively. 
Here, for the voxel that satisfies the condition (7), the data term is calculated by equation (11) for the hard constraints.
By minimizing the energy function E in equation (8) using graph-cut algorithm, the foreground region in 3D voxel space for every camera can be extracted. The foreground texture of every camera is extracted by projecting the foreground region into every camera viewpoint.
IV. EXPERIMENTAL RESULTS
In order to evaluate the effectiveness of the proposed method, we conducted two experiments for multi-view video sequences. In the first experiment, our proposed method was applied to two kinds of video sequences captured in an environment in which the background texture was complicated and similar to the foreground texture, and the luminance varied according to the time changes. Then, the segmentation accuracy was compared using three conventional methods: the foreground segmentation method [6] using only single image information (Single-view method), our conventional method [10] based on the information from multi-view images (multi-view method), and a depth-based approach (Kinect), which were all evaluated for comparison. In order to compare the accuracy with a depth camera, the scene was captured with three Kinect devices arranged at 50-cm and 30-degree angle intervals and 80-cm distances from the object as shown in Fig. 5 . The spatial resolution of the sequences was 1280 × 960, and the frames in each viewpoint were temporally synchronized. Figures 6 and 7 show the test images (Seq. A and Seq. B), which include background images captured without any foreground objects. In the second experiment, in order to confirm the experience of motion parallax functionality, some virtual viewpoints between real cameras were synthesized using a foreground texture and a 3D model of every camera obtained with the proposed method. 
A. Experiment 1: Comparisons of segmentation accuracy
In the experiment, a voxel space was set for every camera, the resolution was set to 1 cm 3 , and the number of voxels was set to 100 × 100 × 100 in the x-y-z coordinate system in sequence A and sequence B, respectively. Here, each pixel value was represented as YUV color spaces, and 300-frames of background images were used for the background modeling. The threshold th (c) 1st and th (c) 2nd were selected considering the result of a preliminary experiment so that the ratio of false positives and false negatives to the ground truth were minimized. Regarding the Single-view method, the object existence probability (c) cam (x,y) was calculated by equation (2), and the segmentation was conducted based on equation (7). With regard to Multi-view method, a common voxel space was set for all cameras, and the likelihood of each voxel was calculated by averaging the first likelihood  In order to evaluate quantitative performances, the ground truth of the foreground image for every camera was prepared by manual segmentation as shown in Fig. 8 . Finally, three values of Recall, Precision, and F-measure were calculated based on the pixel number of true positives, false positives, and false negatives by equation (12), (13), and (14) for each frame as in the case of our conventional work [10] . Fig. 9 shows the result of the segmented foreground texture obtained by our proposed method. Similar results by Singleview method, Multi-view method, and depth-based method are also shown in Fig. 10, Fig. 11, and Fig. 12 , respectively.
As shown in these results, it is obvious that the foreground texture extracted by the proposed method was almost equivalent to the ground truth image, except that some false negatives could be found especially in the circled region in Fig. 9 . Such false negatives seemed to have been caused by the color similarity between the foreground and the background. On the other hand, the Single-view and Multinegatives false # positives true # positives true # Recall   view method suffered from the major degradation caused by false negatives or false positives. For Single-view method, false negatives were unavoidable in the region whose background texture was similar to that of the foreground. The optimization of the threshold value could not solve such problem due to the trade-off between the false positives and false negatives. Multi-view method avoids false negatives based on the visual information obtained with multi-view images. However, it suffers from the false positives since the calculated object existence probability in the background region was higher by simply averaging the likelihood among camera viewpoints. Therefore, some of the background regions were extracted as false positives. As for the results of Kinect (Fig. 12) , false negatives occurred in the contour regions since the valid depth value could not be obtained in the edge parts. Table I and II shows the quantitative performance by the proposed scheme. The results by compared schemes described above are also included in those tables. From the results of Single-view method, the precision values were the highest, but the recall values were smaller than those of the proposed method and Multi-view method. This was because both sequences included the background whose texture was similar to that of the foreground object, and Single-view method was controlled to avoid false positives. The proposed method showed slightly reduced precision values, but there was a considerable increase in recall values compared to Singleview method. This shows that the proposed method is especially useful for reducing false negatives even if the background has a similar texture to the foreground in a certain camera. Multi-view method also showed a considerable rise in the recall values; however, the precision values substantially decreased in comparison to Single-view method. This shows that Multi-view method was effective in reducing false negatives; however, unwanted background regions were also extracted. From the experimental results, it was confirmed that Fmeasure values were maximized by the proposed method for both sequences. This showed that the ratio of false positives and false negatives to the ground truth was minimized by the proposed method. The experimental environments approximately met the shooting condition necessary for our targeted telepresence system. Therefore, it is expected that the telepresence system will be realized based on the proposed method.
B. Experiment 2: Synthesis for motion parallax
In order to confirm the experience of motion parallax functionality, some virtual viewpoint images between real cameras were synthesized by the proposed method. A polygon model for every camera was generated by applying the marching cubes method [11] , and virtual viewpoint images were synthesized based on appropriate texture extraction from camera images and corresponding polygon mapping. Those synthesized images for the three virtual viewpoints are shown in Fig. 13 . In the figure, virtual-view 1 (v1) was set at the center of cam 1 and cam 2, virtual-view 2 (v2) and virtual-view 3 (v3) were set between cam 2 and cam 3 respectively as shown in Fig. 14 . Actual camera images are also shown for comparison. In the view synthesis process, the texture of the background was prepared based on the simplified 3D-model of a wall and a table in a meeting room. Although there are some artifacts, which seem to be caused by the error in a 3D model reconstruction, it was confirmed that natural view-change of synthesized images according to a user's head motion was properly realized. A user could obtain such an experience using a multi-view 3D display.
V. CONCLUSION To realize the robust segmentation of foreground objects, such as human regions, from sparsely arranged multi-view cameras, we proposed a method that combined both a labeling process utilizing the object existence probability for an individual camera and the energy minimization based on the color similarities among multiple cameras. From experimental results using actual multi-view sequences, the effectiveness of the proposed method regarding foreground segmentation accuracy compared with the conventional work was confirmed. Furthermore, it was also confirmed that the experience of motion parallax according to head movement could be naturally realized by synthesizing virtual viewpoint images based on the foreground texture and a 3D model of every camera obtained with the proposed method.
As future work, we need to introduce a real-time implementation based on GPGPU architectures.
