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Abstract
In this paper we present an explicit construction for the fundamental solution of the heat operator, the
Schro¨dinger operator and related first order parabolic Dirac operators on a class of some conformally flat
non-orientable orbifolds. More concretely, we treat a class of projective cylinders and tori where we can
study parabolic monogenic sections with values in different pin bundles. We present integral representation
formulas together with some elementary tools of harmonic analysis that enable us to solve boundary value
problems on these orbifolds.
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1 Introduction
The study of Dirac and Laplace operators on manifolds has lead to a profound understanding of many geometric
aspects used in important physical models. The classical elliptic Dirac operator D is a first order elliptic
differential operator that acts on a vector bundle over a Riemannian spin manifold. It linearizes the second
order Laplacian, viz D2 = −∆. An important advantage to use Dirac operators consists in the fact that they
offer a well-developed function theory. Sections in the kernel of the Dirac operator satisfy a generalized Cauchy
integral formula. This Cauchy integral formula in turn allows us to calculate the values of functions in terms of
given boundary data arising from practical measurements. Based on these representations important existence
and uniqueness theorems for the solutions of boundary value problems on manifolds could be established, see
for instance [4, 8].Actually, to have an elliptic Dirac operator one not only needs a Riemannian structure but
to also have a spin or pin structure (c.f. [19]).
In [2, 7, 17] a parabolic version of the Dirac operator associated to a so-called Witt basis has been studied.
This parabolic version of the Dirac operator now factorizes the heat operator and the Schro¨dinger operator.
Many of the function theoretic tools can be carried over to this context and permitted us to tackle boundary
value problems to the operator in the context of some Lorentzian manifolds.
Recently, one also started to carry over some of these techniques to the more general context of orbifolds.
See for instance [10] and the references therein. Orbifolds naturally arise from factoring out simply connected
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domains G ⊆ Rn+1 by discrete Kleinian groups that act totally discontinuously on G. When the action is
torsion free, which means that the group has no elements of finite order (except of the identity element), then
we deal with a manifold. However, in general such a Kleinian group may admit torsion elements which causes
singularities. The classical example is the quotient of complex upper half-plane by the modular group SL(2,Z)
and higher dimensional generalizations. An important property of the orbifolds (resp. manifolds) that arise by
applying this construction is that they are conformally flat, that means they possess an atlas whose transition
functions are conformal maps. In the more classical case dealing with the elliptic Dirac operator, the associated
Cauchy kernel then can be expressed in terms of monogenic or harmonic automorphic forms on Γ that are in
the kernel of the elliptic Dirac or Laplace operator, respectively (c.f. [14, 16]).
The goal of this paper is to continue the study of parabolic Dirac operators as well as related Heat and
Schro¨dinger operators in the different context of some non-orientable conformally flat orbifolds.
It should be noticed that Dirac operators on non-orientable pin manifolds have been studied extensively in [3]
and elsewhere. In this paper we now look at generalizations of cylinders and tori. Cylinders and tori, which arise
by factoring out Rn+1 by a discrete translation group, have natural non-orientable counterparts. Particularly,
we look at a class of projective cylinders and tori, where we identify for example “upper” and “lower” parts with
each other. This is translated into an additional symmetry structure which actually leads to a singularity — in
general we are now dealing with orbifolds in this context. We explain how we can construct associated Cauchy
kernels for the parabolic Dirac operator, as well as heat and Schro¨dinger kernels for this class of orbifolds.
Similarly to the oriented case, we can consider distinct pin bundles in the non-oriented case. We show how
arbitrary pin sections can be represented by these kernels. We also set up integral representation formulas for
the sections in the kernel of the parabolic Dirac (resp. heat, Schro¨dinger) operator on these orbifolds.
This paper also provides a continuation of [15] where explicit formulas for the Cauchy and Green’s kernels
for the elliptic Dirac and Laplace operator have been developed.
The structure of the paper is as follows: in the section “Preliminaries” we recall some basic facts about
Clifford algebras and about factorization and regularization of time-dependent operators. In Section 3, we
define the spin and the pin structures that are necessary for the development of our work. In the following
section we study the non-orientable projective counterparts of cylinders and tori. We start by presenting the
geometric context. Then we construct the Cauchy and heat kernels, as well as the corresponding integral
formulas. Section 5 is dedicated to the study of the Schro¨dinger operator. Here we start by studying the
inhomogeneous Schro¨dinger equation in orbifolds in terms of a proper Teodorescu and Cauchy operators. In
this last section we finally present a Hodge-type decomposition for the regularized case and we will study the
behavior of our result when the regularization parameter tends to zero.
2 Preliminaries
2.1 Clifford algebras
As usual we denote the orthonormal basis of Rn by {e1, · · · , en}. We define the universal real Clifford algebra
C`0,n as the 2
n-dimensional associative algebra which obeys the multiplication rules eiej + ejei = −2δi,j . A
vector space basis for C`0,n is generated by the elements e0 = 1 and eA = eh1 · · · ehk , where A = {h1, . . . , hk} ⊂
M = {1, . . . , n}, for 1 ≤ h1 < · · · < hk ≤ n. Each x ∈ C`0,n can be represented by x =
∑
A xAeA, xA ∈ R. The
Clifford conjugation is defined by 1 = 1, ej = −ej for all j = 1, . . . , n, and we have ab = ba. We introduce the
complexified Clifford algebra Cn as the tensor product
C⊗ C`0,n =
{
w =
∑
A
wAeA, wA ∈ C, A ⊂M
}
,
where the imaginary unit i of C commutes with the basis elements, i.e., iej = eji for all j = 1, . . . , n. To
avoid ambiguities with the Clifford conjugation, we denote the complex conjugation mapping a complex scalar
wA = aA + ibA, with real components aA and bA, onto wA = aA − ibA by ]. Note, e]j = ej for all j = 1, . . . , n.
We have a pseudonorm on Cn viz |w| :=
∑
A |wA| where w =
∑
A wAeA. Notice that for a, b ∈ Cn we only have
|ab| ≤ 2n|a||b|.
A function u : U 7→ Cn has a representation u =
∑
A uAeA with C-valued components uA. Properties such
as continuity will be understood componentwise. The Euclidean Dirac operator D =
∑n
j=1 ej∂xj factorizes
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the Euclidean Laplacian viz D2 = −∆ = −∑nj=1 ∂x2j . Next we recall that a Cn-valued and differentiable
function defined on an open set U ⊆ Rn, u : U 7→ Cn, is called left-monogenic if it satisfies Du = 0 on U (resp.
right-monogenic if it satisfies uD = 0 on U).
Following along the line of investigation presented in [7], to address time dependent problems we embed Rn
into Rn+2 by adding to further basis elements f and f† that satisfy
f2 = f†
2
= 0, ff† + f†f = 1, fej + ejf = f†ej + ejf† = 0, j = 1, · · · , n. (1)
The extended basis is called Witt basis. This construction allows us to apply a suitable factorization of time
evolution operators where only partial derivatives are used (for more details see [6, 7, 17]).
We consider Cn-valued maps from a bounded time-dependent domain Ω = Ω×I ⊆ Rn×R+ with a piecewise
smooth boundary Γ = ∂Ω, i.e., functions in the variables (x1, x2, . . . , xn, t) where xi ∈ R for i = 1, . . . , n,
t ∈ I = [0, T [. For the sake of readability, we abbreviate the space-time tuple (x1, x2, . . . , xn, t) simply by (x, t),
where we identify x = x1e1 + · · · + xnen. For additional details on Clifford analysis, we refer to [12, 13] and
elsewhere.
2.2 Time-dependent operators: factorization and regularization procedure
Let us consider the notation Ωt = {x : (x, t) ∈ Ω× I} ⊂ Rn. Following the ideas of [2, 7, 17] we introduce the
definition:
Definition 2.1 For a function u ∈
◦
W 1p (Ω) we define the forward/backward parabolic Dirac operator as
D±u = (D + f∂t ± αf†)u. (2)
Applying the multiplication rules (1) we get the factorization of a family of time-dependent operators, i.e.,
(D±)2u = (−∆± α∂t)u.
From [2, 7, 17] we have that the fundamental solution of D+ reads
E+(x, t) = e+(x, t)D+ =
H(t)
(4piαt)
n
2
exp
(
−α |x|
2
4t
)(
− x
2t
+ f
( |x|2
4t2
+
n
2t
)
+ αf†
)
, (3)
where H(t) denotes the Heaviside function and
e+(x, t) = αe(x, t) =
α H(t)
(4piαt)
n
2
exp
(
−α |x|
2
4t
)
(4)
is the fundamental solution of −∆ + α∂t. The kernels (3) and (4) can be used to solve special boundary value
problems. See for instance [13] for more details.
In the Schro¨dinger case (α = i), the operator −∆ + i∂t has the following fundamental solution
e+(x, t) = i e(x, t) =
i H(t)
(4piit)
n
2
exp
(
−i |x|
2
4t
)
.
Obviously, this function has singularities at all the points of the hyperplane t = 0. This is a substantial difference
to the context of hypoellitic operators [1] where one deals with an isolated point singularity only. Moreover, these
singularities are not removable by standard methods. This property causes additional problems in the study of
some integral operators or series that are constructed on the basis of these functions; we cannot guarantee the
convergence in the classical sense. In order to overcome this problem we need to regularize the fundamental
solution and the associated integral operators (see [5, 17, 22]). In the representation of the operators and their
associated fundamental solutions, one has to substitute the imaginary unit by the parameter k = +i2+1 . Hence,
we obtain a family of regularized operators and associated regularized fundamental solutions which are locally
integrable in Rn×R+0 \{(0, 0)}. Following [1], for each  > 0, the operator (−∆+k∂t) is a hypoelliptic operator.
It ensures the good convergence behavior for the integral operators as well as for the associated function series
representations, as we shall see later on. The fundamental solution for this operator is given by
e+(x, t) = (+ i)e(x, (+ i)t) = (+ i)
H(t)
(4pi(+ i)t)
n
2
exp
(
− (− i)|x|
2
4(2 + 1)t
)
,  > 0.
This motivates us to consider the following regularized parabolic-type Dirac operator [5].
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Definition 2.2 For a function u ∈ W ap (Ω) with 1 < p < ∞ and a ∈ N, we define the forward/backward
regularized parabolic-type Dirac operator by
D±u = (D + f∂t ± kf†)u, (5)
where D stands for the usual (spatial) Euclidean Dirac operator.
This operator factorizes the associated backward regularized Schro¨dinger operator, i.e.,
(D±)
2u = (−∆± k∂t)u. (6)
This regularized operator has the mapping property D± : W
1
p (Ω) → Lp(Ω). For more details about this
regularization procedure, we refer the reader to [5, 23]. In [5] the authors proved the following result:
Theorem 2.3 For the sequence of parabolic-type Dirac operators D−, with  > 0, we have the following con-
vergence
‖D± −D±‖L1(Ω) → 0.
We now present the family of regularized fundamental solutions for this first-order operator.
Definition 2.4 Let e+ = e

+(x, t) be a fundamental solution of the operator (6). Then the function E

+(x, t) =
e+(x, t) D

+ is a fundamental solution for the operator D

+
Simple calculations (see [5]) give
E+(x, t) = e

+(x, t) D

+ = e

+(x, t)
[ −x
2(+ i)t
+ f
(−n
2t
+
|x|2
4(+ i)t2
)
+ kf†
]
. (7)
In [5] the authors proved the following regularized Borel-Pompeiu type formula∫
∂Ω
E+(x− x0, t− t0) dσx,t u(x, t) = u(x0, t0) +
∫
Ω
E+(x− x0, t− t0) (D−u)(x, t) dx dt, (x0, t0) /∈ ∂Ω. (8)
Here, the surface element is given by the contraction of the homogeneous operator associated to D− with the
volume element, i.e., dσx,t = (Dx + f∂t)c dx dt (for more details about this definition see [7, 9]). Moreover, for
u ∈ Ker(D−) the authors presented the following regularized Cauchy type integral formula∫
∂Ω
E+(x− x0, t− t0) dσx,t u(x, t) = u(x0, t0). (9)
For more details on the application of this regularization procedure to the Schro¨dinger operator in the context
of classical Clifford analysis, see for instance [5] and [23].
3 Spin and Pin structures
Following the ideas of our previous papers [16, 17], we briefly recall that conformally flat manifolds are in general
n-dimensional manifolds that possess atlases whose transition functions are conformal maps. For n ≥ 3 the
set of conformal maps coincides with the set of Mo¨bius transformations representing reflections at spheres and
hyperplanes. From the constructive group theoretic point of view it makes sense to consider in this context
more generally conformally flat orbifolds instead of manifolds only. This framework admits some singularities
in the geometries.
As mentioned for instance in the classical work by N. Kuiper [18] concrete examples of conformally flat
orbifolds can be constructed by factoring out a simple connected domain X by a Kleinian group Γ that acts
discontinuously on X. The classical example of factoring out upper half-plane by the modular group SL(2,Z)
fits within this context as a special case.
In the particular cases where Γ is torsion free, the topological quotient X/Γ, consisting of the orbits of a
pre-defined group action Γ×X → X, is endowed with a differentiable structure. Then we deal with examples
of conformally flat manifolds.
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A classical way of obtaining pin or spin structures for a given Riemannian manifold is to look for a lifting
of the principle bundle associated to the orthogonal group O(n) or the special orthogonal group SO(n), to
a principle bundle for the pin group Pin(n) or spin group Spin(n). The Spin(n) group is a subgroup of
Pin(n) of index 2. Furthermore, Spin(n) is a double cover of SO(n). So there is a surjective homomorphism
θ : Spin(n) → SO(n) with kernel Z2 = {±1} (for basic facts on spin and pin structures we refer [9]). As
explained in Appendix C of [20] this gives rise to a choice of two local liftings of the principle SO(n) bundle to
a principle Spin(n) bundle. The number of different global liftings is given by the number of elements in the
cohomology group H1(M,Z2). These choices of liftings give rise to different spinor bundles over M . Similarly,
Pin(n) is a double cover of O(n) and analogously different pin bundles are obtained. Following [21] we may
now talk about monogenic (harmonic) sections.
Definition 3.1 Let M be a conformally flat spin manifold with spinor bundle E. Then a section f : M → E
is called a left monogenic (harmonic) section if locally f reduces to a left monogenic (harmonic) function.
The associated Laplacian on such a spin manifold is also called the spinorial Laplacian. Not all conformally flat
manifolds are spin manifolds. A typical counterexample is the real projective space RPn = Sn/{±1}.
When n is even, RPn is no longer orientable. However, RPn does still admit pin structures in these cases and
hence pin bundles similar to those described earlier in this section. Classical examples of conformally flat spin
manifolds are the cylinders and tori considered in [2, 16, 17]. Here we considered the n-dimensional orthonormal
lattice
Zn := Ze1 + · · ·+ Zen
and the group action
Zn × Rn → Rn, v ◦ x 7→ x+ v, v ∈ Zn, x ∈ Rn.
The invariance group of this lattice is the discrete translation group generated by the special Mo¨bius transfor-
mations ψ(x) = x+ ei for i = 1, . . . , n.
Since Zn is a torsion free discrete Kleinian group, the topological quotient Tn := Rn/Zn consisting of the
orbits of the above defined group action actually is a conformally flat manifold in n real variables. It represents
an n-dimensional torus. Of course any subgroup of a torsion free Kleinian group is again torsion free. Let Ωk
be a k-dimensional sublattice of Zn. So, in particular for all k = 1, . . . , n − 1 the quotient sets Ck := Rn/Zk
which arise by the same group action are conformally flat manifolds, too. While Cn =: Tn (the n-torus) is
compact, the other manifolds Ck with k = 1, . . . , n− 1 are non-compact and have n− k unbounded directions.
We call them k-cylinders. The classical infinite cylinder is obtained by R2/Ze1. It arises from the group action
Z× R2 → R2 defined by m ◦ (x, y) 7→ (x+m, y), where m ∈ Z and (x, y) ∈ R2.
Next, following [16], the decomposition of the lattice Zk into the direct sum of the sublattices Zl := Zv1 +
· · ·+ Zvl and Zn−l := Zvl+1 + · · ·+ Zvk gives rise to 2k distinct spinor bundles on Ck (that we will denote by
E(l)) by making the identification (x,X) ↔ (x+m+ n, (−1)m1+···+mlX). Here x ∈ Rn and X ∈ Cln. Here,
we use the notation m = m1v1 + · · ·+mlvl ∈ Zl and n := nl+1vl+1 + · · ·+ nkvk ∈ Zk−l where m1, . . . ,mk ∈ Z.
In all that follows we denote the trivial bundle by E(1). Since the manifolds Ck are orientable, we are dealing
with examples of spin manifolds in this context here.
Notice that the different spin structures on a spin manifold M are detected by the number of distinct
homomorphisms from the fundamental group Π1(M) to the group Z2. In the case of the k-cylinder Ck we have
that Π1(Ck) = Zk. There are two homomorphisms of Z to Z2. The first is θ1 : Z → Z2 : θ1(k) ≡ 0 mod 2
while the second is the homomorphism θ2 : Z→ Z2 : θ2(k) ≡ 1 mod 2. Consequently, there are 2k distinct spin
structures on Ck. Consequently the n-torus Cn = Tn has 2
n distinct spin structures. Tn is also an example of
a Bieberbach manifold. Further details of spin structures on the n-torus and other Bieberbach manifolds can
be found in [11].
In the following section we explain how we can adapt the construction method that we presented in this
subsection in order to deal with some non-orientable counterparts of the manifolds considered here which can
be constructed from the same Kleinian groups by which we constructed these cylinders and tori.
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4 Non-orientable projective counterparts of cylinders and tori
4.1 The geometric context
The oriented cylinder C defined as the topological quotient R2/Z has several natural non-oriented projective
counterparts. There classical projective cylinder can be constructed from the ordinary infinite cylinder by
identifying the “northern” hemisphere with the “southern” hemisphere. In this case one has an additional
symmetry relation on the original topological cylinder. This relation is mathematically expressed by f(x, y) =
f(x,−y) in addition to the usual periodic relation f(x + m, y) = f(x, y) (m ∈ Z). Recall that the standard
cylinder is constructed by gluing the two vertices of a two-dimensional strip of length 1 in a straight parallel
way together without performing any twists. In the case of the classical projective cylinder, one has besides the
usual group action on the x-component of the form Z× R2 → R2, m ◦ (x, y) = (x+m, y) an additional group
action Z2 × R→ R on the second component, mapping y and −y on the same value.
Functions on the projective standard cylinders consequently have an additional invariance under the action
of the group {±1} ∼= Z2 in the y-component. Notice that already this classical example is not a classical manifold
anymore. It is the half of the infinite cylinder and hence has the structure of a manifold with boundary. It is
not orientable either.
In the n-dimensional setting we can construct in a similar way a number of non-oriented analogues of the
oriented k-cylinders defined by Ck := Rn/Ωk where k ∈ {1, . . . , n − 1}. Here and in all that follows, Ωk ⊂ Rk
denotes a k-dimensional lattice spanned entirely by k R-linearly independent reduced vectors ω1, . . . , ωk ∈ Rk.
Now let x be a reduced vector from Rk. Suppose that ω := m1ω1 + · · · + mkωk is a vector from the
lattice Ωk. Further let p be an integer from the set {k + 1, . . . , n} in all that follows. We write a vector
x = x1e1 + · · ·xkek + xk+1ek+1 + · · · + xpep + xp+1ep+1 + · · ·xnen, where 1 < k < p < n. The first part
x1e1 + · · ·xkek will be abbreviated by x. The other components are denoted by xk+1, ..., xp, ..., xn. Next let
X ∈ Cln. Now, by identifying the tupel
(x+ ω, xk+1, .., xp, .., xn, X)
with
(x,−xk+1, . . . ,−xp, . . . , xp+1, . . . , xn, X)
we obtain a class of conformally flat orbifolds denoted by Mk,p. Here Γ = Zk × Z2. Notice that we are not
dealing with manifolds here, either. The space Rn splits as the product
Rn ∼= Rk × Rp−k × Rn−p.
The left part of Γ acts on Rk; the right part acts on Rp−k. The both parts act independently of each other,
hence the quotient is the product (Rk/Zk)× (Rp−k/Z2)× Rn−p. The first term in the product is a torus. But
the second part has a singularity at the origin. It is an orbifold and not a manifold. Notice further that these
orbifolds are non-orientable either and hence not spin. In the case of not having any sign changes at all, we again
deal with the class of oriented conformally flat cylinders and tori which we briefly discussed in our preceding
papers.
We can say more. Analogously to the case of a spin manifold we can set up several distinct pin bundles.
One pin bundle which is different from the trivial one given above is obtained by identifying the pair
(x+ ω, xk+1, . . . , xn, X)
with
(x,−xk+1, . . . ,−xp, xp+1, . . . , xn,−X).
Other distinct choices arise by again splitting the period lattice Ωk into two sublattices Ωk = Ωl ⊕ Ωk−l where
1 < l < k. Writing an element ω ∈ Ωk in the form ω = m + n with m = m1ω1 + · · · + mlωl ∈ Ωk and
n = ml+1ωl+1 + · · ·+mkωk ∈ Ωk−l gives rise to again consider the following identifications
(x+ ω, xk+1, . . . , xn, X)
with
(x,−xk+1, . . . ,−xp, xp+1 . . . , xn, (−1)m1+···+mlX).
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4.2 Construction of the Cauchy and heat kernels and associated integral formulas
For simplicity let us look in the following at the trivial pin bundle of the orbifold Mk,p in Rn × R+, where we
simply identify
(x+ ω, xk+1, . . . , xp, xp+1, . . . , xn, X, t)
with
(x,−xk+1, . . . ,−xp, xp+1, . . . , xn, X, t).
Adapting the arguments from [2] one can express the parabolic Dirac operator on the oriented k-cylinder by
the infinite k-fold periodization of the kernel function E+(x, t) over the period lattice, i.e.
gk(x, y, t) =
∑
ω∈ΩK
E+(x− y + ω, t).
To explain the convergence of the series let us consider for simplicity the case of the orthonormal lattice
Ωk = Ze1 + · · · + Zek. The general case can easily be adapted by either applying properly chosen rotations
and dilations or by adapting the below explained decomposition of the lattice accordingly. In the case of the
orthonormal lattice, the latter is decomposed in the form
Ωk,m := {ω ∈ Ωk | ‖ω‖max = m}.
Define the subsets
Lk := {ω ∈ Ωk | ‖ω‖max < m},
which are such that ]Lk,m = (2m+ 1)
k and ]Ωk,m = (2m+ 1)
k − (2m− 1)k. To show the normal convergence
one takes an arbitrary compact subset K ⊂ Rn. Then there is an r > 0 such that all x ∈ K satisfy ‖x‖max <
‖x‖2 < r. Without loss of generality consider the summation over the lattice points satisfying ‖ω‖max > [r]+1.
Note that ‖x+ ω‖2 > ‖ω‖2 − ‖x‖2 > ‖ω‖max − ‖x‖2 = m− ‖x‖2 > m− r. Therefore, with a properly chosen
positive constant C and proper polynomials P and P ′ we obtain that
∞∑
m=[r]+1
∑
ω∈Ωk,m
‖E+(x+ ω, t)‖2
<
C
(2
√
pit)
∞∑
m=[r]+1
∑
ω∈Ωk,m
∥∥∥∥−x+ ω2t + f
( |x+ ω|2
4t
+
n
2t
)
+ f†
∥∥∥∥
2
e−
‖x+ω‖22
4t
<
C
(2
√
pit)
∞∑
m=[r]+1
[
(2m+ 1)k − (2m− 1)k](r +m√n
2t
+
(r +m
√
n)2
4t
+
n
2t
+ 1
)
e−
(m−r)2
4t .
where we applied that ‖x + ω‖2 < ‖x‖2 + ‖ω‖2 < r + m
√
n. It is clear that the latter expression converges
since the exponential decreasing term dominates the growth of any polynomial. So, applying Weierstraß’
convergence theorem, the expression gk(x, y, t) is a well-defined null-solution to the parabolic Dirac equation.
Per construction, it is k-fold periodic with respect to the period lattice Ωk.
More precisely, the application of the canonical projection map p : Rn+1 → Ck, x 7→ x mod Ωk to this
periodized kernel, i.e. Gk(x
′, y′, t) := p(gk(x, y, t)) then gives rise to the Cauchy kernel of D− on the k-cylinder
Ck. Analogously, the heat kernel on Ck can be obtained by applying that projection map to the series
hk(x, y, t) =
∑
ω∈ΩK
e+(x− y + ω, t),
i.e. Hk(x
′, y′, t) := phk(x, y, t). Here, the proof is even simpler, because in this context both polynomials P and
P ′ can be chosen identically equal to 1. To address the projective versions of th cylinders, we now can express
the Cauchy kernel of the parabolic Dirac operator and the heat kernel of the heat operator on the orbifoldMk,p
by a finite superposition of the fundamental sections Gk or Hk, respectively, taking care of the additional minus
signs in the coordinate directions k + 1, . . . , p. More concretely, we may establish that
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Theorem 4.1 The Cauchy kernel of the parabolic Dirac operator on Mk,p associated to the trivial pin bundle
can be expressed in the form
GMk,p(x
′′, y′′, t) = Pk,p
 ∑
εk+1,...,εp∈{±1}
gk(x
′ − y′, εk+1(x′k+1 − y′k+1), εp(x′p − y′p), (x′p+1 − y′p+1), . . . (x′n − y′n), t)
 .
Here, Pp denotes the projection from the fully infinite cylinder Ck down to the projective cylinder Mk,p. In
the cases of the other pin bundles, we need to add the corresponding minus sign in the sum in front of the
multiperiodic expression Gk. In the case of the orthonormal lattice the kernel then reads
GMk,p(x
′′, y′′, t) = Pk,p
 ∑
εk+1,...,εp∈{±1}
∑
ω=m1e1+···+mkek∈Zl×Zk−l
(−1)m1+···ml
× E+(x′ − y′ − ω, εk+1(x′k+1 − y′k+1), . . . , εp(x′p − y′p), (x′p+1 − y′p+1), . . . (x′n − y′n), t)
)
.
To prove this statement we first recall that in the preceding works [2] it has already been shown that the
subseries Gk(x, y, t) are well-defined and normally convergent in Rn\Ωk. Furthermore, they are invariant under
the lattice transformations Gk(x + vi, y, t) = Gk(x, y + vi, t) = Gk(x, y, t) for all vi ∈ Ωk, and therefore for all
v ∈ Ωk. The summation over all εk+1, . . . , εp ∈ {±1} is a finite sum of expressions Gk(x, y, t). Consequently,
the total series again converges normally in Rn\Ωk and is Ωk-invariant. Due to the extension of the summation
over all possible sign combinations in the coordinates k + 1, . . . , p the outcome then is also invariant under
transformations of the form
f(x− y, (xk+1 − yk+1), . . . , (xp − yp), . . . , (xn − yn), t)
7→ f(x− y,−(xk+1 − yk+1), . . . ,−(xp − yp), (xp+1 − yp+1), . . . , (xn − yn), t).
Therefore, the projection Pk,p := Pp ◦ pk of the entire series descends to a well-defined left parabolic monogenic
section on Mk,p. On the orbifold Mk,p the kernel then has exactly one point singularity of the order of the
usual Cauchy kernel. As a sum of left monogenic functions, it is again left monogenic except at this point
singularity. As a consequence of the usual Cauchy theorem valid in the universal covering space Rn, cf. [12, 13],
which states that the oriented boundary integral over a left monogenic function vanishes identically, we can
deduce a properly adapted version of Cauchy’s integral formula on the orbifold from which then follows that
GMk,p(x
′′, y′′, t) actually is the Cauchy kernel.
To get there, let us first consider a strongly Lipschitz hypersurface S that lies completely in that part of
the standard fundamental period parallelepiped of the lattice Ωk, where all xk+1, . . . , xp > 0, i.e. inside of
D := {x ∈ Rn | 0 < xi < mi (i = 1, . . . k) and xj > 0 (k + 1 < j < p)}. Strongly Lipschitz means that
locally the hypersurface is the graph of a Lipschitz function, and that globally the local Lipschitz constants
are bounded. Suppose also that V is a domain lying in D and that S bounds a subdomain W of V such that
W ∪S ⊂ V . Now take an element y ∈W . As a consequence of the usual Cauchy formula and Cauchy’s theorem
in Rn, we obtain that if f : V → Cln a left parabolic monogenic function, then
f(y, t) =
∫
S
 ∑
εk+1,...,εp∈{±1}
∑
ω∈Ωk
G(x− y + ω, εk+1(xk+1 − yk+1), . . . , εp(xp − yp), (xp+1 − yp+1), . . . , (xn − yn), t)

× n(x, t) f(x, t) dσ(x, t),
where n(x, t) stands for the unit exterior normal vector to S at (x, t) and σ denotes the usual Lebesgue measure
on S. As S, V,W entirely lie in D, the projection map pk induces a Lipschitz surface S
′, a domain V ′ and a
subdomain W ′ of V ′ that lie entirely on that part of the infinite cylinder Ck where additionally xk+1, . . . , xp > 0.
So, the original sets V,W descend to well-defined domains V ′′,W ′′ and the surface S to a well-defined strongly
Lipschitz hypersurface S′′ on the projective cylinder Mk,p. As a consequence of the usual Cauchy’s theorem
from [12] we can now formulate
Theorem 4.2 (Cauchy integral formula) Suppose that S′′ is strongly Lipschitz hyperface bounding a subdo-
main W ′′ of a domain V ′′ lying on the orbifold Mk,p. Let f ′′ : V ′′ → E1 be a left parabolic monogenic section
on Mk,p with values in the trivial pin bundle E1. Suppose that y′′ ∈W ′′. Then
f ′′(y′′, t) =
∫
S′′
GMk,p(x
′′, y′′, t) dPk,p(n(x, t)) f ′′(x′′, t) dσ′′(x′′, t),
where dPk,p stands for the derivative of the projection map Pk,p = Pp ◦ pk.
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In view of the well-known Almansi-Fischer decomposition theorem we can now directly set up a Green’s integral
formula for sections in the kernel of the heat operator on these orbifolds. To proceed in this direction, we need
to construct the Green’s kernel for harmonic sections on Mk,p. We can obtain the Green’s kernel on Mk,p
as a finite sum of harmonic Green’s kernels that we constructed for the fully infinite cylinders Ck. By similar
arguments as given above the harmonic Green’s kernel for harmonic sections onMk,p with values in the trivial
pin bundle E1 can be expressed by
HMk,p(x
′′, y′′, t) = Pp
 ∑
εk+1,...,εp∈{±1}
Hk(x
′ − y′, εk+1(x′k+1 − y′k+1), . . . , εp(xp − yp), (x′p+1 − y′p+1), . . . (x′n − y′n), t)

where Hk(x
′, y′, t) is the harmonic Green’s kernel for harmonic sections on Ck with values in the trivial pin
bundle. This tool in hand, we can establish, after having applied the Almansi-Fischer decomposition, the
following
Theorem 4.3 (Green’s integral formula) Let k < n− 1. Suppose that V ′′,W ′′, S′′ and y′′ are as in Theo-
rem 4.2. Now let f ′′ : V ′′ → E1 be a harmonic section on Mk,p. Then
f ′′(y′′, t) =
∫
S′′
GMk,p(x
′′, y′′, t) dPk,p(n(x, t)) f ′′(x′′, t) dσ′′(x′′, t)
+
∫
S′′
HMk,p(x
′′, y′′, t) dPk,p(n(x, t)) D′′[f ′′(x′′, t)] dσ′′(x′′)
where D′′ denotes the parabolic Dirac operator on Mk,p induced by the projection Pk,p.
Here, we see that the knowledge of the Cauchy kernel for the Dirac operator is indeed useful to study harmonic
sections on these orbifolds. In the cases k = n − 1, k = n we can also set up a local version of the Green’s
integral formula, which however then involves a Cauchy kernel with more than one singularity on the whole
orbifold Mk,p, similarly to that on the n− 1-cylinders and n-tori discussed in [16].
Remark 4.4 In the extreme case where one puts k = 0 in which we identify the pair
(x1, . . . , xn, X, t)
with
(−x1, . . . ,−xp, xp+1, . . . , xn, X, t)
we are dealing with real projective manifolds without periodicity conditions. The latter shall be denoted byM0,p.
In this limit case we simply have to replace the function
Gk(x− y, εk+1(xk+1 − yk+1), . . . , εp(xp − yp), (xp+1 − yp+1), . . . , (xn − yn), t)
by the function
G(ε1(x1 − y1), . . . , εp(xp − yp), (xp+1 − yp+1), . . . , (xn − yn), t)
and the Cauchy kernel to the parabolic Dirac operator on M0,p is simply given by∑
ε1,...,εp∈{±1}
G(ε1(x1 − y1), . . . , εp(xp − yp), (xp+1 − yp+1), . . . , (xn − yn), t).
Note that this is only a finite series. Similarly, one constructs the corresponding harmonic kernel for the heat
operator.
5 The case of the Schro¨dinger operator
5.1 The inhomogeneous regularized Schro¨dinger equation on orbifolds
In this section we will concentrate ourselves on the backward case of the Schro¨dinger operator, i.e., −∆− i∂t.
Throughout this section, we will consider S, V , W , S′, V ′, W ′, S′′, V ′′ and W ′′ under the same conditions as
in the preceding sections. However, we additionally suppose that f : W ′′ → Cn is a functional belonging to the
Sobolev space W 2p (W
′′) with 1 < p <∞. Consider also (∆x′′−k∂t)′′ as the regularized Schro¨dinger operator on
Mk,p induced by the projection Pk,p. As it was done in [17] we can present an analogue of the Borel-Pompeiu
formula (8) to the present setting:
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Theorem 5.1 Consider V ′′ under the same conditions as mentioned Theorem 4.2. Suppose that θ : cl(V ′′)→
Cn is a continuous function such that θ|V ′′ belongs to C1(V ′′). Then, for each pair (y′′, t) ∈ V ′′
θ(y′′, t0) =
∫
∂V ′′
G−,Mk,p(x
′′, y′′, t) (dxPk,pn(x, t)) θ(x′′, t) dS(x′′, t)
−
∫
V ′′
GMk,p(x
′′, y′′, t) (D−)
′′θ(x′′, t) dµ(x′′, t),
where we consider the regularized fundamental solution E− in the construction of G

−,Mk,p .
From the previous theorem we obtain
Definition 5.2 The regularized Cauchy operator on the above introduced orbifolds is defined from W lp(V
′′) to
W lp+1(V
′′) with 1 < p <∞ and has the form
[T −,Mk,pf
′′(y′′, t0)] = −
∫
V ′′
G−,Mk,p(x
′′, y′′, t) f ′′(x′′, t) dV ′′(x′′) dt,
where x′′ and y′′ are distinct points from V ′′.
Due to the exponential decrease of the kernel function, the Teodorescu transform is always an L2 bounded
operator even if V ′′ is an unbounded domain. Theorem 5.1 also allows us to introduce
Definition 5.3 The regularized Cauchy operator on the above introduced orbifolds is defined from W lp−1(∂V
′′)
to W lp(V
′′) ∩Ker((D−)′′) with 1 < p <∞ and has the form
[F −,Mk,pf
′′(y′′, t0)] = −
∫
∂V ′′
G−,Mk,p(x
′′, y′′, t) n(x′′, t) (dxPk,pn(x, t)) f ′′(x′′, t) dS′′(x′′, t).
Using the previously introduced operators, the Borel-Pompeiu formula presented in Theorem 5.1 can now be
reformulated in the classical form
f ′′ = F −,Mk,p f
′′ + T −,Mk,p(D

−)
′′f ′′,
as it has previously been formulated for the Euclidian case (see [5, 13]) in the context of elliptic operators.
Adapting the arguments from [5, 17] that were explicitly worked out for the Euclidian case, one can show that
the following Hodge-type decomposition holds for the space of the Lp functions over a domain V
′′ of the orbifold
Mk,p.
Theorem 5.4 The space Lp(V
′′), 1 < p <∞ admits the following decomposition
Lp(V
′′) =
(
Lp(V
′′) ∩Ker((D−)′′)
)⊕ (D−)′′( ◦W 1p V ′′)) , (10)
for all  > 0. Furthermore, we can define the following projectors
P −,Mk,p : Lp(V
′′) → Ker ((D−)′′) ∩ Lp(V ′′) Q−,Mk,p : Lp(V ′′) → (D−)′′( ◦W 1p (V ′′)) ,
where P −,Mk,p corresponds to the regularized Bergman projector on these orbifolds and Q

−,Mk,p = I −P −,Mk,p
is called regularized Pompeiu projector in the context of these orbifolds.
For the particular case p = 2 this decomposition is orthogonal and the space Ker((D−)
′′)∩L2(V ′′) is a Banach
space endowed with the L2 inner product
〈f ′, g′〉 :=
∫
V ′′
f(x′′, t) g(x′′, t) dV (x′′) dt.
Then, as a consequence of Cauchy’s integral formula and Cauchy-Schwarz’ equality we can show that this space
has a continuous point evaluation and does hence possess a reproducing kernel B(x′, y′, t), satisfying
f ′′(y′′, t0) =
∫
V ′′
B(x′′, y′′, t) f(x′′, t) dV (x′′) dt, ∀ f ′′ ∈ Ker((D−)′′) ∩ L2(V ′′).
10
Let f be an arbitrary function from L2(V
′′). Then the operator
[P −,Mk,pf
′′(y′′, t)] =
∫
V ′′
B(x′′, y′′, t) f(x′′, t) dV (x′′) dt
corresponds to the projector presented in Theorem 5.4 for p = 2. With these operators we can represent
the solutions to the inhomogeneous regularized Schro¨dinger equation in orbifolds, in complete analogy to the
Euclidean case treated in [7]. We establish
Theorem 5.5 Let V ′′ be a domain on the orbifold Mk,p and f ∈W 2p (V ′′) with 1 < p <∞. Then the system
(−∆x′′ − k∂t)′′u′′ = f ′′ in V ′′ (11)
u′′ = 0 at ∂V ′′ (12)
has a unique solution u ∈W 2p+2,loc(V ′′) of the form
u′′ = T −,Mk,p Q

−,Mk,p T

−,Mk,p f
′′. (13)
Proof: To the proof one applies the factorization ((D−)
′′)2 = (−∆x′′ − k∂t)′′. Thus, equation (11) can be
rewritten in the form
((D−)
′′)2u′′ = f ′′.
Now one applies the regularized Teodorescu transform on the orbifolds T −,Mk,p to this equation which leads to
T −,Mk,p (D

−)
′′ [(D−)
′′u′′] = T −,Mk,pf
′′.
Next we apply the generalized Borel-Pompeiu’s formula in the setting of these orbifolds which leads to
(D−)
′′u′′ − F −,Mk,p (D−)′′u′′ = T −,Mk,pf ′′. (14)
Applying the projector Q−,Mk,p to the previous equation leads to
Q−,Mk,p(D

−)
′′u′′ −Q−,Mk,p F −,Mk,p (D−)′′u′′ = Q−,Mk,p T −,Mk,pf ′′. (15)
Since F −,Mk,p(D

−)
′′u′′ ∈ Ker((D−)′′) one has Q−,Mk,pF −,Mk,p (D−)′′u′′ = 0. Therefore, equation (15) is
equivalent to
Q−,Mk,p (D

−)
′′u′′ = Q−,Mk,p T

−,Mk,pf
′′.
Next, we again apply the regularized Teodorescu transform in the context of these orbifolds to this equation.
This leads to
T −,Mk,p Q

−,Mk,p (D

−)
′′u′′ = T −,Mk,p Q

−,Mk,p T

−,Mk,pf
′′.
Applying the specific mapping properties of these operators and again Borel-Pompeiu’s formula, then the left
hand-side of this equation simplifies to u′′ so that we finally obtain that
u′′ = T −,Mk,p Q

−,Mk,p T

−,Mk,pf
′′.
The assertion now follows.

By adapting the standard techniques from [13] to the setting of this paper we have the following generalization
of the previous result
Theorem 5.6 Let V ′′ be a domain on the orbifoldMk,p, f ′′ ∈W 2p (V ′′) and g′′ ∈W 2p+3/2(∂V ′′) with 1 < p <∞.
Then the system
(∆x′′ − k∂t)′′u′′ = f ′′ in V ′′ (16)
u′′ = g′′ at ∂V ′′ (17)
has a solution u ∈W 2p+2,loc(V ′′) of the form
u′′ = F −,Mk,pg
′′ + T −,Mk,p P

−,Mk,p (D

−)
′′h′′ + T −,Mk,p Q

−,Mk,p T

−,Mk,pf
′′, (18)
where h′′ is the unique W 2p+2(V
′′) extension of g′′.
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Remark 5.7 Again, as in [13] we can represent the regularized Bergman projector on this class of orbifolds in
terms of algebraic expressions involving only the regularized Cauchy and Teodorescu transform on orbifolds, viz
P −,Mk,p = F

−,Mk,p
(
tr(T −,Mk,p) F

−,Mk,p
)−1
tr(T −,Mk,p),
where tr is the usual trace operator. This formula allows us to represent the solutions to the inhomogeneous
regularized Schro¨dinger equation on these orbifolds in terms of the singular integral operators that we introduced
in the previous section.
5.2 The limit case → 0+
The aim of this section is to extend the results presented previously to the original operators D′′− and (−∆x′′ −
i∂t)
′′. In order to proceed in this direction we start by recalling the following result from [5]
Theorem 5.8 For all 1 < p <∞ we have the following weak convergence, in W−n2−1p (V ′′),〈
E+, ϕ
〉 → 〈E+, ϕ〉 , ϕ ∈W n2 +1p (V ′′),
when → 0. Here E+ is given by (3) with α = i.
This theorem implies the following corollary
Corollary 5.9 For all 1 < p <∞ we have the following weak convergence in W−n2−1p (V ′′):〈
G−,Mk,p , ϕ
〉
→ 〈G−,Mk,p , ϕ〉 , ϕ ∈W n2 +1p (V ′′),
when → 0. Here, G−,Mk,p is the projection under Pk,p of∑
εk+1,...,εp∈{±1}
gk(x
′ − y′, εk+1(x′k+1 − y′k+1), εp(x′p − y′p), (x′p+1 − y′p+1), . . . (x′n − y′n), t).
On the basis of these results we are in position to study the convergence of the family of operators T −,Mk,p
and projectors Q−,Mk,p to the Teodorescu operator and the Bergaman projector associated to the Schro¨dinger
operator on these orbifolds defined by
[T−,Mk,pf
′′(y′′, t0)] = −
∫
V ′′
G−,Mk,p(x
′′ − y′′, t) f ′′(x′′, t) dV ′′(x′′) dt
Q−,Mk,p = I − P−,Mk,p = I −
∫
V ′′
B(x′′, y′′, t) f(x′′, t) dV (x′′) dt,
where B(x′′, y′′, t) is a reproducing kernel, which satisfies
f ′′(y′′, t0) =
∫
V ′′
B(x′′, y′′, t) f(x′′, t) dV (x′′) dt, ∀ f ′′ ∈ Ker((D−)′′) ∩ L2(V ′′).
Theorem 5.10 The family of regularized Teodorescu operators on the orbifolds T −,Mk,p converges weakly to
T−,Mk,p in W
n
2 +1
p (V ′′) for all 1 < p <∞.
Proof: Let u ∈ Lp(V ′′). From the preceding theorem we may infer that we have for every ϕ ∈W
n
2 +1
p (V ′′),
lim
→0+
∣∣∣〈(T −,Mk,p − T−,Mk,p)u, ϕ〉∣∣∣ = lim→0+ ∣∣∣〈(G−,Mk,p −G−,Mk,p) ∗ u, ϕ〉∣∣∣
=
∣∣∣∣〈 lim
→0+
(
G−,Mk,p −G−,Mk,p
)
, u ∗ ϕ
〉∣∣∣∣
= 0

Theorem 5.11 The family of projectors Q−,Mk,p is a fundamental family in W
−n2−1
p (V ′′) for all 1 < p <∞.
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Proof: Let us start with the proof of the convergence. Consider u ∈ Lp(V ′′) and ϕ ∈ W
n
2 +1
p (V ′′), where
1 < p <∞. Since for all  > 0, (Q−,Mk,p)2 = Q−,Mk,p and Q−,Mk,p
(
P −,Mk,pu
)
= 0, we have for any 1, 2 > 0∣∣∣〈Q1−,Mk,pu−Q2−,Mk,pu, ϕ〉∣∣∣ = ∣∣∣〈Q1−,Mk,p(P 1−,Mk,pu+Q1−,Mk,pu)−Q2−,Mk,p(P 1−,Mk,pu+Q1−,Mk,pu), ϕ〉∣∣∣
=
∣∣∣〈Q1−,Mk,pu−Q2−,Mk,pP 2−,Mk,pu−Q2−,Mk,pQ1−,Mk,pu, ϕ〉∣∣∣
≤
∣∣∣〈Q2−,Mk,pP 1−,Mk,pu, ϕ〉∣∣∣︸ ︷︷ ︸
(A)
+
∣∣∣〈(I −Q2−,Mk,p)Q1−,Mk,pu, ϕ〉∣∣∣︸ ︷︷ ︸
(B)
.
For P −,Mk,p : Lp(V
′′)→ Ker((D−)′′) ∩ Lp(V ′′) the projectors defined previously, we have for the term (A)∣∣∣〈Q2−,Mk,pP 1−,Mk,pu, ϕ〉∣∣∣ = ∣∣∣〈Q2−,Mk,p(F 1−,Mk,pP 1−,Mk,p −Q2−,Mk,pF 2−,Mk,p)P 1−,Mk,pu, ϕ〉∣∣∣
=
∣∣∣〈Q2−,Mk,p(I − T 1−,Mk,p(D1− )′′ − (I − T 2−,Mk,p(D2− )′′))P 1−,Mk,pu, ϕ〉∣∣∣
=
∣∣∣〈Q2−,Mk,p(T 1−,Mk,p(D1− )′′ − T 2−,Mk,p(D2− )′′)P 1−,Mk,pu, ϕ〉∣∣∣
=
∣∣∣〈Q2−,Mk,p(T 1−,Mk,p((D1− )′′ − (D2− )′′) + (T 1−,Mk,p − T 2−,Mk,p)(D2− )′′)P 1−,Mk,pu, ϕ〉∣∣∣ .
From Theorem 2.3 and Theorem 5.10 we may deduce the weak convergence of (A), in W
−n2−1
p (V ′′) for all
1 < p <∞, of the right hand side of the last expression to zero. Finally, since Q1−,Mk,pu ∈ (D−)′′
( ◦
W 1p (V
′′)
)
,
there exists g ∈
◦
W 1p (V
′′) such that u = (D−)
′′g. Therefore, (B) becomes∣∣∣〈(I −Q2−,Mk,p)Q1−,Mk,pu, ϕ〉∣∣∣ = ∣∣∣〈(I −Q2−,Mk,p)(D−)′′g, ϕ〉∣∣∣
=
∣∣∣〈(D1− )′′g −Q2−,Mk,p(D1− )′′g + (D2− )′′g − (D2− )′′g ϕ〉∣∣∣
=
∣∣∣〈Q2−,Mk,p((D−)′′g − (D−)′′g) + ((D−)′′g − (D−)′′g), ϕ〉∣∣∣
=
∣∣∣〈((D−)′′g − (D−)′′g)(I −Q1−,Mk,p), ϕ〉∣∣∣ .
Once again, by Theorem 2.3 we conclude that the latter expression tends to zero when → 0.

Now it remains to prove that Q−,Mk,p is idempotent. Hereby, we have
(Q−,Mk,p)
2 = lim
→0
(Q−,Mk,p)
2 = lim
→0
Q−,Mk,p = Q−,Mk,p .
Theorem 5.12 For any given f ∈ Lp(V ′′), consider the solutions (u) for the problem
(−∆x′′ − k∂t)′′(u)′′ = f ′′ in V ′′
(u)′′ = 0 at ∂V ′′′
for each  > 0. Then, the family of those solutions ((u)′′) is a fundamental family in W
−np−1
p (V ′′), for all
1 < p <∞. Moreover, ((D−)′′(u)′′) is a fundamental family in W
−np−1
p (V ′′).
Proof: Let us consider ϕ ∈ W n2 +1p (V ′′), f ∈ Lp(V ′′) and a family of functions ((u)′′), such that (u)′′ ∈
(D−)
′′(V ′′) with  > 0, and 1, 2 > 0. Since the elements of the family are solutions of the problem, we have
that (u)′′ = T −,Mk,p Q

−,Mk,p T

−,Mk,pf (for more details about this assertion see [5, 17]). Then
|〈(u1)′′ − (u2)′′, ϕ〉| =
∣∣∣〈T 1−,Mk,p Q1−,Mk,p T 1−,Mk,pf − T 2−,Mk,p Q2−,Mk,p T 2−,Mk,pf, ϕ〉∣∣∣
=
∣∣∣〈(T 1−,Mk,p Q1−,Mk,p T 1−,Mk,p − T 2−,Mk,p Q2−,Mk,p T 2−,Mk,p) f, ϕ〉∣∣∣
≤
∣∣∣〈(T 1−,Mk,p Q1−,Mk,p (T 1−,Mk,p − T 2−,Mk,p)) f, ϕ〉∣∣∣
+
∣∣∣〈((T 1−,Mk,p − T 2−,Mk,p)QCk,1− T 2−,Mk,p) f, ϕ〉∣∣∣
+
∣∣∣〈(T 1−,Mk,p (Q1−,Mk,p −Q2−,Mk,p)T 2−,Mk,p) f, ϕ〉∣∣∣ .
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By Theorem 5.10 and Theorem 5.11 we conclude that the right hand side of the last inequality tends to zero
when 1, 2 → 0. Theorem 5.12 now guarantees that there exists a function f ∈ Lp(V ′′) such that
(D1− )
′′(u1)′′ = Q1−,Mk,p T
1
−,Mk,pf and (D
2− )
′′(u2)′′ = Q2−,Mk,p T
2
−,Mk,pf.
This in turn implies that∣∣∣〈(Q1−,Mk,p T 1−,Mk,p −Q2−,Mk,p T 2−,Mk,p) f, ϕ〉∣∣∣
≤
∣∣∣〈(Q1−,Mk,p (T 1−,Mk,p − T 2−,Mk,p)) f, ϕ〉∣∣∣+ ∣∣∣〈((Q1−,Mk,p −Q2−,Mk,p)T 2−,Mk,p) f, ϕ〉∣∣∣ .
By Theorem 5.11 and Theorem 5.12 we conclude that the right hand side of the previous expression converges
weakly to zero when |1 − 2| → 0, in W−
n
2−1
p (V ′′) for all 1 < p <∞.

This result can be refined. By (u2)
′′ ∈W−n2−1p (V ′′) we denote the function limit of the Cauchy family that we
studied. Again Theorem 5.12 implies the existence of functions f ∈ Lp(V ′′) that satisfy
(−∆− i∂t)′′(u2)′′ = f and (−∆− i∂t)′′(u2)′′ = f,
with (u2)
′′|S′′ = 0 = (u2)′′|S′′ . Since the inverse operator (−∆− i∂t)−1 exists and since the latter one is unique,
cf. [5, 17], we have that ((−∆− i∂t)′′)−1 also exists and it is unique, too. Hence, we can establish the following
equality
(u2)
′′ − (u2)′′ = ((−∆− i∂t)′′)−1 ((−∆− k∂t)′′ − (−∆− i∂t)′′) (u2)′′,
which implies that
||(u2)′′ − (u2)′′||Lp(V ′′) = ||((−∆− i∂t)′′)−1||Lp(V ′′) ||(−∆− k∂t)′′ − (−∆− i∂t)′′||Lp(V ′′) ||(u2)′′||Lp(V ′′).
Since ||(−∆− k∂t)′′ − (−∆− i∂t)′′||L1(V ′′) converges to zero when → 0, we may conclude that the right hand
side of the last expression also converges to zero. This fact implies that (u2)
′′ ∈ Lp(V ′′). Moreover, we can
guarantee
(i) For any two elements (u12 )
′′ and (u22 )
′′ of the fundamental family studied in Theorem 5.11 and Theorem
5.12 we can find functions (g12 )
′′, (g22 )
′′ ∈
◦
W 1p (V
′′) that satisfy
(u12 )
′′ = (D1− )
′′(g12 )
′′ and (u22 )
′′ = (D2− )
′′(g22 )
′′
and
||(D2− )′′((g12 )′′ − g22 )||Lp(V ′′) = ||(D2− )′′(g12 )′′ − (D1− )′′(g12 )′′ + (D1− )′′(g22 )′′ − (D2− )′′(g22 )′′||Lp(V ′′)
≤ || ((D2− )′′ − (D1− )′′) (g12 )′′||Lp(V ′′) + ||(u12 )′′ − (u22 )′′||Lp(V ′′).
As a consequence of Theorem 2.3, Theorem 5.12 and the above mentioned considerations, we may readily
infer that the right hand side of the previous expression converges to zero, when |1 − 2| → 0, i.e.,
||(D2− )′′((g12 )′′ − g22 )||Lp(V ′′) → 0, when |1 − 2| → 0.
Since ||(D−)′′ − (D−)′′|| → 0, when  → 0, we conclude that g′′ → (g22 )′′ + C, when |1 − 2| → 0 and
1, 2 → 0, where C ∈ Ker((D−)′′). Under these conditions we showed that for each u′′ ∈ Lp(V ′′) there
exists a function v′′ ∈
◦
W 1p (V
′′) such that u′′ = (D−)′′v′′.
(ii) Suppose that there exist two functions (g1)
′′, (g2)′′ ∈
◦
W 1p (V
′′) such that
u′′ = (D−)′′(g1)′′ and u′′ = (D−)′′(g2)′′,
are satisfied for the same function u′′ ∈ Lp(V ′′). Then we have
(−∆− i∂t)′′(g1)′′ = (−∆− i∂t)′′(g2)′′ ⇔ (g1)′′ = ((−∆− i∂t)′′)−1(−∆− i∂t)′′(g2)′
⇔ (g1)′′ = (g2)′′.
The assertion is hereby proven.
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Theorem 5.13 For each u′′ ∈ Lp(V ′′), the family of (P −,Mk,pu) converges to uˆ′′ in Ker((D−)′′) ∩ Lp(V ′′) for
all  > 0 and 1 < p <∞.
Proof: The proof is made in three steps: first let us consider a function ϕ ∈W n2 +1p (V ′′), a function u ∈ Lp(V ′′),
and a family of functions ((u1)
′′), where (u1)
′′ ∈ Ker((D−)′′) ∩ Lp(V ′′) with  > 0 and 1 < p < ∞. Let 1,
2 > 0. In view of the decomposition (10) we have for (u
1
1 )
′′, (u21 )
′′ in Ker((D1− )
′′), Ker((D2− )
′′), respectively.
|〈(u11 )′′ − (u21 )′′, ϕ〉| = |〈(u− u12 )− (u− (u22 )′′), ϕ〉| ≤ |〈(u22 )′′ − (u12 )′′, ϕ〉| ,
where (u12 )
′′ and (u12 )
′′ are elements of the fundamental family ((u2)
′′), and where (u2)
′′ ∈ (D−)′′(
◦
W 1p (V
′′))
for  > 0. By Theorem 5.12 we conclude that the right hand side of the last expression converges weakly to
zero, in W
−n2−1
p (V ′′), when |1 − 2| → 0. This proves that (P −,Mk,p) is a fundamental family in W
−n2−1
p (V ′′).
Moreover, using the techniques and arguments presented for the family (D−)
′′(u)′′, with  > 0, after Theorem
5.12, we can refine our conclusion and conclude that the function limit belongs to Lp(V
′′).
Finally, let us denote by (u1)
′′ the function limit of this fundamental family. For a given ϕ ∈ W n2 +1p (V ′′) with
1 < p <∞, we have
|〈(D−)′′(u1)′′, ϕ〉| =
∣∣〈(D−)′′(u1)′′ − (D−)′′(u1)′′, ϕ〉∣∣
≤ |〈(D−)′′((u1)′′ − (u1)′′), ϕ〉|+
∣∣〈((D−)′′ − (D−)′′)(u1)′′(x, t), ϕ〉∣∣ .
Theorem 2.3 and Theorem 5.13 guarantee that the first and second term of the right hand side of the last
expression converges to 0 when → 0.

Summarizing, for each u′′ ∈ Lp(V ′′) we have u′′ = P −,Mk,pu′′ +Q−,Mk,pu′′. Also, we proved that
Q−,Mk,pu
′′ → Q−,Mk,pu′′ and (Q−,Mk,p)2u′′ = Q−,Mk,pu′′,
which implies that Q−,Mk,p is a projector and that we can define a projector P−,Mk,p by
P−,Mk,pu
′′ = u′′ −Q−,Mk,pu′′,
with P−,Mk,pu
′′ ∈ Ker((D−)′′) ∩ Lp(V ′′). As a consequence, we have the following Hodge-type decomposition
Theorem 5.14 For 1 < p <∞, the following decomposition
Lp(V
′′) = (Lp(V ′′) ∩Ker((D−)′′))⊕ (D−)′′(
◦
W 1p (V
′′)).
holds. Moreover, we can define the following projectors
P−,Mk,p : Lp(V
′′)→ Lp(V ′′) ∩Ker ((D−)′′) , Q−,Mk,p : Lp(V ′′)→ (D−)′′
( ◦
W 1p (V
′′)
)
,
where P−,Mk,p and Q−,Mk,p are called Schro¨dinger-Bergman projectors in orbifolds.
From the preceding result we obtain the following two immediate applications
Theorem 5.15 Let f ∈W 2p (V ′′) with 1 < p <∞. Then the system
(−∆x′′ − i∂t)′′u′′ = f ′′ in V ′′
u′′ = 0 at ∂V ′′
has a unique solution u ∈W 2p+2,loc(V ′′) of the form
u′′ = T−,Mk,p Q−,Mk,p T−,Mk,pf
′′.
Theorem 5.16 Let f ′′ ∈W 2p (V ′′) and g′′ ∈W 2p+3/2(∂V ′′) with 1 < p <∞. Then the system
(−∆x′′ − i∂t)′′u′′ = f ′′ in V ′′
u′′ = g′′ at ∂V ′′
has a solution u ∈W 2p+2,loc(V ′′) of the form
u′′ = F−,Mk,pg
′′ + T−,Mk,p P−,Mk,p (D

−)
′′h′′ + T−,Mk,p Q−,Mk,p T−,Mk,pf
′′.
where h′′ is the unique W 2p+2(V
′′) extension of g′′.
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Remark 5.17 All the results presented in this section can be deduced for HMk,p,p.
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