ABSTRACT Although the field of automatic speaker or speech recognition has been extensively studied over the past decades, the lack of robustness has remained a major challenge. Feature warping is a promising approach and its effectiveness significantly depends on the relative positions of each of the features in a sliding window. However, the relative positions are changed due to the non-linear effect of noise. Aiming at the problem, this paper takes the advantage of ranking feature, which is obtained directly by sorting a feature sequence in descending order, to propose a method. It first labels the central frame in a sliding window as speech or noise dominant (''reliable'' or ''unreliable''). In the unreliable case, the ranking of the central frame is estimated. Subsequently, the estimated ranking is mapped to a warped feature using a desired target distribution for recognition experiments. Through the theoretical analysis and experimental results, it is found that autocorrelation of a ranking sequence is larger than that of the corresponding feature sequence. What is more, rank correlation is not easily influenced by abnormal data or data that are highly variable. Thus, this paper deals with a ranking sequence rather than a feature sequence. The proposed feature enhancement approach is evaluated in an open-set speaker recognition system. The experimental results show that it outperforms missing data method based on linear interpolation and feature warping in terms of recognition performance in all noise conditions. Furthermore, the method proposed here is a feature-based method, which may be combined with other technologies, such as model-based, scores-based, to enhance the robustness of speaker or speech recognition system. INDEX TERMS Robustness, feature warping, missing data method, ranking feature, autocorrelation, rank correlation, open-set speaker recognition.
I. INTRODUCTION
The performance of practical speaker recognition systems greatly degrades when speech signals are corrupted by additive noise. Therefore, accomplishing noise robustness is a key issue to make these systems be deployable in real acoustic conditions.
For clean speech and matched environments, there are many good performing features which can be applicable in speaker recognition systems. However, these basic features and their probability distribution may be destroyed by additive noise. Solutions which focus on the normalization of features have been presented to compensate for the destroyed features. Short-time Gaussianization [1] firstly makes the components of a feature vector be independent by applying a linear transformation and then warps the transformed feature to follow a normal distribution. Histogram equalization [2] transforms features into a reference domain which is less affected by changes of real acoustic conditions. Kurtosis normalization [3] makes the distribution of features more closely match a normal one and the parameters of the normal distribution can be obtained by high order statistical characteristics of the features.
Feature warping method [4] has been widely applied to decrease the mismatch between the training and test environment [5] - [8] . The method assumes that the components of a cepstral feature vector are independent and each component is processed as a separate stream. A window of features is extracted from the feature stream and then the feature in the central frame of the window is warped to match a normal distribution based on cumulative distribution function (CDF). The warping step is described as follows. The features of a sliding window (the size is typically three second) are firstly extracted from a feature stream and the corresponding ranking sequence is obtained by sorting the features in descending order. Subsequently, the ranking of the central frame is determined (The ranking of the most positive feature value is 1 while the ranking of the most negative value is N.) and then the warped feature value is calculated. The sliding window is shifted by one frame at a time and the process is repeated. The method is especially simple and effective and its effectiveness significantly depends on the relative positions of each of the features rather than their absolute size. Nevertheless the relative positions are distorted by environmental disturbance and then the warped feature is inaccurate.
In order to solve the problem, revised feature warping (RFW) is proposed and is based on the superiority of ranking features. According to our analysis, autocorrelation of a ranking sequence is larger than that of the corresponding feature sequence. What is more, rank correlation is not easily influenced by abnormal data or data that is highly variable. The above conclusion will be illustrated in Section II. The proposed method firstly labels the central frame as speech or noise dominant ('reliable' or 'unreliable'). In the unreliable case, the ranking is estimated with the closest available ('reliable') ranking features to the window center. Subsequently, the estimated ranking is mapped to a warped feature using a standard normal distribution.
The proposed method also involves the estimation of missing ranking features. Various methods can estimate missing ranking features. Regression methods mentioned in [16] , such as least squares, forward or backward stepwise regression, can be studied to estimate the missing ranking features. The study of the estimation methods is outside the scope of this paper to study and need to be conducted in the future work. In this paper, an effective interpolation method is applied to estimate missing ranking features.
For a feature sequence, the simplest method of estimating missing elements is by interpolating between adjacent points. The cepstral features are represented by two-dimensional time-frequency (T-F) and show correlation across both frequency and time. A noteworthy fact is that interpolation along time is generally more effective than interpolation along frequency. One of the reasons for this is the assumption that the components of a cepstral feature vector are independent, the correlation along frequency is lower than the one along time. Another reason is that there are more reliable elements to estimate missing ones in the time axis. A feature sequence over a specified time interval is extracted to compare and evaluate the effectiveness of several interpolation methods in non-stationary noise conditions. In this way, the most effective interpolation method of estimating missing elements is determined and will serve as a baseline for the proposed method. Similar to the estimation for missing elements in a feature sequence, missing ranking features can also be estimated by the interpolation method. And the effectiveness of estimation is more obvious than baseline because of a stronger autocorrelation of a ranking sequence and a lower influence of noise on rank correlation, which are also descried in Section II.
RFW method is a feature enhancement method and can be used in speaker or speech recognition systems which are based on i-vector [8] - [11] , Support Vector Machines (SVM) and Gaussian Mixture Models (GMM) [12] , Universal Background Model (UBM) and GMM [13] , and so on. To evaluate its validity, this paper will combine the new method with an open-set speaker recognition system based on UBM-GMM. This paper is organized as follows. In the next section, the theory of the proposed method is analyzed. The necessity of estimating ranking features is firstly analyzed. In order to select an effective interpolation method, we compare the effectiveness of several interpolation methods. Subsequently, we conduct a comparison of a feature sequence and the corresponding ranking one in terms of the degree of autocorrelation. Eventually, we illustrate the effect that abnormal data has on the correlation. Section III describes the proposed method. Section IV elaborates the experimental framework and the experimental results. Conclusions and some future directions are given in section V.
II. THE THEORETICAL BASIS OF THE PROPOSED METHOD
In this section, we firstly analyze the influence of noise on the cepstral feature and the corresponding ranking feature. Due to the non-linear effect of the noise, the relative positions of features are changed. That is, ranking features are destroyed. This case has an adverse influence on the performance of feature warping method. Therefore, the destroyed ranking features need to be estimated.
In this paper, interpolation method based on the geometrical placement of the elements [14] is chosen to estimate missing elements for simplicity. In order to identify the most effective interpolation method, the performance of several interpolation methods for estimating missing elements is evaluated in non-stationary noise conditions in section B. As we know, the effectiveness of the interpolation method largely depends on the statistical correlation of a sequence. To explain the availability of estimating missing ranking features with the interpolation method, a comparison of a feature sequence and the corresponding ranking one in terms of the degree of autocorrelation is conducted. At the end, this section explains that rank correlation is not easily influenced by abnormal data. As a result, the accuracy of estimation based on rank correlation is higher when some abnormal data exists due to noise.
A. THE EFFECT OF ADDITIVE NOISE ON FEATURE AND THE CORRESPONDING RANKING FEATURE
The effect of noise on Mel-Frequency Cepstral Coefficient (MFCC) can be observed by analyzing the log-energy output of Mel-filters. For the frame t and frequency index k, the spectrum Y (t, k) of a contaminated speech can be written as a function of the spectrum S (t, k) of the clean VOLUME 4, 2016 speech and the spectrum N (t, k) of noise.
For Mel-filter m (1 ≤ m ≤ M ) with frequency region F s m , F e m , the frequency-dependent weights are C (k, m). The filterbank log-energy log (E t (m)) is given by,
When clean speech and noise are independent each other, the filterbank log-energy can be approximated as follows.
Where, FE S (t, m) and FE N (t, m) represent the filterbank energies of clean speech and noise for Mel-filter m, respectively. A typical MFCC vector can be obtained by weighting the coefficients b 1 , ...b m , ...b M on the filterbank log-energies. Thus the MFCC may be written as,
Additive noise introduces a non-linear transformation of the feature space, which can be clearly displayed in equation (3) and (4). Fig. 1 indicates the effect of noise (babble noise from the NOISEX database [15] at a signal-to-noise ratio (SNR) of 5dB) on the clean cepstral features. The nonstationary noise makes its ranking sequence be changed, which is shown in Fig. 2 . The effectiveness of feature warping method is critically dependent on the relative positions of each of the features in a sequence rather than their absolute size. As a result, it is necessary to estimate the ranking of the central frame.
B. THE PERFORMANCE COMPARISON OF SEVERAL INTERPOLATION METHODS
In this paper, the mean squared error (MSE) between the estimated elements of the reconstructed sequence and the corresponding portions of the uncorrupted feature sequence is used to measure the accuracy of the reconstruction.
Where C i and C i represent the estimated elements of the reconstructed sequence and the corresponding ones of the uncorrupted sequence. And N miss represents the number of missing elements.
Obviously, the smaller the MSE is, the smaller the divergence between the reconstructed and the uncorrupted sequence is, and the greater the accuracy of the reconstruction is. Fig. 3 plots the MSE between the estimated elements and their uncorrupted values in five noise types (including babble, white, pink, factory2 and destroyer-engine noise) at various SNRs. The three interpolation methods used in the paper are linear, polynomial and rational function interpolation and their functions are described in [14] . What calls for attention is that linear interpolation method is applied to estimate unreliable elements when there are not enough reliable elements at lower SNRs for polynomial and rational function interpo- lation method. In the experiment, the maximum of MSE is set to a fixed number for conveniently comparing. Fig. 3 shows that the MSE obtained by using rational function interpolation along time is the highest. However, for linear and polynomial function interpolation, the disparity of performance in terms of MSE is very small. Increasing the complexity or order of the functions used to estimate the missing elements causes no improvement in the reconstruction performance. A likely reason drown from this is that the elements in a feature sequence do not follow any specific pattern that can be expressed by any single functional form. As a result, a more complex functional form such as polynomial and rational function may result in a lower accuracy of estimation. As well as, a more simple estimation method needs less computation cost. Therefore, linear interpolation method is applied to estimate missing elements in a sequence in the paper.
C. THE CORRELATION ANALYSIS
The degree of correlation of a sequence can be quantitatively described by autocorrelation function. Given a feature sequence C i , i = 0, ...N − 1 which consists of a single time slice of the cepstral features, its autocorrelation function is given by,
Where τ is the time lag. To evaluate the degree of autocorrelation, the autocorrelation level T R (L 1 ) is introduced and computed.
where L 1 is a confidence limit calculated in (7) . For a certain α, a higher T R (L 1 ) implies a larger autocorrelation level and a higher accuracy of estimation.
When a significance level α is set to be 0.05, the autocorrelation level of the feature sequence and the corresponding ranking sequence is calculated by equation (7) (8). In the paper, we compare the autocorrelation level of two types of sequences in various noise types at a SNR of 5dB. And the original clean feature sequence is the same as the shown in the left panel of Fig. 1 . The autocorrelation function and level are shown in Fig. 4 . The results indicate that the autocorrelation of the feature sequence at various noise conditions is lower than that of the corresponding ranking sequence.
The effectiveness of an interpolation method is critically dependent on the degree of correlation of a sequence. In other words, a larger autocorrelation level implies a higher accuracy of estimation. Therefore estimating a missing element of a ranking sequence is more effective than estimating a missing element of a feature sequence.
D. THE EFFECTS OF ABNORMAL DATA ON THE CORRELATION
Noise may lead to a presence of abnormal data and then the correlation can be reduced. To illustrate the advantage of utilizing rank correlation to estimate missing elements, the VOLUME 4, 2016 spearman's rho and Pearson's product moment correlation coefficient [16] are calculated to evaluate the correlation of a ranking sequence and its feature sequence in the presence of abnormal data.
In the paper, we calculate Pearson's correlation coefficient and Spearman's rho of two feature sequences. The sequences shown in Fig. 5 are the ones which are respectively destroyed by babble and pink noise at a SNR of 5dB. The corresponding clean sequence is the one shown in the left panel of Fig. 1 . As Spearman's rho limits the abnormal data to its rank value, rank correlation is less sensitive to the abnormal data. On the one hand, since the elements in a feature sequence are adjacent along either of the axis, frequency or time, the missing elements can be estimated by interpolation method; on the other hand, the effectiveness of interpolation method largely depends on the autocorrelation of the sequence. The above analysis shows that the autocorrelation of a feature sequence is lower than that of the corresponding ranking sequence and rank correlation is not susceptible to the influence of abnormal data. Therefore the superiority of RFW method utilizing autocorrelation of a ranking sequence is more obvious than baseline based on the autocorrelation of a feature sequence. In conclusion, estimating the ranking of the central frame utilizing rank correlation is feasible.
III. THE NEW FEATURE ENHANCEMENT METHOD A. MASK ESTIMATION
The proposed method takes advantage of the benefits of missing data method [17] , [18] . In RFW, the assignment of reliability decision to the central frame is represented by a mask which indicates the frame is reliable or unreliable. To maintain consistency between a mask sequence and a feature sequence, the mask is defined as a function of time. The labeling on the central frame influences the performance of RFW method. Various strategies, such as classifier-based estimation [14] , Auditory and Perceptual Estimation [17] , SNR-based Estimation [19] , have been proposed to estimate the mask. It is, however, outside the scope of this paper to analyze and compare all existing approaches. In the paper, the SNR-based estimation method [19] , [20] is applied. The mask m(i) is determined by estimating the local SNR.
For a binary mask decision, the central frame is considered as reliable (m (i) = 1) or unreliable (m (i) = 0). Where
and N (i, k) 2 represent the power spectrum of the speech and noise at frame i and frequency channel k, respectively. The estimation of the power spectrum of noise is based on an optimal signal power spectral density and minimum statistics [21] and is derived from the power spectrum |Y (i, k)| 2 of the contaminated speech. The estimation of the clean speech spectrum can be derived by minimizing the mean-square error of log-spectra [22] . The speech processing toolbox VOICEBOX [23] is implemented to estimate the power spectrum. In SNR-based mask estimation method, the threshold θ is known as the deletion threshold. The threshold affects the distribution of the missing frames and then the performance of recognition system. Fig. 6 shows the variation of the recognition accuracy obtained by RFW method as a function of the deletion threshold, on speech corrupted by babble noise at a SNR of 15dB.
As the deletion threshold increases in terms of SNR, the performance degrades rapidly. No optimal deletion threshold can be identified. Although there is no single optimal value for the threshold, typically θ ∈ [−3dB, 3dB] for the calculation of the ideal masks [21] is selected. In this paper, a negative energy criterion approach with deletion threshold θ = 0dB is applied.
B. THE ESTIMATION OF RANKING FEATURE BASED ON RANK CORRELATION
A ranking sequence r [1] , r [2] , · · ·r[N ] is obtained by sorting the feature sequence C i , i = 0, ..., N − 1 in descending order. When the central frame in a sliding window is labeled as unreliable, the corresponding ranking r[N /2] is estimated by linear interpolation along time based on rank correlation.
Where frame l 1 and l 2 are the closest observed (reliable) points to the window center, and the corresponding mask m (l 1 ) and m (l 2 ) equal 1.
For interpolation along time, if all the reliable frames lie on the same side of the central frame, that is N /2 < l 1 < l 2 or N /2] has to be estimated by linear extrapolation of the two closest observed elements. Fig. 7 shows an example of estimation by interpolation along time based on rank correlation. The solid line is on behalf of the rankings of the reliable frames, whereas the dash line represents the re-estimated rankings. After the ranking of the central frame is determined, it is mapped to a warped feature using a standard normal distribution. The proposed method is shown in Fig. 8 . 
IV. EXPERIMENTS A. THE DESCRIPTION OF THE EVALUATION SYSTEM
The proposed method is evaluated in an open-set speaker recognition system [24] , [25] based on UBM-GMM [13] . In the system, a speaker-independent UBM, which is trained on the speech of many speakers using k-means clustering [26] and the expectation-maximization (EM) algorithm [27] , is used. Assuming that N 0 speakers are enrolled in the system and their model descriptions are λ 1 , ...λ i , ...λ N 0 which can be obtained by adapting the UBM parameters to the speech material of the corresponding speaker using maximum a posteriori (MAP) estimation [28] . The threshold η i corresponding to λ i is pre-determined by statistics-based threshold setting method [29] which is performed in the training stage. The log-likelihood scores are computed by testing a speaker model λ i against all the training utterances and then are divided into target scores and imposter scores. In a real recognition system, there are usually some limited data available for training. For a better estimation of threshold, this paper eliminates abnormal data according to the method described in [29] . After pruning the data, the statistical parameters are expressed as µ T , σ 2 T and µ I , σ 2 I . All Data described below has been pruned.
Here, ST n and SF n are target and imposter score for the speaker λ i . N 1 and N 2 represent the total number of speech belonging to speaker and non-speaker. These statistical parameters are used to estimate the threshold. The threshold η i is computed in the following form:
In the test phase, sentences are mixed by various SNRs with noise drawn from the NOISEX database [15] . Five noise types are used for evaluation: babble noise, white noise, factory2 noise, pink noise and destroyer-engine noise. The log-likelihood scores between a feature vector − → O derived from a test utterance and all speaker models are computed. Subsequently, the scores are normalized by T-norm [30] . The open-set recognition can be described by equation (15) and (16) . Fig. 9 described the evaluation system. 
B. DATABASE AND EXPERIMENTAL PARAMETERS
All experiments are conducted on a database in which all speech are collected from the internet and the sampling frequency is 16 KHz. The database is composed of 140 speakers and 200 utterances with a time duration of about 20 seconds is contained in each speaker. In order to ensure that the utterances training the UBM are different from the ones used in the test stage, speech of all speakers are randomly partitioned into two equal sizes sets. The first half speech is used to train the UBM. In the second half, a subset of 31 speakers is randomly chosen for evaluating the proposed method. For each speaker, 70% of the available speech material is randomly selected to train the corresponding speaker model, and the remaining 30% is used for testing. In this paper, the feature vectors are computed every 10ms with a 20ms Hamming window and 40 Mel-filters are used to smooth the spectrum with range [0, 8kHz]. 13-dimensional static MFCCs are basic features. In feature warping and RFW method, the size of the sliding window is set to 3s and the basic features are mapped to match a standard normal distribution. For all the systems, a model complexity of 128 Gaussian components is chosen. T-norm [30] is also applied to partly compensate the channel mismatch.
The baseline system is essentially based on missing data method [14] , in which linear interpolation along time is used to reconstruct the missing elements.
C. EXPERIMENTAL RESULTS
In order to evaluate the effectiveness of the proposed method, we compare the performance of four recognition systems: the system using MFCC, baseline system, the system using feature warping and the system based on the proposed method. The SNR-dependent recognition accuracy is presented in Table 1 .
Based on the experimental results shown in Table 1 , the SNR-dependent speaker recognition performance is shown in Fig. 10, Fig. 11 and Fig. 12 .
The following observations can be obtained.
(a) As the decline of SNR, the performance of all recognition systems gradually reduces.
(b) Compared with the other three systems, the average results show that the performance of the proposed method is best. The average improved accuracy of all the SNR levels is shown in Fig. 13 . Compared with feature warping method, the average improvement recognition rates is 13.03%, 3.6%, 12.42%, 6.16% and 5.80% in babble, white, factory2, pink and destroyer-engine noise, respectively. Compared with the baseline method, the average improvement recognition rates is 29.31%, 18.25%, 35.51%, 30.98% and 28.50% in babble, white, factory2, pink and destroyer-engine noise, respectively. Compared with the system using MFCC, the average improvement recognition rates is 30.87%, 17.97%, 39.94%, 35.63% and 25.28% in babble, white, factory2, pink and destroyer-engine noise, respectively. The results show that the system based on the proposed method has a more obvious superiority than other systems for all noise types.
In addition, in most cases, in terms of the recognition performance, the system using RFW is the best, then the system using feature warping, then the system using missing data method based on linear interpolation, and then the system using MFCC.
(c) The recognition performance in babble noise is higher than the other four noise types in most cases for all the systems. The possible reasons are as follows. The spectrum of babble noise is mainly concentrated in the low and medium frequency range. And if SNR is not too low, the spectrum of speech is larger than that of noise in most cases. Therefore babble noise has the lower influence on spectrum structure of speech than the other four noise types. In the case of existing babble noise, there are more reliable components which can be used to reconstruct the unreliable components for missing data method based on linear interpolation and the proposed method.
(d) The recognition performance in white and pink noise is lower. Since the spectrum distribution of the two kinds of noise is relatively decentralized, the destruction of speech spectrum is more serious.
(e) Feature warping has a more significant effect on solving the mismatch than missing data method based on linear interpolation.
(f) The average recognition accuracy of all the noise types in the system using the proposed method is 36.19%, 46.65%, 57.91% and 68.49% at a SNR of 5, 10, 15 and 20dB, respectively. Recognition accuracy is the lowest at a SNR of 5dB. The same conclusion is also detected in the system using missing data method and the average recognition rate is 8.60%, 17.67%, 28.70% and 40.23% at a SNR of 5, 10, 15 and 20dB. In the two systems, there are more unreliable components which need to be estimated at a lower SNR, however, the reliable components are little or no. This case results in a larger estimation error and a lower recognition rate.
V. CONCLUSIONS
This paper presents a new feature enhancement method, which is evaluated in an open-set speaker recognition system based on UBM-GMM. The relative positions of the features are very important when feature warping is applied to solve the mismatch between the training and test data. However, the relative positions are corrupted by noise due to the non-linear effect of the noise. In order to solve the problem, the proposed method based on the advantage of the ranking feature firstly labels the central frame in a sliding window as reliable or unreliable. When it is unreliable, the corresponding ranking is estimated. In this paper, linear interpolation method is used to estimate the unreliable ranking.
Compared with feature warping and missing data method based on linear interpolation, recognition performance obtained by the proposed method is higher in five noise types. However, as the spectrum of pink and white noise are scattered, there are more unreliable elements which need to be estimated and the increase of recognition rate is not obvious.
For the proposed method, a mask estimation method which divides the central frame into reliable and unreliable is critical. It affects the distribution of reliable and unreliable elements and limits the recognition performance. False unreliable elements detection reduces the set of reliable elements, and false reliable elements introduce ones dominated by noise to the set of reliable elements. Therefore a mask estimation method needs to be analyzed. In addition, more effective algorithms of estimating the unreliable ranking feature should be researched against highly non-stationary noise types. At the end, a threshold for making a decision critically determines the performance of an open-set recognition system, more robust threshold estimation methods against various environment disturbances need to be presented. Her research interests include speech signal processing and pattern recognition. She has published several papers in journals. He has published several papers in journals and international conference. His research interests include satellite communications and multimedia signal processing. VOLUME 4, 2016 
