The inverse eigenvalue problem consisting of the differential equation dZn) -(pl u@-y n -1) + . . . + ( -1)" p , u = AU together with suitable boundary conditions is examined. It is shown that n + 1 spectra associated with n + 1 distinct sets of boundary conditions are required in order to reconstruct the unknown coefficients pl, ...,p,. The sixth order case is analogous to the eigenvalue problem for the spheroidal modes of vibrations of earth which have been used to infer the density, the bulk modulus and shear modulus.
Introduction
In the last decade, various studies have been made in which the frequencies of the normal modes of oscillations are used to infer the internal structure of the Earth under the assumption of spherical symmetry (e.g. Landisman, Sato & Nafe 1965; Backus & Gilbert 1967). In particular, techniques have been developed in which an Earth model consisting of a density p(r), a bulk modulus ti(r) and a shear modulus p ( r ) are corrected in such a way that a large number of the frequencies of spheroidal modes ,S, and of torsional modes lT, associated with the final iterate coincide with the measured values of these natural oscillations. An excellent survey of these techniques is given by Wiggins (1972).
It is remarkable that so much progress was accomplished on the geophysical aspects of the inverse problem if one considers the rather limited extent of our understanding of the mathematical aspects of inverse eigenvalue problems. Indeed, there are very few papers in the mathematical literature which are devoted to the questions of uniqueness (or equivalently of what constitutes a well-posed inverse eigenvalue problem), of stability (or dependence of the solution on the eigenvalues) and of constructive procedures which do not rely upon existing Earth models. So far, these questions have solely been considered for the classical Sturm-Liouville problem, namely u"-qu = l u , X E (0, l ) , (1 * 1) n, u(l)+n, u'(1) = 0.
(1 .a m , u(0)+mz u'(0) = 0, For instance, Borg (1946) showed that the knowledge of the spectrum associated with (1 .1)-( 1 . 2 ) is not sufficient for a reconstruction of q(x). He proved that an additional spectrum corresponding to a different boundary condition at one end point, say where is required in order to determine q(x) uniquely. Krein (1951 Krein ( , 1952 , Gelfand & Levitan (1955) , Barcilon (1974) have considered the question of actually computing q(x). Krein's method is very ingenious and has not received the attention it deserves; unfortunately, most of his results are only stated and to my knowledge the actual proofs have never appeared in the literature. Finally, some results concerning the question of stability have been mentioned in a paper by Gerver (1970) . The results of the inverse Sturm-Liouville problem can be used for the inverse problem associated with the torsional modes. However, the eigenvalue problem associated with the spheroidal modes is not a Sturm-Liouville problem and is in fact much more complicated. It consists of three coupled second order differential equations (see e.g. Alterman, Jarosch & Pekeris 1959; Garland 1971) . Concomitant with the three-fold increase in the order of the system is the three-fold increase in the number of functions to be determined, namely p(r), K(r) and p(r). There is a dearth of mathematical results for inverse eigenvalue problems associated with differential operators of order higher than two. In particular, the generalization of Borg's theorem is not known. Obviously, such a generalization would be essential in order to define what constitutes a well-posed inverse problem, and ought to be examined before questions related to construction procedures, stability, etc. . . . can even be considered. Aside from its mathematical relevance, the generalization of Borg's theorem is also of some practical importance. This was recognized quite early by Backus & Gilbert (1967) who felt the need for some results in that direction in order to interpret the accuracy of their iteration scheme. In their paper, they were led to a conjecture regarding the generalization of Borg's theorem, which I would like to quote (p. 265).
'This suggests . . . [a] conjecture: that if we seek to determine v of the functions p, K , p (with v = 1,2,3) from the mass, moment, and eigenfrequencies of the normal modes, we need 2v different sequences of eigenfrequencies, each sequence consisting either of all toroidal modes of a given angular order or all spheroidal modes of a given angular order . . . Our only reasons for mentioning the conjectures are that they do explain the different outcomes of experiments three and four and that they may be suggestive to investigators proposing to pursue the theoretical inverse problem.'
In the present paper, we propose to examine the above conjecture in the simpler context of a self-adjoint eigenvalue problem for a single differential equation of order 2n, namely
For the sake of exposition, we shall present the analysis for the canonical fourth order problem, namely -(pu')' +qu = 3.u.
(1.4)
The basic question is: how many distinct spectra are necessary and suficient to determine the two unknown functions p ( x ) and q(x) uniquely? We shall see that three spectra are required. More generally, n+ I spectra are needed to determine the functions pl(x), ..., p,(x) in (1.3); in particular, for the sixth order case, four spectra would be required. The method we shall use is a generalization of that used by Levinson (1949) for the Sturm-Liouville problem and is closely related to the Cauchy integral method for deriving eigenfunction expansions (Coddington & Levinson 1955; Titchmarsh 1962 ).
The main theorem
Let us consider the fourth order, formally self-adjoint differential operator
where p ( x ) and q(x) are real functions of x, p(x) being differentiable. The basic eigenvalue problem will consist of the differential equation
together with the following homogeneous boundary conditions:
We shall often find it convenient to use matrix notations and to introduce matrices such as
where the superscript T stands for 'transpose'. It will usually be obvious from the context whether the entries of a column matrix are the derivatives of a scalar function or an array of numbers associated with a boundary operator. We shall follow the practice of using lower case and capital bold-faced letters to distinguish between column and square matrices. The boundary conditions (2.3) can therefore be written thus:
will appear frequently throughout our analysis. Since it is regular, it has an inverse, namely Note that iff (x) and g(x) are sufficiently differentiable functions, then it is easy to check that
We shall assume that m,, m2, n, and n2 are such that
These conditions are not essential and can be relaxed. Nevertheless they insure that the eigenvalue problem (2.2)-(2.6) is self-adjoint (see e.g. Coddington & Levinson 1955, chapter 11) and as a result they shall simplify the analysis enormously.
Finally, let us denote by mgT = Lm31 m32 m33 m341 (2.11)
a third boundary operator which is linearly independent from m, and m2 and by S(mi, mi) ( i # j) the spectrum associated with the boundary operators mi, mj at x = 0 for the operator 2' and the boundary conditions nkTu(l) = 0 (k = 1,2).
We can now state the main theorem as follows. Given
(ii) the three spectra S(m,, m2), S(m,, m3), S(m2, m3) where m,, m2 and n,, n2
(iii) the value ofp(O), satisfj (2.10) and then p(x) and q ( x ) are uniquely determined.
Some preliminary results
In this section we shall recall a few standard results which we shall need in the sequel as well as derive some lemmas. The reader is referred to Coddington & Levinson (1955) or Titchmarsh (1962) for the proofs of the statements made without any discussion.
If m4, n3 and n4 are any vectors such that mi and ni (i = 1,2,3,4) form two bases, then we shall introduce four fundamental solutions 4(x, A), $(x, A), q(x, A) and c(x, A) of (2.2) which are defined as follows: subject to the boundary conditions (3.1). We shall need to consider the Green's function g(x, (; A) which is defined thus: We recall at this state that thezeros {An}? of W(A) are real and simple, and that they coincide with the eigenvalues of (2.2)-(2.6), i.e.
S(m1, m,) = {An>?.
(3.12)
Furthermore, since W(2) is an entire function of order +, except for a constant multiplicative factor, it is completely determined by its distribution of zeros, namely 4 x 3 4 = -(3.13)
The above result is a direct consequence of the Hadamard representation for entire functions (Boas 1954). The constant k can be obtained by examining the asymptotic behaviour of W(A) for 1 1 1 --f co. But from either (3. lla) or (3. l l b ) and (3.2), it is clear that k is independent of p(x) and q(x). Thus, given the boundary conditions mi,ni (i = 1,2) and the spectrum S(m,, m2)> W(A) is completely determined. Let us return to the expression (3.6) for the Green's function. Interchanging x and t we immediately see that a(x,1) and b(x,A), must satisfy the same boundary conditions as g(x, 5 ; A) at x = 0. Therefore (3.14)
In order to evaluate a,(A) and a2(A), let us prove the following Lemma:
(3.15)
The proof proceeds as follows. From (3.7) we can obtain an explicit formula for ,2) , the boundary operators ml, m,, n,, n, and p(0). It should be emphasized that the evaluation of {C,}? and {Dn}T can be carried out without a knowledge of p(x) and q(x). We shall require one last result before we can prove the theorem. From the properties of the Green's function, we know that lim w ( n ) g ( x , 5; A) = Kn un(x) un(t), which on account of (3.26) and (3.27) implies that -Cn 9(5,2,> -Dn $(t, 4) = Kn un(t)- The operator 2 is identical to 9 except for the fact that it is associated with the unknown functions b(x) and 4(x). As is implicitly indicated in (4.1)-(4.3), we shall assume that each of the two eigenvalue problems constituting a pair have the same spectrum, i.e. In the above formulas, f ( x ) is an arbitrary, red, differentiabIe function, and r,, is a circle of radius r, where 1, being the nth eigenvalue of (4.1). Finally, the function y(x, 5; A) entering in (4.9) bears a great resemblance to g(x, 5; A) and is defined as follows: A,, < r, < ;In+l, n = 1,2, ... . ?(x, A) and d(x, A) differ from c(x, A) and d(x, A) as defined in (3.23) and (3.24) solely in that and ( are replaced by f j and [, i.e. by the solutions of (&-A) u = 0 which satisfy (3. lc) and (3. Id). Similarly, 6 and $ are those solutions of (&-A) u = 0 which satisfy (3. la) and (3. lb). Recalling at this stage that the zeros of W(A) are simple and making use of the calculus of residues, we see that -l 1 { -t ( x y A d ) 4 ( t , A k ) -d(x,nk) 
(4.26)
The n sequences of constants {C,("}E are determined by means of n different spectra. The knowledge of these spectra together with the spectrum of the basic eigenvalue problem (which is needed to compute W(A)) are sufficient to guarantee that if y(x, 5; A) is defined thus:
by guest on January 11, 2016 http://gji.oxfordjournals.org/ Downloaded from where a caret has the same meaning as before, then I , and J , defined in (4.8), (4.9) have the same limit as 1 + m. Consequently, u,(x) = ii,(x).
(4.28) The fact that are all zero can then be deduced by means of a reasoning similar to one previously used.
Pk(x) P k ( x ) -f i k ( X )
(k = 1, 2, n)
Conclusion
The eigenvalue problem associated with the spheroidal modes is more complicated than the one considered here. The complications stem from the fact that (i) the differential operator consists of three coupled equations rather than a single sixth order operator, (ii) one of the end points (namely the centre of the Earth) is a singularity for the differential equations, and (iii) there are discontinuities in the unknown coefficients (at the core-mantle interface). Therefore, our results are not directly applicable to the geophysical problem. However, if the extension of the validity of the results of the inverse 'regular' Sturm-Liouville problem to the inverse 'singular' Sturm-Liouville problem is any guide, then we suspect that this will also be the case for eigenvalue problems of higher orders. If this were indeed the case, then four spectra (associated with the same angular number) would be required to determine the structure of a vibrating sphere (i.e. its radial stratification and its bulk and shear modulii).
The need for four spectra should not necessarily be viewed with alarm. Rather, it should be considered as only one possible statement of what constitutes a mathematically well-posed problem susceptible of having a unique solution. It is not altogether impossible that the additional three spectra which are geophysically inaccessible could be traded for some other, equivalent, information about the basic eigenvalue problem. This is indeed the case for the vibrating string where it has been shown that the knowledge of a second spectrum can be substituted by a knowledge of the slope of the eigenfunctions at one end point (Levitan 1968) . Another result in this direction was stated by Krein (1952) . His analysis implies that for a string set in motion by an impulse, the knowledge of the motion of one end point over a time interval equal to twice the time necessary for a disturbance to travel the length of the string, is equivalent ot two spectra (see also Gerver 1970 ). Finally, I should mention a suggestion made by Backus & Gilbert (1967) regarding the possibility of using spectra associated with different angular number in lieu of spectra associated with different boundary conditions. It therefore seems probable that the amount of information necessary to carry out the mathematical inversion ought to be physically accessible. This question of the equivalence of different types of data is obviously a crucial one and so far has not received enough attention.
