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. We will adopt
this scaling rule below; because of its simplicity, we omit
over-bars on vectors like Y
i
.








































where the given  and the solution for Y
i
are inserted.






















is solvable on compact manifolds and on asymptotically
at manifolds, given certain asymptotic conditions. The
conditions needed are not onerous. Inserting the weight
factor leaves the operator in \divergence form," and does
not aect the formal self-adjointness of the weighted vec-
tor Laplacian. The calculation of self-adjointness is car-











in (2.2) are formally or-






x =  
g
.
Note that (2.4) must be supplemented with boundary
conditions in the case where M is not compact without






pend on these boundary conditions[7]. This caveat about
boundary conditions is very serious in practice, where
there may be excised regions of M, and where M may
have no asymptotic region, though it models a space with
Euclidean asymptotic conditions. There is no uniqueness
without boundary conditions!
The conformal properties of the new splittings assigned
here are very important for application to the Einstein






















Transformations (2.6) and (2.7) should be familiar. We
adopted (2.8) to obtain correct divergence relations in
the sequel. It also maintains the correct transformations
when we set  = 2

N and  = 2N in Section IV below.









































. If we were to



















































This shows why we choose x =  10 in (2.6), as well as












































































































































Therefore the present study is devoted to a construction
of quantities belonging to the canonical or Hamiltonian
picture of dynamics, while the conformal thin sandwich
equations[3] belong to the velocity phase space or La-
grangian picture. It is essential to understand the con-
straints in both pictures, and the pictures must be geo-
metrically and physically consistent.























R = 0; (3.3)
where

R is the \scalar curvature" or \trace of the Ricci
tensor" of (M; g;
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R = 0: (3.5)
The form (3.4) and (3.5) of the constraints is the bet-
ter one for beginning formulating the constraints in the
thin sandwich decomposition or in the extrinsic curvature
form.
It has been pointed out [1, 8] that the standard trans-


























3has the property that extracting the TT part of a sym-
metric tensor does not commute with conformal trans-
formations: Specically, (3.6), which is simply (2.1) and
(2.2) with the weight 
 1
entirely ignored, produces parts
which transform as (2.6) and (2.11) under conformal
transformations. The two parts, therefore, do not trans-
form alike.
The fact that (2.6) and (2.11) behave dierently un-
der conformal transformations leads to two inequiva-




. What Isenberg[9] has





then split it with  and  ignored, then transform the





so as to scale its divergence).




rst, then transform conformally to obtain a slightly
dierent, and more diÆcult, form of the constraints [2].
The existence of two methods of dealing with the ex-
trinsic curvature using the old tensor splitting suggests
that neither is the optimal method. The method intro-
duced here has no such ambiguity and can be regarded as
the resolution (in the conformal framework) of the initial
value problem in the extrinsic curvature representation.
We apply the splitting (2.2) to the vector constraint




























Equation (3.7) is the momentum constraint. We will see
that it will determine B
i




disappears from the vector constraint. It is \freely
speciable" and can be determined by extracting the TT















is freely given, as is  > 0, and V
i
is then
determined by solving an equation similar to (2.4). In
this step boundary conditions must be applied when M








supplies a \source" in the vector constraint




























































where R is the scalar curvature of g
ij
. Eq. (3.14) enables































IV. THE WEIGHT FUNCTION AND THE
LAPSE FUNCTION
The extrinsic curvature formulation of the initial value
problem uses, in essence, the canonical variables. Fur-




) of the hypersurface (M; g) into the four-dimensional
spacetime (V;g). It does not depend on the foliation
or the time vector @=@t, that is, lapse

N and shift 
i
.
(This is well known but can still be a source of confu-
sion. Therefore, we review the second fundamental form
and the extrinsic curvature in the Appendix.) Such a
statement cannot be made in the thin sandwich formu-
lation, where one is interested precisely in the extension
along curves tangent to @=@t.
Since the establishment of the canonical form of the
action by Arnowitt, Deser, and Misner (ADM) [13], the
shift 
i
has been taken to be the undetermined mul-
tiplier of the momentum (vector) constraint, while the
lapse has been taken to be the undetermined multiplier
of the Hamiltonian (scalar) constraint. However, it has
come to light that the lapse as a multiplier must be re-
placed by the lapse antidensity , a scalar of weight ( 1)
[14, 15, 16, 17]. This replacement is required in order
that the canonical framework as a whole for Einsteinian
gravity makes complete sense, that is, that it works in
the same way as for other physical systems that can be
derived from an action principle. For technical details,
see [17, 18]. We are requiring essentially just that the
\Hamiltonian vector eld" be dened without reference
to the constraints in the whole phase space of g's and 's.
That  and 
i
are undetermined multipliers of the vec-
tor and scalar constraints means that they are both con-






. But the invari-
ance of  has very interesting consequences. When the
scalar constraint is satised, then upon examination of
















. Thus, the physical lapse is not
quite arbitrary for our purpose of solving the constraints.
We have a \trial" lapse N and a nal physical lapse

N
that will be determined by N and the solution ' of the
scalar constraint.
4Recall, that in studies of hyperbolic forms of the
Einstein evolution equations with physical characteristic
speeds, it is also found that , not

N is arbitrary (see,
e.g., [19, 20]).
From (4.1) we observe that

N and N are related just




N ;  = 2N: (4.2)



















But our use of











Let us examine the consequences of the choices (4.2).











































is given by (3.12) with (2N ) replacing .
Of course, N itself is yet to be chosen. But we have sev-
eral remarkable automatic consequences of solving (4.3)
and (4.4) for X
i
and ', given a uniformly positive N and
supposing ' is also uniformly positive.






















































x, where g is the determinant of the physi-
cal spacetimemetric. This is the spacetime measure
(apart from \dt"), and so orthogonality is deter-
mined by the spacetime geometry ofM, including
the lapse function, embedded in V. This result is
independent of the method of determination of N .







we can show consistency of the results with the
conformal thin sandwich equations [3]. Consider










































































is the shift, which, like the lapse antiden-
sity  = Ng
 1=2
can be freely chosen. The shift

















































, which solves the vector constraint.










































constraints (3.11) and (3.15) are identical to the
constraint equations in the conformal thin sand-
wich formalism(Eqs. (14) and (15) of [3]), provided
one identies  2NC
ij




3. With (x; t) given, and





N , we nd that



























The identication  = 2N still leaves us with the ques-
tion of how to choose a trial lapse function in a reasonable
way. In principle, any choice will do and we will know





The choice N = 1, for example, is allowed in the ex-
trinsic curvature representation. Indeed, N = 1 would
then give back method A, but now that the behavior of











. Another choice of N
is discussed in Section VI below.
In picking the \true degrees of freedom," that is, the





, and the mean






There are innitely many choices other than N = 1. This
feature did not arise in previous studies of the extrinsic
curvature picture; but, on the other hand, those pictures
do not in general t the purely geometric construction of
the conformal thin sandwich equations. In curved space-
time, the dynamical degrees of freedom in the Hamil-
tonian picture do not allow themselves to be identied
without the foliation being inextricably involved. An-
other consequence is that time is not found among the
traditional canonical variables alone, even in general rel-
ativity.
5V. STATIONARY SPACETIMES
Consider a stationary solution of Einstein's equations
with timelike Killing vector t. Given a spacelike hy-
persurface , there is a preferred gauge such that the
time-vector of an evolution on  coincides with t, namely

N =  <n; t>
g
,  = ? t, where n is the unit normal to
, and? is the projection operator into , <? ; n>
g
= 0.



























































Therefore, with the appropriate weight factor  = 2

N as
constructed above, the extrinsic curvature (2.2) has no
transverse traceless piece for any spacelike slice in any








however, will in general lead to a nonzero transverse
traceless piece. This was previously a puzzle. The TT
part is generally identied with the dynamical degrees of
freedom. Therefore the radiative aspect of a stationary
(or static) spacetime should be manifestly zero on a nat-
ural slicing associated with the timelike Killing vector.
The absence of this property for stationary, non-static,
spacetimes with previous decompositions was a serious
weakness.
These considerations provide an independent argu-
ment for the introduction of the weight-function in (2.2),
and the identication of  with the lapse-function in
(4.2).
VI. A GEOMETRICAL CHOICE OF N AND

N :
THE CONFORMAL THIN SANDWICH
VIEWPOINT
The conformal thin sandwich equations [3] specify
freely (1) a conformal metric g
ij












with N still adrift. But there is a denitive solution for
xing N : The mean curvature has become a congura-
tion variable, for which a value and a velocity need to
be specied; as one must specify g
ij
and its velocity _g
ij
,
by analogy one can give the mean curvature  and its
velocity @
t




A similar argument is applicable in the ergosphere of a Kerr
black hole; however, one must be more careful with the choice of






; ; _) (6.1)





















and  are canonically conjugate (apart
from an irrelevant constant), so that (6.1) and (6.2) are
as close and as symmetric to each other as possible. How-
ever, the conventional specication (6.2) fails [21] while
the conformal one (6.1) does not fail.
Thus, in the conformal thin sandwich problem, we also
give






















which is an Einstein equation on M, conventionally re-










is not a constraint; it is an identity, part of the denition
of extrinsic curvature [cf. (A.18)] ). We are turning the
equation of motion for g
1=2
into a constraint. This is an
old \trick;"  = _ = 0 is maximal slicing[12], whereas 
and _ constant in space (but allowing changes in time) is
constant mean curvature slicing[22]. Also, _ = 0 is used
during construction of quasi-equilibrium initial data (see
e.g. [23, 24, 25] and references in [11]). However, now it
is clear that specication of _ is fundamentally linked to
the initial value problem.
We saw in the previous section that the choice of slicing
(








) representation. In addition, this \Hamilto-
nian" representation is consistent with the \Lagrangian"
conformal thin sandwich picture. Hence we can adopt






) representation as well. In other
representations of the extrinsic curvature in this problem
(Methods A and B), there is no

N ; and the construction
has nothing to say about the passage of time. One does
not move forward in time without an extra equation to
give





N , where 
(prop)
is a local
Cauchy observer's proper time and t is the coordinate
time.
Using the scalar constraint (3.3) in (6.4) yields (see e.g.
Eqn. (98) of [1])


































Conformal transformation of the Laplacian is carried out
by expressing it as


















































6To proceed, we use the scalar constraint in conformal







































 ) = 0;
(6.8)
where  (t; x) is given.
Equation (6.8) is a fth elliptic equation, coupled to
the others, that is required for the completeness of the
conformal thin sandwich equations and is also natural in
the extrinsic curvature representation given here.
(Though the four conventional thin sandwich equations
do not work, it is interesting that in the Baierlein-Sharp-
Wheeler (BSW) treatment [26], there is an implicit fth
equation. Dierentiation of the second order equation for
the shift, with a given lapse, produces a rst order, not
a third order, equation: an integrability condition. This
was discovered by Pereira [27].)
VII. CONCLUSION
By a simple tensor decomposition, one can bring the
constraint equations in the extrinsic curvature form into
geometrical and mathematical conformity with the con-
formal thin sandwich equations when N is arbitrary in
both sets of equations. This statement remains true if N
is xed by the same method in both formulations.
The conformal thin sandwich equations with _ xed
form an elliptic system whose general properties remain
to be studied. We expect that it is a solvable, solid,
system provided that  and _ do not vary wildly.
A natural choice of

N in stationary spacetimes has




zero. The most striking result of the present analysis is
the inextricable relation of time, represented by

N or _ ,
and space, represented by the four constraint equations.
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APPENDIX: SECOND FUNDAMENTAL FORM
AND EXTRINSIC CURVATURE
Let M be an m-dimensional surface embedded in a
d-dimensional ambient space V (We do not assume that
d = m + 1). Let V be endowed with a Riemannian or
Lorentzian metric g and corresponding Levi-Civita con-
nection D, whileM inherits a Riemannian metric g and
connection r.
Let X and Y be vectors in V that are tangent to M.
The rst fundamental form ofM for X and Y is g(X;Y ),
while the second fundamental form ofM with respect to
X and Y is the vector [28]





The purpose of the second fundamental form is to dis-
criminate between parallel transport of a vector Y along
the direction of a vector X in the (V;g; D) connection
and in the (M; g;r) connection, when both X and Y
are tangent to M. This is dened without reference to
surfaces nearM or a foliation. It tells us from the view-
point of V, whether, say, the geodesics ofM also appear
\straight" in V.
Zero torsion in the Levi-Civita connections D and r
implies
h(X;Y ) = h(Y;X): (A.2)
Now we demonstrate that h(X;Y ) is always orthogonal
toM. Suppose X;Y; and Z are tangent toM and con-
sider V's scalar product between vectors < ; >= g( ; ).





Y; Z>= X<Y;Z>   <Y;D
X
Z> : (A.3)
A similar rearrangement using r
X





. Combining the two
expressions so as to cancel the commontermX < Y;Z >,
and invoking (A.1) and (A.2) yields
<h(X;Y ); Z>=  <h(Z;X); Y >: (A.4)
Hence, the trilinear form on the left changes sign under
a cyclic permutation of X;Y; and Z. But three such per-
mutations restore the original order, which must then be
the negative of itself. Hence, it is zero, and thus h(X;Y )
is orthogonal toM.
Let us state the consequences in tensor language by
supposing that M has an adapted basis e
i
(i; j; : : : =
1; 2; : : : ;m). The full basis of V is e

(; ; : : : =
1; 2; : : : ; d), where the rst m vectors are the e
i
.
We dene the coeÆcients of the connection one-forms












(this diers from the convention of Misner, Thorn, and
Wheeler (MTW) [29]). After a brief calculation we nd
that h(X;Y ) can be written as














We expand the basis of the co-space ofM in V in terms
of (d  m) mutually orthogonal unit normals toM, n
a^
,
7a^ = m^+1; : : : ;
^



















;  = m+ 1; : : : ; d: (A.7)
Hence, (A.6) becomes










































Equations (A.9) and (A.1) emphasize that the ex-
trinsic curvature is related to transport parallel to the
slice, a viewpoint not present in a denition in terms
of derivatives normal to the slice. But both denitions
agree.
Now let g be Lorentzian, g Riemannian, andm = d 1.
We are interested in the case d = 4;m = 3. In this case
M is a hypersurface, which we take to be t = const.



















where N is the lapse and 
i
the shift. We choose
the \Cauchy-adapted" coframe 

(; ; : : : = 0; 1; 2; 3;






























We use @ to denote PfaÆan derivatives, some of which







particular, the spatial basis @
i
is natural, so that the

































































































































































































If you prefer the opposite sign for K
ij
, as some authors
do, simply change the sign of h(X;Y ) in its denition.
Equations (A.17) and (A.18) change sign when passing
from the Lorentzian to the Riemannian (\Euclidean")
case for either choice of the sign of h(X;Y ).
For completeness, we give all connection coeÆcients of


























































denotes the Christoel-symbols of
the spatial metric g
ij
. We note again that we do not use
the MTW convention for the order of indices of the con-
nection coeÆcients. In our frame, this is signicant only
for (A.20).
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