A set of 41 metal-ligand bond distances in 25 third-row transition-metal complexes, for which precise structural data are known in the gas phase, is used to assess optimized and zero-point 
Introduction
Quantum-chemical calculations require additional approximations to account for relativistic effects when heavier atoms are present. One of the most popular of these approximations is the pseudopotential or effective core potential (ECP) approach, 1 where the innermost electrons are not treated explicitly, but subsumed into a specially designed, mean potential acting upon the outer electrons.
This ECP can be adjusted numerically such as to account for the leading scalar relativistic effects in the core region even in an otherwise non-relativistic calculation. Pseudopotentials have fertilized many fields of applied theoretical chemistry, and are now in widespread use.
Initially designed at the Hartree-Fock level, ECPs and their corresponding valence basis sets were readily embraced by the ever growing community that uses density functional theory (DFT) in its many flavors. Computational transition-metal chemistry in particular has benefited a lot from this development. 2 From the competing brands of ECPs, two suppliers appear to dominate this market, namely the Hay-Wadt 3 and Stuttgart-Dresden 4 variants, 1 both of which have performed very well in countless validation studies. In contrast, the choice of a suitable exchange-correlation functional from the plethora of vendors is more difficult, firstly because of the vast supply of such functionals, and secondly, because their performance may strongly depend on the particular application.
Regardless of their nature, such applications need accurate molecular structures as inputs. We have become interested in assessing the ability of modern DFT methods to reproduce gas-phase geometries of transition-metal complexes in a straightforward, consistent manner. For this purpose, we selected sizeable test sets of target molecules, for which reasonably precise and, presumably, accurate structural data is available from gas-phase electron diffraction (GED) or microwave (MW) spectroscopy. In the spirit of Helgaker et al, 5, 6 the performance of several density-functional/basisset combinations is assessed by correlating computed with experimental bond distances and analyzing the resulting mean and standard deviations. Only bond distances refined experimentally to a precision better than 1 pm are included in this analysis. We have previously reported such assessments for first-7 and second-row 8 transition metal complexes, which have revealed subtle differences in the performance of standard density functionals for these two sets. We now extend these studies to complexes from the third transition row. This now allows comprehensive performance tests for computational methods to describe molecular structures that contain metal centers from the whole d-block.
Not only quantum-chemical models such as specific exchange-correlation functionals can be tested this way, but also the approximations made to account for relativity. There is growing interest to go beyond the ECP model and to describe all electrons in an explicit relativistic treatment. While full four-component relativistic calculations are still extremely involved and feasible only for atoms and the smallest molecules, two-component variants have evolved to a point that allows their rather routine application to sizeable systems. In practice, unless the elements are very heavy the effect of spin-orbit coupling on molecular geometries is limited. 9, 10 This suggests that more straightforward and computationally less involved one-component scalar relativistic approaches are the methods of choice for all-electron calculations on third-row transition metals. The advantages of all-electron treatments are obvious if total electron densities are to be computed properties. However, rather special basis sets must be used in all-electron scalar relativistic calculations that are consistent with the relativistic treatment invoked. Such special basis sets have been designed previously for calculations within the Douglas-Kroll-Hess (DKH) 17 or the zero'th order regular approximation (ZORA) 9, 18 treatments. However, as far as Gaussian basis sets are concerned, these basis sets are generally contracted and therefore computationally expensive. We have therefore recently reported a series of segmented all electron relativistic (SARC) basis sets for third row transition metals that can be applied together with the DKH2 and ZORA approaches. 19 Atoms from the first three rows are treated with relativistic recontractions of the Karlsruhe split valence (SV), triple-zeta valence (TZV) or quadruple-zeta valence (QZVP) all-electron basis sets. 20, 21, 22 In ref 19 test calculations for geometries of small transition metal hydrides, ionization potentials and binding energies were calculated with the new basis sets and either B3LYP density functional or coupled-cluster with single-, double-and perturbative triple excitations (CCSD(T)) methods. Here we take the opportunity to compare the performance of all-electron scalar relativistic DFT calculations with ECPs for a much broader range of functionals relative to precise gas phase structural data of polyatomic molecules. Thus, the present study serves the triple purpose of: (a) evaluating the performance of ECP based DFT calculations for the prediction of geometries of third-row transition metals, (b) to compare the relative merits of ECP based and scalar-relativistic all-electron calculations throughout the d-block and (c) to evaluate the performance of the SARC all-electron basis sets for 3d-, 4d-, and 5d-transition metal geometries. The test set for the 5d metals is shown in Scheme 1. It comprises complexes of the metals from Hf to Hg, for which quite precise experimental data are available from gas-phase electron diffraction (GED) and/or microwave spectroscopy (MW). This test set should be diverse enough to cover a wide range of bonding situations, from complexes of high-valent early transition metals with electronegative ligands to electron-rich organometallic compounds of middle or late transition metals, including complexes with hydride and phosphine ligands and one with a metal-metal bond.
Scheme 1
Drawing from a large compilation of gas-phase structures, 23 we chose complexes for which at least one metal-ligand bond length was determined with a precision better than 1 pm, affording a final set of 25 molecules with 41 individual bond distances with that precision, which should be sufficient for reasonable statistics. We also report computed zero-point corrections to the bond distances 24, 25 for this data set in order to furnish increments to estimate r g 0 from r e values, 26 thus facilitating the comparison between theory and experiment.
Computational Details
Geometries were fully optimized in the given symmetry (as given in The default values were used for step size in the numerical differentiation (0.025Å) and integration grid (SG1).
Scalar relativistic all electron calculations have been performed with the ORCA program package 42 within the ZORA approximation. In our experience ZORA and DKH2 geometries are usually almost indistinguishable. For technical reasons, the relativistic corrections have been performed within the one-center approximation that has previously been shown to be adequate. 
Results and Discussion

Selection of reference values.
In addition to the precision criterion mentioned in the introduction, we limited our selection to molecules measured at room temperature or slightly above. In some cases, not all degrees of freedom have been refined experimentally, or only mean values for formally non-equivalent distances are known to the desired precision. In those cases, we evaluated and assessed the same average of the corresponding optimized parameters, even though full geometry optimizations were performed. This applies to Os(CO) 5 and WMe 6 . The GED data of the latter were initially refined assuming equal W-C distances; later it was shown that this molecule adopts a structure with lower symmetry and two sets of non-equivalent W-C bonds.
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Allowing for fluxional behavior in the gas phase, the refined mean value is probably sufficiently precise. Another such case is TaCl that makes the actual precision of the individual bond distances somewhat lower than suggested by the quoted standard deviations (which are all well below our target value). Thus, we only discuss the mean Ta-Cl distance in this case, as this appears to be refined reasonably well and in a reproducible manner. Pt(PF 3 ) 4 is also indicated to be fluxional, since the GED data have been found to be consistent with free rotation about the Pt-P bond. 64 Both staggered and eclipsed conformations turned out to be minima at the BP86(SDD) level, with marginal differences in the optimized bond distances. We employed the slightly more stable eclipsed form 45 throughout this study.
The final selected experimental parameters are collected in Table 1 . Most distances are r a or r α values determined from GED, and some are r z or r 0 geometries are known from MW spectroscopy.
In general, when both sets of parameters are known, they tend to be in very good mutual accord, with differences rarely exceeding 1 pm, our target precision. for the zero-point averaged, effective geometries. In square brackets: bond numbers from Table 1 for which the maximum error occurs. The corresponding Ahlrichs basis sets are used on the ligands.
Performance of the ECP models.
Individual distances optimized with the various density-functional/ECP/basis-set combinations are given as Supporting Information (SI). The resulting statistical assessment, that is, the mean and standard deviations from the reference data in Table 1 , are summarized in Table 2 ).
First, all functionals were tested with the SDD ECP and valence basis on the metal and 6-31G* basis on the ligands (entries 1 -12 in Table 2 , arranged in the order of increasing mean deviation).
Next, another ECP and/or other basis sets were employed for selected functionals, notably BP86
(for comparison with the results for the first and second transition rows), B3P86 and PBE1.
Following the procedure of our previous studies, effective geometries were then computed at the BP86/SDD level, via numerical computation of the cubic force field using the method of Barone et al. This affords incremental corrections to the bond distances, ∆r vib (given in the last column of Table 1 ), leading from the equilibrium values r e to the zero-point averaged ones, r g 0 . Arguably, the latter are better suited for direct comparison to the experimental, thermally averaged distances than the former. Actually, there is evidence for small first-row molecules that the zero-point motion affords the largest correction to equilibrium distances, and that thermal effects on top of them (i.e.
the difference between zero and finite T) tend to be much smaller. Assuming the same extent of transferability between computational levels that has been established in our studies of 3d-and 4d-metal complexes, we have added the ∆r vib values evaluated at the BP86/SDD level to the corresponding equilibrium distances obtained at all other levels and repeated the statistical analysis with respect to the experimental reference data. The corresponding mean and absolute deviations are included in the last two columns in Table 2 Table 2 ).
The following conclusions can be drawn from our results for the 5d-metal complexes:
-In conjunction with SDD and 6-31G* basis, LSDA outperforms all other functionals. It has the smallest mean deviation close to zero for both equilibrium and effective geometries, and one of the smallest standard deviations (entry 1 in Table 2 ). This observation is in marked contrast to the firstand second-row transition-metal complexes, where the tendency of LSDA to overbind translates into optimized (or effective) distances that are much too short.
-Hybrid functionals are consistently superior to GGAs and meta-GGAs, except for B3LYP, which is surpassed by PBE, and more or less matched by a number of other standard GGAs such as BPW91 or BP86. The two most promising hybrid functionals are PBE1 and B3P86.
-BLYP and the meta-GGA VSXC produce some of the largest mean and standard deviations, and cannot be recommended, consistent with our findings for the lighter metal complexes.
-The LANL2DZ ECPs together with their compact valence bases are inferior to the corresponding SDD variants with their more flexible basis sets. The large errors evident from Table 2 for LANL2DZ (entry 13) are to a large extent due to some spectacular failures for the linear Hg(II) species in the set (see SI and max equil D values in Table 2 ).
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For the other complexes, the relative performance of LANL2DZ and SDD is less disparate, but the latter is, in general, slightly superior (arguably due to the more flexible valence basis on the metal).
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-Larger basis sets are beneficial. In particular in the Ahlrichs series, the systematic increase of the metal-valence and ligand bases from SVP to TZVP and QZVP is concomitant with a decrease in mean and standard deviations (e.g. with the PBE1 functional, entries 20-22 in Table 2 ). For LSDA, such a basis-set extension worsens the agreement with experiment somewhat (compare entries 1 and 23 in Table 2 ), but also at the LSDA/SDD/QZVP level, a very respectable mean error (below 1 pm for eff D ) and one of the lowest standard deviations remain.
The good performance of LSDA for the 5d complexes is noteworthy. The tendency to underestimate metal-ligand bond lengths at that level is most pronounced in the first transition row, 7 somewhat alleviated but still noticeable in the second, 8 and all but disappeared in the third. This trend seen in the whole sets is also found in individual homologous compounds that are present in all sets, namely the group-4 tetrachlorides and group-8 pentacarbonyls (see selected data in Table S4 in the Supporting Information). For main-group compounds, the ubiquitous overbinding of LSDA does not appear to result in such a pronounced underestimation of bond lengths as found for the 3d-metals (see reference 74 and some illustrative data in Table S5 of the SI).
Figure 1:
Normal distributions for the errors in the effective bond distances for the test set in Scheme 1. The distributions have been calculated from the mean and standard deviations in Table 2 and are all normalized to one. (a) left: dependence on the density functional using SDD ECP and valence basis (6-31G* on the ligands); (b) right: dependence on the basis set for the PBE1 hybrid functional together with the SDD ECP.
To conclude this section, LSDA and most hybrid functionals are quite robust in reproducing geometries of third-row transition metal complexes, and tend to be more accurate than pure or metaGGAs. Except from LSDA, PBE1 affords the lowest mean deviation, and one of the lowest standard deviations, 1.6 and 1.8 pm, respectively, at the SDD level (which are further improved with the larger tzvp and qzvp basis sets). The best GGA is PBE, slightly superior to B3LYP. The performance of these three functionals is shown schematically in Figure 1a , a plot of normalized Gaussian distributions using the corresponding data from Table 2 (analogous to the presentation by Helgaker et al). 5, 6 Figure 1b illustrates the basis-set dependence for one particular density functional, PBE1, where increase of the basis results in noticeable shifts of the normal distribution, and some reduction of its width for the largest basis, qzvp. The provisional ranking of the functionals for the 5d-metal complexes, ordered according to increasing mean deviation at the SDD level, is thus the following:
< BLYP
Performance of the all-electron models.
The scalar relativistic results generally show slightly smaller mean deviations than their ECP counterparts (except for LSDA), but the corresponding standard deviations always slightly exceed those of the SDD ECP results. However, for all intents and purposes, the results are very similar since the difference in the standard deviations is merely 0.17 pm on average for all methods. The standard deviation is significantly reduced when the Hf-H br bond distance (bond no. 3) is discarded as an outlier (see Table 2 , values in parentheses, and the discussion above). The errors for the zeropoint averaged effective geometries follow the same trend as described above for the ECP case.
The ranking of the functionals is slightly changed in the all-electron calculations since the LSDA functional now shows the largest mean deviation thus indicating a systematic underestimation of bond distances. However, its standard deviation is still quite small. Consistent with the ECP results, the hybrid functionals B3P86, B3PW91, PBE1 and TPSSh provide the most accurate results, while the performance of B3LYP and BLYP is considerably worse. In fact, B3LYP and BLYP exhibit the largest standard deviations in this set. The GGA and meta-GGA functionals are found to give similar results, with PBE again being superior to TPSS, BP86 and BPW91. The inclusion of the empirical Van der Waals (VdW) corrections does not lead to noticeable improvements in the results in this test set (compare for instance, entries 29 and 35 in Table 2 ). We have, however, frequently found significantly improved geometries in sterically crowded systems and stacked pi-systems with this correction. Upon adding the zero-point average, the standard deviations are further improved, again in agreement with the ECP results.
Performance of the models for all transition rows
Combining the present results on the third-row metals with those from our previous studies on firstand second-row metals affords a comprehensive validation for the whole d-block. A selection of levels that are available for all sets 75 are assessed in Table 3 . For the first and second transition row, additional scalar relativistic ZORA calculations have been performed according to the approach described above, in order to allow for a fair comparison. See footnotes in Table 2 . 
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Hence the scalar relativistic effects will often provide a correction in the right direction. However, for the present set of 3d transition metal complexes this seems not to be the case. By comparing the AE1(3d)/SDD(4d+5d) to TZVP(3d)/ZORA+TZVP(4d+5d) results in Table   3 for the functionals BP86, TPSS, TPSSh and PBE1, the errors are slightly reduced, with the mean deviation of PBE1 being the only exception. For BP86, more combinations of methods and basis sets have been evaluated than for the other functionals. Using ECPs for 3d, 4d and 5d molecules
give the largest errors while a scalar relativistic treatment throughout all 3 rows gives the lowest error, but still a rather large standard deviation. The combination AE1(3d)/SDD+tzvp(4d+5d) gives the best standard deviation, while the mean error is slightly larger than the one for the combination TZVP(3d)/ZORA+TZVP(4d+5d).
Because most functionals show subtle differences in performance for the various transition rows (e.g. TPSS is very good for 3d complexes, but lags behind for the heavier congeners), the overall performance of the functionals tends to even out over the whole d-block. BLYP and VSXC show large mean and standard deviations throughout, and for LSDA, the good performance in the ECP calculations for the 5d row cannot make up for the deficiencies apparent for the 3d and 4d series.
Overall the latter three functionals are trailing behind the others and cannot be recommended for geometry optimizations of transition-metal complexes. Most of the other functionals form a sort of peloton, for which it is difficult to single out clear leaders. The slight superiority of B3P86 and PBE1 noted in the 4d and 5d complexes is preserved for the whole set, however. Thus, these functionals emerge as being quite robust for the computation of geometries of transition-metal complexes in general. In this context it should be kept in mind that even reasonably precise GED results for transition metal complexes, which form a major source of the experimental database used in our analyses, need not necessarily be highly accurate. If any decomposition reactions during vaporization of the samples go undetected, the observed radial distributions and, thus, the structural parameters derived thereof may be affected noticeably. Thus, the high accuracy achievable for light main-group compounds appears to be out of reach, or at least undetectable, for transition metal complexes. Nevertheless, there appears to be room of improvement for the development of new exchange-correlation functionals for the description of transition-metal complexes.
Conclusions
This work concludes our extended validation study of DFT methods for the prediction of transition metal complex geometries. Together with the data obtained for 3d and 4d transition metal species 7, 8 a rather comprehensive set of data has been assembled that documents the strengths and weaknesses of modern DFT methods for the prediction of transition metal geometries. It turns out that no single functional is clearly superior to all others and hence, a variety of choices remains possible. Overall, there is a slight advantage of hybrid functionals, especially PBE1 (sometimes also called PBE0) and B3P86 or B3PW91 appear to be the most advantageous choices. Since PBE1 has also been found to perform exceedingly well for many other properties including energetics, it may even be preferred over B3LYP for general chemistry applications.
Nevertheless, very significant computational advantages can be realized if non-hybrid (GGA or meta-GGA) functionals are combined with the density fitting technique (a factor of 5-10 represents a typical speedup over conventional implementations). In this respect, the excellent behavior of the PBE functional should be mentioned as a viable alternative. However, it is clearly necessary to proceed to basis sets of at least triple-zeta quality if accurate results are to be obtained. Small, unpolarized basis sets such as LANL2DZ 3 cannot be recommended if it is desired that the results reflect the properties of the functional more than the shortcomings of the basis set used. The extended study also demonstrates that well designed ECPs, such as the Stuttgart/Dresden ones, 4 can safely be used for studying transition metal complex geometries. All-electron calculations are now equally feasible since suitable segmented Gaussian basis sets of various double-through quadruplezeta quality are available. [19] [20] [21] [22] Their performance in conjunction with the ZORA or DKH2 scalar relativistic treatments is very similar as in the ECP case without an undue increase in computation time. The exception are hybrid DFT calculations on 5d species where the significant number of fprimitives required to describe the 4f-shell properly does add noticeably to the computational effort.
No such bottlenecks arise in nonhybrid calculations within the density fitting approximation, in particular if the efficient Split-RI-J variant is used that behaves particularly well with respect to higher angular momentum basis functions. 81 The advantages of the all-electron treatment become significant upon calculating molecular properties such as total electron-densities, 
