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Abstract
The growing ubiquitousness of the Internet of Things (IoT) and the fast evolution of
mobile computing have arisen new paradigms of context-aware applications where
accurate and stable real-time indoor localization is an essential requirement. Indoor
localization systems provide to mobile devices to locate themselves and provide the
information to users. However, contrary to Global Positioning System (GPS) for out-
door environments, currently there is not a simple and accurate solution for indoor
localization. Typically, indoor position-based services require higher localization ac-
curacy than outdoor services. Additionally, the often limited computation and power
resources on mobile devices put strong constraints on the algorithmic complexity
design of solutions. Thus, indoor localization is still considered an open challenging
problem.
The location-awareness will not only enable a vast amount of location-based services
and applications such as intelligent transportation systems (ITS) and autonomous
vehicles, but also support valuable location-aware communication enhancements
such as proactive radio resource management, proactive handover optimization, etc.
Thus, reliable localization methods become the underlying requirement to enable
location aware-services. With the availability of more embedded sensors onmobile
devices, numerous indoor localization techniques (i.e, ultrasonic, radio frequency
tags (RFID), magnetic field, Wi-Fi, Bluetooth, etc.), have been proposed by exploring
radio signals such as fingerprinting and radio-based ranging. However, the necessity
to provide infrastructure able to manage complex computational processes and huge
amount of data has arisen also. Cloud Computing (CC) enables high storage capacity
and high computational processing power, network and computational overhead at
the central cloud increases. This could lead to performance issues for applications
where low latency is a fundamental requisite.
This thesis focuses on providing accurate and stable indoor localization. We work
on terminal-based and network-based indoor positioning and tracking systems for
iii
Acknowledgements
wireless mobile devices. To provide high and stable localization and tracking accu-
racy, we integrate radio signal information, inertial measurement information, and
environmental information (e.g., earth’s magnetic field, floor plan information) in
probabilistic methods such as particle filters. The contributions in this thesis can
be summarized as follows: First, enhanced methods to improve indoor localization
and tracking accuracy. We address challenges for minimizing errors produced by
inaccurate sensors and low sensing data rate on commodity mobile devices such as
smartphones. Second, indoor localization with failure recovery methods. We intro-
duce a localization failure method that is able to recover the system from localization
failures, such as the kidnapping robot problem and global localization problem. The
proposed failure recovery algorithms are based onmachine learning models, which
provide indoor zone level localization. We introduce two novel ensemble machine
learning models, which are able to exploit physical information about the area of
interest and information about the performance of individual machine learning mod-
els. Third, system architectures for indoor localization and tracking. To handle high
complexity of the localization algorithms, we propose a Multi-Access Edge Comput-
ing architecture for indoor localization and tracking. Additionally, we introduce a
novel reinforcement learning approach for robust and stable indoor localization and
tracking.
Our proposed localization algorithms significantly outperforms the other commonly
used range-based and fingerprinting-based positioning algorithms such as traditional
particle filter, Kalman filter and trilateration algorithms.
Keywords: Indoor Positioning, Particle Filter, Reinforcement Learning, Internet of
Things, Ensemble Learning Methods, Hidden Markov Model, Kidnapping Robot Prob-
lem.
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Introduction
Awareness of the current position of a target enables a large range of context-aware
applications. Context-aware applications must be able to timely react to the cur-
rent physical context (i.e., environment) of mobile users. Thus, reliable localization
becomes the underlying requirement of these applications. Although location infor-
mation has become a transcendent part of the daily life of mobile users, currently
there is not a simple and accurate solution for indoor localization. Additionally, the
often limited computation and power resources on mobile devices put strong con-
straints on the algorithmic complexity design of solutions. Thus, indoor localization
is still considered as an open challenging problem. We define localization accuracy as
the error between the estimated position and the ground truth position of the target.
Robustness is to guarantee the system reliability against localization failures. The
development of such localization approaches includes several aspects including artifi-
cial intelligence methods and the choice of the system architecture. It is challenging
for a localization approach to balance the strength and weakness of each design.
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1.1 Overview
The current social and commercial importance of indoor location-based applications
have attracted significant attentions in recent years. The location-awareness will
not only enable a vast amount of location-based services and applications such as
intelligent transportation systems (ITSs) and autonomous vehicles, but also support
valuable location-aware communication enhancements such as proactive radio re-
source management, proactive handover optimization, etc. Thus, reliable localization
methods become the underlying requirement to enable location aware-services.
The vision of indoor localization, however, entails big challenges. For example, the
noise in low-cost Inertial Measurement Units (IMUs) on commodity mobile devices
will introduce accumulated errors in the process of numeric integration during track-
ing [50]. Many wireless indoor positioning approaches have been proposed. Radio
signals are most commonly used for indoor positioning, such as fingerprinting, radio-
based ranging, etc. Radio-based indoor positioning has the intrinsic problem of signal
unreliability due to multi-path propagation and non-line-of-sight (NLOS) signal con-
ditions in indoor environments. One solution is to apply data-driven methods such as
machine learning algorithms on received signal data, where a training dataset includ-
ing measurements with known locations is used to train a model that estimates the
location of a data sample. Wi-Fi received signal strength indicator (RSSI) is a common
metric in both range-based and fingerprinting-based approaches. The earthmagnetic
field, which presents distortions over space due to the presence of ferromagnetic
materials, is also used to improve localization accuracy [4]. However, to build up a
fingerprint database is very time consuming. Typically, building a radio map database
for fingerprints requires much more effort than range-based methods for localization.
Although several methods have been proposed to provide indoor localization, most
of them implement running algorithms locally in the target mobile devices. How-
ever, the limited computational resources of mobile devices make it difficult to run
complex algorithms. Real-time indoor localization requires significant computation,
which is typically running onmobile devices with limited resources. Offloading the
heavy computation to a third party server could resolve the problem, but the data
transmission between the mobile devices and centralized server could lead to higher
latency and unreliable performance, which is not tolerable for real-time applications.
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1.2 Problem Statement
Several approaches have been proposed to provide indoor localization. Although
some of them report high accuracy, there are some common problems and chal-
lenges to overcome in indoor localization systems. In this section, we describe these
challenges and present the approaches that we target to solve them.
1.2.1 Indoor Localization and Tracking Accuracy
The vision of indoor localization and tracking on commodity mobile devices (e.g.,
smartphones), entails big challenges. For example, the IMUs on commodity smart-
phones are low-cost and have low power consumption but suffer from significant
sensor errors. Low-cost IMUs on commodity devices will introduce accumulated
errors in the process of numeric integration during tracking [50]. Thus, localization
systems must consider additional information like Wi-Fi signals or floor plan informa-
tion to deal with this kind of errors. However, Wi-Fi signals in smartphones tend to
be unstable due to multipath effects, which are severe in indoor environments [113].
Moreover, observations show that Wi-Fi RSSI values often fluctuate over time even if
the device is stationary. Unstable and vulnerable RSSI values introduce undesirable
localization errors. Another issue is the achievable sampling rate of RSSI readings
in Wi-Fi sensors. The sampling rate of inertial sensors can achieve 100Hz. However,
the sampling frequency of Wi-Fi sensors is approximately 4Hz on commercial smart-
phones [50]. Therefore, inaccuracy of inertial sensors, instability, and low sampling
frequency in Wi-Fi sensors introduce errors in the location estimation process. There-
fore, it is important to mitigate the tracking errors introduced by the inaccurate
IMUs and low sampling frequency of Wi-Fi sensors in commoditymobile devices.
1.2.2 Failure Recovery inMonte Carlo based Localization Systems
Monte Carlo Localization (MCL) is a probabilistic method that is widely used to design
indoor localization systems. MCL is a sample-based method that represents the
probability density of the mobile target position. There are some common problems
to overcome in Monte Carlo based Localization systems (MCLS). Two of them are
the global localization problem and the kidnapped-robot problem (KRP). The former
happens when the localization system starts. Here, the initial position of the target is
unknown. The target is located somewhere in the environmentwithout any knowledge
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of its position.
In contrast to the global localization problem, the KRP occurs during systemoperation.
The convergence process of hypotheses (called particles in MCLS) causes the absence
of samples in some zones (i.e., subareas) inside the area of interest. This leads to
localization failures if the target is located in a zone without samples. This problem
is a variant of the global localization problem [102]. Furthermore, sensor faults and
mechanical problems can also lead to a condition similar to KRP. In this case, the KRP
occurs when a well-localized target in operation moves to another location during a
localization failure. Thus, the target is not aware of this change of position. The target
device might firmly believe to be somewhere else at the time of the kidnapping.
With the problems mentioned above, most of the state-of-the-art localization ap-
proaches cannot be guaranteed never to fail [102]. Therefore, the ability to recover
from failures is essential for truly autonomous MCLS. Therefore, it is important to
provide a method to guarantee system reliability against localization failures in
MCLS.
1.2.3 System Architectures for Indoor Localization Systems
Latency minimization is an essential requirement in real-time services. Although
several methods have been proposed to provide indoor localization, most of them
implement the running algorithms locally in the target mobile devices. However, the
limited power supply and computational resources of mobile devices make it difficult
to run complex algorithms. Moreover, the rising interest around the Internet of Things
(IoT) and context-aware applications has introduced a variety of technologies to deal
with all the produced data in the field of the IoT and context-aware applications
[89]. Context-aware applications must be able to timely react to the current physical
context (i.e., environment) of mobile users. Thus, real-time localization becomes the
underlying requirement of these applications. However, real-time indoor localization
requires significant computation, which is typically running onmobile devices with
limited resources. Offloading heavy computation to a third party server could resolve
the problem, but the data transmission between the mobile devices and centralized
server could lead to higher latency and unreliable performance, which is not tolerable
for real-time applications. Therefore it is important to provide an architecture to
meet application requirements of short latency and high resource-demanding to
guarantee high indoor localization performance.
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1.3 Thesis Contributions
This thesis focuses on providing accurate, reliable, and stable indoor localization
and tracking for wireless mobile devices. First, this thesis contributes with solutions
to improve indoor localization accuracy in commodity mobile devices. We exploit
an enhanced probabilistic approach to mitigate errors caused by unstable and low
frequency rate sensors in commodity mobile devices. Our approach fuses ambient
signals, inertial sensors and physical information of the environment to achieve high
localization and tracking accuracy. Second, we propose an efficient approach to deal
with localization failures problems, such as the global localization and the kidnapping-
robot problem. Third, we also propose a network-based localization architecture to
deal with limited computational resources of commodity mobile devices. We support
our contributions in this thesis by theoretical analysis. Moreover, we evaluated in real
scenarios prototype systems. In the following paragraphs, we summarize the main
contributions in this thesis.
1.3.1 Enhanced Solutions for Improving Indoor Localization and
Tracking Accuracy
The first contribution of this thesis is to improve indoor localization and tracking
performance [20], [17], [19]. This work proposes efficient localization methods to
deal with the instability and low sampling frequency of commodity sensors in mobile
devices. Thus, we exploit an enhanced particle filter with asynchronous continuous
correction phase to fuse ambient signals, inertial sensors, and physical information
of the environment, to achieve high localization and tracking accuracy in complex
indoor scenarios using commodity mobile devices such as smartphones. Details are
summarized as follows:
• Enhanced particle filter to fuse range information estimated fromWi-Fi RSSI,
IMUs and floor plan information for accurate indoor tracking.
• Improved PDR methods by considering magnetic field and angular velocity
measurements to further improve the heading orientation estimation.
• Asynchronous continuous correction phase to mitigate the tracking errors
caused by unstable Wi-Fi RSSI readings and low sampling frequency experi-
mented in Wi-Fi sensors of commodity smartphones.
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• Efficient method to describe the physical environment to further reduce the
computation overhead on smartphones.
We conduct a set of extensive experiments to evaluate the aforementioned contribu-
tions. The terminal-based system has been implemented in a commodity smartphone.
Experiments show that our tracking approach can achieve an average tracking error
up to 1.15m. The failure recovery method is able to detect a localization failure in
3.4s of average. It achieves a tracking mean error of 0.8m. Thus, our indoor tracking
approach achieves high accuracy and stable performance.
1.3.2 Automatic Failure RecoveryMechanism inMCLS
The second contribution of this thesis is to deal with localization failures problems in
MCLS [17], [16]. We propose an efficient method to automatically recover the system
from localization failures. Our recovery method uses machine learning approaches,
which provide zone level localization [14,21]. We incorporate zone level localization
results in the data fusion method (particle filter) to faster recover the system from
localization failures, such as the KRP and global localization problem. We define
zones as subareas inside the target area (e.g., rooms, corridors). Since our proposed
recovery failure method relies on zone level localization results, we also focus on
providing enhancedmachine learningmethods to achieve high zone level localization
performance. Details are summarized as follows:
• Zone level localizationmethods based on enhanced learningmodels. We pro-
pose two novel ensemble machine learning models to provide zone level local-
ization. Both ensemble learningmodels combine conceptually different individ-
ual machine learning algorithms to predict class labels (i.e., rooms, landmarks).
This combination is made by applying concepts of conditional probability and
evidences about the prediction performance of individual predictors. However,
the second proposed ensemble learning model also integrates coarse-grained
floor plan information in a HiddenMarkov Model (HMM) to achieve high zone
level localization performance.
• Failure recoverymechanism to automatically recover the system from localiza-
tion failures such as KRP and global localization failures. We integrate machine
learning zone level localization results in the particle filter method to faster
recover the system from localization failures.
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We conduct experimental studies to evaluate our failure recovery mechanism and our
ensemble learning models in complex office-like indoor environments. Experiment
results show that our failure recovery mechanism can detect a localization failure
in 3.4s of average, and the average time to recover from localization error is 34.2s.
Moreover, our proposed ensemble machine learning models are able to improve
prediction accuracy up to 9.17% compared to traditional machine learning methods.
1.3.3 Network Architecture for Indoor Tracking Systems
The third contribution of this thesis is to deal with resource-intensive mobile applica-
tions such as indoor localization and tracking [15,16]. We propose a MEC architecture
where lightweight algorithms run on the mobile target devices with limit resources,
whereas heavy calculations are offloaded to nearby edge servers. Thus, algorithmic
complexity is not constrained by the limited computational resources of target mo-
biles devices. The MEC architecture brings the storage and processing capabilities
close to the user. Thus, by providing an intermediate layer (i.e., MEC layer) at the
network edge, MEC reduces significantly the network latency which is required for
real-time applications [27]. Therefore, by distributed system architectures, we also
focus on providing enhanced algorithms for indoor localization.
The localization algorithms are based on enhanced particle filters. Moreover, we
propose a novel reinforcement learning-based approach for robust wireless indoor
positioning. Our reinforcement learning-based approach assures the placement of
samples (i.e., particles) over areas where the desired distribution is large (i.e., areas
with high probability of containing the ground truth position). This scheme reduces
convergence time and provides autonomy and robustness to the system. To deal with
multi-path effects that detrimentally affect range-based localization approaches, we
provide an effective method to infer LOS and NLOS conditions. Ensemble machine
learning methods (provided also in this thesis), support to choose the proper ranging
models that are specific for each zone (i.e., are where the target is located). If the
mobile target (i.e., object to be located) and a ranging Anchor Node (AN) are at the
same zone, the system adopts LOS ranging models concerning this AN. Furthermore,
ranges to ANs located at different zones than the mobile client are calculated by NLOS
ranging models. Contribution details are summarized as follows:
• We design a particle filter-based reinforcement learning algorithm for robust
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wireless indoor positioning system. The particle filter fuses ensemble learning
models for zone localization, radio-based ranges, IMUs, and coarse-grained
floor plan information to achieve accurate and stable indoor tracking perfor-
mance. In the particle filter, we provide a reinforcement learning-based resam-
pling method to guarantee system reliability against localization failures.
• We propose a distributedML-based network architecture for indoor tracking,
where lightweight ML algorithms (indoor zone prediction) are running on the
mobile devices with limited resources and heavy ML calculations are offloaded
to nearby edge servers to support complex and heavy calculations.
• We propose a ranging model to deal with multi-path effects. The ranging
model is based on zone localization results. The zone prediction method sup-
ports to choose the proper ranging models that are specific for each zone. If the
mobile client (i.e., object to be located) and a ranging Anchor Node (AN) are at
the same zone, the system adopts LOS ranging models with respect to this AN.
We perform a set of experiments in complex office-like environments along different
moving paths to validate the performance and reliability of our system. With an aver-
age tracking error of 0.97 meters and failure recovery time latency of 1.5 seconds, our
proposed localization method overcomes traditional solutions in terms of reliability,
stability, and accuracy.
1.4 Thesis Outline
The remaining of the thesis is structured as follows. In Chapter 2, we review the theo-
retical background and related work to fully understand the underlying basis of the
approaches proposed in this thesis. Then, our main contributions are structured in
two parts: Part I (Chapter 3, 4) introduces our work on enhanced methods to improve
localization and tracking performance with localization failure recovery. Part II (Chap-
ter 5, 6) proposes distributed system architectures, where lightweight algorithms run
on the mobile target devices, whereas heavy calculations are offloaded to nearby
edge servers. Thus, in Part II, we extend the localization approaches presented in
Chapters 3 and 4 to a distributed system architecture. In the following paragraphs, we
summarize the contributions included in each Chapter.
In Chapter 3, we propose an enhanced particle filter to fuse range information es-
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timated from RSSI, IMUs as well as floor plan information for indoor tracking. We
propose an asynchronous continuous correction phase to mitigate the tracking er-
rors caused by unstable RSSI readings and low sampling frequency experimented in
Wi-Fi sensors of commodity smartphones. we include an enhanced PDRmethod by
considering magnetic field and angular velocity measurements to further improve
the heading orientation estimation. Moreover, we propose an efficient discretized
graph-based method to describe the physical environment. The proposed algorithms
are designed in a terminal-based system, which consists of commercial smartphones
andWi-Fi access points.
In Chapter 4, we focus on localization failures recovery methods to achieve robust
localization performance. We propose an efficient method to recover the localization
system from localization failures. Our recovery method relies on machine learning
techniques, which provide zone level localization. The fingerprint database is built by
taking fingerprint measurements while walking randomly through the environment,
which requires only zone-labeled samples. Thus, the fingerprint database is built in a
short period. Since our proposed failure recovery method relies on zone localization,
we also focus on advanced machine learning methods to improve zone level localiza-
tion performance. We propose two novel ensemble learningmethods, which combine
conceptually different individual machine learning algorithms to predict class labels
(i.e., rooms, zones, landmarks). The first proposed ensemble learning method applies
concepts of conditional probability and evidences about the prediction performance
of individual predictors. The second proposed ensemble learning method relies on
HiddenMarkov models and coarse-grained floor plan information.
In Chapter 5, we exploit a distributed system architecture to design a particle filter-
based reinforcement learning algorithm for indoor tracking with failure recovery.
Our approach fuses zone localization results, radio-based ranges, IMUs, and coarse-
grained floor plan information to achieve accurate and stable indoor tracking perfor-
mance. We provide a reinforcement learning-based resampling method to guarantee
system robustness against localization failures. Moreover, the reinforcement learning
approach makes the localization system converge much faster than other particle-
based localization methods.
In Chapter 6, we provide a MEC-based architecture to localize mobile wireless devices
in indoor scenarios. We also provide a probabilistic method to integrate room pre-
diction results, radio frequency, and environmental information for accurate indoor
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localization. Since the computational complexity is offloaded to a MEC server, the
localization algorithms are not constrained by the limited computational resources of
mobile devices.
Finally, Chapter 7 concludes the thesis by summarizing the contributions of this work.
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2
Theoretical Background and Related
Work
2.1 Introduction
Providing indoor localization has acquired special attention due to the growing num-
ber of context-aware applications and the current importance of IoT. Although several
indoor localization approaches have been proposed, there is not a single solution
considered as a standard for indoor localization. Thus, indoor localization remains a
challenging research problem. In this chapter, we review the theoretical background
and related work to the approaches proposed in this thesis.
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2.2 Communication Networks and Architectures
2.2.1 IEEE 802.15.4
The IEEE 802.15.4 standard specifies the PHY andMAC layers of the low rate Wireless
Personal Area Network (WPAN). It is used in applications that require low data rates
and low power consumption.
The IEEE 802.15.4 standard defines the protocol and compatible interconnection
for devices using low-data-rate, low-power, and low-complexity short-range radio
frequency transmissions [2]. This standard describes the physical layer (PHY) and
medium access control (MAC) layer specifications for wireless connectivity with
fixed, portable, andmoving devices with no battery or limited battery consumption
requirements. It is widely used in wireless sensor networks, home automation, and
industry applications. Furthermore, the standard provides modes to enable accurate
ranging. This standard uses extremely large frequency ranges and low transmit power.
Thanks to its robustness against interference and short pulse duration, it is also
suitable for accurate indoor positioning. The IEEE 802.15.4 architecture is defined
in terms of layers. Each layer is in charge of some parts of the standard and provides
services to the higher layers.
An IEEE802.15.4 device comprises at least one PHY and aMAC layer. The PHY layer
contains the radio frequency (RF) transceiver. The MAC layer provides access to the
physical channel for all types of transfer.
IEEE 802.15.4a
The IEEE 802.15.4a standard provides two alternate PHY layers for low rate WPAN:
Chirp Spread Spectrum PHY (CSS-PHY) and Ultra Wide Band PHY (UWB-PHY). Since
the IEEE802.15.4a UWB-PHY standard is used in our work, we include in this section
only the IEEE802.15.4a UWB-PHY layer and some parts of the IEEE802.15.4 MAC layer
specifications. Further details about this standard can be found in [2]. IEEE 802.15.4a
UWB-PHY is used for applications that require high precision ranging and low power
transmission. Hereinafter IEEE 802.15.4a UWB-PHY is referred as UWB.
UWB is a high-speed and short-range radio technology for wireless communica-
tion. UWB technology has many potential advantages, including the delivery of high
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Table 2.1: UWB Strengths andWeakness
Strengths Weakness
High noise immunity Long signal acquisition times
Low power Limited emission requirements
High material penetration Interference with other radio technologies
High immunity to multipath fading High cost
Potentially high data rates Short range (up to 30m)
throughput by sharing a large amount of spectrum with other UWB devices. However,
for indoor localization, themain advantage of UWB is its robustness against multipath
effects.
UWB transmits ultra short-pulses with time period less than 1 nanosecond over a large
bandwidth in the frequency range from3.1 to 10.6GHz. UWBuses a very low duty cycle
which results in reduced power consumption. Thus, due to its drastically different
signal type and radio spectrum, UWB technology is highly immune to interference
from other radio signals. The low frequencies included in the broad range of the UWB
spectrum can penetrate a variety of materials, including walls. Moreover, the very
short duration of UWB pulses makes UWB less sensitive to multipath effects. This
allows the identification of the main path in the presence of multipath signals.
UWB technology was primarily designed for short-range communication. However,
due to its robustness against multipath effects, its high ability to penetrate materials,
and its immunity to interference from other radio signals, UWB is commonly used in
distance estimation, localization and tracking through Time of flight (TOF). In TOF, a
radio wave signal is sent from a transmitter to a receiver device and back. Then, the
distance between the transmitter and receiver devices is estimated by multiplying the
time of flight of the wave with the speed of radio waves. Table 2.1 summarizes some
strengths and weaknesses of the UWB technology.
The UWB is in charge of the activation and deactivation of the radio transceiver,
energy detection, link quality indication, channel selection, ranging, transmitting and
receiving packets across the physical medium. There are three different bands groups:
low-band, high-band, and sub GHz band. These groups include 16 channels with
499.2MHz. The main characteristics of UWB are shown in Table 2.2. Figure 2.1 depicts
the data frame structure of UWB.
The preamble code is used to build symbols of the SYNC portion synchronisation
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Table 2.2: UWB PHYMain Characteristics
Characteristic Description
Bandwidth 499.2 MHz, 1081.6 MHz, 1331.1 MHz and 1354.9 MHz
Frequency channel Channel 3, 7, 11 and 15
Data rate 0.11 Mbps, 0.85 Mbps, 6.8 Mbps and 27.4 Mbps
Centre frequency 4492.8 MHz, 7488.0 MHz and 9984.0 MHz
Forward error correction Reed Solomon coder
Table 2.3: Preamble Code Sequences UWB PHY (31 length)
Index Sequence CH number
1 -0000+0-0+++0+-000+-+++00-+0-00 0,1,8,12
2 0+0+-0+0+000-++0-+—00+00++000 0,1,8,12
3 -+0++000-+-++00++0+00-0000-0+0- 2,5,9,13
4 0000+-00-00-++++0+-+000+0-0++0- 2,5,9,13
5 -0+-00+++-+000-+0+++0-0+0000-00 3,6,10,14
6 ++00+00—+-0++-000+0+0-+0+0000 3,6,10,14
7 +0000+-0+0+00+000+0++—0-+00-+ 4,7,11,15
8 0+00-0-0++0000–+00-+0++-++0+00 4,7,11,15
header (SHR) preamble. UWB supports 31 and 127 length code sequences of preamble
code. The length 31 code sequences is shown in Table 2.3.
IEEE802.15.4MAC Layer
TheMAC layer provides beaconmanagement, channel access, frame validation, ac-
knowledged frame delivery, association, and disassociation. Moreover, the MAC layer
is in charge of implementing application security mechanisms.
Frame Structure
The frame structure allows robust transmission on noisy channels while keeping
low complexity in the frame design. Figure 2.1 shows the frame structure of the
IEEE802.15.4 standard. The MAC frame is passed to the PHY layer as a PHY service
data unit(PSDU) which becomes the PHY payload.
Radio Frequency (RF) technology is one of the promising solutions to provide real-
time indoor localization. Compared to other RF technologies, ultra wide band (UWB)
has received increased interests due to its capability to reduce the localization errors
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Figure 2.1: IEEE802.15.4a frame structure
to lower than one meter. UWB is robust to multi-path effects because UWB radios
are able to differentiate pulses reflected from different objects. Thus, UWB-based
localization achieves better accuracy and reliability than other wireless technologies
such as Wi-Fi or Bluetooth, which normally achieves localization accuracy of several
meters [85].
2.2.2 IEEE 802.11
Wi-Fi describes a local wireless network that uses radio waves to transmit data. There
are several versions of Wi-Fi as defined in the IEEE specifications, including 5 GHz,
and 2.4 GHz frequency. Certain versions of Wi-Fi achieve a transmission speed up to
several gigabits per second. Thus, Wi-Fi is typically used to transfer large amounts
of information. Table 2.4 summarizes some strengths and weakness of the Wi-Fi
technology.
Table 2.4: Wi-Fi Strengths andWeakness
Strengths Weakness
Large range (up to 150 m) Prone to interference
Widely available Requires security protocols
Network scalability Prone to denial of service
Client mobility Highly affected by multi-path fading
The IEEE 802.11 standard [1] is a set of physical (PHY) and Medium Access Con-
trol (MAC) layer standards for implementing wireless local area network computer
communication (WLAN). This standard is themost widely usedwireless computer net-
working standard. The IEEE 802.11 standard operates in the Industrial Scientific, and
Medical (ISM) band. The IEEE 802.11 standard is mainly used to provide networking
capabilities and connect devices in public, private, and commercial networks. Initially,
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WiFi had a range of coverage of about 100 meters. However, this range has increased
to about 1 kilometer (km) in IEEE 802.11ah to be optimized for IoT services [22].
Most of the modernmobile devices, such as laptops and smartphones enable Wi-Fi
connectivity. Thus, Wi-Fi technology has become an ideal candidate for indoor local-
ization and one of the most commonly studied technologies for indoor localization.
Because existing Wi-Fi access points can be used as reference anchor nodes for signal
collection, localization systems can be built without additional infrastructure.
The 802.11 standard is a set of over-the-air modulation techniques. This standard
provides the basis for several wireless network applications. The IEEE 802.11 standard
also defines the radio frequency spectrum in each country over the world.
The 802.11n enhancements allow receiving and/or transmit simultaneously by us-
ing multiple antennas. The 802.11n defines many to many antenna configurations
(MxN), ranging from 1×1 to 4×4. This transmission technology is called MIMO. MIMO
uses Spatial Division Multiplexing as channel access method. It allows multiple in-
dependent data streams transferred simultaneously within one spectral channel of
bandwidth. Thus, MIMO increases the data throughput as by increasing the number
of resolved spatial data streams. Since part of our work is focused to IEEE 802.11n-
based network systems, we review some relevant knowledge of this standard in the
following paragraphs.
IEEE 802.11nMedium Access Control Layer (MAC)
In IEEE 802.11n protocol, the MAC layer manages the access to the shared physical
media (i.e., air interface). Thus, the MAC layer enables Wi-Fi devices in range to
communicate effectively. The MAC layer takes data from the higher sub-layer called
Data Link layer (LLC), adds header and tail bytes, and sends the data to lower Physical
layer (PHY). The reverse process occurs when receiving data from the PHY layer.
Received Signal Strength Indicator (RSSI) is a MAC layer component that measures
the transmitted signal power by characterizing the attenuation of radio signals during
propagation. RSSI is accessible in wireless techniques fromUWB, ZigBee, andWi-Fi
to cellular networks.
TheMAC layer implementsMediumAccess Control mechanisms to control access to a
sharedmedium. Thus, theMAC layer allowsmultiple devices to reliably communicate
16
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Figure 2.2: MAC layer functions and interactions. MAC layer is a sub-layer between
LLC and PHY layer.
by sharing the medium as specified in the standard.
MAC layer implements processes for scanning, authentication, association, power
saving and fragmentation. Figure 2.2 shows the functions of the MAC layer and its
interaction with the PHY and the LLC layers.
The MAC layer takes a packet of data called MAC Service Data Unit (MSDU) from
Logical Link Control (LLC) sub-layer. MAC adds necessary header and tail bytes
to form MAC Protocol Data Unit (MPDU). MPDU is then sent to the physical layer
for transmission. In the physical layer, the Physical Layer Convergence Protocol
(PLCP) appends a PHY-specific preamble and header fields to the MPDU that contain
information needed by the Physical layer transmitters and receivers. Physical Medium
Dependent (PMD) sublayer provides transmission and reception of Physical layer data
units between two stations via the wireless medium. The reverse process is performed
whenMAC receives a packet from the PHY layer.
The scanning process is performed in a passive and active fashion. In the passive
scanning, the station looks for beacon frames that are regularly sent by an Access Point
(AP). These frames contain information describing the network. To connect to an AP,
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the station selects the AP with the strongest signal if multiple APs are located within
range. the station then attempts to connect to the strongest AP. The communication
is performed in the channel in which the AP is operating.
In the active scanning process, the station sends a request either to a specific AP or to
any AP within range. It expects a response from one or more APs. Then, the station
selects the strongest AP and attempts to connect.
The MAC layer implements the network multiple access method called Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CA). CSMA/CA consists of two sub-
processes: Carrier Sensing and the Collision Avoidance. In the Carrier Sensing sub
process, Wi-Fi stations sense the media interface. It the channel is idle, stations
are allowed to transmit. In the Collision Avoidance process, the station senses if
the channel is busy, then it waits for a random interval before transmitting. The
randomness reduces the probability of collisions among stations transmitting at the
same time. Even though the randomness, collisions can still occur. However, they are
inferred when no acknowledgment message (ACK) is received by the sender. If ACK is
not received, station backs off for a random duration and repeats the process.
2.2.3 The Internet of Things Network
According to CISCO systems, the Internet of Things (IoT) network can be defined as
"a pervasive and ubiquitous network which enables monitoring and control of the
physical environment by collecting, processing, and analyzing the data generated by
sensors or smart objects" [100]. Thus, IoT is a network that connects physical devices,
sensors, vehicles, electronic objects, etc. to the Internet. Those devices embedded
software, actuators, and sensors to collect and exchange data. However, the IoT func-
tionalities go beyond this interaction by offering connections and networking services
between such as transport services, community services, etc. [74]. It is a network
that connects everything to the Internet to exchange information and communica-
tion through devices with agreed protocols. Interconnected devices are able to be
identified, located, and they are able to monitor and manage things connected to the
network [25]. Therefore, the Internet is no longer bound by the desktop but goes out
into the world of other things [74]. Figure 2.3 shows the common IoT architecture
defined in [100].
The underlying technologies that lead to the IoT concepts have existed for some time
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Embedded System Layer
Smart things, mobile clients, vehicles,
machines, sensor nodes, actuators
Wireless and wired networks
Multi-Service Edge Layer
Edge routers, Fog computing, storage,
Control Logic
3G, 4G, 5G, Wi-Fi, Ethernet
Core Network Layer
Distributed data center, Fog delivery
service support, Mobility and routing
infrastructure
Network serivices, Mobile packet core
Data Center Cloud Layer
Data center computing, Storage,
Networking, Cloud Computing, 
Application Hosting, Management
Figure 2.3: The common IoT architecture.
(e.g., Machine-to-Machine (M2M) communications, Radio Frequency Identification
(RFID), Location-Based Services (LBS), Lab-on-a-Chip (LOC) sensors, Augmented
Reality (AR), robotics, vehicle telematics, etc.). The common feature of these technolo-
gies is that they combine embedded sensory objects with communication intelligence,
running data over a mix of wired and wireless networks [100].
Because of the huge amount of data generated by the interaction process in IoT,
cloud technology suits IoT applications. Moving IoT application data to the cloud can
reduce the cost and complexity related to hardware management. Thus, it is needed
to aggregate several IoT device messages using mobile cloud computing closer to the
device users to improve latency and response time. IoT devices are connected over
different communication technologies such as 3G, 4G, 5G, Wi-Fi, UWB. In general,
the data transmissions are small messages, encrypted and come in different forms
of protocols such as, MQTT, CoAP. Therefore, there is a requirement for a low latency
aggregation point to manage the heterogeneous protocols and data processing of
analytic from data collected from different IoT applications. The edge server has the
capability to resolve those challenges.
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There are several definitions about IoT architecture in the literature. Here, we include
a high level architecture’s description provided by [100]. Further definitions can be
found in [13,100,104].
Embedded Systems Layer
The Embedded Systems Layer is the first layer of the IoT architecture. It is comprised
of embedded systems, sensors and actuators. Sensor nodes and actuators are small
devices, usually with limited processing and power and capabilities. These devices
could be deployed in remote locations.
The hardware of a sensor node and an actuator often includes four parts: the power
management module, a sensor, a microcontroller, and a wireless transceiver. The
power module provides a reliable power source for operating the system. These de-
vices are in charge of collecting and transforming environmental signals, such as light,
humidity, etc into electrical signals and then transferring them to the microcontroller
for further processing.
Multi-Service Edge Layer
This layer supports wired and wireless communications. Thus, this layer must im-
plement many communication protocols (e.g., Zigbee, IEEE 802.11, 3G, 4G, and 5G).
This layer must be modular to scale to accomplish growth requirements. The appli-
cations and services implemented in this layer should be similar so that additional
applications and services can be easily added.
Core Network Layer
The Core Network layer is in charge of providing paths to carry and exchange data
and network information betweenmultiple networks. This layer is able to manage IoT
traffic and data. The main difference between IoT Core Network Layer and conven-
tional core layers is that in IoT the traffic and data may differ, for instance, variable
packet size.
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Data Center Cloud Layer
The Data Center Cloud Layer is in charge of providing hosting for applications and
services to manage end-to-end IoT architecture. This layer is a pool of computational
resources which are interconnected by a communication network.
2.2.4 Multi-Access Edge Computing (MEC)
Multi-Access Edge Computing (MEC) is a cloud-based Information Technology (IT)
service environment located at the edge of the network [23]. Figure 2.4 shows the
basic MEC architecture. The MEC servers are closer to the end user than cloud
servers. Therefore, even though the MEC servers have less computation power than
the cloud servers, they are still able to provide better QoS and lower latency to the
end users. MEC is an emerging technology designed to provide real-time processing,
high-bandwidth, low-latency access by reducing the network stress [8]. MEC servers
are usually deployed close to the Radio Network Controller (RNC), and allow for delay-
sensitive and context-aware applications to be executed in close proximity to end
users [105]. Thus, MEC adapts cloud computing to the mobile environment where
data are stored and processed outside mobile devices.
MEC Framework and Architecture
The European Telecommunications Standards Institute Industry Specification Group
(ETSI ISG) [35], has published the specifications on the framework and reference
architecture for MEC technology [34]. In the following paragraphs, we summarize
these specifications.
MECReference Framework
High level functional entities are involved in the reference MEC framework. These
entities are grouped in three layers: network-layer, host-layer, and system-layer.
The network-layer is related to external networks such as local networks, third Genera-
tion cellular network (3GPP), and the external networks (e.g., Internet). The host-layer
includes the Mobile Edge (ME) host. In the ME host, the ME platform, the ME appli-
cations, and the ME virtualization are performed. The system-layer has the overall
visibility of the ME system [88].
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Core networks
Cloud Servers
MEC Servers MEC Servers MEC Servers
End Users
Figure 2.4: Graphical Representation of a Basic MEC architecture.
MECReference Architecture
As the network layer is not visible in the MEC reference architecture, entities are
grouped in two layers: Host layer and System layer. The Host layer includes the MEC
host. Through MEC platform and Virtualization platform, the MEC host provides
processing, data storage and network resources for MEC applications. The virtualiza-
tion infrastructure performs the forwarding rules received by the MEC platform and
routes the traffic among the MEC applications. The MEC platform receives the traffic
forwarding rules from the MEC platformmanager.
MEC applications run as virtual machines on top of the virtualization infrastruc-
ture. The MEC applications interact with the MEC platform to consume services
provided by the MEC platform. However, MEC applications can provide services
to the MEC platform also. MEC applications must provide information related to
resources, allowed latencies. Then, MEC host assignment is done by evaluating these
requirements.
TheMEC platformmanager handles the application initialization and termination.
Moreover, the MEC platformmanager provides information to the MEC orchestrator
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related applications events.
MEC orchestrator (MEO) has a view over the resources of the entire MEC network.
Thus, MEO has information related to the entire system. The MEO maintain infor-
mation about the deployedMEC hosts, available services and resources, initialized
applications and the topology of the network. Moreover, the MEOmanages the initial-
ization of applications by providing instructions to the Virtualization Infrastructure.
The virtualization infrastructure manager (VIM) controls the virtualization resources
of the MEC hosts. The Operation Support System (OSS) is in charge of running the
MEC applications in the desired location of the network. Thus the OSS manages the
requests to initialization and terminates the ME applications from the clients in the
user equipment (UE) and the customer-facing service (CFS) portal. The CFS portal
provides business-related information for users.
2.3 Inertial Sensor and Magnetometer based Localiza-
tion
2.3.1 Inertial Sensors
Inertial sensors are micro-electromechanical (MEM) devices based on inertia. Inertial
sensorsmeasure force, and angular rate of a body, using a combination of sensors such
as accelerometers, gyroscopes. Magnetometers are not based on inertia. However,
magnetometers are commonly embedded together with the inertial sensors onmobile
devices. Magnetometersmeasuremagnetic fields. The raw data obtained from inertial
sensors is often referred as Inertial Measurement Units(IMUs).
Accelerometer
An accelerometer is an electromechanical device that measures the physical accel-
eration forces experienced by a body. Such forces could be static (e.g., gravity), or
dynamic to sense movement or vibrations of a specific body. Some sensing tech-
nologies also make use of some physical parameters from the environment, such
as temperature, pressure, force, and light to improve acceleromenter reading accu-
racy. Typical accelerometers are multiple three-axis devices. Most of the modern
smartphones embedded three-axis models, whereas cars simply use only a two-axis
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to determine the moment of impact [42].
Gyroscope
Gyroscope sensors are devices thatmeasure the angular velocity of a body. Gyroscopes
are also known as angular rate sensors or angular velocity sensors. The gyroscope
measures rotational velocity along the axis X, Y and Z also referred as Roll, Pitch, and
Yaw. [86]. This rotational velocity can be expressed in degrees over seconds.
Magnetometer
Amagnetometer is a device that measures magnetism, either the magnetization of
magnetic material or the relative change of a magnetic field at a particular location.
The earth’s magnetic field can be measured with by a magnetometer. The magne-
tometer sensors in modern smartphones use a Hall-effect sensor to measure the
magnitude of a magnetic field. The Hall-effect sensor produces a voltage which is
directly proportional to the magnetic field strength. Then, the voltage pattern is used
to measure the magnetic field intensity. Since a magnetometer is able to detect the
earth’s magnetic field, the magnetometer is a fundamental component to determine
the relative orientation of a body relative to the Earth’s magnetic north [87].
2.3.2 Pedestrian Dead Reckoning
Pedestrian Dead Reckoning (PDR) is an useful component for localization and track-
ing. Inertial sensors can be adopted to implement pedestrian movement detection
such as step recognition, stride length estimation, and heading orientation estimation.
PDR systems derive the new location based on the previously determined location
by using inertial sensor readings (IMU). There are several works that have adopted
pedestrian dead reckoning (PDR) as a fundamental component for indoor tracking.
Due to the fast development of modern smartphones, PDR relying on IMUs has
attracted increasing research interests. Basically, PDR systems derive the new loca-
tion based on the previously determined location by using sensor readings. Inertial
sensors can be adopted to implement pedestrian movement detection such as step
recognition, stride length estimation, and heading orientation estimation. For in-
stance, the authors of [10,36] determined the heading orientation based on gyroscope
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measurements, whereas the displacement is estimated from accelerometer readings.
In [10], authors defined amethod named Heuristic Drift Elimination (HDE), which
is intended to deal with the accumulated errors. However, HDE requires specialized
sensors deployed on the foot of the pedestrian. The authors of [54] adopted mag-
netic field sensor and accelerometer readings to estimate the heading orientation.
In this, work authors defined a walking and running model based on accelerometer
measurements. In [3], authors used readings of the gyroscope to identify physical
turns of the pedestrian user, whereas the walking distance is determined by readings
of the accelerometer. PDR systemsmeasure position changes rather than the abso-
lute position, which results in an accumulation of sensor errors over time. To deal
with cumulative errors, PDR methods presented in this thesis consider additional
information like Wi-Fi signals and floor plan information. Moreover, we incorporate a
magnetometer and gyroscope filters to further smooth the heading orientation errors
produced by magnetic field interference and noise in low-cost sensors on commodity
mobile devices.
2.4 Signal based LocalizationMethods
Indoor environments are rich in different types of ambient signals. We consider
ambient signal any electrical impulse, radio wave, or force from the surrounding
environment that can be measured by sensor devices. Because of its ubiquitous
availability, indoor ambient signals are often used in indoor positioning. Different
parameters of indoor signals can be used to locate the targets, such as RSSI, time
information andmagnetic field distortions. Indoor signal-based indoor localization
can be classified as range-free and range-based methods.
2.4.1 Range-based Localization
Range-based approaches convert the measured radio signal parameters into range
values, which indicate the distance between the target mobile device and radio
transceiver. This process is called ranging. After ranging, different positioning al-
gorithms can be used to estimate the absolute locations of the targets, such as tri-
lateration andmultilateration [59]. Trilateration andmultilateration determine the
position of the target based on the distances to some anchor nodes. However, ranging
accuracy is detrimentally affected by multi-path effects especially in Non-Line of
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Sight (NLOS) conditions. To reduce the negative influence of multi-path effects, NLOS
conditions need to be identified, and then somemethods (e.g., adaptive propagation
models) can be adopted to mitigate its negative influence.
Range-based localization approaches use radio propagation models to define the
relationship between the propagation distances and radio parameters. Thus, ranges
can be derived by using signal parameters such as RSSI or arrival time of radio signals.
In theory, RSSI monotonically decreases with increasing propagation distance [59].
Somemodels to relate RSSI to the propagation distance have been proposed e.g., Log
Distance Path Loss (LDPL) [93], Nonlinear RegressionModel (NLR) [59]. Thesemodels
are called propagation models.
The propagation model that describes the LDPL can be described by Equation 2.1:
P (r )= P (r0)−10 ·γ · log10(
r
r0
), (2.1)
where P (r ) is the received signal power at certain distance r. P (r0) refers to the power
loss in a free space. γ is the path loss efficient. Therefore, r can be calculated as
follows:
r = 10(
P (r0)−P (r )
10·γ ), (2.2)
The NLRmodel is defined by Equation 2.3:
r =α ·e(β·P (r )), (2.3)
where r is the distance between the transmitter and the receiver. Both α and β are
environmental variables, which values are determined by a training process. In indoor
environments, the accuracy of the propagation models is affected by multipath and
Non Line of Sight (NLOS) propagation [59].
There are some proposed time-based ranging methods to determine the distance
between a transmitter and a receiver. Time-based ranging methods rely on precise
time-stamping of incoming and outgoing messages [82]. For instance, in one way
ranging methods, messages are not exchanged bidirectional (i.e., between transmitter
and receiver) but unidirectionally. Therefore, synchronizationmethods between trans-
mitter and receiver must be implemented. Since ranging messages are bidirectional
in two way ranging methods, synchronization between transmitter and receiver is not
required [94]. As shown in Figure 2.5 Tx transmits a ranging message to Rx. Then, the
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Figure 2.5: Two way ranging methods.
distance between Tx and Rx is derived from the propagation time called time of arrival
Tto f is derived from Tto f and the signal propagation speed. Since the clocks in Tx
and Rx are not synchronized, an additional message is transmitted. The time-of-flight
Tto f can be calculated as follows:
Tto f =
(T4−T1)− (T3−T2)
2
, (2.4)
The distance d between Tx and Rx is calculated as follows:
d = Tto f ·Sr s , (2.5)
where Sr s is the radio signal propagation speed. As shown in Figure 2.5, two way
ranging method requires to exchange twomessages between Tx and Rx.
In complex indoor environments, Wi-Fi signals suffer from some random variations
during transmission. This random behaviour is produced by the presence of multiple
obstacles such as walls, furniture, ceiling, etc. Obstacles introduce a mixed transmis-
sion between Line of Sight (LOS) and Non-LOS (NLOS) conditions. NLOS propagation
induces significant bias in power-based ranging [112]. Hence, the main challenge
facing range-based localization approaches is to have a suitable and accurate propa-
gation model to estimate ranges accurately with respect to actual distance. Many of
proposed range-based solutions rely on having precise knowledge of mobile target
device radio settings [29], [45] [64]. However, in real scenarios, this information is
not available neither at the user side nor at the network side. Thus, random signal
variations during transmissions make the distance estimations vary in unpredictable
ways, which leads to introduce errors in range estimation processes. To deal with this
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negative influence of random signal variations effects, NLOS conditions need to be
identified, then somemethods can be adopted. In this thesis, we exploit zone level
localization to choose the proper ranging models that are specific for each zone. If the
mobile device and a ranging Anchor Node are at the same zone, the system adopts
LOS ranging models with respect to this AN.
2.4.2 Range-free Localization
Fingerprinting [7] is the most common range-free method. It is often used because
of its robustness to multipath propagation. Fingerprinting-based indoor localization
systems usually consist of two phases: training phase (off-line) and localization phase
(on-line). In the off-line phase, the fingerprint database is built by collecting various
types of radio signals in the target indoor environments. The earth magnetic field
(MF) in indoor environments presents distortions over space due to the presence of
ferromagnetic materials. These MF distortion patterns can also be used to identify
indoor locations [4]. MF and RF observations can be used as fingerprints to detect
unique locations in indoor environments. However, it is very time consuming to build
up a radio map, which is required to locate the targets in fingerprinting. In the on-line
phase, the observed fingerprint at an unknown location is compared with the stored
fingerprints in the fingerprint database to determine the closest match. Any single
learning model can be applied. However, ensemble learning models usually allow
better predictive performance compared to single models [60]. Fingerprinting-based
methods that build the classification model exclusively based on previously observed
data (i.e., fingerprint database) are called discriminative learning methods.
Various machine learning-based approaches have been proposed that use finger-
printing to estimate user indoor locations. Machine learning-based indoor localiza-
tion can be classified into generative or discriminative methods, which builds the
machine learning model using a joint probability or conditional probability respec-
tively [46] [81]. K-Nearest-Neighbor (KNN) is the most basic and popular discrimi-
native technique. The core of KNN depends mainly on measuring the distance or
similarity between the tested samples and the training samples. Euclidean distance
is the most widely used distance metric in KNN methods. However, several simi-
larity measure techniques can be applied. These includeMahalanobis, Manhattan,
Minkowski, Chebychev, Cosine, Correlation, Hamming, Jaccard, etc. [79]. The KNN
algorithm determines the k closest matches in the signal space to the target. Then, the
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location of the target can be estimated by the average of the coordinates of the k neigh-
bors [58]. Generative localization methods apply statistical approaches, e.g., Hidden
Markov Model [41], Bayesian Inference [11], Gaussian Processes [37], on the Wi-Fi
fingerprint database. Thus, accuracy can obviously be improved by adding training
data. In [37] for instance, Gaussian Processes are used to estimate the signal propaga-
tion model through an indoor environment. Generally speaking, fingerprinting-based
localization methods can achieve good accuracy. However, the off-line phase de-
mands high effort and is time consuming, whichmakes it non-practical for large-scale
deployments.
RADAR [7] was the first work that utilized aWi-Fi discriminative fingerprintingmethod.
In RADAR, the interest area is divided into a grid of 1x1 m. RSS measurements are
taken at each cell intersection to create the radio map database. Then in the on-line
phase, RSS received is compared to the radio map database to estimate the target
location. However, it is very time consuming to build up a radio map.
In order to improve the accuracy of fingerprint-based localization, authors of [47]
proposed to fuse step counter measurement with location estimation to reduce the
calibration efforts. In [48], authors proposed a graph-based, low-complexity sensor
fusion approach for ubiquitous pedestrian indoor positioning using mobile devices.
However, the system is not robust again positioning failures.
There is a limited number of works that have focused on reducing off-line efforts in
learning-based approaches for indoor localization [24] [68] [67]. These approaches
reduce the off-line effort by reducing either the number of samples collected at each
survey point or the number of survey points or both of them (i.e., reducing the number
of collected samples and number of survey points). Then, a generative model is ap-
plied to reinforce the sample collection data. In [24] for instance, a linear interpolation
method is used. In [68], a Bayesian model is applied. In [67], authors propose a prop-
agation method to generate data from collected samples. In [81], authors combine
characteristics of generative and discriminative models in a hybrid model. Although
these hybrid models can reduce offline efforts, these models still rely on a number of
samples collected from fixed survey points (i.e., labeled samples). To maintain high
accuracy, the number of survey points shall be increased in larger environments.
Collecting samples from numerous survey points (i.e., point locations where the
ground truth position is known) will become a demanding process, which makes the
system unsuitable to large environments. In [69], authors validated the performance
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of different individual machine learning approaches for indoor positioning systems.
However, they rather compare the results without any deep analysis of the perfor-
mance difference. Moreover, they did not discuss how ensemble learning approaches
could be used to enhance the system performance.
Despite generative approaches can handle the missing value problem, discriminative
approaches often achieve better performance. Generally speaking, all the machine
learning-based localization methods using fingerprinting can achieve good accuracy,
if a large number of labeled samples are available. However, such a sample collection
process could take several hours or days for small or big areas, which is very labor
expensive and time consuming. Therefore, it is essential to reduce the efforts in offline
sample collection procedures while still maintaining high localization accuracy. Our
localization approaches incorporate room level prediction results in the localization
process to accurately converge to the actual position. Since our approach requires
only room level detection (i.e., room recognition), the fingerprint database is built
by collecting fingerprint measurements by simply walking randomly through the
environment. Thus, we reduce cost, manpower, effort, complexity and survey time
in building the learning phase compared to traditional fingerprinting-based and
landmark-based localization approaches.
In addition to radio signals, the earth’s magnetic field MFg eo and magnetic field
fluctuations in indoor environments can also be potentially leveraged for indoor
localization. Several works show the feasibility of using anomalies of the magnetic
field to provide indoor localization [114] [98] [53] [97]. However, due to ferromagnetic
material and electrical objects, magnetic signatures have many ambiguities in indoor
environments (i.e., similar magnetic field value in different locations). Therefore, MF
measurements should be fused with other indoor sensor measurements to derive
accurate locations. In this thesis, we provide a probabilistic approach to integrate
Wi-Fi, MF readings and information about transitions between rooms to achieve room
level localization.
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Figure 2.6: Kalman Filter.
2.5 Mathematic Models for Indoor Localization
2.5.1 Kalman Filters
Kalman filter is a popular and widely used recursive algorithm for data fusion or
filtering. Kalman filter (KF) was published by Kálmán in 1960 [57]. Abstractly, Kalman
filtering can be viewed as a method for fusing noise estimates of some unknown value
to obtain a more precise estimate of that value. KF is a filtering algorithm to estimate
the state of a linear system, such as the position and velocity of a vehicle. Figure 2.6
shows the three phases of KF: Prediction, measurement, and update. In the prediction
phase, the current state is inferred according to the system’s state model and based
on the previous system state. To verify this prediction, a measurement of the system
state is performed. The new system state is then updated by a linear combination of
the measurement and the prediction, weighted by further information relating to the
process and measurement error.
The KF addresses the general problem of trying to estimate the system state Xk of a
controlled process that is governed by a linear dynamic stochastic equation. We con-
sider indoor tracking as a filtering problem, in which the position of a mobile device
can be predicted from a stream of noisy environmental measurements. Therefore, the
indoor tracking problem has twomain elements:
• a system state vector Xk ∈Rm , which includes the two dimensional coordinates
of the mobile device at time k. Vector Xk is updated by the system equation as
follows:
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Xk = F (Xk−1)+µk−1, (2.6)
where the variable µ represents the process noise. Function F describes the
transition of the system from the state at time t = k−1 to the current state at
time t = k.
• a discrete set Z1:k ∈Rn of environmental measurements from t = 0 to time t = k.
Set Zk can be expressed as follows:
Zk =H(Xk)+ vk , (2.7)
where the variable v represents the measurement noise. Function H describes
the relation between the state X t to the measurement Z at time t = k. Variables
µ and v are assumed to be independent of each other and normally distributed.
From the Bayesian perspective, KF estimates p(Xk | Z1:k) which is the probability of
Xk being the current system state given that the system perceives a set of observation
Z1:k . Thus, p(Xk | Z1:k) is calculated by considering the current system state Xk , the
set of available measurements Z1:k , and an initial Probability Density Function PDF
over the state space of the system p(X0) [63]. From the Bayes’ rule, p(Xk | Z1:k) can be
calculated as follows:
p(Xk | Z1:k)=
p(Zk | Xk) ·p(Xk | xk−1)
p(Xk | Z1:k−1)
(2.8)
Equation 2.8 shows that the current state Xk depends on the previous state Xk−1.
Therefore, the state prediction probability p(Xk | Xk−1) can be computed from the
dynamic Equation 2.6. Whereas, the measurements probability p(Zk | Xk) can be
computed from the measurement Equation 2.7. The PDF estimation showed in
Equation 2.8 is a general conceptual solution, which can not be derived analytically.
However, by considering certain assumptions, some algorithms still can achieve
possible optimal and sub-optimal solutions such as Linear Kalman Filter, Extended
Kalman Filter, and Particle Filter.
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Linear Kalman Filter (LKF)
LKF assumes that system equation 2.6 and measurement observation equation 2.7
are linear and all the probability distributions, including noise in system and mea-
surement observation equation are Gaussian distributed.
Process noiseµ andmeasurement observation noise v are assumed to be independent
and Gaussian distributed with zero mean as follows:
p(µ)∼N (0,Q) (2.9)
p(v)∼N (0,R) (2.10)
where Q and R are the noise covariance matrix.
In LKF, the system current state Xk is computed based on two steps as follows:
• The first step computes the state prediction by following two equations:
Xˆk = F Xˆk−1+µk−1, (2.11)
Pk = F Pk−1F T +Q. (2.12)
where Equation 2.11 computes the current system state, and Equation 2.12
projects the covariance estimate forward.
• The second step computes the following equations:
Kk = Pk H T (HPk H T +R)−1, (2.13)
Xˆk = Xˆk +Kk(Zk −H Xˆk), (2.14)
Pk = (I −Kk H)Pk . (2.15)
where Equation 2.13 computes the discrepancy between the actual measure-
ment and the predicted system state. This value is called Kalman Gain. Equa-
tion 2.14 adjusts the estimation of the current state based on Kalman Gain, the
predicted state, and system equation. Equation 2.15 updates the state error
covariance.
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Extended Kalman Filter (EKF)
EKF assumes that system equation 2.6 andmeasurement observation equation 2.7 are
non-linear. However, all the probability distributions, including noise in system and
measurement observation equation are assumed Gaussian distributed. The nonlinear
system equation and observation equations are linearized as follows:
F (Xk−1)≈ F (X ′k−1)+ JF (X ′k−1)(Xk−1−X ′k−1) (2.16)
H(Xk)≈H(X ′k)+ JH (X ′k)(Xk −X ′k) (2.17)
where JF and JH are Jacobian of F and H respectively. JF and JH can be computed as
follows:
JF =


∂F1
∂X1
∂F1
∂X2
... ∂F1∂Xn
∂F2
∂X1
∂F2
∂X2
... ∂F2∂Xn
...
...
. . .
...
∂Fn
∂X1
∂Fn
∂X2
...
∂Fn
∂Xn


,
JH =


∂H1
∂X1
∂H1
∂X2
... ∂H1∂Xn
∂H2
∂X1
∂H2
∂X2
... ∂H2∂Xn
...
...
. . .
...
∂Hn
∂X1
∂Hn
∂X2
...
∂Hn
∂Xn


,
After computing JH and JF , EKF adopts a two step procedure to estimate the state of
the system:
• The first step computes the system state prediction by the following equations:
Xˆk = F (Xˆk−1) (2.18)
Pk = JF (Xk−1)Pk−1+Q. (2.19)
where Equation 2.18 computes the current system state. Equation 2.19 projects
the covariance estimate forward.
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• The second step computes the following equations:
Kk = Pk J TH (JH (Xˆk)Pk J TH (Xˆk)+R)−1, (2.20)
Xˆk = Xˆk +Kk(Zk −H Xˆk), (2.21)
Pk = (I −Kk JH )Pk . (2.22)
where Equation 2.20 computes the Kalman Gain. Equation 2.21 adjusts the
estimation of the current state based on Kalman Gain, the predicted state, and
system equation. Equation 2.22 updates the state error covariance.
2.5.2 Particle Filters
Particle filters and Sequential Monte Carlo (SMC) methods allow for Bayesian infer-
ence in complex dynamic state-space models. Particle filters are commonly applied
to solve filtering problems. In filtering problems, the objective is to estimate the latent
states of a stochastic process given a sequence of observations. The particle filter
was introduced as a numerical approximation to solve nonlinear filtering problems.
Figure 2.7 presents an illustration of the particle filter. The nonlinear filtering problem
is to make approximations of the hidden state of the system from a set observations.
System state approximations are inferred by computing the posterior distribution
(PDF) for the state vector given the set of observations at that time. Particle filters
operate on a set of randomly sampled values which are referred as particles. In each
iteration of the particle filter, particles are propagated over time to track the PDF of
the state (i.e., predicted particles). Then, each particle is evaluated (i.e., likelihood
measurement) and each is assigned a weight in relation to its posterior probability
(i.e., weighting). To improve its accuracy, SMC techniques resample useful particles
according to their weights (i.e., resampling). To deal with non-linear state-space mod-
els and non-Gaussian distributions, particle filters are adopted by using Monte Carlo
simulations to represent the required PDF.
The dynamic estimation problem assumes two underlying models: the dynamic state
model and the measurement model.
The dynamic state model represents the state vector over time. It can be expressed as
follows:
xt = ft−1(xt−1)+ vt−1, (2.23)
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1. Predicted particles at t
1. Predicted Particles at t+1
2. Likelihood measurement
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4. Resampling
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Figure 2.7: Illustration of the Particle Filter
where xt represents the state vector of the system. Variable t describes the iteration
over time and ft−1 is a known non-linear function. Variable vt−1 is the noise sequence
introduced by the process.
The measurement model describes the measurements observed over time in each
state of the system. It can be written as follows:
zt = ht (xt )+wt , (2.24)
where zt is the measurement vector observed at time step t . Function ht is a known
non-linear function. Variable wt is a white noise sequence describing measurements
noise.
Particle filter approaches attempt to build the posterior probability distribution func-
tion (PDF) of the state vector considering all the observed information. The posterior
PDF at time t can be expressed as p(xt | Zt ), where Zt indicates all the measurements
observed so far. Bayesian recursive filters such as particle filters consists of two phases:
the prediction phase and the update phase.
In the prediction phase, the posterior PDF is propagated from time t −1 forwards to
time t . Thus, if p(xt−1 | Zt−1) is available, then the prior PDF of the state vector at time
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t can be obtained by the Chapman-Kolmogorov equation [30] as follows:
p(xt | Zt−1)=
∫
p(xt | xt−1) ·p(xt−1 | Zt−1)d xt−1. (2.25)
The prior PDF can be updated to incorporate the observed measurements at time t .
Thus, the posterior PDF of the state vector can be inferred by the general Bayesian
update recursion as follows:
p(xt | Zt )=
p(zt | xt ) ·p(xt | Zt−1)
p(zt | Zt−1)
, (2.26)
where:
p(zt | Zt )=
∫
p(zt | xt ) ·p(xt | Zt−1)d xt , (2.27)
p(zt | z1:t−1)=
∫
Rnx
p(zt | xt ) ·p(xt | z1:t−1)d x t , (2.28)
p(xt+1 | z1:t )=
∫
Rnx
p(xt+1 | xt ) ·p(xt | z1:t )d x t , (2.29)
where Equation 2.26 follows the Bayes’ law, and Equations 2.28 and 2.29 follow the
law of total probability.
Importance Sampling
Importance Sampling (IS) is a Monte Carlo integration method to estimate a density
or distribution from a set of samples. IS is used to solve high-dimensional integration
problems when analytical solutions are unobtainable. IS is often used to approximate
expected values of random variables.
Considering a set of N random samples {xit−1}
N
i=1 from the posterior PDF p(xt−1 | Zt−1)
is available.
The prediction phase consists propagating {xit−1}
N
i=1 from time t−1 through the system
statemodel defined in Equation 2.23. Thus, the new set of samples (i.e., prior samples)
can be written as follows:
xit = ft−1(xit−1,v it−1), (2.30)
where v it−1 represents the system noise.
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In time t , the prior samples are updated based on the observations zk . Thus, an
associated weight w it is computed for each sample x
i
t−1. The associated weights’ w
i
t
likelihood is evaluated at the value of the prior sample as follows:
w it = p(zt | xit ), (2.31)
The sample set {xit−1}
N
i=1 can be written as a Monte Carlo density approximation as
follows:
p(xt | Zt−1)≈
1
N
·
N∑
i=1
δ(xt −xit ), (2.32)
and the posterior weighted PDF can be represented as follows:
p(xt | Zt )≈
N∑
i=1
w it ·δ(xt −xit ),
p(xt | Zt )≈
1
N
·
N∑
i=1
δ(xt −xit ).
(2.33)
Substituting Equation 2.26 into Monte Carlo density approximation described in
Equation 2.32, we have:
p(xt | Zt )=
p(zt | xt ) ·p(xt | Zt−1)
p(zt | Zt−1)
,
p(xt | Zt )≈ p(zt | xt ) ·
1
N
N∑
i=1
δ(xt −xit )
p(zt | Zt−1)
p(xt | Zt )≈
1
N
N∑
i=1
p(zt | xit ) ·δ(xt −xit )
p(zt | Zt−1)
p(xt | Zt )≈
N∑
i=1
w it ·δ(xt −xit ),
(2.34)
where N is the number of particles. xit is the i th particle and w
i
t is its associated weight
at time t . The associated weights can be recursively calculated as follows:
w it ∝w it−1 ·p(zt | xit ),
(2.35)
where p(zt | xit ) is the l i kel i hood function calculated from the observation measure-
ments vector at time t .
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Resampling Process
The resampling process aims to prevent the degeneracy of the propagated particles
from a set of particles Pt by generating a new set of particles Pˆt . Thus, the resam-
pling process modifies the weighted approximate density p to an unweighted den-
sity pˆ by eliminating particles with low importance weights (i.e., small associated
weight) by multiplying particles having high importance weights (i.e., high asso-
ciated weight). The new density pˆ is called the proposal distribution. Therefore,
p(X t | q1:t )=
∑Ns
i=0 w
i
tδ(X t −X it ) is replaced by p(Xˆ t | q1:t )=
∑Ns
i=0
ni
Ns
δ(Xˆ t − Xˆ it ), where
Xˆ t is the state vector computed from the new set of particles Xˆ
i
t and ni is the number
of copies of particle Xˆ it from Pˆt . There are many methods to generate Pˆt [99]. One
of the most widely used and efficiently implementable is the systematic resampling
method [56]. Our proposed tracking algorithms implement the resampling process
based on the systematic method.
The systematic resampling method prevents the degeneracy of the propagated parti-
cles bymodifying the set Pt to Pˆt . Particles from Pt with higher weights aremore likely
to be included in the new set of particles Pˆt . Thus, in the next iteration, more particles
will be propagated in zones with large probability masses [56]. Before resampling,
the weights W kt are normalized, i.e.,
∑Np
k=1W
k
t = 1. Then, a set of Np numbers unt is
generated from an uniform distribution. This set of numbers is used to select Np
particles from Pt . Thus, the particle x
n
t is selected in the n-th iteration if the following
condition is satisfied:
Sm−1t < unt ≤ Smt ,m = 1, ...,Np , (2.36)
where
Smt =
m∑
k=1
W kt , (2.37)
The interval (0,1] is divided into Np disjoint sub-intervals (0,1/Np ]∪ ...∪ (1−1/Np ,1].
Then, u1t is generated as a random number from the uniform distribution on (0,1/Np ].
The remaining unt numbers are obtained from u
1
t as follows:
u1t ∼U (0,1/Np ],
unt = u1t +
n−1
Np
, n = 2,3, ...,Np ,
(2.38)
After generating the set of unt numbers, the new set of particles Pˆt is generated by
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selecting Np particles from Pt based on the condition presented in Equation 5.4.
Resampling is a fundamental process for particle filters. Without resampling, particle
filters will produce a degenerate set of propagated particles (i.e., most of the particles
with negligible weight).
Application of Particle Filters in Indoor localization and Tracking
In indoor localization and indoor tracking applications, the system state can be repre-
sented as a state vector containing position, velocity, acceleration, etc. of a moving
target. The set of observations can be obtained from either embedded sensors (e.g.,
inertial sensors), or from external sensors (e.g., measuring ranges to anchor nodes).
The objective is to determine the posterior distributions of the system’s states given
some noisy observations. The posterior probability is expressed as a set of weighted
particles. Thus, the posterior probability distribution is computed based on some
observation Ot at time t [20]. At time t , the particle system state vector X t can be
written as:
X t = [xt , yt ,zlt ,ℓt ,θt ], (2.39)
where (xt , yt ) defines the 2-dimensional position of the target object, zlt is the zone
where the target is located, θt is the heading orientation, and ℓt is the displacement
length. Our tracking algorithms proposed in this thesis are based on the system state
model defined in Equation 2.39.
At time t , the set of particles can be expressed as:
Pt = [X it ,W it ], i = 1, ...,N , (2.40)
where N is the number of particles, X it is the state vector, and W
i
t is the associated
weight of the i-th particle at time t. Based on Equation 2.33, the posterior probability
given a sequence of observations p(X t |O1:t ) can be defined as:
p(X t |O1:t )≈
N∑
i=0
w itδ(X t −X it ), (2.41)
where xit is the i-th particle, and w
i
t is the associated weight at time t . Therefore,
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based on Equation 2.34, the associated weights w it can be computed as follows:
w it ∝w it−1∗p(Ot | X it ), (2.42)
where p(Ot | X it ) is the likelihood function calculated from the observation vector Ot
at time t . Therefore, the particle filter prediction function can be written as:
X t =G ·X t−1+η, (2.43)
where
G =


1 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0


,η=


ℓt · cos(θt )
ℓt · si n(θt )
zlt
ℓt
θt


State vector X it of each particle is updated from the particles at the previous time
interval X it−1 based on Equation (2.43).
The integration of data and knowledge from several sources is known as data fusion.
Particle filter is used as data fusion techniques to combine data frommultiple sensors
and related information from associated databases to achieve improved accuracy
and more specific inferences than could be achieved by the use of a single sensor
alone [44]. Besides the methods solely relying on PDR and radio-based positioning,
some work has been proposed to combine information from multiple localization
methods. In [77], authors proposed a fingerprinting-based solution by combining
digital compass and Wi-Fi information. The authors of [50] proposed a tracking
system by exploiting particle filter features. Incorporating environmental knowledge
can further improve the positioning and tracking accuracy. Typically, standard particle
filter approaches operate on a continuous two-dimensional map. In [48], authors
propose a graph-based method to model the environment. In this approach, the
commonly used two position coordinates is reduced to a single node identifier. The
floor plan graph-based model is able to remove degrees of freedom from the map
wherever they are irrelevant to the localization task. The graph-based model is used
to sample only valid movements. This way, a lower number of particles is used to
represent pedestrian motion. Despite these approaches are able to reduce the system
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state representation algorithmic complexity, building the graph-based model requires
high effort and it is time consuming, which makes it non-practical for large-scale
deployments. To address this problem, in this thesis we exploit machine learning for
landmark detection with zone level accuracy.
Data fusion of wireless radio-based approach and the PDR-based approach are two
mainstream easy-to-use solutions, which could normally generate meter-level accu-
racy. However, recently some new efforts consider computer vision-based approaches
to assist smartphone indoor localization were developed. Recent advances in com-
puter vision techniques and the ubiquity of smartphone cameras hold promise for
improving localization accuracy to sub-meter level. In [115], authors have proposed
an sensor-enriched, image-based indoor localization system, which leverages mini-
mal sensor-enriched photos tomap the image-generated Place of Interest (POI)model
into the physical space. They combine Wi-Fi reading, IMUs measurements, floor plan,
and camera images to generate accurate localization results in sub-meter level. In [43],
authors have designed an indoor localization system for performing fine localization
and less latency with more priori information, including tile angle and the relative
height between camera optical center and origin in reference coordinate system. The
proposal was claimed to keep the error in sub-meter range and get the fine direction
angle of the device. Despite authors of [43] and [115] claim to achieve high accu-
racy, the target device requires sophisticated hardware and software such as image
processing algorithms, high definition cameras.
In [107] authors used radio propagation models to reduce the efforts during the
calibration process. The probable positions are inferred by using discrete probability
distributions. Afterwards, the position is computed from the set of most probable
estimated positions. In [66], the authors propose to fuse wireless signal measurements
with IMU readings. Then, the position is determined by computing based on the most
probable wireless signals measurement and the pedestrian motion pattern at that
position. Although authors claim high accuracy, the transition probability definition
method remains unclear. Additionally, the applicability of the approach relies on the
fidelity of the PDRmethod.
Particle filters are normally known as Sequential Monte Carlo methods [32], which
were originally designed to solve statistic problems. Particle filters are able to ap-
proximate any probability density function, which can be regarded as a sequential
analogue of Markov chain Monte Carlo (MCMC) methods. Although particle filter
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is a statistic approach, it has been successfully applied in many applications, such
as Monte Carlo localization of mobile robots [40], simultaneous localization and
mapping (SLAM) [73], etc. However, the benefits of exploring particle filters into
the reinforcement learning domain seem to be missing so far. Thus, in this thesis,
we focus on particle filter techniques to integrate data and knowledge from several
sources (e.g., room prediction results, radio-based ranges, IMUs, and coarse-grained
floor plan information) to achieve accurate and reliable indoor localization.
2.5.3 Supervised Learning
The supervised learning process is done by using prior knowledge of the output
values of the samples. Thus, supervised learning methods learn a function that
given some samples of data and desired outputs, best approximates the relationship
between input and output in new observable data. Unsupervised learning does not
have knowledge of the desirable outputs. Unsupervised learning methods infer the
natural structure present within a set of data samples. The reinforcement learning
process is done by capturing the most important aspects of the problem while an
agent is interacting with the environment. In this thesis, we focus on supervised and
reinforcement learning methods. In the following paragraphs, we shortly describe the
machine learning algorithms that are used in this work to perform the localization
tasks.
Decision Tree
A decision tree is a hierarchical structure for classifying objects, it is composed of
nodes that correspond to primitive classification decisions. Decision trees are non-
parametric supervised learning method used for classification and regression. Deci-
sion Tree creates the classification model by learning simple decision rules inferred
from the data features. Some strengths of decision tree models are as follows:
• Classification rules are simple to interpret. Moreover, classification rules can be
visualized.
• Data input does not require complex methods such as normalization before
feeding the classification model.
• A decision tree method is able to handle numerical and categorical data.
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Decision tree models create a flowchart-like structure based on the attribute values.
This flowchart-like structure supports the decision rules for classification and regres-
sion. Figure 2.8 shows an example of a decision tree classifier structure. In decision
trees, the internal nodes represent features (i.e., attributes), whereas branches rep-
resent the decision rules. Each leaf node represents an outcome. The root node is
the topmost node in the decision tree structure. Further details about decision trees
classifiers can be found in [12].
Decision Node
(root node)
Decision
Node
Decision
Node
Leaf Node Leaf Node
Leaf Node
Decision
Node
Decision
Node
Decision
Node
Leaf Node
Figure 2.8: Decision Tree Learner Structure
Naive Bayes (NB)
Naive Bayes-based classifiers are a family of simple probabilistic classifiers based on
applying Bayes’ theorem with strong (naive) independence assumptions between
the features. Bayes theorem states that given class variable y and dependent feature
vector x1 through xt :
p(y | x1, ...,xt )=
p(y) ·p(x1, ...,xt | y)
p(x1, ...,xt )
, (2.44)
where p(y | x1, ...,xt ) represents the class probability y given that the feature vec-
tor (x1, ...,xt ) is observed. p(y) is the probability of class y , and p(x1, ...,xt ) is the
probability of observing the feature vector (x1, ...,xt ).
Considering the naive conditional assumption p(xi | y,x1, ...,xt )= p(xi | y), Equation
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2.44 is simplified as follows:
p(y | x1, ...,xt )=
p(y)
∏t
i p(xi | y)
p(x1, ...,xt )
, (2.45)
since p(x1, ...,xt ), the classification rule is as follows:
p(y | x1, ...,xt )∝ p(y)
t∏
i
p(xI | y) (2.46)
Further details about Naive Bayes classifiers can be found in [11]
K-Nearest Neighbors (KNN)
KNN is a non-parametric method used for classification and regression. Non-
parametric means that predictions and regressions are made without explicit
assumptions about the functional form of hypothesis. This avoids wrong assumptions
about the underlying distribution of the data. In classification problems, the input of
KNN consists of the k closest training samples in the feature space. Classification is
estimated by considering a simple majority vote of the most similar nearest neighbors
classes. The similarity is defined according to a distance metric between two data
points. A common choice is the Euclidean distance as follows:
d(x,x ′)=
√
(x1−x ′)2+ ...+ (xn −x ′)2, (2.47)
where d(x,x ′) represents the Euclidean distances between data point x and x ′. Despite
Euclidean distance is a common choice, other similarity measures including Man-
hattan, Chebyshev and Hamming distance can be applied to different classification
problems.
The optimal choice of the K value depends on the data and the classification problem.
In general, a large value of K tackles the effects of noise. However, a large value of
K can detrimentally affect the classification accuracy. Further details about KNN
classification model can be found in [79]
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Support Vector Machine (SVM)
SVM is a supervised learning model with associated learning algorithms that analyze
data used for classification and regression. However, it is mostly used in classification
problems. Given a set of training examples, each marked as belonging to one or
the other of two categories, an SVM training algorithm builds a model that assigns
new data measurements to one category or the other, making it a non-probabilistic
binary linear classifier. The goal of the SVM algorithm is to create hyperplanes in
an n-dimensional space ( n is the number of features). Hyperplanes are created
to separate data points based on their similarities. Thus, hyperplanes are decision
boundaries that support the classification process. Data points falling on either side
of the hyperplane are attributed different classes. The dimension of the hyperplane
depends upon the number of features. Thus SVM represents each data item as a point
in n-dimensional space with the value of each feature being the value of a particular
coordinate. Then, SVM performs classification by finding the hyper-plane that better
differentiates the classes.
Support vectors are data points close to the hyperplanes. Since support vectors
influence the position and orientation of the hyperplanes, support vectors are used
to maximize the margin of the data points in the classifier. SVM classifier achieves
high performance in high dimensional spaces (i.e., effective in cases where number of
features is high). Further details about SVM classifier can be found in [72].
Artificial Neural Network (ANN)
Artificial Neural Networks is a class of feed-forward artificial neural network. A MLP
consists of at least three layers of nodes. Figure 2.9 shows a graphical representation
of a MLP learner with a single hidden layer. Except for the input nodes, each node is a
neuron that uses a nonlinear activation function. MLP is a supervised learning model
that learns a function f (·) :Rm →Ro , where m is the number of input dimensions (i.e.,
features) and o is the number of dimensions for output (i.e., classes). MLP is able to
learn a non-linear function approximator to solve either classification or regression
problems. Further details about MLP can be found in [90]
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Figure 2.9: Single hidden layer MLP graphical representation.
Soft Voting (SV)
SV is one of the simplest ensemble predictors. It combines predictions frommulti-
ple individual machine learning algorithms. It works by first creating two or more
standalone prediction models from the training dataset. A SV classifier can then be
used to wrap the models and average the predictions of the sub-models when asked
to make predictions for new data. The key idea of SV is to combine conceptually
different machine learning classifiers and use a majority vote or the average predicted
probabilities (soft vote) to make a prediction. Further details about the SV model can
be found in [92]
2.5.4 Reinforcement Learning
The key idea of reinforcement learning (RL) is to capture themost important aspects of
the real problemwhich is facing a learning agent (LA) interacting with its environment.
Such LAmust be capable to perceive the state of the environment andmust be able
to take actions that affect those states. The LA has to achieve goals related to the
state of the environment. Reinforcement learning involves learning the combinations
situation-action which lead to maximize a numerical reward. In RL, a learner agent
(LA) is not told which actions to perform. In RL, the LAmust discover which actions
yield the most reward by trying them out. Actions influence later inputs of the system.
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Figure 2.10: Interaction between the Agent and the Environment in RL.
Actions can affect not only immediate reward but also future situations and rewards.
Thus, RL problems are defined by these characteristics [84]:
• Future inputs of the system are influenced by current actions.
• The reinforcement learning system does not have any direct instruction about
actions to perform.
• The consequences about actions are unknown.
The key idea in RL is to capture the important aspects of the real problem by making a
LA interacting with the environment to achieve a goal [84]. The LA must be able to
sense the state of the environment and must be able to perform actions regarding this
state.
Elements of Reinforcement Learning
In addition to the LA and the environment, there are four elements in a RL system:
Policies, reward signal, value function, and model of the environment.
• Policies define the behaviour of the LA at a given time step. Thus, a policy
is a mapping between environment states and actions to take in those states.
Policies determine the behavior of the LA. In some RL systems, policies can be
modeled as a lookup table, however, in other systems, determining the policy
can involve extensive computation processes such as deep learning.
• Reward signals define the goal in a RL problem c. At each time step, the LA
receives a numerical reward from the environment. This numerical reward is
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called the reward signal. The objective of the LA is to maximize the total reward
received over the operation of the system. The reward signal is sent to the LA at
each time step. Its value depends on the LA’s action and the current state of the
environment. Therefore, reward signals determine how profitable is to perform
an action in each state of the environment.
• The value function specifies how profitable is an action in the long term time.
Thus, the value function calculates the total amount of reward that the LA can
accumulate over the future. Thus, the value function indicates the long-term
desirability of states by considering the states that are likely to follow, and the
associated rewards in those states.
• The model of the environment mimics the behavior of the environment. It
enables inferences about the behaviour of the environment.
Q-Learn Reinforcement LearningMethod
Q-learning is a method that allows agents to learn how to act optimally in controlled
Markovian domains [109]. Thus, Q-learning provides LAwith the capability of learning
the suitable behaviour in Markovian domains by experiencing the consequences of
actions.
Consider a LA moving along a discrete, finite system state environment. The LAmust
choose one from a discrete set of actions at every time step. At time step n, the LA
sense the state xn ∈ X of environment. Then, the LA selects an action an ∈ A according
to the current environment state. The LA receives a probabilistic reward rn . The value
of rn =Rxn (an) depends on the action and the state of the environment. The state of
the environment changes probabilistically to yn according to the law:
p(yn = y | xn ,an)= pxn y (an), (2.48)
The LAmust determine the optimal policy that maximizes the total expected reward.
Thus, under a policy π, the value of the state x can be calculated as follows:
V π(x)=Rx(π(x))+γ
∑
y
px y (π(x))V
π(y), (2.49)
where γ is a reward discounted factor (0< γ< 1). The LA receives a reward Rx(π(x)) for
executing action π(x). Then, the environment state changes to V π(y) with probability
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px y (π(x)). Therefore, according to the Dynamic Programming Theory (DP) [9], there
is at least one optimal policy π∗ which is such that:
V ∗(x)=V π∗(x)=max
a
{
Rx(a)+γ
∑
y
px y (a)V
π∗(y)
}
(2.50)
DP proposes several methods to compute V ∗ and π∗ from known Rx(a) and px y (a)
values. However, the Q-learning approach provides an approach to determine π∗
without knowing Rx(a) and px y (a). The Q-learning method determines step-by-step
the optimal policy as follows:
Qπ(x,a)=Rx(a)+γ
∑
y
px y (π(x)V
π(y)), (2.51)
whereQπ(x,a) defines theQ-value for a policy π. Thus, theQ-value is the expected
reward for performing action a at state x by following policy π.
In theQ-learningmethod, the LA experiences a sequence of episodes. In each episode
n the LA executes the following processes:
• Observation of the current environment state xn .
• Selection and performing of action an .
• Observation of the subsequent state yn .
• Reception of the immediate reward rn .
• Computation ofQn−1 value using the learning factor αn , as follows:
Qn(x,a)=


(1−αn)Qn−1(x,a)+α · (rn +γVn−1(yn)) if x = xn
Qn−1(x,a) otherwise,
(2.52)
where Vn−1(y)=maxb{Qn−1(y,b)} and the initialQ-values (Q0(x,a)) for all states and
actions are known.
2.6 Conclusions
In this Chapter, we provided a detailed description of the concepts that we use dur-
ing this thesis. Thus, in this Chapter, we reviewed the theoretical background and
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work related to indoor localization methods. In Section 2.2, we introduced two wire-
less communication standards which are widely used for indoor localization (IEEE
802.15.4a and the IEEE 802.11). Additionally, we introduced network architectures.
We focused onMulti-Access Edge Computing technology and its reference framework.
MEC architecture brings the storage and processing capabilities in close proximity to
the user. Thus, network latency, network bandwidth, limited battery and processing
resources in mobile devices are handled byMEC-based architectures. We reviewed
some key aspects and components of the Internet of Thinks network. In Section 2.3,
we described some electromechanical devices used to measure relative movement.
These devices are referred as Inertial Measurements Units, which are used in Pedes-
trian Dead Reckoning systems for indoor localization and tracking. In Section 2.4,
we descried signal based localization methods. Because of its ubiquitous availabil-
ity, indoor ambient signals are often used in indoor positioning. In Section 2.5, we
introduced some mathematical models for indoor localization including LKL, EKF,
and PF. Additionally, we introduced machine learning algorithms such as supervised
and reinforcement learning methods. We focused on the Q-learning algorithm which
is used in our work.
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Part I
EnhancedMethods for Indoor
Localization and Tracking
In this part, we present enhanced methods to provide high localization
and tracking performance. Proposed methods are implemented on a
terminal-based architecture. The main idea behind terminal-based local-
ization systems is that the localization and tracking methods are imple-
mented on the target terminal devices. Thus, localization and tracking do
not require any assistance of an additional entity such as external servers.
However, the vision of indoor localization and tracking on commodity
mobile devices entails big challenges. For example, the noise and low
sampling rate readings in sensors of commodity mobile devices introduce
errors in the process of numeric integration during localization [50]. In
this part, we also focus on providing robustness to localization failures.
Robust indoor localization entails providing methods to prevent and re-
cover the system from localization failure problems. Thus, in this Part,
we focus on enhanced solutions for localization and tracking with failure
recovery methods. The proposed localization algorithms are designed in
a terminal-based system which does not require assistance of any third
part server.
53

3
Enhanced Particle Filters for
Range-based Tracking
3.1 Introduction
In this chapter, we present an indoor localization approach to support continuous
positioning and tracking. Our approach is able to provide high accuracy by fusing
IMUs, radio, and floor plan information in an enhanced particle filter. The local-
ization approach is formulated in a discretized graph-based representation of the
indoor environment. We provide an efficient asynchronous continuous resampling
method to mitigate errors caused by off-the-shelf IMUs andWi-Fi sensors embedded
in commodity smartphones. Additionally, we propose an efficient filtering approach
for improving the IMU measurements, which is able to mitigate errors caused by
inaccurate off-the-shelf IMUs andmagnetic field disturbances. The algorithms are
designed in a terminal-based system, which consists of commercial smartphones
and Wi-Fi access points. We evaluate our system in two complex environments along
moving paths. Experiment results show that our tracking method can achieve the
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average tracking error of 1.01 meters and 90% accuracy of 1.7 meters.
The main contributions of this chapter are summarized as follows.
• We propose an enhanced particle filter to fuse range information estimated
from RSSI, IMUs as well as floor plan information for indoor tracking. RSSI,
IMUs, and floor plan information are used to correct the associated weights of
the propagated particles in the observation phase of the particle filter.
• We incorporate an asynchronous continuous correction phase in the particle
filter. The correction phase is able to mitigate the tracking errors caused by
unstable RSSI readings and low sampling frequency experimented in Wi-Fi
sensors of commodity smartphones.
• We integrate an enhanced PDR method by considering magnetic field and
angular velocity measurements to further improve the heading orientation
estimation. PDRmethods provide information about the heading orientation of
the target mobile device, which is obtained by developing an enhanced digital
compass based onmagnetic field and gyroscope readings.
• We propose an efficient discretized graph-basedmethod to describe the physical
environment. Physical environment information such as floor plan is used to
define the areas where the pedestrian is allowed to move.
The rest of the Chapter is organized as follows. The proposed enhanced particle
filter is presented in Section 3.2. Section 3.3 presents ranging and PDR methods.
Implementation of the terminal-based system is presented in Section 3.4. Section 3.5
presents the evaluation results of our approach. Section 3.6 concludes the chapter.
3.2 An Enhanced Particle Filter with Asynchronous
Continuous Correction Phase
Figure 3.1 summarizes the structure of our proposed approach and Figure 3.2 de-
picts our enhanced particle filter structure. We propose an enhanced particle filter
approach by fusing PDR, Wi-Fi, and floor plan information. In this approach, an
additional asynchronous continuous correction phase is designed in order to further
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Figure 3.1: Indoor Localization System Architecture.
Figure 3.2: Particle Filter Structure
mitigate the errors caused by off-the-shelf Wi-Fi sensors embedded on commodity
smartphones. The state vector at time t is defined as follows:
X t = [xt , yt ,θt ,ℓt ], (3.1)
where (xt , yt ) are the Cartesian coordinates of the target object, θt is the heading
orientation and ℓt is the stride length. We define the motion vector as M vt = [θt ,ℓt ].
Thus, the prediction function can be written as
X t = F ·X t−1+η, (3.2)
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where
F =


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

 ,η=


ℓ∗ cos(θ) 0
0 ℓ∗ si n(θ)
θ 0
0 ℓ


θ = θ′ +ε′
ℓ= ℓ′ +ε′′
Both θ and ℓ values are given by IMUs. Heading orientation and stride length are
assumed to interfere by zero-mean Gaussian random noises. Therefore, ε
′
and ε
′′
are the errors introduced in the calculation process of θ and ℓ respectively. State X it
vector of each particle is updated based on Equation (3.2) from the particles at the
previous time interval X it−1. Thus, the new set Pt is calculated from Pt−1, and the
current system state belief is calculated through four phases as follows:
3.2.1 Prediction Phase
Each particle is updated based on Equation (3.2). Floor plan restrictions are applied
in this phase. Any particle is allowed to move through movement-restricted areas,
e.g., movement through walls is not allowed. Prediction function (3.2) depends on the
motion vector M vt .
The heading orientation θ can be statistically described as follows:
θt = θˆt +θbs,t +θbe,t +ǫθ,t , (3.3)
where θˆt is the actual heading orientation value, θbs,t is an angular bias introduced by
uncalibrated sensors, θbe,t is an angular bias due to local magnetic field perturbations,
and ǫθ,t is a measured random error [70].
The stride length ℓ can be statistically described as follows,
ℓt = ℓˆt +ℓbs,t +ǫℓ,t , (3.4)
where ℓˆt is the actual stride length value, ℓbs,t is the bias introduced by the use of
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uncalibrated sensors, and ǫℓ,t is a measured random error [70].
To compensate the bias and error values introduced by the environment and uncal-
ibrated sensors, in this work we assume the heading direction θ and stride length
ℓ as random normal variables whose values can be obtained from N (θt ,σ
2
θ
) and
N (ℓt ,σ
2
ℓ
), respectively.
3.2.2 Observation Phase
The associated weight w it of the propagated particles must be corrected after updating
their positions. The associated weight should be updated based on the likelihood of
the observations conditioned on each particle p(Zt | X it ) at time t . The observation
vector is defined by the estimated ranges to different ANs. Thus, the observation
vector at time t is defined as Zt = [d jt ], j = 1...N , where N is the number of ANs. Then,
the probability p(Zt | X it ) can be determined as follows:
p(Zt | X it )= p(d
j
t | X it ) (3.5)
In this phase, the associated weight w it of each particle is given by the ranging infor-
mation. The particle at position (xt , yt ) with low probability to observe d
j
t in their
position will be assigned a small weight. In this way, particles with large associated
weights will have a stronger contribution in the determination of the state belief of the
system. In order to avoid confusion between different likelihoods used in this work,
hereafter, we refer to p(dt | X it ) as the ranging likelihood and p(Zt | X it ) as the overall
likelihood.
We can assume that the ranges to different ANs are independent from each other.
Therefore, the ranging likelihood can be defined as follows:
p(Zt | X it )=
N∏
j=1
(dˆ j ,t | X it ), (3.6)
where dˆ j ,t is the measured distance to the AN j at time t . Hereafter, p(dˆ j ,t | X it ) will
be referred as the individual likelihood.
Each individual likelihood can be written as:
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p(dˆ j ,t | X it )=
1
σ j
p
2π
exp
[dˆ j ,t−
√
(xi−x j )2+(yi−y j )2]2
2σ2
j , (3.7)
where (x j , y j ) are the coordinates of the j th AN.
To mitigate the influence of ranging errors on the definition of the ranging likelihood
p( ˆdk | X it ), we propose to adopt the same weighting technique used in [62]. The
weighting technique magnifies the contribution of the individual likelihood with
smaller errors and suppresses the contribution of larger ranging errors. Therefore, the
weighted technique is defined on each individual likelihood as follows:
p(Zt | X it )=
N∏
j=1
p(dˆ j | X it )m j , (3.8)
where m j is the exponential weight for the individual likelihood of the j th AN. In
general, estimation of larger distances introduces more errors than small distances.
Thus, the exponential weight m j can be defined as inversely proportional to the
estimated range outputs [62]:
m j =
1
d j∑Nap
n=1
1
dn
, (3.9)
where Nap is the number of ANs.
3.2.3 Resampling Phase
As discussed in Section 2.5.2, the resampling step is a crucial but computationally
expensive component of a particle filter approach. After computing the associated
weightW it of each particle, we perform a systematic resamplingmethod as introduced
in section 2.5.2. The systematic resampling method aims to prevent the degeneracy
of the propagated particles by generating a new set of particles. Particles with higher
weights are more likely to be included in the new set of particles. Further details about
the systematic resampling method can be found in section 2.5.2.
3.2.4 Asynchronous Continuous Correction Phase
Range estimation is often shifted from the ground truth range [61]. Moreover, we
mentioned in previous sections that unlike inertial sensors, Wi-Fi sensors can achieve
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a sampling frequency of approximately 4Hz. Thus, when particles are propagated
in the Prediction phase (i.e., when a step is detected), there is no guarantee to have
updated Wi-Fi RSSI information to perform the Observation phase. Additionally, we
observe that Wi-Fi RSSI values measured at the smartphone side can fluctuate over
time even when the smartphone is held in a static position. Thus, determination of
the associated weight of each particle is not accurate since the Observation Phase
presented in Section 3.2.2 relays only on ranging information, which is obtained just
after performing the Prediction phase. Therefore, individual likelihoods p(dˆ j ,t | X it )
are often biased from the real individual likelihood p(d j ,t | X it ).
By performing an asynchronous continuous correction of the associated weight of
each particle, we intend to mitigate the errors introduced by Wi-Fi instability and the
low sampling rate experimented in smartphones. Thus, the asynchronous continuous
correction phase is asynchronously executed whenever newWi-Fi RSSI information
is available. This phase includes an additional systematic resampling method. Thus,
this phase continuously evaluates particle weights and perform a resampling process
based on the current particle weight values. Hereafter, we refer to the asynchronous
continuous correction phase as the double resampling method. The double resam-
pling method implements three main processes as follows:
• The ranging process is executed every time a newWi-Fi RSSI reading is available.
• The weight of each particle is continuously recalculated and a systematic resam-
pling process is performed based on the current particle weights. In this phase
the associated weight is determined based on the individual likelihood (p(dˆ j ,t |
X it )) and the floor plan information. It is worth to mention that p(dˆ j ,t | X it ) is
determined by using ranging information.
• Particles are continuously resampled in a systematic method.
To summarize, the double resampling method is aimed to make a continuous correc-
tion of the level of influence that each particle contributes to the determination of the
state of the system. Algorithm 1 describes the double resampling method.
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Algorithm 1 Asynchronous Continuous Resampling
Input :Floor Plan Constraints, ˆRSSI
Output :Particle’s corrected weights
1 ScanWiFi network.
if new ˆRSSI reading is available then
2 Determine ˆRSSI mean (mRSSI ) of the latest 4 ˆRSSI readings:
mRSSI =
∑3
k=0RSSt−k
4
foreach AN j do
3 calculate d j =α j ·eβ j ·mRSSI j
4 end
5 Calculate the individual likelihood: p(d j | X it )
6 Check position of each particle:
foreach Paricle Pt do
7 if Paticle position is in restricted area then
8 Wt = 0
9 end
10 end
11 Normalize weights of each particle:
foreach Paricle Pt do
12 Wt = Wˆt/
∑N
n=1Wˆ
i
n
13 end
14 Resample particles Pt based on systematic resampling method.
15 end
16 Go to 1
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3.3 Ranging and PDRMethods
This subsection introduces how to estimate the observation parameter (ranges) and
the motion vector (M vt ) in our proposed particle filter.
3.3.1 Ranging Estimation Process
In order to achieve high ranging accuracy, we adopt the Non-Linear Regression (NLR)
model presented in [59] and introduced in Section 2.4.1. The NLRmodel is defined by
Equation 2.3.
Accurate estimation of ranges is a prerequisite to achieve high accuracy on the estima-
tion of the individual likelihood p(dˆ j ,t | X it ). Therefore, the raw values of RSSI received
from the WiFi sensor are smoothed by approximating the real RSSI value with the
mean of the latest four raw RSSI readings.
The first step in ranging estimation is to take the initial measurements, which are
aimed to train the environmental parameters α and β required for the NLR model
defined in [59]. In our experiments, we defined several stationary points spread over
the whole floor plan as shown in Figure 3.3.
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Figure 3.3: Anchor Nodes distribution and ranging training points (Square Points:
Anchor Nodes; Circle Points: Ranging Training Positions)
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3.3.2 Enhanced PDRMethods
The mobile target needs to determine the movement of the pedestrian. Therefore, in
order to estimate the pedestrian displacement, we use three sensors, the accelerome-
ter, gyroscope, and the geomagnetic field sensor. The displacement of the pedestrian
at time t is defined by the motion vector M vt = [M vtθt ,ℓt ]. The motion vector M vt
is passed from the PDR component to the Particle Filter component at instant t when
a step of the pedestrian is recognized in the mobile target object. Thereby, step recog-
nition and heading orientation methods are implemented in the PDR component.
To develop the step recognition method, we use linear acceleration readings. Figure
3.5 shows linear acceleration behaviour in axes X,Y,Z of the smartphone when a step
is executed. Therefore, based on these observations, we develop a step recognition
method shown in Algorithm 2.
To estimate the heading orientation, we rely on a digital compass developed from the
geomagnetic field and accelerometer sensors embedded in Android smartphones. For
further details about heading orientation implementation in Android smartphones,
please refer to [5].
Digital compass measures the clockwise angle between the magnetic north and the
Y axis of the smartphone at time t . This value is called azimuth (αt ). Therefore, the
heading orientation (θt ) in the local coordinate system can be determined as follows:
θt =OffsetX−αt , (3.10)
where OffsetX is the clockwise angle between the X axis of our local coordinate system
and the magnetic north.
In indoor environments, however, the magnetic fields are usually distorted by elec-
tronic devices or ferromagnetic objects. This adversely affects the performance of the
digital compass [53]. Therefore, some filtering techniques must be implemented to
overcome this problem.
To reduce the noise and cumulative errors from the raw data taken from commodity
sensors on smartphones, we apply a lowpass filter. Hence, the sequence of values from
the accelerometer and magnetic field sensors are smoothed by using the equation
3.11.
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Figure 3.4: Relative Coordinate Systems
valt = valt−1+κ( ˆvalt −valt−1), (3.11)
where κ is a positive smoothing constant (κ< 1). valt is the smoothened sensor value
at time t . ˆvalt is the raw sensor value at time t .
The orientation estimated directly from accelerometer and magnetometer is subject
to noise in form of external(i.e. non-gravitational), internal (i.e. acceleration) or
magnetic forces that are not caused by the earth magnetic field [33]. Therefore, to
overcome this adverse behaviour, we implement a Cosine Direction Matrix (DCM)
complementary filter as described in [33]. The key idea of this filter is to combine
accelerometer, gyroscope and magnetic field readings to obtain the best guess of the
device orientation. The DCMmatrix defines the rotation of one coordinate system
relative to another. Considering two relative coordinate systems and their respective
vectors as shown in Figure 3.4, the relative CDM is defined as follows:
DC M =


Y .y Y .x Y .z
X .y X .x X .z
Z .y Z .x Z .z

=


cos(Y , y) cos(Y ,x) cos(Y ,z)
cos(X , y) cos(X ,x) cos(X ,z)
cos(Z , y) cos(Z ,x) cos(Z ,z)


DCM consists of cosines of angles of all possible combination between vectors of
the two coordinate systems. Therefore, DCM can be used to represent the relative
orientation of the smartphone in the localization system. The key idea of the DCM
filter is to determine the angular displacement dθa , dθg and dθm from readings of
gyroscope, accelerometer and magnetic field sensors respectively. Then, the angular
displacement dθ at time t of the device is obtained by a weighted average as follows:
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dθt =
(ψadθat +ψg dθg t +ψadθmt )
(ψa +ψg +ψm)
, (3.12)
whereψa ,ψg ,ψm are weighting coefficients to be determined experimentally. The
update of the DCM filter at t is calculated as follows:
It ≈ It−1+ (dθ×Kt−1),Kt ≈Kt−1+ (dθ×Kt−1), Jt ≈ Jt−1+ (dθ× Jt−1) (3.13)
Although the stride length value can vary along the trajectory, in this work we assume
that ℓ is a constant value in order to focus on the tracking algorithm. Nevertheless, the
determination of a possible relation between the characteristics of human walking
and stride length bias could be the subject of future work.
Algorithm 2 Step Recognition Method
Input :Inertial sensor readings
Output :Step announcement
17 Sense IMUs;
18 if IMUs come from Linear Acceleration sensor then
19 Read aˆ[x, y,z]t vector;
if aˆ[z]t > thr eshol d and aˆ[z]t−1 < aˆ[z]t and aˆ[x]t < aˆ[z]t and aˆ[y]t < aˆ[z]t then
20 Report a Step;
21 end
22 end
23 Go to step 1;
3.3.3 Graph-based Physical Environment Representation
Physical environmental knowledge does not only provide the movement constraints
information (i.e., PDR) but also provides some likely areas to move through. Our
localization approach defines a discrete structure to replace the conventional floor
plan. Thus, all the system states (i.e., indoor positions) can be represented by a discrete
set of locations by converting from a continuous state space to a discrete state space.
The essential connectivity and accessibility of a complex indoor environment are
represented as an undirected graph. Hence, we consider the physical environment
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Figure 3.5: Step Recognition, Linear Acceleration Readings
G as a spatial data structure that defines space as an array of nodes arranged in rows
and columns. G can be defined as follows:
G = (Υ, I ,ξ), (3.14)
where Υ is a set of nodes, I is a set of features, that defines each node υ in Υ. ξ is a
set of edges e, that defines connections between nodes υ. The grid extraction can be
carried out in a few simple steps as follows:
• Specifying the areas where it is permissible to walk in rooms, corridors, etc.
• Building a grid of nodes for each permitted area. Nodes are separated by 0.25m
from each other in the room and column. Each node corresponds to an element
υ inΥ.
• Generating the subset of features i ∈ I for each υ ∈Υ. Each subset i contains
three elements related to a υ element: coordinates (X ,Y ) and an identifier of
the room to which υ belongs.
• Generating set ξ of node connections. Each node is connected with their imme-
diate neighbors in the grid.
Figure 3.6 shows an example of a graphical representation of the discrete state space
of our system. Nodes represent positions in the physical environment, whereas edges
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Figure 3.6: Discrete System State Space. Nodes (circles) are interconnected by edges.
Edges define the transition model nodes.
define the transition model between nodes. For instance, in Figure 3.6 e1 defines a
potential transition from node v1 to node v2 and vise-versa.
3.4 Implementation
We implemented a terminal-based system for accurate indoor tracking. The system
comprises two main components: Mobile Target (MT) and Anchor Nodes (ANs). The
proposed tracking algorithms are running on the MT. Figure 3.7 presents the overview
of the system.
ANs are some commercial Wi-Fi access points deployed at known locations along the
area of interest. Positions of ANs are chosen to provide the maximum coverage inside
the area of interest. Thus, the location of AN are defined on the boundary corners and
the boundary itself.
We have adopted D-Link D-635 and D-Link DAP-2553 as ANs in this work. The beacon
period is configured to 100ms in ANs.
Mobile targets are some commercial Android smartphones, which support Wi-Fi,
inertial, and magnetic field sensors. We have deployed the tracking algorithms in two
different models of smartphones, Motorola Nexus 6 and LG Nexus 4. Hereafter, we
refer to Motorola Nexus 6 as Mobile Target 1 (MT1) and LG Nexus 4 as Mobile Target 2
(MT2).
In order to save resources in the smartphone, we set the sampling rate of inertial
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Figure 3.7: Indoor Localization System Overview.
sensors to 14Hz. However, the Wi-Fi sampling frequency is much lower, 3Hz and 4Hz
in MT2 andMT1 respectively. It is worth to mention that smartphone models used in
this thesis (MT1 andMT2) allow to set up the scanning Wi-Fi radio frequency range.
We configured MT1 andMT2 to scan only the 2.4GHz radio frequency range. Thus, by
scanning only one radio frequency range, we increase the Wi-Fi sampling frequency
on the smartphones. Table 3.1 shows the main characteristics of the mobile targets
used in this work.
Additionally, it is necessary to know the floor plan of the area of interest. The system
requires information related to restricted areas such as walls. Particles are not allowed
to be spread through restricted areas. The system reports the location of the target in
real time.
3.5 Performance Evaluation
To evaluate the performance of our proposed system, we conducted a set of exper-
iments in office-like indoor environments. The set of experiments was designed to
determine the parameter configuration that leads to the best performance of our
indoor tracking system. To do so, we varied the system configuration parameters as
follows:
• Target object: we deployed our localization algorithm in two different smart-
phone models. Therefore, different processing capabilities are taken into ac-
count in the experiments. Table 3.1 shows the main characteristics of the smart-
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Figure 3.8: Scenario 1, Trajectory 1 and Check point distribution (Square Points:
Anchor Nodes; Red Points: Check points; Blue Points: Trajectory path)
phones utilized in our experiments.
• Number of particles: we conducted a set of experiments to achieve the best
performance related to the number of particles. The goal of this experiment is
to define the number of particles that yields the highest accuracy in the tracking
in the process.
• Double resampling method: we validated the tracking accuracy of our system
by including the double resampling method proposed in this chapter.
• Number of ANs: we designed a set of experiments by varying the number of ANs
from 5 to 4.
• Enhanced PDR methods: we validate the effectiveness of the proposed PDR
filters implemented in this chapter.
• Area of interest: experiments were conducted in two different indoor environ-
ments along complex and larger trajectories.
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3.5.1 Experiment Setup
Experiments were conducted in two buildings of the Institute of Computer Science
(INF) at the University of Bern. The first scenario used an area of 288m2 and the
second scenario 540m2. In each scenario, the target mobile device was held in the
hand by a person moving along the trajectories as depicted in Figures 3.8 and 3.9. The
target mobile device was vertically oriented with the screen facing the roof.
In order to determine the localization errors, some check points were defined along
the trajectories. Check points are locations where the ground truth position is known.
Experiments were repeated five times. Therefore, 90 and 55 check points were ana-
lyzed in scenario 1 and 2 respectively. The pedestrian was asked to walk through the
trajectories and check his current position on the tracking system when he walked
through a check point. The difference between positions reported by the tracking
system and ground truth positions (check points) are considered as localization error.
Figures 3.8 and 3.9 shows the AN distribution, trajectories and check points defined
in both scenarios. Blue points define the path of the trajectories, whereas red points
define the check points over the moving path. We evaluated also the PDR along these
moving paths.
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Figure 3.12: Processing Time vs Number of Particles (MT1 andMT2)
Table 3.1: Mobile Targets
Model Platform
MT 1
Model:Motorola Nexus 6;OS: Android 5.1.1
CPU:Quad-core 2.7 GHz; RAM: 3GB
WLAN:WiFi a/b/g/n
Accelerometer:
Resolution:0.039 Range:19.613
Magnetometer:
Resolution: 0.150 Range:9830
MT 2
Model:LG Nexus 4;OS: Android 5.1.1
CPU:Quad-core 1.5 GHz; RAM: 2GB
WLAN:WiFi a/b/g/n
Accelerometer:
Resolution:0.001 Range: 39.227
Magnetometer:
Resolution:0.150 Range:4912
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3.5.2 Experiment Results
Experiments were first conducted in scenario 1. Once the configuration that yields
to the best performance was defined, we tested our tracking approach in scenario 2.
Validation of our proposed asynchronous continuous resampling method was made
by using the best configuration parameters defined in the experiments conducted in
scenario 1.
Performance vs Number of Particles
This set of experiments was conducted in scenario 1 with 5 ANs. Details about the
environment configuration can be seen in Figures 3.8 and 3.9. The different choices
regarding the number of particles are 100, 200, 300, 400, 500, 1000, 1500, 2000, 2500.
Figures 3.10 and 3.11 show the confidence intervals resulting from the experiments
conducted in both MTs. Figure 3.12 shows the processing time regarding the number
of particles. Location accuracy can be theoretically boosted by using more particles,
that is, the more particles, the better is the accuracy [50]. However, we can see in our
experiments that after a certain number of particles the tracking errors remain almost
constant. Thus, the accuracy in both MTs is slightly improved after a certain number
of particles. In the case of MT1, we can see that the minimummean error 1.01m is
achieved with 1500 particles which spend approximately 51.9µs of processing time.
In MT2, the minimummean error 1.18m is accomplished with 1000 particles, which
take 49.81µs of processing time. To explain this behaviour, we look at the negative
influence produced by increasing processing time in real-time systems. The efficiency
of real-time systems depends not only on the precise results but also on the time
to get these results. In real-time localization, high processing time could lead the
system to stay processing a position while the ground truth position is changing.
Therefore, clearly in real-time localization applications, processing time influences
the accuracy performance of the system. We noticed that the average processing time
seems to grow exponentially with the number of particles (see Figure 3.12). Due to the
negative influence of the exponential growth of the processing time, there is no more
performance improvement when a certain particle number is used.
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Table 3.2: Performance vs Number of ANs
Configuration Mean error S.D 90% Acc.
MT1 1500 Ptc. (5ANs) 1.01m 0.62m 1.7m
MT2 1000 Ptc. (5ANs) 1.18m 0.65m 2.1m
MT1 1500 Ptc. (4ANs) 1.16m 0.7m 2.3m
MT2 1000 Ptc. (4ANs) 1.43m 0.86m 2.7m
PDR 8.6m 5.49m 17.2m
Performance vs Number of ANs
In this experiment, we selected the number of particles that yields the best perfor-
mance of our localization approach. Hence, the chosen number of particles in this
experiment was 1500 for MT1 and 1000 for MT2. Figure 3.13 shows CDF (Cumulative
Distribution Function) of positioning errors of our proposed indoor tracking approach
in scenario 1. Figure 3.14 shows CDF of tracking errors of our approach and the PDR
system. Since PDR performance is independent of the number of ANs and number
of particles, the CDF of PDR summarizes all the experiments in both scenarios that
were utilized in this work. Table 3.2 summarizes the mean tracking error, standard
deviation and 90% accuracy.
It is well known that PDR is prone to accumulated errors because it estimates the
current location of the target by integrating the relative movement from the previous
locations [50]. Therefore, the larger the trajectory is, the bigger are the average of
localization errors in a PDR system.
Experiment results show that our proposed indoor tracking approach achieves more
stable and higher accuracy than a PDR system. In order to further evaluate our
tracking approach, we evaluate the system along large and complex trajectories. The
experiment results show 17.2m for 90% accuracy using PDR because of accumulative
errors. However, our tracking approach efficiently deals with the accumulative errors
even when the number of ANs is decreased to 4. Our tracking approach achieves
around 1.7m for 90% accuracy, which outperforms PDR-based localization system by
around 90.1% along trajectory 1. The mean error of our tracking approach is 1.01m,
which is 88.2% smaller than PDR. Standard deviation is 0.62 which is 88.7% smaller
than PDR. Thus, our proposed approach outperforms PDR considering accuracy and
stability.
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Figure 3.13: Configuration Parameters
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Figure 3.14: Particle Filter vs PDR, scenario 1
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Table 3.3: Double resampling and single resampling methods, scenario 1
Tracking Approach Mean error S.D 90% Acc.
Double Resampling 1.01m 0.62m 1.7m
Single Resampling 1.61m 1.02m 3m
Performance vs ResamplingMethods
Figure 3.15 shows the CDF of positioning errors for the tracking algorithms. As men-
tioned before, we refer double resampling to the asynchronous continuous correction
phase. The single resampling approach does not include the asynchronous continu-
ous correction phase in the localization approach.
Our tracking approach along double resampling method achieves higher accuracy
and more stable performance compared to the single resampling approach. Table
3.3 summarizes the average of tracking errors, standard deviation and 90% accuracy.
Our tracking approach along double resampling method achieves around 1.7m for
90% accuracy, whereas the single resampling method achieves around 3m. The mean
error of the double resampling method is 1.01m, whereas the mean error of single
resampling is 1.61m. Standard deviations are 0.62m and 1.02m in double and single
resampling method respectively.
Based on these results, we can find the following observations. First, our tracking
approach outperforms the single resampling approach by around 43.3% considering
90% accuracy. Second, the mean error of our tracking approach is 37.3% smaller than
the single resampling method. Third, standard deviation is 39.2% smaller than the
single resampling method. Therefore, experiment results show that because of the
continuous resampling method, our tracking approach is able to faster correct the
mobile target position along the moving paths compared to single resampling. The
double resampling approach outperforms the single resampling approach considering
accuracy and stability.
Performance vs Area of Interest
This experiment validates the environment independence of our approach. Thus, we
chose a second scenario to deploy the tracking system. As mentioned in previous
sections, scenario 2 is placed in different buildings at the University of Bern. The
area of interest is 46.7% bigger than the area in scenario 1. However, we set up our
approach with the configuration that achieved the best performance on experiments
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Figure 3.15: Tracking error CDF on asynchronous continuous resampling (double
resampling) vs single resampling method
executed in scenario 1. That is, the tracking algorithms are deployed on MT1 with
1500 particles and 5 ANs distributed along the area of interest.
Figure 3.9 depicts scenario 2 and trajectory 2. Table 3.4 summarizes themean tracking
error, standard deviation and 90% accuracy. Figure 3.16 depicts the CDF of positioning
errors for our tracking approach tested in scenario 2. Our tracking approach using the
double resampling method achieves around 3m for 90% accuracy, which outperforms
PDR by around 86.36% along trajectory 2. The mean error is 1.6m, which is 88.28%
smaller than PDR. Standard deviation is 0.9m, which is 84.62% smaller than the PDR
system.
Based on these observations, we can highlight that despite the bigger area of interest,
our proposed tracking approach achieves high accuracy and stable performance.
However, the mean error and standard deviation were slightly increased compared to
experiments in scenario 1. This reflects that the density, positions, and coverage of
ANs along the area of interest influence the tracking precision.
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Figure 3.16: Tracking error CDF on scenario 2.
Table 3.4: Double resampling and PDRmethods, scenario 2
Tracking Approach Mean error S.D 90% Acc.
Double Resampling 1.6m 0.9m 3m
PDR 13.66m 5.85m 22.3m
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3.5.3 Pedestrian Dead Reckoning Filters
In order to validate the performance of the proposed PDR algorithm along with filters,
we compare the performance with the basic PDR system used in [20]. The testing
trajectory starts at the point marked with the label start. This point is also the last
check point at the end of the trajectory. Figure 3.17 shows the CDF of positioning
errors for the PDR algorithms. Hereafter, we will refer to the PDR algorithmwith filters
as the PDR filter.
The PDR filter algorithm achieves higher accuracy and more stable performance
compared to the basic PDR algorithm. Table 3.5 summarizes the average of tracking
errors, standard deviation and 90% accuracy. The PDR filter algorithm achieves
around 8.15m for 90% accuracy, whereas the basic PDR algorithm achieves around
21.6%. The mean error of the PDR filter algorithm is 6.0152m, whereas the mean error
of the basic PDR is 13.027m. Standard deviation is 1.9461m and 5.5872m in PDR filter
and PDR basic respectively.
Based on these results, we can find the following observations. First, the PDR filter
algorithm outperforms the basic PDR algorithm by around 62.26% considering 90%
accuracy. Second, the mean error of the PDR filter algorithm is 53.82% smaller than
the basic PDR algorithm. Third, the standard deviation of the PDR filter algorithm
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Table 3.5: PDR algorithms performance
Algorithm Mean Error S.D. 90% Acc.
PDRwith filters 6.0152m 1.9461m 8.15m
Basic PDR 13.0279m 5.5872m 21.6m
is 65.17% smaller than the PDR basic algorithm. Therefore, experiment results show
that the PDR algorithm along the low pass and CDM filter is able to improve the
localization accuracy. The PDR filter algorithm outperforms the basic PDR algorithm
for accuracy and stability.
3.6 Conclusions
In this chapter, we exploited an enhanced particle filter approach to fuse radio sig-
nals, inertial sensors and physical information of the environment, to achieve high
localization and tracking accuracy in complex indoor scenarios using commodity
smartphones. Additionally, this chapter presented an asynchronous continuous cor-
rection phase that is able to tackle the low sampling rate problem of Wi-Fi sensors on
the smartphone side. This phase is asynchronously executed whenever new Wi-Fi
RSSI information is available. The localization approach is formulated in a discretized
graph-based representation of the indoor environment. Moreover, we integrated an
enhanced PDRmethod by considering magnetic field and angular velocity measure-
ments to further improve the heading orientation estimation.
We evaluated our localization system in two complex large trajectories in different
indoor scenarios. Experiments show that our approach can achieve an average track-
ing error of 1.01m and 90% accuracy is 1.7m. Thus, our tracking approach is more
accurate and stable than pedestrian dead reckoning and the commonly used particle
filter with single resampling. Furthermore, our proposed approach enables tracking
in the smartphone side without the assistance of any additional external server.
Despite particle filter-based localizationmethods can achieve high accuracy, there are
some common issues to overcome. These issues can lead the system non-functional
or non-efficient. Two of the most common issues are related to localization failure
problems such as the global localization problem and the kidnapped-robot problem.
Thus, in the next chapter, we focus on solving localization failures problems in particle
filter-based localization systems.
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4
Failure Recovery Mechanism for Monte
Carlo Localization based Systems
4.1 Introduction
The idea of robust indoor localization entails providing methods to prevent and re-
cover Monte Carlo Localization Systems (MCLS) from localization failure problems.
In MCLS, two of the most common localization failure problems are the global local-
ization problem and the KRP. The former happens when the localization system starts.
Here, the initial position of the target is unknown. The target is located somewhere in
the environment without any knowledge of its position.
Unlike the global localization problem, the KRP occurs during system operation. Thus,
the KRP appears when a well-localized target in operation moves to some arbitrary
locations, while the target is not aware of this. Therefore, the target device might
firmly believe to be somewhere else at the time of the kidnapping.
Most of the state-of-the-art localization approaches cannot be guaranteed never to fail
83
Chapter 4. Failure RecoveryMechanism forMonte Carlo Localization based
Systems
[102]. Therefore, the ability to recover from failures is essential for truly autonomous
MCL systems. In this chapter we focus on addressing localization failure problems in
MCLbased systems. We propose an efficientmethod to recover the localization system
from localization failures. Our recovery method uses machine learning techniques,
which provide zone level localization. We consider a zone as a subarea inside the
target area (e.g., rooms, corridors). Thus, we incorporate zone level localization results
in our enhanced particle filter to faster recover the system from localization failures.
Since our proposed recovery failure method relies on zone level localization results,
we also focus on providing enhanced machine learning methods to achieve high zone
level localization performance. Typically, ensemble machine learning approaches
achieve better predictive performance compared to individual models. Ensemble
learning methods aim to improve prediction performance by combining several
individual machine learning techniques into one predictive model. Thus, in this
chapter we also propose two novel ensemblemachine learningmodels to provide zone
level localization. The proposed ensemble learning models combine conceptually
different individualmachine learning algorithms to predict class labels, such as rooms,
zones. The main contributions included in this chapter are summarized as follows.
• We propose an ensemble learning method by combining conceptually differ-
ent individual machine learning algorithms to predict class labels (i.e., rooms,
zones, landmarks). This combination is made by applying concepts of condi-
tional probability and evidences about the prediction performance of individual
predictors. We call this approach Conditional Probability Ensemble Learning
Method (COND).
• We propose an ensemble learningmethod based on aHMM.We call thismethod
HMM-based Ensemble LearningMethod (HMM-d). HMM-d integrates ambient
signal information and coarse-grained floor plan information in a HMM.
• We propose an efficient method to recover the system from localization failures.
Our method uses a machine learning approach, which provides zone level local-
ization. Thus, we integrate zone level localization in the enhanced particle filter
to recover the system from localization failures, such as the global localization
problem and KRP.
The rest of the chapter is organized as follows. Section 4.2 presents CONDmethod.
Section 4.3 introduces HMM-d method. In Section 4.4 we present the proposed
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localization failure recovery mechanism. Implementation details about COND, HMM-
d, and the failure recovery methods are presented in Section 4.5. Section 4.6 presents
the evaluation results of our proposed approaches. Section 4.7 concludes the Chapter.
4.2 Ensemble Conditional Probability Method (COND)
COND is based on the concept of conditional probability. In probability theory,
conditional probability is a measure of the probability of an event considering some
evidences. Thus, the probability of being located at a zone considering some evidences
can be written as follows:
P (ci | l1, l2, ..., ln)=
P (l1, l2, ..., ln | ci ) ·P (c)
P (l1, l2, ..., ln)
, (4.1)
where ci is the zone identifier (i.e., the class) and li is the i-th evidence provided by
the i-th machine learning prediction model.
Equation 4.1 can be solved assuming conditional independence of events li given the
event ci . Conditional independencemeans that if some piece of information is known,
the probability of other events become independent. For the zone level localization
problem, our assumption is that the probability of obtaining the outcome li becomes
independent if the value of ci is known. Thus, Equation 4.1 can be written as follows:
P (ci | l1, l2, ..., ln)=
P (l1 | ci ) ·P (l2 | ci ) · ... ·P (ln | ci ) ·P (ci )
P (l1, l2, ..., ln)
(4.2)
Considering that individual predictors are independent from each other,
P (ci | l1, l2, ..., ln)=
P (l1 | ci ) ·P (l2 | ci ) · ... ·P (ln | ci ) ·P (ci )
P (l1) ·P (l2) · ... ·P (ln)
(4.3)
Therefore, the prediction of the zone z can be calculated as follows:
z = argmax
c
P (c) ·∏ni=1P (li | c)∏n
i=1
∑m
j=1P (li | c j ) ·P (c j )
(4.4)
where z represents the predicted class, n is the number of evidences given by n ma-
chine learning individual predictors, and m is the number of landmarks (i.e, classes).
85
Chapter 4. Failure RecoveryMechanism forMonte Carlo Localization based
Systems
Classiﬁcation
Model 1 
 (L1)
Classiﬁcation
Model 2 
(L2)
Classiﬁcation
Model n 
(Ln)
Fingerprinting data collection
gg
Wi+-FIWi- i LigthMagnetic
Field
Conditional Performance Metalearner
Predicted
ClassPt1 Pt2 Ptn 
Conditional Probability 
Performance Tables
Figure 4.1: COND Learning Method Architecture
Figure 4.1 depicts an overview of the COND learning method architecture. The key
idea of COND is to combine conceptually different individual machine learning mod-
els to predict class labels (i.e., zones, rooms, landmarks). This combination is made
by applying conditional probability concepts and information about the individual
prediction performance of each machine learning model. Thus, the outcome of each
individualmachine learning predictor can be regarded as an evidence li in COND. The
prediction performance given the knowledge of the ground-truth class label defines
the probability of the occurrence of an evidence given the ground-truth label class
P (li | c). From the implementation view, COND uses Conditional Performance Tables
(CPT) to store P (li | c) of each individual machine learning model. Thus, P (li | c) and
li are used in the prediction process. Considering the performance of each individual
learning model, COND balance out their strengths and weaknesses to improve the
prediction performance.
4.3 Ensemble HMM-basedMethod (HMM-d)
In this section, we introduce an ensemble learning model by combining HMMwith
discriminative machine learning methods. Figure 4.2 shows the probabilistic parame-
ters of the proposed HMM-dmethod. It is worth to notice that this model is suitable
for any zone detection (i.e., any subarea in the area of interest). Hereafter, we will
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refer to room as zone. The proposed HMM-d method is based on the concept of
Markov localization [31], which can be described as estimating the state of HMMwith
controllable state transitions. For the localization problem, we refer to zones as states
of the HMM. Thus, our HMM is specified by the following components:
• A set of states Z = {z1, ...,zn}, where zl is the identifier value of the zone l . There-
fore, the hidden state zl at time t can be represented by the discrete random
variable zlt ∈ Z .
• A transition probability matrix A,
A =


a1,1 a1,2 ... a1,n
a2,1 a2,2 ... a2,n
...
...
. . .
...
an,1 an,2 ... an,n


,
where ak,l ∈ A is the likelihood of moving from zone zk to zone zl . Thus, A is a
square matrix of order n.
• A set of observationsC ,
C = {(c1, ...,cm)1, ...(c1, ...,cm)nm }, (4.5)
where ck ∈ Z is the prediction outcome of the k-th constituent individual ma-
chine learning algorithm. Thus,C is a set of nPm permutations with repetition
allowed, where n is the number of zones and m is the number of individual
machine learning algorithms that constitute the HMM-d method. We define
(c1, ...,cm)l ∈ C as ql . The observation ql at time t can be represented by the
random variable qlt ∈C .
• A matrix B of observation probabilities. B is named the emission probability
matrix.
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Figure 4.2: Probabilistic parameters of the proposed HMM-dMethod.
B =


b1,1 b1,2 ... b1,nm
b2,1 b2,2 ... b2,nm
...
...
. . .
...
bn,1 bn,2 ... bn,nm


,
where bk,l is the likelihood of observing ql ∈C at zone zk .
• An initial probability distribution over zones π=π1, ...,πn , where πi is the prob-
ability of being located in zone i .
The individual learning methods only rely on the latest observed fingerprint (e.g.,
Wi-Fi RSS and MF readings) for localization, which may produce incorrect prediction
results. However, HMM-d can be used to integrate zone transition information and
the current observed information (e.g., current observed fingerprint) to improve
prediction results.
In any model with hidden variables (e.g., HMM), the task of determining the se-
quence of variables (e.g., zones) that is the underlying source of some sequence of
observations is named the decoding task. Thus, given a sequence of observations
yt−i , ..., yt−1, yt , and a settle model HMM λ= {π,A,B}, the sequence of hidden states
xt−i , ...,xt−1,xt can be estimated by employing the Viterbi algorithm [39].
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4.3.1 Transition Probabilities
The transition probabilities express the likelihood of moving from one state (i.e.,
zone) to another. Zones must be defined beforehand. Connections among zones in
the coarse-grained floor plan determine the transition probabilities. Therefore, the
transition probability matrix can be written as follows:
T = {ai j = P (xt+1 = z j | xt = zi )}, (4.6)
where A is a n×n matrix, ai j represents the transition likelihood between zone zi to
zone z j . Therefore,
∑n
j=1 ai j = 1.
4.3.2 Emission Probabilities
The emission probability is the likelihood of producing a particular set of observations
y j at zone zi . Therefore, the emission probability matrix can be written as follows:
B = {bi j = P (y j | zi )},∀y j ∈C ∧ zi ∈ Z , (4.7)
where y j = (c1,c2...cm) j and ci is the zone prediction result from the i-th individual
learning method. Since individual machine learning methods are different and inde-
pendent of each other, it is reasonable to assume that their outcomes are conditionally
independent. Therefore, bi j can be written as follows:
bi j =
n∏
n=1
P (c j | zi )n , (4.8)
where P (c j | zi )n is the probability of predicting c j at zone zi by the n-th individual
discriminative learning method. Therefore, P (c j | zi )n represents the sensitivity of the
individual learning method n at zone i . Thus, P (c j | zi )n can be written as follows:
P (c j | zi )n =
T Pn
T Pn +F Nn
, (4.9)
where T Pn and F Nn are the true positive and false negative rate of the n-th individual
discriminative learning method.
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Algorithm 3 Asynchronous Continuous Resampling
Input :Floor Plan, ˆRSSI , current zone, failure alert
Output :Particle’s corrected weights, failure recovery
24 if new ˆRSSI reading is available then
25 current zone=machine learning( ˆRSSI )
foreach Particle Pt do
26 Check:Pt .zone ==current zone
27 end
28 if There is not particle Pt .zone==current zone then
29 failure alert counter++
30 end
31 if There is a particle Pt .zone== current zone then
32 Initialize failure alert counter
33 end
34 if failure alert counter== failure threshold then
35 Resample (zone recognition accuracy)% particles in current zone.
Resample (1-zone recognition accuracy)% particles entire environment.
36 end
37 Determine ˆRSSI mean (mRSSI ) of the latest 4 ˆRSSI readings:
mRSSI =
∑3
k=0RSSt−k
4
foreach AN j do
38 calculate d j =α j ·eβ j ·mRSSI j
39 end
40 Calculate individual likelihood: p(d j | X it ); Normalize weights
foreach Particle Pt do
41 Wt = Wˆt/
∑N
n=1Wˆ
i
n
42 end
43 Resample particles Pt based on systematic resampling method.
44 end
45 Go to 1
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(a) Zone definition and graphical transition
model
(b) Transition model for HMM-d
Figure 4.3: Zone definition and transition model for HMM-d.
4.4 Localization Failure RecoveryMethod
Asmentioned before, the proposed localization failure recoverymethod relies on zone
localization results. Algorithm 3 describes the proposed failure recoverymethod. After
obtaining zone localization results, localization failures problems are covered by two
stages: first, failures recognition; second recovering from failures. We incorporate
machine learning approaches in the asynchronous continuous correction phase of the
enhanced particle filter introduced in Chapter 3. For failure recognition, the machine
learning algorithm first evaluates the current zone where the mobile target device is
placed, then the zone reported by each particle is evaluated. If there is not at least one
particle in the same zone reported by the machine learning algorithm, a failure alert
is launched. To recover the system from localization failures, our proposedmethod
follows three basic steps:
• Current zone equally distributed particles resampling. A percentage of parti-
cles is spread over the zone reported by the machine learning algorithm. This
percentage of particles is the same as the zone recognition accuracy.
• The particles that perform the resampling operations are equally distributed
over the entire target area.
• The weight of each particle is evaluated based on range likelihood information.
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To summarize, the proposed Correction phase is aimed to accomplish three objectives.
The first goal, as introduced in Chapter 3, is to make a continuous correction of the
level of influence that each particle contributes to the determination of the state of
the system. The second objective is to recognize localization failures. The third goal is
to recover the system from localization failures.
4.5 Implementation
This section presents implementation details of COND, HMM-d, and the proposed
localization failure recovery methods.
4.5.1 Zone Level LocalizationMethods Implementation
For COND and HMM-d methods, fingerprint readings are measured by the target
mobile device and received by an app. We then perform the offline training process
to build the machine learning models in a PC. The built machine learning models
are then optimized and transferred to the app on the mobile target device for online
experiments. To reduce the negative impact of environmental changes and different
hardware, we use differential Wi-Fi RSS instead of absolute raw values [108].
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Figure 4.4: COND and HMM-d Components and Data Flow.
Figure 4.1 shows the data flow and the different components of COND and HMM-d
methods. The device’s sensors measure the magnetic field in the device’s coordinate
system. As the user walks around, the orientation of the device may change all the
time. To avoid this problem,magnetic field valuesmust be translated from the device’s
coordinate system to a global coordinate system, such as the earth’ coordinate system.
We use rotation matrix to translated magnetic field values to the earth’ coordinate
system. Android includes a library to perform this translation. Details can be found
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in [5].
Light sensors might also be helpful to improve zone localization performance. For
instance, a room facing a window will clearly be brighter than one surrounded by
walls only. However, these assumptions are not stable, as the illuminance level might
change over time. To deal with this instability, we consider the light illuminance
differences instead of absolute values. Thus, wemeasure the illuminance level of zone
1, then difference values are computed for the remaining zones with respect to zone 1.
Parameters of learning algorithms are optimized from training data. Additionally,
certain algorithms also have parameters that are not optimized during the training
process. These parameters are called hyperparameters, which have significant impact
on the performance of the learning-based algorithm. Therefore, we use a nested
cross validation technique [76] to adjust them. The nested cross validation technique
defines inner and outer cross validation. Inner cross validation is intended to select
the model with optimized hyperparameters, whereas outer cross validation is used to
obtain an estimation of the generalization error. Ten-fold cross validation was applied
on both inner and outer cross validation. The classifiers were optimized over a set of
hyperparameters.
We performed experiments on the third floor of the Computer Science building at
the University of Bern, as shown in Fig. 4.5. To build the COND and HMM-d fin-
gerprint databases, we ask a person to walk randomly around each room holding
the phone in his/her hand. The data collection rate is only constrained by compu-
tational capabilities of the smartphones’ Wi-Fi interface. Thus, in our experiments
every data measurement was collected at a rate of 3 entries/second. Because our
approach does not need any survey point, the time needed to build the landmark
fingerprint database is proportional to the number of collected instances multiplied
by the instance collection rate.
Implementation and data collection processes to build the fingerprint databases of
COND and HMM-d were performed as part of bachelor thesis projects [78], and [111]
respectively. COND and HMM-d implementation and offline training processes are
different and independent from each other. Thus, in the following paragraphs, we
present implementation and evaluation details of COND and HMM-d separately.
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CONDMethod Implementation
As shown in Figure 4.5, we define 14 wall separated areas as landmarks in our ex-
periments (i.e., 14 class labels). Hereafter, we refer to these areas as rooms. In our
experiments, we do not need to know the exact locations of the Wi-Fi APs, while
only the fingerprints of Wi-Fi RSSI, MF readings, and illuminance level readings are
recorded during the data collection procedure.
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Figure 4.5: COND Experiment Scenario, zone definition and ANs distribution (Dia-
mond blue points: Anchor Nodes).
To ensure conditional independence between the individual learning methods in
COND, we setup three completely different discriminative machine learning tech-
niques for the zone prediction method. KNN [79], Multilayer Perceptron (MLP) [110]
and the SVM [72] machine learning algorithms were selected. We optimized the
global blend percentage ratio hyperparameter for KNN, the kernel type function for
SVM, and the number of hidden layers and neurons per layer for MLP. Based on the
parameter optimization process, we established the optimal hyperparameter values
for the classifiers as follows: global blend percent ratio of 30% for KNN, single order
polynomial kernel, 646 support vectors, c = 1, and γ= 0.0 for SVM, and single hidden
layer with 10 neurons for MLP.
To build the fingerprint database, we collected 17569 data points in total, which were
equally distributed along the whole area in each room. Collecting the training dataset
takes around 75 minutes. With the collected data, we build models with different data:
the first one builds the fingerprint using only collectedWi-Fi RSS data, the second one
using Wi-Fi RSS together with MF readings, and the third one using Wi-Fi RSS, MF
readings, and illuminance level readings.
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As mentioned, the data collection process to build the fingerprint database was per-
formed as part of a bachelor thesis project [78].
HMM-dMethod Implementation
We performed experiments on the left part of the third floor of the Computer Science
building at the University of Bern. Figure 4.3a presents an overview of the target
area. It is necessary to have coarse-grained information about the area of interest.
The HMM-dmethod requires information related to zone distribution and physical
connections among zones (i.e., zone transition information). Zone information is
also included in the coarse-grained floor plan (i.e., how the area of interest is split in
zones).
Figure 4.3 shows the zone definition and transition model in our HMM-d method.
The basic assumption to compute matrix A is that the likelihood of staying at the
same zone is higher than the likelihood of going to another one. Thus, the transition
probability matrix A was empirically defined as follows:
A =


0.6 0.4 0 0 0 0 0 0
0.1 0.4 0.1 0.1 0.1 0.1 0.1 0
0 0.4 0.6 0 0 0 0 0
0 0.2 0 0.6 0 0 0 0.2
0 0.4 0 0 0.6 0 0 0
0 0.4 0 0 0 0.6 0 0
0 0.4 0 0 0 0 0.6 0
0 0 0 0.4 0 0 0 0.6


,
To ensure conditional independence between the individual learning methods in
HMM-d, we setup three completely different discriminative machine learning tech-
niques for the zone prediction method. KStar [26], Multilayer Perceptron (MLP) [110]
and the J48 decision tree [83] machine learning algorithms were selected.
The classifiers were optimized over a key of hyperparameters. We optimized the
global blend percentage ratio hyperparameter for KStar [26], the confidence factor
for J48 [83], as well as number of hidden layers, number of neurons per layer, and
activation function for MLP [110]. Based on the parameter optimization process, we
established the optimal hyperparameter values for the classifiers as follows: global
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percent ratio of 30% for KStar, single hidden layer with 10 neurons and sigmoid
activation function for MLP. For J48, the confidence factor was configured to 0.25.
To build the fingerprint database, we collected 10000 fingerprints in total, which
were equally distributed along the whole area in each room. As mentioned, the
data collection process to build the fingerprint database was performed as part of a
bachelor thesis project [111].
4.5.2 Localization Failure RecoveryMethod Implementation
The proposed failure recovery method is implemented in terminal-based system
architecture. Algorithms are implemented in java language for Android smartphones
[5]. The system comprises two main components: mobile target (MT) and Anchor
Nodes (ANs). MT are some commercial Android smartphones, which support Wi-Fi,
inertial, andmagnetic field sensors. The localization failure recovery algorithms are
running on the MT. Localization failure experiments were performed on the left part
of the third floor of the Computer Science building at the University of Bern. Figure
4.3a presents an overview of the target area.
4.6 Performance Evaluation
4.6.1 Performance Evaluation CONDMethod
This section presents and discusses zone level localization results of the COND
method. We divided the area of interest into two scenarios. We defined scenario
1 as the left part of our area of interest, which covers zones 1-8. The right part of the
area of interest is defined as scenario 2, which includes Zones 9-14. For performance
comparisons, we include five individual predictors: Classification and Regression
Tree (CART), Support Vector Machine (SVM), Multilayer Perceptron (MLP), K-Nearest
Neighbors (KNN), Naive Bayes (NB), and one traditional ensemble predictor of Soft
Voting (SV). When comparing machine learning prediction performance, it is impossi-
ble to define a singlemetric that provides a fair comparison in all possible applications.
We focus on the metrics of prediction accuracy, which refers to the percentages of
correct zone level localization.
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Figure 4.6: Individual predictors zone localization performance with different num-
bers of Wi-Fi RSS values in scenario 1.
Indoor Zone Level Localization Accuracy (COND)
First, we only use Wi-Fi RSS values as inputs features to machine learning algorithms
in scenario 1. Figure 4.6 shows the classification accuracy of different individual
predictors when different numbers of Wi-Fi RSS values are used. As we can see,
starting from 5 RSS values, more RSS inputs increase the prediction accuracy for most
of the predictors. Nevertheless, after 7 Wi-Fi RSS values are used, the improvement of
adding more RSS values is almost negligible in almost all individual tested classifiers,
and some of the predictors even got reduced accuracy when additional RSS values are
considered. We think that the signal interferences may be the reason for the worse
performance when more than 7 Wi-Fi RSS values are utilized. Therefore, we take the 7
largest Wi-Fi RSS values as the default configuration for the following experiments.
Next, we compare the classification accuracy when using only Wi-Fi RSS, Wi-Fi RSS
plus MF, and Wi-Fi RSS plus MF and illuminance levels. Figure 4.7 shows the per-
formance evaluation of the selected individual classifiers obtained with different
feature combinations in scenario 1. The best performance is reached by the NB pre-
dictor, which achieves 90.3% of instances correctly classified when the fingerprint is
composed by Wi-Fi RSS, MF readings, and illuminance levels.
Hyperparameters have significant impact on the performance of the learning-based
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Figure 4.7: Individual predictors landmark prediction performance when using differ-
ent features in scenario 1.
algorithm. Figure 4.8 shows the performance prediction of the selected individual and
ensemble classifiers in scenario 1. Figure 4.9 presents the performance prediction
of the selected individual and ensemble classifiers in scenario 2. The individual
classifiers were set up with the hyperparameters optimized. The ensemble predictors
use the outcomes of these individual classifiers as inputs. The classifiers are all fed
with Wi-Fi RSS plus MF and illuminance levels. All the individual classifiers have
improved performance, and NB even reaches an accuracy of 90.3%. Soft Voting uses
the average predicted probabilities of CART, MLP, NB, KNN, and SVM to predict the
room. SV can reach an accuracy of 87.7% in scenario 1 and 96.1% in scenario 2.
Although all the tested traditional classifiers (i.e., CART, MLP, NB, KNN, SVM, and
Voting) show high prediction accuracy, our proposed COND method outperforms
them in both scenarios. COND achieves a prediction accuracy of 96.6% in scenario 1
and 96.8% in scenario 2.
In indoor environments, Wi-Fi RSS andMFmeasurements vary according to locations.
However, these values will remain similar on nearby positions. For example, on
locations close to zone borders, high similarities will be observed on the RSS values.
These similarities could lead to misclassification problems. From Figure 4.7 we can
see that KNN andMLP have better accuracy when bothWi-Fi RSS andMF readings
are used. This is because KNN is an instance-based predictor, which uses entropy as
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Figure 4.8: Zone level localization performance of individual predictorswith optimized
hyperparameters and ensemble predictors in Scenario 1.
Figure 4.9: Zone level localization performance of individual predictorswith optimized
hyperparameters and Ensemble predictors in Scenario 2.
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a distance measure to determine how similar two instances are. Thus, this method
is more sensitive to small variations upon the instance as unity. Since CART is a
decision tree machine learning algorithm, it builds the classificationmodel by parsing
the entropy of information on attribute level. It means that CARTmeasures entropy
in the attribute domain to decide which attribute should be included. Thus, the
classification model is prone to misclassification in this room prediction problem.
When the illuminance level is included as input feature to predictors, Naive Bayes
outperforms others. This is because the feature of illuminance level is completely
independent of other radio signal measurements, which fits with Naive Bayes’ strong
assumptions about the independence of each input variable.
To further explain how the individual and ensemble predictors perform in scenarios 1
and 2, we show the confusionmatrix of room recognition usingMLP, Naive Bayes (NB),
KNN, SV and COND in Figures 4.10 and 4.11. We can observe that zone 3 is identified
with accuracies of 21% byMLP, 100% by NB, 18% by KNN, 39% by Voting and 98% by
COND. As a consequence, NB seems to be better in predicting zone 3 as compared to
other individual and ensemble predictors. However, considering zone 4, NB achieves
only 48% of accuracy, whereas KNN achieves 66%. We can see that the ensemble
predictors adopt behaviors of different individual predictors. For instance, they adopt
the good behavior of MLP and Naive Bayes, which leads to a much better prediction
accuracy for zone 2. Unfortunately, ensemble predictors still have problems in some
zones. For instance, SV achieves only 39% of instances correctly classified in zone
3. This is because most of the individual predictors that contribute to SV achieve
low performance in that zone. It can be observed that in scenario 2 the SV ensemble
predictor improves the accuracy compared to its constituent individual predictors.
However, in scenario 1 the SV predictor does not achieve better performance than all
its constituent individual predictors. It is because the prediction process of SV can be
strongly influenced by individual predictors with low prediction performance.
Our proposed COND method is able to overcome SV and all the individual tested
predictors in both tested scenarios. Although COND and SV have the same constituent
individual predictors, COND is able to perform better than SV. As it can be seen in
Figure 4.11, COND overcomes SV in all zones. For instance, in zone 4, SV achieves
63% and COND 96% of correctly classified instances. This is because COND is able
to balance out strengths and weakness of its constituent algorithms. This balance is
made based on the observed prediction performance of each constituent classifier.
Thus, we prove that COND is able to predict zones more reliably than the other tested
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(a) MLP performance scenario 1. (b) MLP performacne scenario 2.
(c) KNN performance scenario 1. (d) KNN performance scenario 2.
(e) NB performance scenario 1. (f) NB performance scenario 2.
Figure 4.10: Individual predictors normalized confusion matrix in scenario 1 and 2.
methods. Our prediction model allows the production of better zone prediction
performance compared to individual and ensemble voting models.
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(a) SV performance scenario 1. (b) SV performance scenario 2.
(c) COND performance scenario 1. (d) COND performance scenario 2.
Figure 4.11: Ensemble predictors normalized confusion matrix in scenario 1 and 2.
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Table 4.1: Theoretical Prediction Computational Complexity Analysis
Classifier Time Complexity Number of Operations
CART O(m f eatur es) 10
MLP O(m f eatur es ·N n1+N n1 ·N n2) 10 ·10+10 ·14= 240
SVM O(m f eatur es ·nsv ) 10 ·646= 6460
KNN O(nsamples ·m f eatur es) 17569 ·10= 175690
NB O(m f eatur es) 10
SV CART+MLP+SVM+KNN+NB+O(2 ·np ·nc) 182410+140)= 182550
COND CART+MLP+SVM+KNN+NB+O(np) 182410+5= 182415
CONDMethod Prediction Time Complexity Analysis
In this subsection, we present the prediction time complexity of the tested machine
learning algorithms from a theoretical point of view. In machine learning, model
complexity often depends on the number of extracted features and number of samples
in the training database. Table 4.1 summarizes the prediction time complexity for
KNN, MLP, SVM, NB, CART, COND, and SV considering the Big O notation. Moreover,
Table 4.1 and Figure 4.12 show the theoretical number of operations considering
10 extracted features (i.e., 7 Wi-Fi RSS + MF + light) and the implementation setup
described in subsections 4.5.1 and 4.6.1.
Figure 4.12: Theoretical Prediction Time Complexity
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The ensemble predictor CONDwas applied to predict zones. We combine five indi-
vidual machine learning algorithms in an ensemble model: KNN, MLP, SVM, NB, and
CART. Therefore, the prediction time complexity of COND is the sum of prediction
time complexities of five individual predictors plus the time complexity of the condi-
tional probability computation. However, in ensemble learning, execution complexity
time of meta-learners (i.e., conditional probability computation) is negligible and
they have not much impact on execution time of base classifiers. CART prediction
time complexity depends on the number of extracted features (m f eatur es). In CART,
each feature is analyzed in a decision node of the tree. Thus, the prediction time
complexity of CART can be expressed by O(m f eatur es). In MLP, the prediction time
complexity depends on O(m f eatur es), number of layers, and number of neurons in
each layer (N n). Thus, the prediction time complexity of MLP can be computed
as O(m f eatur es ·N n1+N n1 ·N n2+ ...), where N ni is the number of neurons in the
i-th layer of the MLP model. In SVM, the prediction time complexity depends on
the number of support vectors nsv and number of features m f eatur es . The predic-
tion time complexity of SVM can be computed as O(m f eatur es ·nsv ). KNN, as an
instance-based classifier, has high prediction time complexity because instance-based
classifiers essentially work by memorizing the training data. Thus, the prediction
time complexity of KNN is O(nsamples ·m f eatur es). NB computes the frequency of
every feature value. Thus, the prediction time complexity of NB is O(m f eatur es).
The time complexity for computing the conditional probability is O(np), where np
is number of individual predictors, which are combined in the ensemble predic-
tor COND. Therefore, the prediction time complexity of COND can be expressed as
O(m f eatur es+m f eatur es ·N n1+N n1 ·N n2+m f eatur es ·nsv+nsamples ·m f eatur es+np).
The prediction time complexity of SV is the sum of prediction time complexities of
five individual predictors plus the time complexity of the soft voting rule computa-
tion. Thus, the prediction time complexity of SV can be expressed asO(m f eatur es +
m f eatur es ·N n1+N n1 ·N n2+m f eatur es ·nsv +nsamples ·m f eatur es+2 · (np ·nc ), where
nc is the number of class labels.
Even though, the prediction performance of COND overcomes KNN, MLP, SVM, NB,
CART and SV, the prediction time complexity of COND is higher than its constituent
individual machine learning methods. When using 17569 training samples and 10
extracted features, the prediction time complexity is O(18x104) (see Figure 4.12).
However, as shown in Table 4.1, the prediction time complexity of the proposed
ensemble learning method grows exponentially with the number of extracted features
104
4.6. Performance Evaluation
Figure 4.13: The First Trajectory, Zones, and ANs distribution (Diamond points: An-
chor Nodes; Yellow points: trajectory)
and the number of training samples. This exponentially growing will lead to increase
execution time in larger scenarios with bigger training databases (i.e., number of
training samples and extracted features). Therefore, suitable processing resources
to handle the algorithmic complexity of the ensemble predictor are the essential
requirement to assure low prediction execution time.
4.6.2 Performance Evaluation HMM-dMethod
Experiments were conducted in the building of the Institute of Computer Science at
the University of Bern. A part of the third floor with an area of 288m2 (18m x 16m) was
chosen to deploy the localization system. The smartphone is held by a person moving
along three different trajectories (Figures 4.13, 4.14, 4.15). The zone detection method
is launched every time a new fingerprint measurement is available (i.e., approximately
twice per second). We define 8 zones in our environment (i.e., 8 class labels). Each
zone is a wall separated area (i.e., rooms, corridor).
Figures 4.13, 4.14, and 4.15 present the physical distribution of zones, ANs, and
trajectories. Additionally, to compare HMM-d to another ensemble learning model,
we implemented a soft voting-based method. Hereafter, we refer to soft voting-based
method as Voting method. The Voting method uses predicted zone labels from KStar,
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Figure 4.14: The Second Trajectory, Zones, and ANs distribution (Diamond points:
Anchor Nodes; Yellow points: trajectory)
Figure 4.15: The Third Trajectory, Zones, and ANs distribution (Diamond points:
Anchor Nodes; Yellow points: trajectory)
106
4.6. Performance Evaluation
Zone detection
Trajectory 1 Trajectory 2 Trajectory 3 Average
Co
rre
ct
ly 
cla
ss
ifie
d 
in
st
an
ce
s 
(%
)
75
80
85
90
95
100
HMM-d
Voting
J48
KStar
MLP
Figure 4.16: Predictive Model Accuracy
J48, and MLP for the soft voting rule. Further details about soft voting-based methods
can be found in [91]. All the algorithms use the same fingerprint database of Wi-Fi RSS
andMF readings, which have beenmeasured during the data collection procedure.
The individual predictors can be regarded as traditional fingerprint-based approaches,
while the proposed HMM-d is a new ensemble predictor.
Zone Level Localization Performance (HMM-d)
To evaluate our prediction models, we consider three measures: prediction accuracy,
F1 score, and processing time. In classification problems, accuracy is the ratio of
correctly predicted observation to the total observations. F1 is the harmonic mean
of precision and sensitivity. Precision is defined as the number of true positives
(TP) divided by TP and the number of false positives (FP): TP/(TP+FP). Sensitivity is
defined as the number of TP divided by TP and the number of false negatives (FN):
TP/(TP+FN) [101]. Thus, F1 considers both performance measures, precision, and
sensitivity. F1 can be written as follows:
F1= 2 · sensi t i vi t y ·pr eci si on
sensi t i vi t y +pr eci si on , (4.10)
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Figure 4.17: Zone Detection Performance F1 score
Figure 4.18: Average Processing Time of Ensemble and Individual Machine Learning
Algorithms.
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Figure 4.16 shows the accuracy of zone prediction for the five predictors in the three
trajectories. Figure 4.17 presents the F1 score by zone for the learning algorithms.
Figure 4.18 shows the average of prediction processing time for both ensemblemodels
HMM-d and Voting and the individual machine learning methods (i.e., J48, KStar,
MLP). Due to the hyperparameter optimization process, performance accuracy of the
individual learning models (i.e., KStar, J48, and MLP) is higher than 80%. However,
results show a clear improvement between the individual learning models and our
ensemble learning model HMM-d. As it can be seen in Figure 4.16, our proposed
HMM-dmodel outperforms KStar, J48, and MLP algorithms in the three tested trajec-
tories. Accuracy of HMM-d is improved by 9.17%, 4%, 9.3%, and 9.2% compared to
J48, KStar, MLP, and the Voting method respectively. Unlike Voting, HMM-d is able to
combine zone transition information with individual learning methods to improve
prediction accuracy.
Considering the F1 score, HMM-d outperforms others in all tested zones (i.e., classes).
Therefore, HMM-d outperforms Voting, KStar, J48, and MLP considering accuracy
and robustness. As it can be seen in Figure 4.16, accuracy of the learning algorithms
remains similar (i.e., no significant difference) in all tested trajectories. However, if
we consider sensitivity and precision as performance measure, it is clear to notice
that zone 2 is the hardest zone to classify correctly (as shown in Figure 4.16). This
result is explained as zone 2 corresponds to the corridor. Thus, fingerprints obtained
in this zone are very similar to fingerprints obtained in adjacent zones, especially in
the border areas. However, HMM-d improves the classification accuracy in this zone
by 10.2%, 10.4%, 4% and 8% compared to Voting, J48, KStar, and MLP respectively.
Thus, by combining HMM, KStar, J48, andMLP, our approach allows the production
of better predictive performance compared to individual and ensemble votingmodels.
Unlike Voting, the HMM-d model is able to achieve better prediction performance
than individual learning methods in all zones.
Time Complexity Analysis HMM-d
We compare the prediction time complexity of the testedmachine learning algorithms
from a theoretical perspective. Table 4.2 summarizes the prediction time complexity
of KStar, MLP, J48, Voting, and HMM-d considering the Big O notation. Additionally,
Table 4.2 and Figure 4.19 show the number of operations considering 7 extracted
features (i.e., 5Wi-Fi RSS +MF) and the implementation setup described in subsection
4.5.1.
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Figure 4.19: Theoretical Prediction Time Complexity
Table 4.2: Theoretical Prediction Computational Complexity Analysis
Classifier Time Complexity Number of Operations
J48 O(m f eatur es) 7
MLP O(m f eatur es ·N n1+N n1 ·N n2) 7 ·10+10 ·8= 150
KStar O(nsamples ·m f eatur es) 10000 ·7= 70000
Voting MLP+KStar+J48+O(2 ·np ·nc) 70157+2 ·3 ·8= 70205
HMM-d MLP+KStar+J48+O(ns · t ) 70157+8 ·3= 70181
The ensemble predictor HMM-d was applied to recognize the room. We combine
three individual machine learning algorithms in a HiddenMarkov Model: KStar, MLP,
and J48. Therefore, the prediction time complexity of HMM-d is the sum of prediction
time complexities of the three individual predictors plus the time complexity of the
HMM. J48 prediction time complexity depends on the number of extracted features
(m f eatur es). In J48, each feature is analyzed in a decision node of the tree. Thus,
the prediction time complexity of J48 can be expressed byO(m f eatur es). KStar, as an
instance-based classifier, has high prediction time complexity because instance-based
classifiers essentially work by memorizing the training data. Thus, the prediction time
complexity of KStar isO(nsamples ·m f eatur es). The prediction time complexity of the
MLP and Voting predictors are described in subsection 4.6.1. The prediction time
complexity for HMM isO(ns · t ), where ns is the number of states of the HMM and t is
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the length of the observations sequence. Therefore, the prediction time complexity
of HMM-d can be expressed asO(m f eatur es+m f eatur es ·N n1+N n1 ·N n2+nsamples ·
m f eatur es +·ns · t ).
As shown in Table 4.2, the prediction time complexity of HMM-d is higher than its
base predictors. When using 7 extracted features and 10000 training samples, the
prediction time complexity of HMM-d isO(70x103) (see Figure 4.19). However, the
prediction time complexity of the HMM-d method grows exponentially with the
number of extracted features and the number of training samples. This exponentially
growing will lead to increase execution time in larger scenarios with bigger training
databases (i.e., number of training samples and extracted features). Thus, appropriate
processing resources to run ensemble machine learning models are the underlying
requirement to guarantee low prediction execution time.
As shown in Figure 4.18, the average time of prediction (average time to perform
a room prediction) is very similar in both HMM-d and Voting ensemble methods.
However, HMM-d reduces the prediction processing time by 0.0125ms compared
to the Voting method. This means that considering transition zone information in
the prediction process takes lower computational efforts than processing the voting
rule [91] that is used in voting methods. As expected, the processing time of the
individual learning methods is lower than the ensemble learning methods. It is
because the algorithmic complexity of the ensemble learning methods is higher
compared to individual methods. Although the algorithmic complexity of HMM-d is
higher than the individual methods, HMM-dmodel overcomes Voting, KStar, J48, and
MLPmethods by accuracy and robustness. In the following paragraphs, we provide
a theoretical analysis of the prediction time complexity of the tested individual and
ensemble learning methods.
4.6.3 Performance Evaluation Failure RecoveryMethod
We measure the ability of the failure recovery method to recover the system from
localization failures. In this experiment, we simulate a localization failure by setting
up the initial position of the set of particles in p0 = (18.4,4.7). It is important to
notice that p0 is outside of the floor plan. Afterward, we asked the pedestrian to start
the positioning system standing in an arbitrary known position. We repeated the
experiment in seven rooms. Positions were recorded each second. Figure 4.20 depicts
the recovery method behavior in each tested room. The X axis shows the elapsed time
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Figure 4.20: Recovering time from a localization failure.
until the convergence to a final position. The Y axis shows the positioning error.
Table 4.3: Localization Failure Recovery
Zone Detection Initial Pos. Recovery Final Pos.
Time Error Time Error
1 3s 7.58m 20s 1.23m
2 3s 7.41m 40s 0.91m
3 4s 9.88m 47s 1.02m
4 4s 3.25m 20s 0.2m
5 3s 7.9m 33s 0.43m
6 3s 14.69m 43s 0.51m
7 4s 8.97m 37s 1.28m
Table 4.3 summarizes the failure detection time, initial positioning error, recovery
time and final positioning error. As we can see from Table 4.3, the average time to
detect the failure is 3.4s, and the average time to recover from localization error is
34.2s. This means that when the KRP happen during the indoor localization process,
this can be automatically detected and recovered with acceptable time latency.
We define the localization error as the Euclidean distance between the ground truth
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position and the final position reported by the system after recovering from localiza-
tion failures. Thus, considering the localization accuracy, the mean error of the initial
localization is nearly 8.5m if no failure recovery mechanism is applied. However, with
our failure recovery mechanism, the mean error at the final position (after automatic
recovery) is 0.8m. The standard deviation is 0.41m, which are much better than the
results without using any recovery mechanisms. Based on these observations, we
can highlight that despite the complex environment, the proposed failure recovery
method achieves high accuracy and stable performance.
4.7 Conclusions
In this chapter, we presented a simple method to recover MCL based systems from
localization failures. The proposed failure recoverymethod relies onmachine learning
techniques, which provide zone level localization. We evaluated our failure recovery
method in a complex office-like scenario. Experiments showed that the failure recov-
erymethod is able to detect a localization failure in 3.4s of average. It achieved amean
error of 0.8m.
As mentioned, the localization failure recovery method presented in this chapter
relies on zone level localization results. Therefore, in this Chapter we also focused
on providing enhanced machine learning methods for zone level localization. We
proposed two ensemble machine learning methods (COND and HMM-d). The pro-
posed methods integrate discriminative learning techniques in an ensemble learning
method using ubiquitous ambient signal fingerprints. Thus, the proposed ensemble
learning models achieve high prediction performance by combining less accurate
individual discriminative learning models.
We validated the prediction performance of COND and its constituent machine learn-
ing methods by using different smartphone sensor measurements, such as Wi-Fi RSS,
MF readings, and illuminance levels. Moreover, we compared the prediction per-
formance of COND to SVmethod, which is a traditional ensemble learning method.
Evaluation results show that COND achieves the best indoor landmark localization
accuracy of 96.8% compared to its constituent machine learning methods and SV.
Moreover, we compared the prediction time complexity of the testedmachine learning
algorithms. Although, the prediction performance of COND overcomes KNN, MLP,
SVM, NB, CART and SV, the prediction time complexity of COND grows exponentially
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considering big O notation.
The HMM-dmethod adopts HiddenMarkov Models to integrate information about
transition probabilities between zones and discriminative learning methods. Thus,
unlike traditional machine learning models, HMM-d integrates observed fingerprints
and coarse-grained floor plan information to predict class levels. We evaluated HMM-
dmethod in a complex real-world indoor environment. Evaluation results indicate
that our proposed approach is more accurate and robust than its constituent individ-
ual machine learning methods and SV. Moreover, we compared the prediction time
complexity of HMM-d and its constituent machine learning algorithms. Although,
the prediction performance of HMM-d overcomes KStar, MLP, J48, and Voting, the
prediction time complexity of HMM-d grows exponentially considering big O notation.
This exponentially growingwill lead to increase execution time in larger scenarios with
bigger training databases (i.e., number of training samples and extracted features).
Thus, appropriate processing resources to run ensemble machine learning models
are the underlying requirement to guarantee low prediction execution time.
Although the growing development in mobile devices such as smartphones, mobile
devices still need to deal with limited processing and power resources. In this chapter,
we have shown that our proposed localization approaches achieve accurate localiza-
tion performance. However, time complexity grows exponentially with the complexity
of the localization method. It is clear that the algorithmic complexity of the localiza-
tion methods is constrained by the limited computation and power resources on the
mobile device. To solve this problem, in the following Chapters we focus on MEC-
based infrastructure to provide robust indoor localization and tracking for wireless
mobile devices. MEC-based systems enable real-time functionalities to the system.
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MEC Architecture for Indoor Tracking
Despite the fast development and new advances in mobile devices (e.g.,
smartphones, etc.), mobile devices still need to deal with limited bat-
tery and limited processing resources, especially for interactive resource-
intensive mobile applications such as machine learning, and real-time
localization. Although, CC enables high storage capacity and high compu-
tational processing power, network and computational overhead at the
central cloud increases. This leads to performance issues for real-time
applications, such as indoor positioning, where low latency is a funda-
mental requisite. As an alternative, MEC has been introduced tominimize
the network overhead while still providing CC functionalities. TheMEC
architecture brings processing capabilities in close proximity to the user.
This improves latency and enables real-time functionalities. Moreover, the
system performance is not affected by the limited battery and processing
resources of mobile devices [75] [105]. In Part II, we propose MEC archi-
tectures where lightweight algorithms run on the mobile target devices,
whereas heavy calculations are offloaded to nearby edge servers. Thus,
algorithmic complexity is not constrained by the limited computational
resources of target mobiles devices. Chapter 5 presents a two layers MEC-
based localization and tracking system for smartphones. The proposed
tracking system includes a particle filter-based reinforcement learning ap-
proach for reliable indoor localization. In Chapter 6, we extend our work
to provide indoor localization to IoT devices. Thus, Chapter 6 presents a
three layers MEC-based tracking system. The proposed system includes
a cloud layer to provide centralized services, such as remote monitoring
and storage of historical localization information of IoT devices.
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5
MEC based Reinforcement Learning
Method for Indoor Tracking with Failure
Recovery
5.1 Introduction
In this chapter, we exploit MEC architecture to extend our localization approaches,
which were introduced in Chapter 3 and 4. We propose a distributed architecture
for indoor tracking, where lightweight methods run on the mobile target device (i.e.,
smartphone) and heavy computations are offloaded to nearby edge servers. The
tracking approach is based on particle filter and reinforcement learning methods to
guarantee system robustness against localization failures such as global localization
and KRP. Moreover, we exploit zone level localization to choose the proper ranging
models that are specific for each zone. If the mobile target device (i.e., object to be
located) and a ranging Anchor Node (AN) are at the same zone, the system adopts
LOS ranging models with respect to this AN. Furthermore, ranges to ANs located at
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different zones than the mobile target are calculated by NLOS ranging models.
Further, we include reinforcement learning techniques into the resampling method to
assure the placement of samples (i.e., particles) over areas where the desired distribu-
tion is large (i.e., areas with high probability of containing the ground truth position).
This scheme reduces convergence time and provides autonomy and robustness to the
system against localization failures.
Figure 5.1 shows the architecture of our proposed system, which is a two-tier architec-
ture supporting distributed machine learning operations. The main contributions of
this Chapter are as follows.
• We propose a MEC architecture for indoor tracking. We propose a distributed
machine learning-based network architecture, where lightweight algorithms
are running on the mobile target devices with limit resources and heavy ML
calculations (proposed PFRL algorithm) are offloaded to nearby edge servers to
support complex and heavy calculations. Compare to terminal-based indoor
positioning system, a MEC-based system is able to run algorithms with high
complexity.
• We design a particle filter-based reinforcement learning (PFRL) algorithm for
reliable wireless indoor positioning. The particle filter fuses the predicted zone,
radio-based ranges, IMUs, and coarse-grained floor plan information to achieve
accurate and stable real-time indoor tracking performance. In the particle filter,
we provide a reinforcement learning-based resampling method to guarantee
system robustness against localization failures. To deal with multi-path effects,
we exploit zone level localization to choose the proper ranging models that
are specific for each zone. If the mobile target (i.e., object to be located) and a
ranging Anchor Node (AN) are at the same zone, the system adopts LOS ranging
models with respect to this AN.
We evaluate our system in complex office and classroom-like environments along
five different moving paths. Our proposed tracking approach can achieve 0.97 meters
for mean localization error and recovery time latency of 1.5 seconds, which is more
accurate and stable than terminal-based localization methods.
The rest of the Chapter is organized as follows. Section 5.2 describes the localization
system. Implementation details are presented in Section 5.3. Section 5.4 describes
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Figure 5.1: DistributedMachine Learning System Architecture for Reliable Wireless
Indoor Positioning.
the localization performance evaluation of our approach. Section 5.5 concludes the
Chapter.
5.2 SystemOverview
This section presents the design details of the proposed particle filter-based reinforce-
ment learning approach for wireless indoor positioning. Figure 5.1 summarizes the
architecture of our proposed approach, which includes two layers: a Client layer and
an Edge layer. The Client layer includes mobile clients to be located, such as smart-
phones, tablets, etc. The Edge layer includes edge servers, which are responsible for
hosting complex positioning algorithms. Due to limited amount of resources available,
mobile clients host components that are able to process low computation overheads,
which include: a HMM-based ensemble predictor for indoor zone prediction, an
enhanced ranging model, a PDR-based movement detection method and a floor plan
component that defines a discrete system state, the map likelihood (i.e., allowed areas
to move), and the transition model (i.e., physical distribution of zones). Edge servers
host the proposed PFRL algorithm, which considers the outputs of mobile clients
as inputs to estimate the real-time positions of mobile devices. PFRL includes two
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parts: a particle filter-based ensemble predictor to provide high positioning accuracy
and a reinforcement learning approach, which builds on top of the particle filter to
guarantee system robustness against failures. Details of each component and the
interconnections between client and edge layers are described in the next subsections.
5.2.1 Mobile Client - Ensemble HMM-Conditional Performance
Learning (HMM-d) for Indoor Zone Prediction
We propose a HiddenMarkov-based ensemble learning method (HMM-d) for zone
prediction. The key idea of HMM-d is to combine conceptually different individual
machine learning models in an HMM. Thus, we combine some individual machine
learning algorithms to improve prediction performance compared to individual mod-
els. Design and implementation details about the HMM-dmethod can be found in
Chapter 4.
In any model with hidden variables such as HMM-d, a decoding task is to determine
the sequences of variables that is the underlying source of an observation sequence.
The decoding task can be described as the process to solve the following equation:
p(zlt | qlt )=
p(qlt | zlt ) ·p(zlt )
p(qlt )
(5.1)
where P (zlt | qlt ) is the probability being located at zone zlt given the observation
qlt at time t . Therefore, considering a sequence of observations q00 , ...,qlt , and an
HMM model λ = {π,A,B}, Equation 5.1 can be computed by applying the Viterbi
algorithm [39].
The zone prediction method provides three functionalities to the whole localization
approach: First, this method provides zone-level localization. If the target object and
ranging Anchor Node (AN) are at the same zone, the system adopts Line of Sight (LOS)
ranging models with respect to this AN. Furthermore, ranges to ANs located at other
zones than the target object are calculated byNon Line of Sight (NLOS) rangingmodels.
Second, the zone prediction method supports the robustness against localization
failures. This method provides information about how to distribute particles in the
resampling process to avoid and to recover the system from localization failures. Thus,
particles are distributed only at zones with higher probability of being the actual
zone where the target is located. This avoids localization failures and provides faster
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particle convergence. Third, the zone prediction method supports system recovery
from localization failures. Thus, after a localization failure, the particle distribution
density will be higher at zones with higher probabilities of being the zone where
the target is located. This reduces the time needed for recovering the system from
localization failures.
5.2.2 Mobile Client - PDR-basedMotion Vector Estimation
PDR methods estimate the displacement of the pedestrian by detecting changes
in a previously estimated position. The pedestrian displacement is estimated by
using three device embedded sensors: accelerometer, geomagnetic field sensor, and
gyroscope. At time t , the displacement of the pedestrian is defined by the motion
vector Mt = [ℓt ,θt ]. Thus, Mt is passed to the Particle Filter component at instant t
when a displacement (e.g., step) of the pedestrian is detected. Additional details about
the PDRmethod can be found in Chapter 3.
5.2.3 Mobile Client - Ranging Estimation Process
Ranges can be derived by using signal parameters such as RSSI. In theory, RSSI mono-
tonically decreases with increasing propagation distance [59]. However, in complex
indoor environments, WiFi signals suffer from random variations. To reduce ranging
errors introduced by NLOS andmulti-path propagation, we propose a propagation
model by combining Log Distance Path Loss (LDPL) [93] and a Nonlinear Regression
Model (NLR) [59] [18]. Our propagation model can be written as follows:
r =


10
(
P w(r0)−P w(r )
10·γ ) if Tx and Rx are at the same zone
α ·e(β·P w(r )) if Tx and Rx are at different zones,
(5.2)
where Tx and Rx are the transmitter and receiver devices respectively. Variable Pw (r0)
refers to the power loss in a free space, Pw (r ) is the received signal power in a prop-
agation distance r . Variable γ is the path loss efficient [93], and both α and β are
environmental variables [59].
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Algorithm 4 PF-MLM
Result:Mobile client position
46 Calculate the initial zone probability distribution: p(zl0 | ql0)=HMM-d()
Distribute particles based on p(zl0 | ql0)
Initialize particle’s weights: W i0 = 1/Np , i = 1,2, ...,Np
while Localizing do
47 Update the particles: X it =G ·X it−1+η
Calculate the ranging likelihood: P (dˆ j ,t | X it )= 1σ jp2π exp
−
[dˆ j ,t−
√
(xi−x j )2+(yi−y j )2]2
2σ2
j
Calculate the zone probability distribution: p(zlt | qlt )=HMM-d()
Calculate the zone likelihood: P (zlt | X it )=
P (X it |zˆlt )·P (zˆlt )
P (X it )
Compute unnormalized weights: wˆ it = P (X it | zˆlt ) ·
∏M
j=1P (dˆ j ,t | X it )
Normalize weights: w it =
wˆ it∑N
n=1 wˆ
i
n
Resample the particles
Calculate the degree of depletion Run RLmethod for robust tracking resampling
Compute the estimated position:X t =
∑N
i=1 w
i
t ·xit
48 end
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5.2.4 Edge Server - Particle Filter with EnsembleMachine Learning
Particle filtering is able to solve estimation problems recursively as observations
become available. The objective is to determine the posterior distributions of the
system’s states given some noisy observations. The posterior probability is expressed
as a set of weighted samples (also called particles). Thus, the posterior probability
distribution is computed based on some observationOt at time t [20]. A time t , the
particle system state vector X t can be defined by Equation 2.39. At time t , the set of
particles can be expressed as Pt = [X it ,W it ], i = 1, ...,Np , where Np is the number of
particles, X it is the state vector, andW
i
t is the associated weight of the i-th particle at
time t.
State vector X it of each particle is updated from the particles at the previous time
interval X it−1 based on Equation (2.43). Thus, the new set of particles Pt is generated
from Pt−1. Particles are not allowed to move through restricted areas, (e.g., movement
through walls is not allowed).
ObservationModel for Data Fusion
Particles are propagated based on Equation (2.43). Afterwards, the associated weight
w it of the propagated particles must be calculated. At time t , the associated weight
p(Ot | X it ) is calculated based on the likelihood of the observations conditioned on
current particle state X it . The observation vectorOt contains the ranging information
to different ANs and the predicted zone information. Thus, at time t , the observation
vector can be expressed asOt = [dt ,qlt ], where dt contains ranges to different ANs and
qlt ∈C contains the predicted zone information. Ranges are computed by the Ranging
Estimation process presented in Section 5.2.3. The zone prediction information is
provided by the HMM-dmethod presented in Section 5.2.1.
Since the ranging method (i.e., the method to estimate ranges) and the HMM-d
method for zone prediction are completely different, we can assume that p(qlt | X it )
and p(dt | X it ) are independent of each other. Therefore, the probability p(Ot | X it )
can be expressed as follows:
p(Ot | X it )= p(dt | X it ) ·p(qlt | X it ) (5.3)
We refer to p(dt | X it ) as the ranging likelihood, and p(qlt | X it ) as the zone likelihood.
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Figure 5.2: Reinforcement Learning Method for Robust Indoor Tracking Resampling.
Therefore, the associated weight w it = p(Ot | X it ) of each particle is given by the
ranging and zone prediction information. The particles at the absolute position
(xt , yt ) with low probability to observe d
j
t in their position will be assigned a small
ranging likelihood. Particles positioned in zones with low probability of observing qlt
will be assigned small zone likelihood values.
The ranging likelihood p(dt | X it ) can be calculated by Equation 3.5.
Zone likelihood refers to the zone prediction information. Therefore, zone likelihood
is the probability of observing qlt in the current particle state X
i
t . The value of the
variable qlt is computed by the HMM-dmethod.
5.2.5 Edge Server - Reinforcement Learning for Robust Indoor
Tracking Resampling
In particle filter localization approaches, the localization process performs poorly
if the proposal particle distribution (i.e., distribution used to generated samples)
places too few samples in areas where the desired posterior distribution is large. Such
behaviour leads to increase convergence time of the particle filter. Moreover, an
unsuitable proposal distribution could trigger localization failures such as the kidnap-
ping robot problem. To mitigate these problems, we propose to use adaptive proposal
distributions in addition to the resampling method. The proposal distributions are
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built based on a reinforcement learning method, which relies on the HMM-d out-
comes and the current state of the system. Figure 5.2 depicts the architecture of the
proposed reinforcement learning method for robust indoor tracking. The proposal
distribution assures the placement of samples over the areas where the desired dis-
tribution is large. The tracking algorithm learns by itself which proposal distribution
suits better at each state of the system. This scheme reduces convergence time and
provides autonomy and robustness to the system.
ResamplingMethod
Resampling is a fundamental process for particle filters. Without resampling, par-
ticle filters will produce a degenerate set of propagated particles (i.e., most of the
particles with negligible weight). The resampling process modifies the weighted ap-
proximate density p to an unweighted density pˆ by eliminating particles with low
importance weights (i.e., small associated weight) by multiplying particles having
high importance weights (i.e., high associated weight). The new density pˆ is called
the proposal distribution. Therefore, p(X t | q1:t )=
∑Ns
i=0 w
i
tδ(X t −X it ) is replaced by
p(Xˆ t | q1:t ) =
∑Ns
i=0
ni
Ns
δ(Xˆ t − Xˆ it ), where ni is the number of copies of particle X it in
the new set of particles Pˆt . There are many methods to generate Pˆt [28]. We perform
the resampling process by using the systematic method. The systematic resampling
method aims to prevent the degeneracy of the propagated particles by modifying the
set Pt to Pˆt . Particles from Pt with higher weights are more likely to be included in the
new set of particles Pˆt . Thus, in the next iteration, more particles will be propagated
in zones with large probability masses [56]. Before resampling, the weights W kt are
normalized, i.e.,
∑Np
k=1W
k
t = 1. Then, a set of Np numbers unt is generated from an
uniform distribution. This set of numbers is used to select Np particles from Pt . Thus,
the particle xnt is selected in the n-th iteration if the following condition is satisfied:
Sm−1t < unt ≤ Smt ,m = 1, ...,Np , (5.4)
, where
Smt =
m∑
k=1
W kt , (5.5)
The interval (0,1] is divided into Np disjoint sub-intervals (0,1/Np ]∪ ...∪ (1−1/Np ,1].
Then, u1t is generated as a random number from the uniform distribution on (0,1/Np ].
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Start Localizing Failure
Figure 5.3: PFRL transition model learner agent.
The remaining unt numbers are obtained from u
1
t as follows:
u1t ∼U (0,1/Np ],
unt = u1t +
n−1
Np
, n = 2,3, ...,Np ,
(5.6)
After generating the set of unt numbers, the new set of particles Pˆt is generated by
selecting Np particles from Pt based on the condition presented in Equation 5.4.
Although the systematic resampling method can achieve high performance, this
method alone does not guarantee the system to avoid and recover from localization
failures.
Reinforcement LearningMethod for Particle Distribution
Considering a reinforcement learning context, our tracking algorithm is modeled as
the learner agent (LA). The LA provides localization and at the same time learns the
optimal behaviour to prevent and recover the system from localization failures. The
Q-learning [109] approach is adopted as a reinforcement learningmethod. Q-learning
provides agents with the ability to learn how to proceed optimally by experiencing the
consequences of actions [109]. In Q-learning, the LA evaluates the consequences of
an action at a particular state. This evaluation is performed in terms of an immediate
penalty or reward. Thus, by trying all actions in all states repeatedly, LA learns the
optimal behaviour at each state. Figure 5.3 shows the states and transition model of
our proposed reinforcement learning model. Since the purpose of the LA is to provide
autonomy and robustness to the system, we defined three states: Starting state, which
is achieved when the system is started, Localizing state, which is achieved when the
system is providing localization service, and Failing state, which is achieved when
some localization failure is detected. Elements of the set of actions are as follows.
• Action e1 defines a uniform particle distribution across the whole target area.
This action can be performed in the Starting and Failing states.
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• Action e2 defines a particle distribution across the predicted zone. Zone infor-
mation is computed by the HMM-dmethod. This action can be performed in
the Starting and Failing states.
• Action e3 defines a particle distribution based on the predicted zone probability
distribution. Zone probability distribution is computed by the HMM-dmethod.
This action can be performed in the Starting and Failing states.
• Action e4 defines a particle distribution of the g%worst evaluated particles (i.e.,
particles with the lowest weight) across the predicted zone. This action can be
performed in the Localizing and Failing states.
• Action e5 defines a particle distribution of the g% worst evaluated particles
based on the predicted zone probability distribution. This action can be per-
formed in the Localizing and Failing states.
Q-learning algorithm performs the learning process based on the Bellman equation
as follows:
Q(s,e)← (1−α) ·Q(s,e)+α · [R(s,e)+γ ·max(Q(s′,e ′))], (5.7)
whereQ(s,e) determines the quality of a state-action combination. Thus, when action
e is performed in state s, Q(s,e) is updated based on Equation 5.7. The learning
rate is defined by α, which determines how valuable recent information is for the
learning process. Thus, if α = 0, the LA exploits only previous learned knowledge,
whileα= 1makes the LA to consider only themost recent information. The parameter
γ defines the discount rate, which determines what percentage of a future rewardmust
be considered in the training process. The variable max(Q(s′,e ′)) is the maximum
achievableQ(s′,e ′) value, which is possible to obtain in the next state s′ by performing
e ′. The function R(s,e) computes the reward of performing action e at state s. Further
details about the Q-learning algorithm can be found in [71,109].
We define R(s,e) as a function to compute the degree of depletion in the particle filter
method. The degree of depletion describes the rate of particles having a negligible
weight. Some particles can be located away from the ground truth location. Therefore,
these particles are evaluated with nearly negligible weights. The density of particles
should be high in high-probability zones, and low in low-probability zones. The
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effective number of samples (Neff) is an indicator of the degree of depletion [65].
Therefore, Neff measures how efficiently the particle distribution is representing the
ground truth location. Since the degree of depletion indicates the quality of particle
distributions, and the effective number of samples Neff is an indicator of the degree of
depletion, we define R(s,e)=Neff. Thus, the value of Neff for Np number of particles
can be calculated as follows:
R(s,e)=Neff =
1∑Np
i=1(w
i )2
(5.8)
where w i is the particle’s associated weight.
System State DetectionMethod
Q-learning is a method that evaluates which action to perform based on the system
state. Therefore, detecting the current system state is an essential requirement. The
systemmoves from the Starting state to the Localizing state when the starting position
is established (i.e., when particles converge to the initial starting position). Thus,
the LA must perform the optimal action for fast and accurate convergence. The
Starting state is clearly identifiable. When a localization failure is detected, the LA
must perform the optimal action for a quick and accurate recovery.
To detect the current system state, we propose a novel and effective method, which
is based on the zone prediction information provided by the HMM-d method, the
current particle distribution and the current degree of depletion in the particle filter
method. Therefore, after performing the systematic resampling process, the system
state detection method is executed. Thus, if any particle is placed in the predicted
zone, and the effective number of samples is lower than a predefined threshold Th ,
the algorithm assumes a localization failure. Figure 5.4 shows the flowchart of the
system state detection method.
5.2.6 Data flow betweenMobile Client and Edge Server
Mobile clients collect raw data using on-board sensors, such as accelerometer, gyro-
scope, magnetometer, Wi-Fi signals, etc. Such data are processed onmobile devices
using lightweight machine learning algorithms, such as HMM-d zone prediction
(Section III.A). Afterwards, mobile clients could derive the zone information with
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Figure 5.4: PFRL system state detection method flowchart.
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Figure 5.8: Scenario 2: Transition information among zones are used to define the
transition model for HMM-dmethod.
probabilities, motion vectors, and ranges to relevant beacons. This information are
then transmitted to the edge server using the WebSocket for further processing. At the
edge server, heavy machine learning approaches, including ensemble learning and
reinforcement learning, will be applied on the received information to estimate the
accurate indoor positions.
5.3 Implementation
We implemented the proposed system on edge servers and smartphones. It comprises
three main components: a mobile target (MT), a set of Wi-Fi Anchor Nodes (ANs),
and an edge server. ANs are off-the-shelf Wi-Fi access points, which are placed at
certain locations to guarantee the maximum coverage for the indoor areas. We used
a Motorola Nexus 6 smartphone with 3 GB RAM and Quad-core 2.7 GHz CPU as
experimental device. A HP EliteBook with 8 GB RAM and 2.30 GHz Intel Core i5-5300U
processor is used as edge server.
The localization algorithm (i.e. Particle filter) and the reinforcement learning-based
method (i.e., Q-learning) are implemented at the edge server by using Python 2.7.
Communication between the edge layer and the client layer (i.e., MT) is implemented
by using WebSocket technology [38].
In addition, the coarse-grained information about the area of interest (i.e., indoor floor
plan) is of great importance to guarantee system performance. The system requires
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information related to physical connections among zones, i.e., connectivity among
zones. We define 14 zones for scenario 1 and 7 zones for scenario 2 in our areas of
interest (details of the scenarios can be found in Figures 5.5 and 5.7). Each zone is a
wall separated subarea (e.g., corridor, rooms). The transition model is defined based
on the zone distribution. Figures 5.6 and 5.8 show the physical layout of the indoor
environment, zone distribution and the transition model built on top of the indoor
layout. The probability transition matrix T is set based on the assumption that the
probability of staying in the same zone is higher than transferring to another one.
To ensure independence between the individual learning methods in HMM-d, we
set up three conceptually different machine learning algorithms (KStar, Multilayer
Perceptron (MLP) and J48). Weka for Android library [52] was used to implement
the individual machine learning algorithms at the Client layer. To build the zone
fingerprinting database, we collected 11200 fingerprint instances, approximately 800
in each zone. The structure of a fingerprint instance consists of Wi-Fi RSS and MF
readings. We ask a person to walk randomly through each zone holding the phone
in her hand. Zone fingerprint database entries were collected equally distributed
over the whole area in each zone. The data collection rate is only constrained by the
computational capabilities of the Wi-Fi sensor of the MT. Thus, in our experiments,
every fingerprinting entry was collected at a rate of 3 entries/second. Since our ap-
proach does not need to predefine any survey point, the time needed to build the
fingerprinting database is proportional to the number of collected instances mul-
tiplied by the instance collection rate. Machine learning algorithms have internal
parameters that are optimized during the training process. Nevertheless, some algo-
rithms have internal parameters that are not optimized during the training process.
These parameters are named hyperparameters, which have a significant impact on
the machine learning algorithms’ performance. Similar to Chapter 4, we use a nested
cross validation approach to choose the optimized hyperparameter values [76]. Thus,
we configured the MLP method to single hidden layer with 14 neurons in scenario
1 and 7 neurons in scenario 2. Activation function was configured to the sigmoid
function [110]. For the J48 method, we configure gini as function to measure the
quality of a split [12]. For the KStar method, global percent ratio was configured to
30%. To reduce the negative impact of environmental changes and different hardware,
we use differential Wi-Fi RSS instead of absolute raw values [108].
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Figure 5.11: Impacts of particle numbers on performance of PFRL and client-based
PFRL in scenario 1.
5.4 Performance Evaluation
Wemade intensive experiments in two buildings of the Institute of Computer Science
at the University of Bern. The first scenario is an office-like environment with an
area of 702m2 (39m x 18m). The second scenario is a classroom-alike scenario with
an area of 524m2 (36.2m x 14.5m). The MT is held by a person moving along five
different trajectories. Every time when a new fingerprint measurement is available,
the zone detection method is launched. Figures 5.9 and 5.10 show the physical layout
of experiment areas, where trajectories are dotted lines, circle green points are the
position checking points, diamond blue points are the anchor nodes.
5.4.1 Indoor Tracking Accuracy
In this section, we discuss the tracking performance of the PFRL system. Addition-
ally, to show the benefits of our distributed localization approach using a two-layer
architecture, we compare the performance between our two layer-based PFRL with
a client-based version of PFRL, where all the computations are hosted on mobile
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Figure 5.12: PFRL Confidence Intervals.
devices. Hereafter, we will refer to the two layer-based PFRL system as PFRL. The
Client-based PFRL will be referred to as the client-based PFRL (Client-based). To
evaluate the system performance, we consider the metrics of Cumulative Distribution
Function (CDF) of localization errors, mean tracking error, the standard deviation of
localization errors, and average processing time to get the position.
Localization Accuracy vs Number of Particles
Localization accuracy can be theoretically boosted by using more particles [50]. How-
ever, increasing the number of particles leads to increased computational complexity
of the application too. A large number of particles produces computational ineffi-
ciency and high memory request. Figure 5.11 shows the CDF of localization errors for
PFRL and client-based PFRL with different particle numbers in scenario 1.
PFRL achieves better performance when using 1000 particles compared to when using
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100 and 500 particles. PFRL is able to reduce the mean localization error in a 24%
by increasing the number of particles from 100 to 500, whereas by increasing the
number of particles from 500 to 1000, PFRL reduces the mean localization error in
14%. As shown in Figure 5.12a, PFRL also reduces the confidence interval by increasing
the number of particles. The standard deviation is reduced by 64% and 45% when
increasing the number of particles from 100 to 500 and from 100 to 1000 respectively.
Although the mean localization error of PFRL decreases by 34.5% when increasing
from 100 to 1000 particles, the mean localization error improvement is only about
14% when particles are increased from 500 to 1000. Therefore, it is expected that after
a certain number of particles, the mean localization error is not further improved.
Regarding the client-based approach, the best performance is achieved when 500
particles are used, which is better than using 100 and 1000 particles (also presented
in Table 5.1). As shown in Figure 5.12b, client-based PFRL reduces the confidence
interval by increasing the number of particles from 100 to 500. However, the confi-
dence interval is increased when 1000 particles are used. To explain this behaviour,
we look at the negative influence produced by increasing processing time in indoor
real-time localization systems. The efficiency of real-time systems depends not only
on the precise results but also on the latency of the system to compute the information.
In real-time localization, high latency leads the system to stay processing a position
while the ground truth position of themobile device is constantly changing. Therefore,
clearly in real-time localization applications, processing time influences the accuracy
performance of the system. In the client-based method, we noticed that the average
processing time seems to grow exponentially with the number of particles (see Figure
5.13). Therefore, there is no more performance improvement when a certain parti-
cle number is used, due to the negative influence of the exponential growth of the
processing time.
Figure 5.13 shows the average processing time of the particle filter method for the
client-based PFRL with different particle numbers. As we can see, when using 1000
particles, the average processing time is 290ms, which ismuch bigger than the average
processing time of 170 ms when using 500 particles. Therefore, due to the limited
computation resources available onmobile devices, increasing the number of particles
exponentially increase processing time, which leads to lower localization performance.
This explains why 500 particles lead to better accuracy than 1000 particles when using
a client-based solution.
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Failure Avoidance and Recovery Performance
The global localization and the kidnapped robot problem are used to evaluate the
ability of the system to avoid, detect, and recover itself from localization failures.
Moreover, this evaluationmeasures the ability of self-localizing the target when the
system is started (i.e., global localization problem). To test the recovery performance
of PFRL, we conducted two experiments in this section. The first experiment tests the
self-localizing ability of the system when it is started. We refer to this experiment as
the Global localization experiment. The second experiment tests the system ability to
recover itself from failures when the system is in normal operation (Localizing). We
refer to this as the Kidnapping robot experiment.
The Global localization experimentwas performed in scenario 1. In this experiment,
we simulate localization failures by setting up the initial position of the set of particles
at an arbitrary position outside the area of interest. Afterwards, the pedestrian started
the system standing at a known position (these positions are shown in Figures 5.9 and
5.10). We repeated the experiment in three different zones. The derived position was
registered in each iteration. Figure 5.14 shows the normalized rewards (normalized
rewards from Q-table) learned in each state. It can be seen that the reinforcement
learning method defines e3 as the best action to perform at states Starting and Failing,
and action e5 is defined as the best action to be executed when the system is at Local-
izing state. Therefore, to recover the system from localization failures, particles are
spread based on the zone probability distribution predicted by the HMM-dmethod.
To avoid localization failures, the 10% worst evaluated particles are spread based on
the zone probability distribution predicted by the HMM-dmethod.
As it can be seen in Figure 5.15, the average number of iterations to recover the system
from localization failures is 4. Each iteration is processed when newWi-Fi information
is available. Since our MT has a Wi-Fi sampling rate up to 3Hz, the latency to recover
the system is approximately 1.5s. This means that the initial position is determined
at approximately 1.5s after the system is started. Moreover, if a localization failure
occurs during the tracking process, the system can be automatically recovered with
an acceptable time latency of 1.5s. Regarding the number of iterations, this current
approach outperforms by 70% to the equally distributed (ED) localization recovery
method presented in [17].
To present PFRL’s capability to generate fast particle convergence, we show the physi-
cal locations of particles during a localization procedure. First, we present the zone
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Figure 5.16: HMM-d Zone probability distribution during the Global localization
experiment in scenario 1.
probability distribution results of HMM-d, which has a consequence on the particle
convergence speed. Figure 5.16 shows the zone distribution when the system was
started at Pk-1 position during the Global localization experiment. According to the
normalized rewards table (Figure 5.14) and the zone probability distribution (Figure
5.16), 75% of the particles are distributed over zone 1, whereas 15% and 10% of the
particles are distributed over zone 2 and 5 respectively. Thus, more particles are
generated in the zones with high likelihood of containing the ground truth location.
Unlike ED-based, PFRL focuses on the exploration of high-probability zones. Figures
5.17, 5.18, and 5.19 show the physical distributions of the particles in the Starting
state after a localization failure recovery procedure is triggered. The ground truth
position is located at Pk-1 (see Figure 5.9). The cyan points represent the particles of
the PFRLmethod, whereas the red points depict particles of the ED-basedmethod. As
mentioned, in PFRL particles are distributed based on the normalized rewards table
(Figure 5.14). In the Starting state, the particles are distributed based on action e3.
Therefore, to recover the system from the global localization problem, particles are
distributed according to the zone probability distribution given by the zone prediction
method HMM-d. Consequently, particles in PFRL converge faster than ED-based
method, which leads to faster failure recovery in PFRL.
Figures 5.17, 5.18, and 5.19 show the particle distributions in PFRL and ED-based
approaches. The cyan points represent PFRL particles; the red points represent ED-
based particles; the diamond yellow points represent the ground truth position. In
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ground truth
position
Figure 5.17: Particles distributions after 0.5 s when a localization failure recovery
happens
Figure 5.18: Particle distributions after 1.2 s when a localization failure recovery
happens
Figure 5.19: Particles distributions after 1.6 s when a localization failure recovery
happens
141
Chapter 5. MEC based Reinforcement LearningMethod for Indoor Tracking with
Failure Recovery
the PFRLmethod, the particles converge faster than the ED-based method.
The Kidnapping robot experimentwas performed in scenario 2. In this experiment,
we simulate localization failures by kidnapping all the particles to a predefined area
in the environment. We refer to this area as the K-area (yellow region in the left bot-
tom corner in Figure 5.10). After 25 seconds in normal localization operation along
trajectory T-K (trajectory T-K and K-area are depicted in yellow color in Figure 5.10),
the system is kidnapped to the K-area. We registered the mean localization errors and
time to recover the system from the localization failure. We compare the recovery
performance of PFRL to ED-based [17] and PF-based [20]. Figure 5.20 depicts mean
localization error over time for the three tested localization methods in scenario 2.
PFRL recovers around 5 seconds after the failure. ED-based approach recovers around
11 seconds after the failure. PF-based (without recovery) solution never recover from
the failure. It is worth to mention that the main difference between the Global local-
ization and Kidnapping robot experiments is that in the latter the systemmust detect
the failure to execute the recovery method. In the Global localization experiment, the
system is aware that it is starting. Thus, the recovery method is launched immediately
after the system starts. Therefore, in the Kidnapping robot experiment, we test the
performance of the System State Detection Method presented in section 5.2.5 and
the Reinforcement Learning method for robust tracking resampling presented in
section 5.2.5. As it can be seen in Figure 5.20, PFRL overcomes by around 50% to the
ED-based method. Unlike ED-based, PFRL implements an effective method to detect
localization failures. This method is based on the HMM-dmethod for zone prediction.
Thus, if any particle is placed in the current predicted zone, the system assumes a
failure. Thus, a kidnapping robot problem is detected immediately when it occurs.
Moreover, PFRL implements an effective reinforcement learning-basedmethod for
recovering the system from failures. Therefore, after detecting a failure, the system is
recovered by sampling particles based on the normalized rewards (see Figure 5.14)
that are learned by the reinforcement learning method. This allows to detect and
recover the system in around 5 seconds.
Localization Performance comparison with other systems
It is difficult to fairly compare our approach with other state-of-the-art localization ap-
proaches (e.g., fingerprinting-based, landmark-based, range-based). This is because
indoor localization system performance is environmental-dependent (i.e., they rely
on the presence of numerous landmarks in the environment), and it is impossible
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Table 5.1: Scenario 1: Localization methods performance
Configuration Mean error Standard Deviation 90% Accuracy
PFRL (100 Ptc.) 1.45m 0.81m 2.9m
PFRL (500 Ptc.) 1.11m 0.45m 1.5m
PFRL (1000 Ptc.) 0.97m 0.3m 1.3m
Client-based (100 Ptc.) 1.493m 0.907m 3.1m
Client-based (500 Ptc.) 1.267m 0.645m 2.0m
Client-based (1000 Ptc.) 1.515m 0.8188m 2.9m
PF-based (1000 Ptc.) 1.15m 0.61m 2.1m
NLST 3.79m 2.52m 8.0m
k-NN (k=3) 3.32m 1.89m 6.1m
Kalman Filter 3.36m 1.11m 4.1m
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Figure 5.20: Scenario 2: Kinapping Robot Problem. Particles convergence time after a
localization failure is detected.
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Figure 5.21: Scenario 1: Localization error CDF of PFRL (1000 particles), Client-based
(500 particles) NLS, k-NN (k=3) and KF.
to duplicate the exact indoor environments in another indoor areas. Moreover, it is
rather hard to implement all the specific details of an existing solution and repeat the
identical experiment to get the same results that were collected in another physical
indoor environment. Similar to other localization systems, we compare the perfor-
mance of our localization approach with the k-Nearest Neighbors (k-NN), Nonlinear
Least Squares Trilateration (NLST), and Kalman Filter-based (KF) localization meth-
ods. Morevover, we compare PFRL to another basic particle filter-based (PF-based)
approach which is presented in [20]. The KF localization method was implemented as
part of a bachelor thesis project [6].
Figure 5.21 shows the CDF of localization errors for the best performance of PFRL,
Client-based, PF-based, k-NN (k=3), NLST, and KFmethods. Table 5.1 summarizes
the results, which show that NLST achieves the worst localization performance with
around 8.0m for 90% accuracy. PFRL overcomes NLST by approximately 83.7% and
74.4% regarding 90% accuracy andmean error respectively. Moreover, the standard
deviation of PFRL is 88.09% smaller than NLST. k-NN achieves around 6.1m for 90%
accuracy with the mean error of 3.32m and the standard deviation of 1.89m. The KF
approach achieves a 90% accuracy of 4.1m, the mean error is 3.36m and the standard
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Table 5.2: Scenario 2: Localization methods performance
Configuration Mean error Standard Deviation 90% Accuracy
PFRL (1000 Ptc.) 0.98m 0.49m 1.8m
Client-based (1000 Ptc.) 1.3m 0.65m 2.1m
PF-based (1000 Ptc.) 1.34m 0.7m 2.1m
NLST 4.57m 1.9m 7.0m
k-NN (k=3) 3.83m 1.71m 6.1m
Kalman Filter 3.29m 1.24m 4.9m
deviation is 1.11m. Therefore, PFRL overcomes k-NN by around 78.68%, and KF by
around 68.29% considering 90% accuracy. The mean error of the PFRL approach is
71.1% and 70.78% better than for KF, and k-NN respectively. Experiment results show
that PFRL outperforms Client-based, KF, NLST, and k-NN for accuracy and stability.
Although PF-based achieves high localization performance, PFRL outperforms PF-
based by around 15.7% and 24.6% considering mean localization error and standard
deviation respectively. This is because PF-based does not have any method to identify
if the AN and the mobile client are located at the same zone. Thus, the same ranging
method is adopted for all the ANs in PF-based method. Unlike PF-based, PFRL
includes a zone prediction method, which supports to choose the proper ranging
model for each zone. Therefore, PFRL outperforms traditional particle filter and
fingerprinting-based localization methods (e.g., k-NN) by combining range-based
localization methods and fingerprinting models.
Performance vs Area of Interest
To validate the environment independence of PFRL, we chose a second scenario
to deploy the localization system. As mentioned in previous sections (Section 5.4),
scenario 2 is a classroom-alike indoor scenario at the University of Bern with an
area size of 524m2. We set up PFRL with the configuration that achieved the best
performance on experiments executed in scenario 1. Figure 5.10 depicts scenario
2 and trajectory 5, which was used to test the localization approaches. Table 5.2
summarizes the mean tracking error, standard deviation and 90% accuracy. Figure
5.22 shows the CDF of localization errors for the best performance of PFRL, Client-
based, PF-based, k-NN (k=3), NLST and KFmethods. PFRL achieves around 0.98m for
mean localization error, which outperforms Client-based, PF-based, NLST, K-NN and
KF by around 24.6%, 24.8%, 78.5%, 74.1% and 70.2% respectively. Although the high
localization performance of PFRL observed in scenario 2, the mean error, standard
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Figure 5.22: Scenario2: Localization error CDF of PFRL (1000 particles), Client-based
(500 particles) NLS, k-NN and KF.
deviation and 90% accuracy were slightly increased compared to experiments in
scenario 1. This reflects that the density of ANs along the area of interest influence the
localization performance. In scenario 1 we deployed 8 ANs, whereas in scenario 2 we
deployed 7 ANs.
5.4.2 System Complexity Analysis
In this subsection, we discuss the theoretical time complexity of our system, which
mainly comes from the ensemble learning models for zone prediction, particle filter
approach for data fusion, and the reinforcement learning method for particle distri-
bution. Thus, the theoretical time complexity of the system is the prediction time
complexity of the zone prediction method plus the time complexity of the particle fil-
ter method plus the execution time complexity of the reinforcement learning method.
The prediction time complexity of the ensemble learning model and time complexity
of the particle filter method for indoor tracking are discussed in Chapter 4, and Chap-
ter 6 respectively. Therefore, in the following paragraphs, we focus on the execution
time complexity of the reinforcement learning method for particle distribution.
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As mentioned in subsection 5.2.5, Q-learning algorithm is adopted to implement the
reinforcement learning method. In Q-learning, the learning process is performed
based on the Bellman equation (Equation 5.7). Thus, each iteration of Q-learning
consists of an action selection process and aQ(s,e) value update process. Q-learning
algorithm cannot remember information other than what is stored in the Q(s,e)
variable. Access toQ(s,e) information is restricted to information of the current state
of the agent. Thus, time complexity of the action selection process is O(Ne), where
Ne is the number of element in the set of actions. After the execution of an action,
Q-learning algorithm can only propagate information from the new state of the agent
to the previous state of the agent. Thus, time complexity of the value update process
is O(Ns), where Ns is the number of states. Therefore, the execution time complexity
of the reinforcement learning method for particle propagation can be expressed as
O(Ns +Ne). Therefore, the execution time complexity of the reinforcement learning
method grows linearly regarding the number of states and number of actions.
Since the prediction time complexity of the ensemble learning method for zone
prediction and time complexity of the particle filter grow exponentially, the execution
time complexity of the reinforcement learning method does not increase the overall
time complexity of the localization system. Therefore, time complexity of the PFRL
localization approach grows exponentially regarding the number of extracted features,
number of training samples, number of particles, and number of ANs used in the
localization process.
5.5 Conclusions
In this chapter, we proposed a distributed architecture for indoor tracking. We pre-
sented a MEC architecture approach, where lightweight methods run on the mobile
target device and heavy computations are offloaded to an edge server. Thus, by ex-
ploiting MEC architecture, we proposed a particle filter-based reinforcement learning
(PFRL) approach for autonomous robust wireless indoor tracking. Our approach
was validated on a distributed machine learning-based network architecture, which
includes a client layer and an edge layer. The client layer includes mobile devices
that host lightweight ML algorithms (supervised ML algorithms) to recognize zones,
while the edge layer includes edge server that hosts heavy machine learning oper-
ations to run complex particle filter and reinforcement learning calculations. The
PFRL algorithm includes several components. An efficient ensemble predictor that
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could achieve high zone prediction performance by integrating HMMwith discrim-
inative learning techniques. A reinforcement learning approach is applied on top
of the proposed particle filter to improve the system robustness against positioning
failures. We evaluated our localization system in two complex real-world indoor en-
vironments. Evaluation results show that our proposed method can deliver more
accurate localization results and is more robust to localization failures than traditional
indoor localization methods. Thanks to the reinforcement learning approach, the
proposed PFRL solution could make the localization system converge much faster
than other systems without a failure recovery mechanism.
Since time complexity of the proposed reinforcement learning method grows linearly,
the execution time complexity of the reinforcement learningmethod does not increase
the overall time complexity of the localization system. Moreover, we compared the
PFRL localization performance to a client-based PFRL approach. Results have shown
that the localization performance of PFRL overcomes the localization performance of
the client-based approach. This demonstrated the negative influence produced by
limited processing resources of mobile devices when increasing the processing time
complexity of the localization algorithms.
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MEC based Indoor Tracking for Wireless
Internet of Things Mobile Devices
6.1 Introduction
The current expansion of the IoT domain has attracted significant attentions to
context-aware applications for IoT mobile devices. IoT involves extending inter-
net connectivity beyond standard devices, such as laptops, smartphones, and tablets,
to any range of computing devices that connect to a network and have the ability
to transmit data. These devices must be able to communicate and interact over the
Internet, and they can be remotely monitored and controlled.
Typically, indoor localization applications in smartphones aim to report the current
position directly to the smartphone user. It is done locally by using the user interface
of the smartphone (i.e., screen). However, IoT devices intend to report their current
state (e.g., position, temperature, etc.) to a management monitoring application.
Thus, IoT applications must be based on a suitable infrastructure to allow remote
access monitoring to IoT devices information. In this chapter, we present a three
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layer MEC-based indoor tracking system (InTrack) for IoT mobile devices. Figure 6.1
shows the architecture of the system. By exploiting MEC architecture, we extend the
localization approach presented in Chapter 5 to provide localization and tracking
services to mobile devices in the IoT domain.
Our proposed localization approach includes a Cloud layer, which is responsible for
remotemonitoring and the storage of historical localization information of IoT devices.
Moreover, we include a PDRmethod to estimate the velocity of mobile devices and a
ranging method to provide time of flight based ranging estimation.
CLOUD SEVER 
BUSINESS ANALYTICS
CLOUD LAYER
Data storage
Business logic
EDGE SERVER
EDGE LAYER
Localization process
Control response
EDGE SERVER
Client
device
CLIENT LAYER
Sensor data processing
Micro data storage
Sensor data acquisition
Client
device 
Client
device 
Client
device 
Figure 6.1: MEC-based Indoor Tracking System Architecture.
The rest of the chapter is organized as follows. The architecture of our proposed
tracking system is reviewed in Section 6.2. Section 6.3 presents the implementation of
the MEC-based tracking system. Section 6.4 discusses the performance evaluation
results. Section 6.5 concludes the chapter.
6.2 System Architecture
This section presents the design details of the proposed MEC-based indoor local-
ization system for IoT devices. Figure 6.2 summarizes the system layer architecture,
which includes three layers: Cloud layer, Edge layer, and Client layer. Details of each
layer are described in the following subsections.
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Figure 6.2: Layer Architecture of MEC-based Indoor Tracking System.
6.2.1 Client Layer
The client layer includes IoT mobile devices (MD) that are to be located. The mobile
devices constantly collect data from on-board sensors, such as inertial measurement
units, Wi-Fi or UWB radio interfaces, etc. Instead of sending raw data to the Edge
layer directly, MDs process them locally to derive meaningful insights (e.g., move-
ment directions and speeds, Wi-Fi and UWB fingerprints, and ranges) through three
modules of PDR, fingerprint acquisition, and UWB-ranging. The derived information
is then sent to the Edge layer via the data transmission module for further process-
ing. This architecture leaves all the device-dependent data processing, such as Wi-Fi
or UWB signal processing, to happen at the Client layer. A significant advantage
of this design is that the Edge layer is completely independent of the client device
specifications, which makes the system capable to support different IoT device types.
For instance, a smartphone or Rasperry Pi can be easily integrated into the system,
without any modifications at Edge and Cloud layers, as far as relevant information
can be generated from raw data. Figure 6.4 shows the client layer architecture, whose
core subcomponents are described in the following subsections.
151
Chapter 6. MEC based Indoor Tracking forWireless Internet of ThingsMobile
Devices
North
South
West East
+Y
-Y +X
-X
+X
+Y
-Y
-X
Local
Coordiate
System
MD
Coordinate
System
Figure 6.3: Angle Relation
PDR-velocity
In order to estimate the velocity of mobile devices, we use the accelerometer gyro-
scope, and the magnetometer sensors, from which the heading direction and the
speed can be computed. To estimate the heading direction, we rely on a digital
compass developed from the magnetometer, gyroscope, and accelerometer sensors
embedded in the MD. The heading direction estimation process is introduced in
chapter 3.
To estimate the speed of the MD, we use the accelerometer sensor. Thus, the speed is
computed by using Equation 6.1
v =
∫t f
to
a ·d t , (6.1)
Since accelerometer data contains huge non-zero mean noise, accelerometer data is
smoothed by using low pass filters. The PDR-velocity method was implemented as
part of a bachelor thesis project [111].
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Figure 6.4: Client layer architecture
Fingerprint acquisition
Through the embedded radio interfaces, the mobile device collects radio frequency
fingerprint values from the surrounding environment. Afterwards, this data is passed
to the Edge layer as inputs for the zone recognition process.
TwoWay Ranging
The ranging process is conducted by the Two Way Ranging method (TWR). TWR is
a method where radio transmissions are timed between two devices and combined
mathematically to estimate the distance between the devices. Thus, TWR determines
the time of flight of the radio frequency signal and then computes the distance be-
tween the nodes by multiplying the time by the speed of light [95]. Details of the TWR
method can be found in section 2.4.1
Data transmission
Latency minimization is an underlying requirement of context-aware services. There-
fore, the communication method must allow low data transfer latency from and to
the server. WebSocket is a communication protocol, providing full-duplex real-time
communication channels over a single TCP connection [38]. WebSockets provide
standardizedmethods to transfer data from the server to clients without being first
requested by the client. This allows data to be sent back and forth while keeping
an open full-duplex connection between server an client. Thus, when PDR-velocity,
sensor collection, and ranging are completed, the output data from these processes
are transmitted to the Edge layer for further processing.
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6.2.2 Edge Layer
The Edge layer is responsible for running the computation-heavy localization algo-
rithm to calculate indoor locations. It includes three sub-modules and two interfaces.
The zone prediction module is to estimate the indoor zone information using the
received fingerprints. The space representation module constrains the location es-
timation ranges. The data fusion module applies advanced particle filter to fuse
multiple inputs to estimate locations. The required information to feed zone predic-
tion and data fusion modules are periodically received from the Client. Calculated
indoor locations are sent to the Cloud layer via a web-socket. Figure 6.5 summarizes
the processes of the Edge layer. Details of each component are given below.
Zone Prediction
Zone prediction results are provided by the HMM-dmethod. Asmentioned in Chapter
4, the key idea of HMM-d is to combine conceptually different individual machine
learning models in an HMM. Thus, we combine some individual machine learning al-
gorithms to improve prediction performance compared to individual models. Design
and implementation details about the HMM-dmethod can be found in Chapter 4.
Space Representation
To minimize the algorithmic complexity, our system defines a discrete structure to
replace the conventional floor map. All the system states (i.e., indoor positions) are
represented by a discrete set of locations by converting from a continuous state space
to a discrete state space. Therefore, we consider the physical environment as a spatial
data structure that defines space as an array of cells arranged in rows and columns.
Thus, each cell (i.e., location) belongs to a zone. We define two types of zones, enabled
zones and not enabled zones. In the enabled zones the target object is allowed
to move (e.g., rooms, corridors). In the not enabled zones the target object is not
allowed tomove (e.g., throughwalls). Therefore, the Space Representation component
computes themap likelihood (i.e., allowed areas to spread particles), and the transition
model (i.e., connections among zones). The discrete space representation model is
introduced in Chapter 3.
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Figure 6.5: Edge layer architecture
Data Fusion
We consider indoor localization as a filtering problem, in which the position of the
target can be computed from several noisy environmental observations. Thus, this
work focuses on a particle filter approach to provide indoor localization.
In a particle filter approach, a belief of the target position is computed based on the
observations, (i.e., posterior probability distribution). The posterior probability can
be represented as a set of weighted particles. Particle filters estimate the posterior
probability distribution of the system state based on somemeasurements qt at time
t [20]. At time t, the system state vector X t is defined by Equation 2.39.
Since locations belong to a zone, zone zt can be computed from the current Cartesian
coordinates (xt , yt ). Therefore, function zt = f (xt , yt ) derives the current zone zt .
Thus, zt can be written as:
zt = g et Z one(xt−1+ℓt · cos(θt ), yt−1+ℓt · si n(θt )) (6.2)
Therefore, the particle filter prediction function can be written as:
X t =


xt−1+ℓt · cos(θt )
yt−1+ℓt · si n(θt )
θt
ℓt
zt = g et Z one(xt , yt )


(6.3)
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Both θt and ℓt values are calculated by PDRmethods, whereas zt is a discrete random
variable that identifies the zone where the particle is located at time t . State vector
X it of each particle is updated from the particles at the previous time interval X
i
t−1
based on Equation (6.3). Thus, the new set Pt is calculated from Pt−1. Particles are
allowed to move only through non-restricted areas, e.g., movement through walls is
not allowed.
After updating particles using Equation (6.3), the associated weight w it of the prop-
agated particles must be corrected. The associated weight update is based on the
likelihood of the observations conditioned on each particle state P (qt | X it ) at time
t . The observation vector is defined by the estimated ranges to different ANs and
the estimated zone information. Thus, the observation vector at time t is defined as
qt = [dˆt , sˆt ], where dˆt contains ranges to different ANs and sˆt contains the observa-
tions related to the predicted zone.
Since the rangingmethod (i.e., themethod to estimate ranges) and the zone prediction
method are different, we assume that range and zone prediction information are
independent of each other. Therefore, the probability P (qt | X it ) can be determined as
follows:
P (qt | X it )= P (dt | X it ) ·P (st | X it ) (6.4)
Hereafter, we refer to P (dt | X it ) as the ranging likelihood, and P (st | X it ) as the zone
likelihood. The associated weight w it of each particle is given by the ranging and zone
prediction information. The particle at the absolute position (xt , yt ) with low proba-
bility to observe d
j
t will be assigned a small ranging likelihood. Particles positioned
at zones with low probability of observing st will be assigned small zone likelihood
values.
Since ANs are programmed to operate independently, we can assume that the ranges
to different ANs are independent from each other. Therefore, the ranging likelihood
can be calculated by using Equation 3.5.
Zone likelihood refers to the probability of observing st in the current particle state
X it . Therefore, P (st | X it ) can be written as:
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P (sˆt | X it )=
P (X it | sˆt ) ·P (sˆt )
P (X it )
, (6.5)
where sˆt is the zone related set of observations at time t . Since the P (X
i
t ) and P (sˆt )
are constant, P (st | X it ) depends only on P (X it | sˆt ). Therefore, P (st | X it )∝ P (X it | sˆt ).
Applying Equation 6.2, P (X it | sˆt ) can be written as follows:
P (zit | sˆt )=
P (sˆt | zit ) ·P (zit )
P (zit )
(6.6)
SinceO is the set of observations related to the zone prediction process (see Equation
4.5), we can define sˆt as an element ofO (sˆt ∈O). Therefore, P (zit | sˆt ) is computed by
the zone prediction method.
Algorithm 5 PF-MLM
Result:Mobile client position
49 Calculate the initial zone probability distribution: p(zl0 | ql0)=HMM-d()
Distribute particles based on p(zl0 | ql0)
Initialize particle’s weights: W i0 = 1/Np , i = 1,2, ...,Np while True do
50 Update the particles: X it =G ·X it−1+η
Calculate the ranging likelihood: P (dˆ j ,t | X it )= 1σ jp2π exp
−
[dˆ j ,t−
√
(xi−x j )2+(yi−y j )2]2
2σ2
j
Calculate the zone probability distribution: p(zlt | qlt )= E-HCP()
Calculate the zone likelihood: P (zlt | X it )=
P (X it |zˆlt )·P (zˆlt )
P (X it )
Compute unnormalized weights: wˆ it = P (X it | zˆlt ) ·
∏M
j=1P (dˆ j ,t | X it )
Normalize weights: w it =
wˆ it∑N
n=1 wˆ
i
n
Resample the particles
Compute the estimated position:X t =
∑N
i=1 w
i
t · xit
51 end
6.2.3 Cloud Layer
TheCloud layer is responsible for remotemonitoring ofmobile devices and the storage
of historical localization information. This information is related to users and the
localization process along with multiple areas of interest. The information is stored in
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Figure 6.6: Cloud layer architecture
a structured database in the Cloud server. Thus, the Cloud layer enables high-order
queries over the historical localization information to provide predictive analysis and
business control. Therefore, allowing data collection from multiple scenarios and
mobile devices (i.e. clients) and making this data accessible anywhere in the world
are the main advantages of the Cloud layer.
Client devices gather data from on-site, then they pass this data to the Edge layer for
processing (i.e., localization). Processed data is then passed to the Cloud layer, which
is typically in a different geographical location. Thus, the cloud layer benefits from
client devices by receiving their data through the other layers. Figure 6.6 shows the
internal architecture of the Cloud layer.
6.3 Implementation
Our MEC-based tracking system comprises five main components: a client mobile
device (MD), some commercial Wi-Fi access points (Wi-Fi-AN), some UWB anchor
nodes (UWB-AN), an Edge server (ES), and a cloud server (CS). The MD is the device
to be localized. Positions of UWB-AN are chosen to provide the maximum coverage
inside the area of interest. Table 6.1 summarizes the specification of each compo-
nent. Communication between the Cloud and the Edge layer was implemented by
using WebSocket technology. WebSocket is a computer communication protocol,
which allows two or more connected devices to communicate with one another in
both directions through a single TCP connection. It is supported by many platforms.
WebSocket technology uses the HTTP upgrade header to change from the HTTP to
the WebSocket protocol [38]. Thus, Tornado [103] was used to provide web server and
WebSocket server in the cloud layer.
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Table 6.1: Fog-edge localization components
Layer Component Specifications
Cloud Cloud Server Model: HP EliteBook
CPU: 2.30 GHz Intel Core i5-5300U
OS:Windows 10 Enterprise RAM: 8 GB
Edge Edge Server Model: HP EliteBook
CPU: 2.30 GHz Intel Core i5-5300U
OS:Windows 10 Enterprise RAM: 8 GB
UWB Interface: Sequitur Pi (InGPS litle)
Client
Client Device Model: Raspberry Pi Model B
CPU:Quad Core 1.2GHz
OS: Raspbian 4.14
WLAN:WiFi b/g/n
UWB-IMU: Sequitur Pi (InGPS litle)
Wi-Fi-AN Model: D-Link (D-635 and DAP-2553)
UWB-AN Model: Raspberry Pi Model B
CPU:Quad Core 1.2GHz
OS: Raspbian 4.14
WLAN:WiFi b/g/n
UWB: Sequitur Pi (InGPS litle)
The system requires information related with zones’ distribution and physical con-
nections among zones (i.e., zone transition information). Therefore, it is necessary to
have coarse-grained information about the area of interest. We define 14 zones in our
environment. Each zone is a wall separated area (i.e., rooms, corridor).
In the zone prediction method, we setup three conceptually different machine learn-
ing algorithms (KNN, Multilayer Perceptron (MLP), and CART). The Python Scikit-
learn library [51] was used to implement the individual machine learning algorithms.
To build the zone fingerprinting database, we collected 9800 fingerprint instances,
approximately 700 in each zone. The structure of a fingerprint instance consists
of Wi-Fi and UWB RSS readings. Zone fingerprint database entries were collected
equally distributed over the whole area in each zone. The data collection rate is only
constrained by computational capabilities of the Wi-Fi sensor of the MT. Thus, in
our experiments, every fingerprinting entry was collected at a rate of 3 entries per
second. Since our approach does not need to predefine any survey point, the time
needed to build the fingerprinting database is proportional to the number of collected
instances multiplied by the instance collection rate. As introduced in Chapter 4, hy-
perparameters have significant impact on the performance of the machine learning
algorithm. Thus, similar to Chapter 4, we use a nested cross validation technique to
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Figure 6.7: Cloud layer architecture
Figure 6.8: Scenario 1. Trajectory (black dotted lines), UWB-AN distribution (diamond
green points), check points (yellow circles), and zone definition.
adjust them [76]. Thus, we configured hyperparameters to single hidden layer with
14 neurons for the MLPmethod. Activation function was configured to the sigmoid
function [110]. For the CARTmethod, we configure gini as function to measure the
quality of a split [12]. The number of neighbors to use for classification was configured
to 5 for the KNN method. Finally, to reduce the negative impact of environmental
changes and different hardware, we use differential Wi-Fi RSS instead of absolute raw
values.
6.4 Performance Evaluation
6.4.1 Measurement Setup
We evaluated the performance of our system in two office-like indoor scenarios along
complex trajectories. Experiments were conducted on the third floor of the building
of the Institute of Computer Science at the University of Bern. The experiments were
designed to determine the parameter configuration that leads to the best performance
of the system. Thus, we varied the number of particles and the number of UWB-ANs
as configuration parameters.
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Figure 6.10: Scenario 2. Trajectory (black dotted lines), UWB-AN distribution (dia-
mond green points), check points (yellow circles), and zone definition.
6.4.2 Performance Evaluation
In the first scenario, we deployed 8 UWB-ANs in an area of 702m2 (39m x 18m). In the
second scenario, we increased the UWB-AN density by deploying 7 UWB-ANs in an
area of 342m2 (19m x 18m). Several check points are defined along each trajectory to
determine the tracking localization error. In the trajectory of scenario 1, we defined
9 check points, whereas 7 check points are defined along the trajectory in scenario
2. Distribution of the check points can be seen in Figures 6.7 and 6.9. Experiments
were repeated twice. Therefore, 32 check points were analyzed. We define the tracking
error as the Euclidian distance between the position calculated by the system and
the ground truth position in of each check point. We compare our indoor tracking
(InTrack) approach to the commercial solution Sequitur InGPS Lite [106]. Hereafter, we
will refer to Sequitur InGPS as the commercial approach. The commercial approach
was deployed for these experiments as part of a bachelor thesis project [111].
Figures 6.11 and 6.13 shows the cumulative distribution function (CDF) of localization
error for the tracking algorithms in scenario 1 and scenario 2 respectively. In scenario
1, InTrack and the commercial tracking system show similar localization performance
when the number of particles in InTrack is configured to 1500 and 1000. However, as
shown in Figure 6.11, InTrack achieves higher accuracy and more stable performance
compared to the commercial system when the number of particles is configured to
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Figure 6.11: Empirical CDF of tracking error in Scenario 1.
1500 and 1000. However, the performance of InTrack decreases when the number
of particles is set to 5000. This is because by increasing the number of particles, the
processing time and the algorithm complexity also increase. Thus, it is clear that
the performance of the tracking algorithm is detrimentally affected by processing
time. Table 6.2 summarizes the average of tracking errors, standard deviation and 90%
accuracy.
In scenario 1, InTrack achieves around 1.4m for 90% accuracy when the number of
particles is set to 1000 and 1500. The mean error and standard deviation are also
similar for these two configurations. However, the mean error is lower when the
number of particles is set to 1000. Details about the tracking performance can be
seen in Figures 6.12 and 6.1 which depict the mean error, standard deviation and 90%
accuracy of the tracking errors in scenario 1 and scenario 2 respectively.
Since the localization algorithms are running on the Edge layer, InTrack’s performance
depends on the quality of the communication link between client devices and Edge
servers. The commercial system uses UWB-based communication links to transmit
data. Therefore, a low quality UWB link connection increases the tracking errors in
the commercial system. This behaviour is evident in scenarios with low UWB-AN
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Figure 6.12: Tracking performance of the tracking algorithm in Scenario 1.
Table 6.2: Tracking performance summary.
Scenario Tracking system Mean error S.D 90% Acc.
1
InTrack (5000 Ptc.) 3.81m 3.79m 3.3m
InTrack (1500 Ptc.) 0.81m 0.48m 1.4m
InTrack (1000 Ptc.) 0.92m 0.44m 1.4m
Commercial 1.7m 1.63m 8.0m
2
InTrack (1500 Ptc.) 0.61m 0.23m 0.83m
InTrack (1000 Ptc.) 0.52m 0.24m 0.83m
Commercial 0.76m 0.15m 0.85m
density (i.e., low amount of UWB-AN in a large area of interest), such as scenario
1, where we observe data UWB communication problems due to long transmission
distances. Unlike the commercial approach, InTrack implements a Websocket-based
data communication module. Thus, InTrack overcomes the transmission problems
observed in the commercial approach.
In scenario 2, InTrack and the commercial system show similar performance. However,
as it can be seen in Figure 6.13 and Table 6.2, InTrack overcomes the commercial and
the client-based systems. We increased the UWB-AN density to 8 UWB-ANs in an area
of 702m2 and to 7 UWB-ANs in an area of 342m2. Moreover, the quality in the UWB
communication link between the MD and the Edge server was improved by using
Websocket technology. As shown in Table 6.2, the localization error in each check
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Figure 6.13: Empirical CDF of tracking error in Scenario 2.
Figure 6.14: Tracking performance of the tracking algorithm in Scenario 2.
point is significantly reduced compared to scenario 1. It proves the importance of the
UWB-AN density in the localization performance.
Even though the heavy computations (i.e., localization algorithms) are offloaded
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from the client device to one Edge server, a setting of 5000 particles increases the
processing time complexity of the tracking algorithm (see Figure 6.15). This affects
the performance of the system. This proves that in real-time localization applications,
processing time influences the accuracy performance of the localization system. Thus,
we can observe in Figure 6.11 and Table 6.2 that InTrack with 1000 particles overcomes
InTrack with 5000 particles by 75.8%, 88.4%, and 57.6% considering mean tracking
error, standard deviation and 90% accuracy respectively.
6.4.3 System Complexity Analysis
In this subsection, we discuss the theoretical time complexity of our system, which
mainly comes from the ensemble learning models for zone prediction and particle
filter approach for data fusion. Thus, the theoretical time complexity of the system
is the prediction time complexity of the zone prediction method plus the time com-
plexity of the particle filter method. The prediction time complexity of the ensemble
learning model is discussed in Chapter 4. Therefore, in the following paragraphs, we
discuss the time complexity of the particle filter approach for data fusion.
The proposed particle filters method complexity is evaluated for the indoor tracking
problem. In this subsection, we discuss the time complexity of the proposed particle
filter for indoor tracking method from a theoretical point of view. The complexity
of a computational algorithm can be estimated by counting the number of floating-
point operations (FO) [55]. A FO is defined as subtraction, addition multiplication,
or division of two floating-point numbers. However, there are some operations such
as random number generation and non-linear function evaluation that cannot be
estimated in terms of FOs. However, it is still possible to analyze the complexity by
measuring the absolute computation time that the algorithm requires to complete
its execution. Afterwards, a theoretical estimation of the complexity can be obtained
by comparing the absolute computation time values to the number of FOs of the
algorithm.
To estimate the time complexity, we analyse each process of the particle filter indi-
vidually. Thus, the particle filter method is split into three processes: The Prediction,
Observation and the Evaluation process. Afterwards, each process is split into its most
representative sub-process. We estimate the number of FO and non-FO operations
in each sub-process. The number of FO and non-FO operations is defined in terms
of n and m, where n is the number of particles used in the particle filter and m is the
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Table 6.3: Number of FO and non-FO operations for PF.
Process Sub-process FO Non-FO
Prediction Distribute particles m 2 ·m
Observation
Compute ranging likelihood n ·m 0
Compute zone likelihood n 0
Compute particle’s weight 2 ·n 0
Evaluation
Compute Neff 2 ·n+1 0
Systematic resampling 3 ·n n
Compute position n 0
Figure 6.15: Processing time in terms of the number of particles and the number of
UWB-AN
number of UWB-AN used for ranging.
Table 6.3 shows the number of FO and non-FO operations defined in the proposed
particle filter method. In the Prediction process, particles are updated based on
Equation 2.39. Thus, m FO and 2 ·m non-FO operations are performed. In the
Observation process, calculating the ranging likelihood performs n∗m FOs, which
is the most complex sub-process. It is because the ranging likelihood is computed
for each particle by considering every UWB-AN. Therefore, the ranging likelihood
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Figure 6.16: InTrack processing time regarding the number of UWB-AN
process performs a nested loop to iterate over each particle and each UWB-AN. In
the Evaluation process, the systematic resampling is also a computational expensive
sub-process. This is because particles with low weight are replaced by particles
with high weight based on a CDF function. Thus, the systematic resampling sub-
process iterates three times through the particles array. The number of operations
of the particle filter method can be computed in terms of n and m as O(n,m) =
(n ·m)+3m+10 ·n+1 operations. Thus, considering the Big O notation to classify
the performance characteristics of an algorithm, the degree of time complexity of our
proposed particle filter method isO(n ·m). Figure 6.15 depicts the processing time in
terms of the n and m that are used in the tracking process. The time complexity of
the particle filter method shows an exponential growth with respect to the number of
particles. The number of particles increments faster than the number of UWB-AN.
Therefore, the exponential growth of the processing time regarding n increments also
faster than processing time regarding m (see Figure 6.15). Therefore, when fusing
in a particle filter zone prediction results and radio ranging information, the time
complexity of the localization system grows exponentially regarding the number of
extracted features, number of training samples, number of particles, and number of
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ANs used in the localization process.
Figure 6.16 depicts processing time regarding m when n is set to 10000. It can be seen
that the processing time also grows exponentially regarding m. Thus, observations de-
picted in Figures 6.16 and 6.15 confirms the theoretical complexity analysis presented
in Table 6.3.
6.5 Conclusions
In this chapter, we presented a mobile edge computing-based system for indoor
tracking of IoT mobile devices. The system is working based on the fusion of em-
bedded IMU readings, WiFi RSSI readings, floor plan information, and UWB radio
signals. We proposed an enhanced particle filter to fuse different types of informa-
tion. Moreover, in this chapter we provided a deep performance analysis of a mobile
edge computing-based architecture for an indoor tracking system, which offloads
the resource-demanding processing tasks to edge servers that are close to end users.
We analyzed the impact of the number of particles and the number of ANs on the
tracking performance. This highlights the influence of the processing time complexity
over the tracking performance. Moreover, we performed experiments in office-like
environments using different system parameters to maximize the tracking perfor-
mance. Experiment results show that InTrack achieves an average tracking error of
0.52m and 90% accuracy is 0.83m. It outperforms some commercial products and
client-based tracking systems. Thus, by bringing cloud computing capabilities to the
network edge, InTrack is more accurate and robust than traditional and commercial
indoor localization methods.
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Conclusions and Outlook
We first summarize the contributions of this thesis in the order of their occurrence
in the thesis in Section 7.1. Afterwards, we briefly discuss possible future directions
in the field of indoor tracking in Section 7.2. Our first contribution is enhanced
solutions for improving indoor localization and tracking performance. We presented
an enhanced particle filter to fuse radio range information, IMUs as well as floor plan
information for indoor tracking. Moreover, we proposed an asynchronous continuous
correction phase to mitigate the tracking errors caused by unstable sensors readings
on commodity mobile devices. The second contribution is localization with failure
recovery. We proposed an efficient method to recover the localization system from
localization failures. Since the recovery method relies on zone level localization
results, we also focused on providing enhancedmethods to achieve high zone level
localization accuracy. The third contribution is the localization system architectures.
We proposed distributed system architectures where lightweight algorithms run on
the mobile target devices, whereas heavy calculations are offloaded to nearby edge
servers. Thus, algorithmic complexity is not constrained by the limited computational
resources of target mobiles devices. Thus, we extended our localization approaches to
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a distributed system architecture.
7.1 Main Contributions
In this section, we summarize the contributions of this thesis. The contributions are
presented in the order of occurrence in the thesis.
In Chapter 3, our tracking algorithm exploits an enhanced particle filter approach
to fuse radio signals, inertial sensors and physical information of the environment.
Additionally, we presented an asynchronous continuous correction phase that is able
to tackle the low sampling rate problem of Wi-Fi sensors on the smartphone side.
Furthermore, we presented an enhanced PDRmethod to further improve the heading
orientation estimation. The localization approach is formulated in a discretized graph-
based representation of the indoor environment. We evaluated our localization system
in complex large trajectories in different indoor scenarios. Localization experiments
show that our approach can achieve an average tracking error of 1.01m and 90%
accuracy is 1.7m. Moreover, we have shown that processing time grows exponentially
when increasing the number of particles. We demonstrated that high processing time
leads to decrease the localization performance of the system.
In Chapter 4, we focused on localization failure recovery methods to achieve robust
localization performance. We presented a simple method to recover the system from
localization failures. The proposed failure recoverymethod relies onmachine learning
approaches to provide zone level localization. Thus, we also focused on enhanced
machine learning methods to provide zone level localization. We proposed two
novel ensemble learning algorithms. The first proposed ensemble learning algorithm
(COND) is based on the concept of conditional probabilities. We considered the
prediction performance of individual learning methods to improve the prediction
accuracy in an ensemble learning model. We have validated the performance of
the prediction model by using different smartphone sensor measurements, such
as Wi-Fi RSS, MF readings. Evaluation results show that our proposed ensemble
predictor CONDachieves roomprediction accuracy of 96.8%. Although, the prediction
performance of COND overcomes its base machine learning methods and SV, the
prediction time complexity of COND is higher than its basemachine learningmethods.
When using 17569 training samples and 10 extracted features, the prediction time
complexity is O(18x104). However, the prediction time complexity of COND grows
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exponentially with the number of extracted features and the number of training
samples. This exponentially growing will lead to increase execution time when using
bigger training databases.
In Chapter 4, we also introduced HMM-d for zone level localization. HMM-d inte-
grates information about transition probabilities between zones and discriminative
learning methods in a Hidden Markov Model. Thus, we presented a probabilistic-
based system to achieve high zone level localizaion accuracy. We evaluated the HMM-
d predictor in a complex real-world indoor environment. Evaluation results indicated
that HMM-d approach is more accurate and robust than individual learning and
voting-based models. Moreover, we evaluated the average prediction processing time
of the HMM-dmethod. Results showed that processing time of the HMM-dmethod
is lower than the processing time of the Soft Voting method. This means that pro-
cessing a HiddenMarkov Model takes lower computational efforts than processing
the soft voting rule. However, the prediction time complexity of HMM-d is higher
than its base predictors. When using 7 extracted features and 10000 training samples,
the prediction time complexity of HMM-d is O(70x103). However, the prediction
time complexity of the HMM-dmethod grows exponentially with the number of ex-
tracted features and the number of training samples. Thus, appropriate processing
resources to run the HMM-d method are the underlying requirement to guarantee
low prediction execution time.
Mobile devices need to deal with limited battery and limited processing resources,
especially for interactive resource-intensive mobile applications such as indoor local-
ization. In Chapters 5 and 6, we proposed distributed architectures for indoor tracking.
The lightweight methods run on the mobile target device and heavy computations are
offloaded to a third part server. Thus, by exploiting distributed system architectures,
we focus on enhanced methods to provide reliable and accurate indoor tracking.
In Chapter 5, we investigated how to improve the resampling process to assure a
particle distribution over areas where the desired distribution is large. We proposed
a particle filter-based reinforcement learning (PFRL) approach for autonomous ro-
bust wireless indoor positioning for smartphones. A reinforcement learning method
is applied on top of the proposed particle filter to improve the system robustness
against localization failures. Moreover, the reinforcement learning method makes
the localization system converge much faster than other particle-based localization
methods. The execution time complexity of the reinforcement learning method grows
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linearly regarding the number of states and number of actions. Thus, the execution
time complexity of the reinforcement learning method does not increase the overall
time complexity of the localization system, which grows exponentially regarding the
number of extracted features, number of training samples, number of particles, and
number of ANs used in the localization process.
PFRL was implemented on a distributed machine learning-based network architec-
ture. To validate environmental independence of the PFRL method, we evaluated
PFRL in two complex real-world indoor scenarios. Moreover, we compared the PFRL
localization performance to a client-based PFRL approach. Results have shown that
the localization performance of PFRL overcomes the localization performance of
the client-based approach. This demonstrated the negative influence produced by
limited processing resources of mobile devices when increasing the processing time
complexity of the localization algorithms.
In Chapter 6, we proposed a three layer MEC-based system architecture to provide
indoor localization and tracking services to mobile devices in the IoT domain. By
exploiting MEC architecture, we extended the localization approach presented in
Chapter 5. We included a cloud layer to allow remote access monitoring to IoT devices
information. Moreover, we provided a probabilistic method to integrate machine
learning zone prediction results to radio frequency and environmental information
for accurate indoor localization. Since, the computational complexity is offloaded to
a MEC server, the localization algorithms are not constrained by the limited computa-
tional resources of mobile devices. We discussed the computational complexity of the
proposed localization system. When fusing in a particle filter zone prediction results
and radio ranging information, the time complexity of the localization system grows
exponentially regarding the number of extracted features, number of training samples,
number of particles, and number of ANs used in the localization process. Additionally,
we tested the localization performance of the MEC-based localization system in com-
plex office-like scenarios. Experiments results show that our approach can achieve
an average tracking error of 0.44m and 90% accuracy is 0.6m. It outperforms some
commercial products and terminal-based tracking systems.
172
7.2. Future Directions
7.2 Future Directions
In this thesis, we provide enhanced solutions to improve indoor tracking and local-
ization performance. We validated our proposed solutions in real complex indoor
scenarios. While localization approaches presented in this thesis are significant con-
tribution for the deployment of indoor localization systems, other opportunities for
extending the scope of this thesis remain. In the following paragraphs, we briefly
discuss some of these opportunities to extend the work presented in this thesis.
Propagation of indoor radio signals is affected by the environmental layout, such
as the number of walls, floors, furniture density, and mobility. This radio propaga-
tion instability affects localization accuracy especially in fingerprinting localization
approaches. To reduce the negative impact of environmental dependency, we use dif-
ferential Wi-Fi RSS instead of absolute raw values [108]. However, advanced solutions
to deal with this environmental dependency of radio signal propagation is still an open
research problem. Enhanced machine learning approaches, such as neural networks
can be used to learn radio signals propagation patterns. Thus, machine learning based
signal propagation models can be used to deal with the negative influence of radio
propagation instability in indoor localization systems.
PDR systems use embedded sensors of mobile devices to derive pedestrian relative
movements. PDR systems usually consist of three stages: step detection, stride length
estimation, and heading direction estimation. However, there are still some limitations
in the existing PDR techniques. PDR methods presented in thesis assume that the
heading direction offset and stride length remains constant. The heading direction
angle offset is the angle between the direction of smartphone and the direction of
pedestrian. Moreover, the step detection method relies on simple linear acceleration
threshold. The assumption regarding the heading direction offset angle is met when
pedestrians handhold the smartphones on the front of the body. However, in real
scenarios, the smartphone attitude is arbitrary. Thus, neither the heading direction
offset and stride length can be guaranteed to be constant. Therefore, further PDR
solutions must be provided. Heading direction offset assumption can be handled by
representing rotations based on quaternion concepts [80]. Whereas, there are several
works aimed to provide adaptive stride estimation and enhanced step detection
methods to further improve PDR systems [49] [96].
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ACK Acknowledgment Message
AN Anchor Node
AP Access Point
CC Cloud Computing
CFS Customer Facing Service
CNN Convolutional Neural Network
COND Conditional Classifier
CSMA/CA Carrier Sense Multiple Access with Collision Avoidance
CoAP The Constrained Application Protocol
ED Equally Distributed
FCS Frame Check Sequence
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FP False Positive
FN False Negative
FO Floating-point Operation
GNSS Global Navigation Satellite System
GPS Global Positioning System
HDE Heuristic Drift Elimination
HMM HIddenMarkov Model
HMM-d HMM-discriminatine Ensemble Learning Method
IoT Internet of Things
IMU Inertial Measurement Unit
IS Importance Sampling
ITS Intelligent Transportation System
KF Kalman Filter
KNN K-Nearest Neighbors
KRP Kidnapping Robot Problem
LA Learning Agent
LBS Location-Based Service
LDPL Log Distance Path Loss
LOS Line of Sight
MAC Medium Access Control
MCMC Markov Chain Monte Carlo
MCL Monte Carlo Localization
MCLS Monte Carlo Localization System
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ME Mobile Edge
MEC Multi-Access Edge Computing
MEO Multi-Access Edge Orchestrator
MF Magnetic Field
MIMO Multiple Input Multiple Output
ML Machine Learning
MLP Multi Layer Perceptron
MT Mobile Target
MQTT Message Queuing Telemetry Transpor
M2M Machien to Machine
NB Naive Bayes
NLOS Non Line of Sight
NLR Nonlinear Regression Model
PCF Point Coordination Function
PDF Posterior Distribution Function
PDR Pedestrian Dead Reckogning
PF Particle Filters
PFRL Particle Filter-based Reinforcement Learning
PHY Physical Layer
POI Point of Interest
RAN Radio Access Network
RFID Radio Frequency
RSSI Received Signal Strength Information
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RF Radio Frequency
RL Reinforcement Learning
SLAM Simultaneous Localization andMapping
SMC Sequential Monte Carlo
SVM Support Vector Machine
TOF Time of Flight
TP True Positive
QoE Quality of Experience
QoS Quality of Service
UE User Equipment
UWB Ultra Wide Band
UWB-AN Ultra Wide Band Anchor Node
WAN Wireless Local Area Network
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