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Abstract. This paper studies optimal designs for linear regression models with correlated effects
for single responses. We introduce the concept of rhombic design to reduce the computational
complexity and find a semi-algebraic description for the D-optimality of a rhombic design via the
Kiefer–Wolfowitz equivalence theorem. Subsequently, we show that the structure of an optimal
rhombic design depends directly on the correlation structure of the random coefficients.
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1. Introduction
Hierarchical regression models with random coefficients enjoy growing importance in biological and
psychological applications, whenever there is a variation with respect to the observed subjects. Hereby
we often cannot expect the random coefficients to be uncorrelated, which means that we assume that
the random coefficients are e.g. normally distributed with a population mean and a non-diagonal
covariance matrix. A special model that will be the topic of this paper are random effects models
for linear regression with singular responses, which means that we obtain only one observation per
unit. This particular model was motivated by Freund and Holling in [4] and Patan and Bogacka
in [8]. A natural question that arises is to find optimal experimental designs for these models with
respect to some optimality criterion. Graßhoff et al. determined D-optimal designs that maximize the
determinant of the corresponding information matrix, for a couple of different covariance structures in
[6] and [5]. They found that in contrast to fixed effects models for multiple linear regression optimal
settings may, surprisingly, occur in the interior of the design region under certain conditions on the
covariance structure of the random coefficients. In the present paper, we investigate conditions on the
covariance structure to discriminate situations in which optimal designs are completely supported on
the boundary of the design region as in fixed effects models and situations in which optimal designs
may have additional support points in the interior. This is done for the special class of rhombic designs,
which are invariant with respect to permutations of the regressors and simultaneous sign change and
which we will introduce in Section 3. Section 4 shows via the Kiefer-Wolfowitz equivalence theorem
[9, Theorem 3.7] how the parameter regions for which rhombic designs with or without interior points
are D-optimal are described by semi-algebraic sets, which are sets defined by polynomial inequalities
and equations and how the optimality depends on the covariance structure. Furthermore, we show
that for the assumed covariance structure of the random coefficients, the D-optimality of designs
with interior support points translates to a simple matrix equation for the information. We show as
a consequence of the results in Section 4 that the distinction, whether a D-optimal rhombic design
requires interior support points or not, can be made by evaluating a polynomial only dependent on
the covariance matrix of the random coefficients. Based on these results, we are able to compute
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optimal designs and their optimality regions explicitly for small to moderate dimensions in Section 5
and we conjecture results for arbitrary dimensions in Section 6.
2. General setup
We consider a random coefficient regression model Yi(xi) = f(xi)
T bi + εi, i = 1, . . . n for observa-
tions Yi at experimental settings xi where f is a p-dimensional vector of linearly independent regression
functions, bi is a p-dimensional vector of random coefficients and εi are additional observational errors.
The random coefficients are assumed to be distributed with unknown mean vector β and prespecified
dispersion matrix D, whereas the error terms εi are distributed with zero mean and equal variance
σ2ε . Moreover the random coefficients and the error terms are assumed to be uncorrelated. In this
note we assume that all observations Yi are independent, i. e. only one observation is made for each
realization bi of the random coefficients. Moreover, we assume here that an intercept is included in
the model (f1(x) ≡ 1) such that the additive observational error i may be subsumed into the random
intercept. This can be achieved by substituting the first entry bi1 in the random coefficient vector
by bi1 + εi and the first entry d0 in the dispersion matrix D by d0 + σ
2
ε . The model can hence be
rewritten as a heteroscedastic linear fixed effects model,
Yi(xi) = f(xi)
Tβ + εi,(2.1)
where now εi = f(xi)
T (bi − β) with mean zero and the variance function defined by σ2(x) =
f(x)TDf(x). Within this heteroscedastic linear model for each single setting x in a design region
X the elemental information matrix [1] equals M(x) = f(x)f(x)T /σ2(x), assuming that σ2(x) > 0
for all x ∈ X . An exact design of sample size n can be described by a finite set of mutually distinct
settings xj , j = 1, ...,m, for the explanatory variable and the corresponding numbers nj of replica-
tions at xj , where xj may be chosen from the design region X of potential settings. Equivalently,
a standardized version ξ may be characterized by the proportions ξ(xj) = nj/n at settings xj . We
call ξ(xj) the design weight at design point xj . Then for a design ξ, the standardized (per observa-
tion) information matrix is given by M(ξ) =
∑m
j=1 ξ(xj)M(xj), which is proportional to the finite
sample information matrix with a normalizing constant 1n . Note that the covariance matrix for the
weighted least squares estimator βˆ, which is the best linear unbiased estimator for β is proportional
to the inverse of the information matrix. Hence, maximizing the information matrix is equivalent to
minimizing the covariance matrix of βˆ.
To compare different designs we consider the most popular criterion, the D-criterion, with respect
to which a design ξ is D-optimal, if it maximizes the logarithm log det(M(ξ)) of the determinant
of the information matrix. This is equivalent to the minimization of the volume of the confidence
ellipsoid for β under the assumption of normally distributed errors. As discrete optimization on the
set of exact designs is generally to complicated we relax the condition on the weights ξ(xj) being
multiples of 1n and consider approximate designs ξ in the spirit of Kiefer [7] with real-valued weights
wj = ξ(xj) ≥ 0 satisfying
∑n
j=1 wj = 1. A detailed introduction to the theory of optimal design is [9].
In the setting of approximate designs, for which the proportions ξ(x) are not necessarily multiples
of 1/n, where n denotes the sample size, the D-optimality of a design ξ∗ can be established by the
well-known Kiefer-Wolfowitz equivalence theorem (see [2, Theorem 2.2.1], for a suitable version):
Theorem 2.1 (Extended Kiefer-Wolfowitz equivalence theorem). A design ξ∗ is D-optimal on X , if
and only if f(x)TM(ξ∗)−1f(x)/σ2(x) ≤ p, uniformly in x ∈ X .
Let ψ(x; ξ) := f(x)T (pD −M(ξ)−1)f(x) be the suitably transformed sensitivity function. When
we substitute σ2(x) = f(x)TDf(x) into this relation and rearrange terms, D-optimality is achieved,
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if
(2.2) ψ(x; ξ∗) ≥ 0
for all x ∈ X . Moreover, equality is attained in (2.2) for design points in the support of an optimal
design ξ∗:
Corollary 2.2 ([9, Corollary 3.10]). It holds that ψ(x; ξ∗) = 0 for all x ∈ X with ξ∗(x) > 0.
For notational convenience we define
Γ(ξ) := pD −M(ξ)−1,
such that ψ(x; ξ) = f(x)TΓ(ξ)f(x).
3. Multiple linear regression
In the following we consider the situation of a multiple linear regression model with K factors
where we have n observations
Yi(xi) = β0 +
K∑
k=1
βkxik + εi(3.1)
with xi = (xi1, ..., xiK)
T ∈ X = [−1, 1]K and Var(εi) = σ2(xi) = f(xi)TDf(xi). Here we assume that
we can choose the design points from the symmetric standard hypercube. The vector of regression
functions is given by f(x) = (1, x1, ..., xK)
T , such that the model contains an intercept by the first
component of f . Note that now p = K + 1 and β = (β0, . . . , βK)
T .
We assume that the random coefficients bi1, ..., biK associated with the components x1, ..., xK of
the regressor are homoscedastic with variance d1 and equi-correlated with covariance d2. Moreover,
let the random intercept bi0 be uncorrelated with the other random coefficients. To be more precise
we consider a p× p-dimensional dispersion matrix
D =
(
d0 0
0 D1
)
,(3.2)
where D1 is a completely symmetric K ×K-dimensional matrix
D1 = (d1 − d2)IK + d21K1TK .
Here, Ik defines the K × K-dimensional identity matrix and 1K the vector of length K where all
entries equal 1.
Definition 3.1 (Model cone). We define
CK :=
{
(d0, d1, d2)
T ∈ R3
∣∣∣∣ d0 > 0, d1 > 0,− d1K − 1 ≤ d2 ≤ d1
}
as the model cone, so the values of (d0, d1, d2)
T where D is non-negative definite.
3.1. Diagonal dispersion matrix. To start we first assume additionally that d2 = 0 which means
that all components of the random coefficients are uncorrelated, so that the dispersion matrix
D =
(
d0 0
0 d1IK
)
of the random coefficients bi is a diagonal matrix. Hence, the variance of each design point is equal
to σ2(x) = d0 + d1
∑K
j=1 x
2
j . In [5] it is shown that uniform full factorial 2
K-designs supported on the
points (±x1, ....,±xK) are D-optimal. It holds that x1 = . . . = xK = x∗ is optimal and it depends on
the values of d0 and d1 if x
∗ = 1 or x∗ < 1. The designs constitute the orbit generated by (x1, ...., xK)
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with respect to the (finite) group of transformations of both sign changes within the factors and
permutations of the factors themselves. For more details see [5].
3.2. Non-diagonal dispersion matrix. We now assume that d2 6= 0. To reduce the complexity of
the system of polynomial equations and inequalities given by the equivalence theorem, one can apply
various methods. One of these methods is to assume a certain design structure. A standard approach
is the assumption of symmetry in the design under some group action and a restriction of the design
region. This is motivated from the symmetry of D-optimal designs for the situation with d2 = 0
as described above in Section 3.1. This applies as the D-criterion log det(M(ξ)) is not affected by
these transformations g as detM(ξg) = detM(ξ). Hence, by convexity the class of invariant designs
constitutes an essentially complete class such that search may be restricted to invariant designs. A
particular class of invariant designs are rhombic designs. Let Sym(K) denote the permutation group
on K elements and {±1} the permutation group with respect to a global sign change, which is therefore
isomorphic to Sym(2).
Definition 3.2. Let a design ξ for the given model with support on the space diagonals without
the origin and at most two points per space diagonal be a rhombic design if it is invariant under the
action of Sym(K)× {±1} on the design points.
This means that we study designs on [−1, 1]K , that are invariant under permutations among the
entries of each design point and a global sign change with support on the diagonals of maximal length
without the origin. There are bK2 c+ 1 different orbits under this group action, where bzc denotes the
integer part of some z ∈ R. We define K˜ := bK2 c. Now, let x` for ` ∈ {0, 1, . . . , K˜} denote the location
parameter of each orbit O`(x`) with 0 < x` ≤ 1 and either ` or K − ` negative signs. The location
parameter denotes the absolute value of the entries of the design points in O`(x`) as the design points
of a rhombic design are restricted to the space diagonals. Let N` = 2
(
K
`
)
for ` 6= K2 and N` =
(
K
`
)
for
` = K2 .
Rhombic designs can be characterized as follows: Let xj for j ∈ {0, 1, . . . , K˜} be a design point
with entries of the same absolute value, i.e. xj lies on a space diagonal of X . Let Oj be the orbit of xj
under the action of Sym(K)×{±1} and let ξ¯j be the uniform design on Oj that assigns the proportion
1
Nj
to each x ∈ Oj . If every orbit Oj is attributed with a weight wj ≥ 0 such that
∑K˜
j=0 wj = 1, then∑K˜
j=0 wj ξ¯j is a rhombic design.
To formalize the invariance considerations, let g denote the group action that generates rhombic
designs. Then, there exists a matrix Qg so that f(g(x)) = Qgf(x).
Figures 1 and 2 exemplify the two different rhombic design classes that will be studied separately.
This distinction is made on the location of the design points. With rhombic vertex designs we refer
to rhombic designs, where the support is restricted to the vertices of the hypercube, while non-vertex
designs are allowed to have points on both the vertices and the interior or in the interior only. In
Figure 1, the blue points denote the orbit of (x0, x0), with 0 < x0 ≤ 1, while the red points denote
the orbit of (x1,−x1), with 0 < x1 ≤ 1. Similarly, in Figure 2, the blue points denote the orbit of
(x0, x0, x0), with 0 < x0 ≤ 1, while the red points denote the orbit of (x1, x1,−x1), with 0 < x1 ≤ 1.
We chose the name rhombic designs due to the structure of the design points in Figure 1.
The usefulness of rhombic design is mainly due to the complexity reduction that comes from its
definition: Instead of finding K + 1 design points each with K location variables for the entries and a
variable for the design weight, we restrict the problem to K˜ + 1 orbits with one weight variable and
one location variable per orbit.
Lemma 3.3. The variance function σ2(x) = f(x)TDf(x) is equal for all x in one orbit.
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(b) Non-vertex rhombic design
Figure 1. Examples for design points for K = 2.
(a) Vertex rhombic design (b) Non-vertex rhombic design
Figure 2. Examples for design points for K = 3.
Proof. Let g be the group action from above that generates rhombic designs. By the form of D in
(3.2), it holds for σ2(x) that
σ2(g(x)) = f(g(x))TDf(g(x))
= f(x)TQTgDQgf(x).
As QTgDQg = D, it follows that σ
2(x) = σ2(g(x)). 
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The information matrix of a rhombic design is
M(ξ) =
K˜∑
`=0
w`
N`σ2(x`)
∑
x∈O`
f(x)f(x)T .(3.3)
To compute the matrix
∑
x∈O` f(x)f(x)
T , see that the information matrix is for each orbit structured
into a scalar entry in the upper left corner and a K×K-dimensional lower right completely symmetric
block matrix. This leads to the following Lemma:
Lemma 3.4. In the setting of Section 3, a rhombic design ξ has an information matrix of the form
M(ξ) =
(
m0(ξ) 0
0 M1(ξ)
)
,
where m0(ξ) =
∑K˜
`=0
w`
σ2(x`)
and M1(ξ) =
∑K˜
`=0
w`
N`σ2(x`)
∑
x∈O` xx
T = (m1(ξ)−m2(ξ))IK+m2(ξ)1K1TK
is a completely symmetric K ×K-dimensional matrix.
Proof. As for every x ∈ [−1, 1]K , −x lies in the same orbit as x. Therefore, as
f(x)f(x)T + f(−x)f(−x)T = 2
(
1 0
0 xxT
)
,
M(ξ) is of the form
M(ξ) =
(
m0(ξ) 0
0 M1(ξ)
)
,
where
M1(ξ) =
K˜∑
`=0
w`
N`σ2(x`)
∑
x∈O`
xxT
is a K ×K-dimensional symmetric matrix and
m0(ξ) =
K˜∑
`=0
w`
σ2(x`)
.
Now,
∑
x∈O` xx
T is completely symmetric,because of the permutation invariance of the orbit O`.
As the (weighted) sum of completely symmetric matrices is completely symmetric itself, the Lemma
follows. 
We defined Γ(ξ) as the matrix in the quadratic form in (2.2) coming from the equivalence theorem.
By Lemma 3.4, denoting the lower right K ×K-submatrix of D by D1,
Γ(ξ) =
(
(K + 1)d0 −m0(ξ)−1 0
0 (K + 1)D1 −M1(ξ)−1
)
.
Γ(ξ) has the same block structure as D and M(ξ) with completely symmetric lower right block of
dimension K ×K, so
Γ(ξ) =
(
γ0 0
0 (γ1 − γ2)IK + γ21K1TK
)
with γ0 = (K + 1)d0 −m0(ξ)−1.
We remind the reader of the following well-known fact:
The inverse of a completely symmetric K ×K matrix A with
A =(a1 − a2)IK + a21K1TK
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is
A−1 =
1
a1 − a2 IK −
a2
(a1 − a2)(a1 + (K − 1)a2)1K1
T
K .
With these preparatory results, we are able to investigate the optimality of rhombic designs.
4. Rhombic Designs and the Equivalence Theorem
4.1. Rhombic Vertex Designs. This section studies rhombic designs with all design points on the
vertices of the hypercube. We will use the Kiefer-Wolfowitz equivalence theorem to investigate how
the D-optimality of a rhombic vertex design depends on D. The investigation leads to the following
theorem:
Theorem 4.1. For the given model 3.1 with a dispersion matrix as defined in 3.2, let ξ∗ be a rhombic
vertex design. If either
(1) K is even or
(2) K is odd and ξ∗ has support not only on OK˜ ,
then ξ∗ is D-optimal if and only if the matrix Γ(ξ∗) = pD −M(ξ∗)−1 is a diagonal matrix
Γ(ξ∗) =
(
γ0 0
0 γ1IK
)
,
with γ0 ≥ 0 and γ1 = −γ0K .
Proof. ”⇐ ” Assuming γ0 ≥ 0, γ1 = −γ0K and γ2 = 0, it follows that
ψ(x; ξ∗) = f(x)TΓ(ξ∗)f(x)
= γ0 + γ1||x||2
= γ0
(
1− ||x||
2
K
)
Hence ψ(x; ξ∗) ≥ 0 for all x ∈ [−1, 1]K , as ||x||2 ≤ K. Therefore, the D-optimality follows from
Theorem 2.1.
”⇒ ” According to (2.2) in Theorem 2.1, a design ξ∗ is D-optimal if and only if
ψ(x; ξ∗) = f(x)TΓ(ξ∗)f(x) ≥ 0(4.1)
for all x ∈ X . Furthermore, by Corollary 2.2, we know that
ψ(x; ξ∗) = 0(4.2)
for all support points of ξ∗. Now, by (4.2), it follows for any design point x` ∈ O`(1), that
ψ(x`, ξ
∗) = γ0 +Kγ1 + (K(K − 1)− 4`(K − `))γ2 = 0.(4.3)
Assuming that the design is supported on at least two different orbits, this directly implies that γ2
equals zero, as (K(K − 1)− 4`(K − `)) is strictly monotone for 0 ≤ ` ≤ K˜.
Now, say that ξ∗ is only supported on a single orbit O` with 0 ≤ ` ≤ K˜ for even K and 0 ≤ ` < K˜
for odd K. If ` = 0, it is easy to see that the information matrix is singular, therefore such a design
cannot be D-optimal. The same is true for even K when ` = K˜ using the same argument as in [3]. It
holds that ψ(x`, ξ
∗) = 0 for all x` ∈ O`(1). From the D-optimality of ξ∗ it follows that ψ(x`−1, ξ∗) ≥ 0
for x`−1 ∈ O`−1(1) and ψ(x`+1, ξ∗) ≥ 0 for x`+1 ∈ O`+1(1), so in the orbits with one less or one more
negative entry in the vector. If γ2 6= 0, this would imply ψ(x`−1, ξ∗) > ψ(x`, ξ∗) > ψ(x`+1, ξ∗) or
ψ(x`+1, ξ
∗) > ψ(x`, ξ∗) > ψ(x`−1, ξ∗). This contradicts the assumed D-optimality of ξ∗, therefore
γ2 = 0 holds.
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It follows from (4.3) and γ2 = 0 that
γ1 = −γ0
K
.
This implies that
ψ(x; ξ∗) = γ0
(
1− ||x||
2
K
)
.
and therefore γ0 ≥ 0 when the design on the vertices is D-optimal. 
Note that ψ(x, ξ∗) = 0 for all vertices x of the hypercube as for those we have ||x||2 = K.
Corollary 4.2. A rhombic vertex design with support on either at least two orbits or an orbit O`(1)
with 1 ≤ ` < K˜ can only be D-optimal when
(d1 − d2)(d1 + (K − 1)d2)− d0(d1 + (K − 2)d2) ≤ 0
Proof. From Theorem 4.1 we obtain that
γ0 ≥ 0, γ1 = −γ0
K
, γ2 = 0
is equivalent to the D-optimality of a rhombic vertex design with support on at least two orbits or
an orbit O`(1) with 1 ≤ ` < K˜. The equation system {γ1 = −γ0K , γ2 = 0} has two solutions m0(ξ)±
for m0(ξ) in dependence of d0, d1, d2 and p that we obtained with Mathematica:
m±0 (ξ) =
d0(p+ 1) + (p− 1)
(
d1p+ d1 + d2p
2 − 3d2p
)
2p (d20 + d0(p− 1)(2d1 + d2(p− 3)) + (p− 1)2(d1 − d2)(d1 + d2(p− 2)))
± (p− 1)
√
d20 + 2d0(d1(p− 1) + d2(p− 3)p) + (p− 1) (d21(p− 1) + 2d1d2(p− 3)p+ d22p (p2 − 5p+ 8))
2p (d20 + d0(p− 1)(2d1 + d2(p− 3)) + (p− 1)2(d1 − d2)(d1 + d2(p− 2)))
.
Now, with γ0 = pd0 − 1m0(ξ) we see that
⇔ 0 ≥
(
pd0 − 1
m+0 (ξ)
)(
pd0 − 1
m−0 (ξ)
)
⇔ 0 ≥ p2d20m+0 (ξ)m−0 (ξ)− (m+0 (ξ) +m−0 (ξ)) + 1
⇔ 0 ≥ (d1 − d2)(d1 + (K − 1)d2)− d0(d1 + (K − 2)d2).
To derive the corollary, check that pd0 − 1m−0 (ξ) is always negative on CK , so that
0 ≤ pd0 − 1
m0(ξ)
⇔ 0 ≤ pd0 − 1
m+0 (ξ)
⇔ 0 ≥
(
pd0 − 1
m+0 (ξ)
)(
pd0 − 1
m−0 (ξ)
)
on CK . This implies the corollary. 
Remark 4.3. Theorem 4.1 gives a semi-algebraic description of the optimality region of rhombic
vertex design in the design weights and the coefficients d0, d1 and d2. This means that{
γ0 ≥ 0, γ1 = −γ0
K
, γ2 = 0
}
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can be interpreted as a semi-algebraic set if one takes into account the constraints that ξ is a design and
(d0, d1, d2)
T ∈ CK . This allows us to obtain symbolic solutions for the design weights ξ∗` := ξ∗(O`(1))
in dependence of the coefficients d0, d1 and d2.
4.2. Non-vertex (rhombic) designs. Instead of restricting to rhombic designs we will discuss a
broader class of designs, namely designs with a design point in the interior of the hypercube. This
design class naturally includes non-vertex rhombic designs.
Theorem 4.4. A design ξ∗ with at least one design point in the interior of the hypercube is D-optimal
if and only if M(ξ∗) = 1K+1D
−1, which means that Γ(ξ∗) = (K + 1)D −M(ξ∗)−1 is zero.
Proof. ”⇐ ” M(ξ∗) = 1K+1D−1 implies the D-optimality of ξ∗ by Theorem 2.1.
”⇒ ” By Theorem 2.1 and Corollary 2.2, ξ∗ is D-optimal if and only if
ψ(x; ξ∗) = f(x)T ((K + 1)D −M(ξ∗)−1)f(x) ≥ 0
for all x ∈ [−1, 1]K and
ψ(x; ξ∗) = 0,
if x is a design point of ξ∗. Now, with Γ(ξ∗) = (K + 1)D −M(ξ∗)−1,
ψ(x; ξ∗) = f(x)TΓ(ξ∗)f(x) = γ0 + γ1||x||2 + 2γ2
∑
1≤`<j≤K
x`xj
is a quadratic polynomial. It holds that
γ0 + γ1||x||2 + 2γ2
∑
1≤`<j≤K
x`xj = 0(4.4)
for design points x of ξ∗. As ξ∗ is a non-vertex design there is an interior point x1 and additionally
K further design points x2, ...xK+1 such that x1, ..., xK+1 span RK because the information matrix
M(ξ∗) needs to be non-singular. Fix the affine subspace generated by x1 and x2. It holds that
ψ(x1, ξ
∗) = ψ(x2, ξ∗) = 0 and ψ(λx1 + (1 − λ)x2, ξ∗) ≥ 0 for all λ ∈ [0, 1] and additionally for some
λ < 0 because x1 is an interior point of [−1, 1]K . On the affine subspace generated by x1 and x2,
ψ(x; ξ∗) is a quadratic polynomial in λ. The only quadratic polynomial that is zero on at least two
points and non-negative on at least one point on the line segment between these points as well as for
at least one point on the line outside this segment is the zero polynomial. Recursively, this can be
extended to higher dimensions. Therefore,
f(x)T ((K + 1)D −M(ξ∗)−1)f(x) ≥ 0
for all x ∈ [−1, 1]K can only be achieved as an equation, so
(K + 1)D −M(ξ∗)−1 = 0.
Hence, the Theorem follows. 
Corollary 4.5. An invariant design ξ∗ with a design point in the interior of the hypercube can only
be D-optimal if the first diagonal entry of D−1 is larger than the second, which means that
(d1 − d2)(d1 + (K − 1)d2)− d0(d1 + (K − 2)d2) > 0.
Proof. According to Theorem 4.4, an invariant design ξ∗ with a design point in the interior of the
hypercube is D-optimal if and only if Γ(ξ∗) = 0. Now, this implies that M(ξ∗) = 1K+1D
−1 and
therefore
m0(ξ
∗) =
1
(K + 1)d0
, m1(ξ
∗) =
d1 + (K − 2)d2
(K + 1)(d1 − d2)(d1 + (K − 1)d2) ,
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where m1(ξ
∗) denotes the diagonal entries of M1(ξ∗). It is easy to see that m0(ξ∗) > m1(ξ∗) for all
designs with interior design points, so we obtain
m0(ξ
∗) > m1(ξ∗)
⇔ (d1 − d2)(d1 + (K − 1)d2)− d0(d1 + (K − 2)d2) > 0.

Remark 4.6. Theorem 4.4 describes the semi-algebraic structure of the optimality area of non-vertex
designs. We see that this structure is given by the non-negative real part of an algebraic variety, so
the vanishing set of a collection of polynomials under the constraints of the model cone CK and the
design simplex. This means that we can obtain symbolic solutions for the optimal designs weights
and design points in dependence of the coefficients d0, d1 and d2 by studying the set {Γ(ξ) = 0} under
the imposed constraints.
5. Rhombic Designs for K ∈ {2, 3, 4, 5}
This section investigates for which values d0, d1 and d2 we find a vertex or non-vertex rhombic
design for 2 ≤ K ≤ 5.
5.1. The case K = 2. The results of this section where first calculated by hand and later confirmed
with a Mathematica implementation of Theorems 4.1 and 4.4. For K = 2, it is
D =
d0 0 00 d1 d2
0 d2 d1
(5.1)
where |d2| < d1 and the variance of each design point is equal to
σ2(x) = f(x)T Df(x) = d0 + d1(x
2
0 + x
2
1) + 2d2x0x1.
The symmetric properties of the covariance structure with respect to the random effects of the two
attributes, Var(b1) = Var(b2) = d1, motivates us to consider as candidates for the D-optimal de-
signs the following rhombic designs ξx03x1,w consisting of the four design points (x0, x0), (−x0,−x0),
(−x1, x1) and (x1,−x1) for x0, x1 ∈ [−1, 1] which form a centered rhombus within the design re-
gion. Therefore we have O0(x0) = {(x0, x0), (−x0,−x0)} and O1(x1) = {(−x1, x1), (x1,−x1)}, so
that σ2(x0, x0) = σ
2(−x0,−x0) and σ2(−x1, x1) = σ2(x1,−x1). It follows that we can deal with two
distinct weights w0 = ξ(O0(x0)) and w1 = ξ(O1(x1)) Since the sum of the weights of all orbits is
equal to 1 we can set w0 = w and w1 = 1− w. The information matrix for ξx03x1,w results in
M(ξx03x1,w) =

w
σ2(x0,x0)
+ 1−wσ2(−x1,x1) 0 0
0
wx20
σ2(x0,x0)
+
(1−w)x21
σ2(−x1,x1)
wx20
σ2(x0,x0)
− (1−w)x21σ2(−x1,x1)
0
wx20
σ2(x0,x0)
− (1−w)x21σ2(−x1,x1)
wx20
σ2(x0,x0)
+
(1−w)x21
σ2(−x1,x1)

with determinant
det(M(ξx03x1,w)) = 4
(w σ2(−x1, x1) + (1− w)σ2(x0, x0))w (1− w)x20 x21
(σ2(x0, x0)σ2(−x1, x1))2
.
Maximizing the determinant with respect to the variables x0, x1 and w leads to the following results.
Note that d2 = 0 is excluded as this was already settled in [5].
Theorem 5.1. In the heteroscedastic model of two-factorial multiple regression on [−1, 1]2 with dis-
persion matrix (5.1) it follows:
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(b) Region (iii)
Figure 3. Parameter regions for K = 2: Figure (A) shows parameter regions of
rhombic non-vertex designs, while Figure (B) shows parameter regions of rhombic
vertex designs
(i) If d0 ≤ d1 − |d2|, the design ξx∗03x∗1 ;0.5 is D-optimal with
x∗0 =
√
d0
d1+d2
x∗1 =
√
d0
d1−d2
(ii) If d1 − |d2| ≤ d0 ≤ d
2
1−d22
d1
the design ξx∗03x∗1 ,w∗ is D-optimal with
w∗ =
2
3
− d0
6(d1 − d2) , x
∗
0 =
√
d1 − d2
d1 + d2
· d0
2(d1 − d2)− d0 , x
∗
1 = 1, if d2 > 0,
w∗ =
1
3
+
d0
6(d1 + d2)
, x∗0 = 1, x
∗
1 =
√
d1 + d2
d1 − d2 ·
d0
2(d1 + d2)− d0 , if d2 < 0
(iii) If
d21−d22
d1
≤ d0 the vertex design ξ131,w∗ is D-optimal where w∗ solves the equation
2
(
d2
(
6w2 − 6w + 1)+ d1(1− 2w))+ d0(1− 2w) = 0.
Proof. Check with Theorems 4.1 and 4.4, that the designs are optimal. 
(i) and (ii) describe non-vertex rhombic designs, while (iii) describes the rhombic design with
support on the vertices of the square. The Theorem shows that there is a D-optimal rhombic design
for all (d0, d1, d2)
T ∈ C2. Figures 3 and 4 visualize the different optimality regions in Theorem 5.1 for
d0 = 1. Note that the region only depends on the quotients
d1
d0
and d2d0 , so the choice of d0 is arbitrary.
5.2. The case K = 3. The following Theorem results from a Mathematica implementation of
Theorems 4.1 and 4.4.
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Figure 4. Assembling the parameter regions of rhombic designs for K = 2
Theorem 5.2. For the setting from Section 3 with K = 3, so
D =

d0 0 0 0
0 d1 d2 d2
0 d2 d1 d2
0 d2 d2 d1
 ,
where −d12 < d2 < d1 it follows:
(i) If either d0 < d1 + d2 ∧ 0 < d2 < d12 or d0 < (d1+2d2)
2
d1−2d2 ∧ d2 < 0, the design with w∗ = 14 and
x∗0 =
√
d0(d1 − 2d2)
d1 + 2d2
, x∗1 =
√
d0
d1 − 2d2 ,
is D-optimal.
(ii) If d2 <
d1
2 ∧ d0 < (d1−d2)(d1+2d2)d1+d2 , it holds that the design with
w∗ =
3d0 − 7d1 + 10d2
−16(d1 − d2) , x
∗
0 =
√
d0(−d1 + 2d2)
(d1 + 2d2)(3d0 − 4d1 + 4d2) , x
∗
1 = 1,
is D-optimal.
(iii) If d2 <
d1
2 ∧ d0 < (d1−d2)(d1+2d2)d1+d2 , it holds that the design with
x∗0 = 1, x
∗
1 =
√
3d0(d1 + 2d2)
2d0d2 − d0d1 − 8d22 + 4d2d1 + 4d21
,
w∗ =
(d1 − 2d2)(d0 + 3d1 + 6d2)
16(d1 − d2)(d1 + 2d2) ,
is D-optimal.
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(b) Region (iv)
Figure 5. Parameter regions for K = 3: Figure (A) shows parameter regions of
rhombic non-vertex designs, while Figure (B) shows parameter regions of rhombic
vertex designs
(iv) If d2 6= 0 and
(
d0(d1 + d2) ≥ (d1 − d2)(d1 + 2d2) ∧ d2 ≤ d12
) ∨ (d12 < d2 ∧ 3d0 + 9d1 > 22d2),
then the design with x∗0 = x
∗
1 = 1 and
w∗ =
3d20 + 22d0d2 + 18d0d1 − 120d22 + 66d2d1 + 27d21
64d2(d0 − 3d2 + 3d1)
− 3
√
(d0 − 2d2 + 3d1)2 (d20 + 8d0d2 + 6d0d1 + 48d22 + 24d2d1 + 9d21)
64d2(d0 − 3d2 + 3d1)
is D-optimal.
Proof. For the cases (i), (ii), (iii) check that the equation 14D
−1 = M(ξ∗) holds and the model
constraints are satisfied. For the fourth case, check that m0(ξ
∗) ≥ 14d0 and that the model constraints
are satisfied. 
Note that not all settings of (d0, d1, d2) are covered by Theorem 5.2 and that the described design
areas are not disjoint. (ii) and (iii) describe the same optimality area that also contain area (i).
Figures 5 and 6 show the optimality area for d0 = 1 in the (d1, d2)-space. Again, the region only
depends on the quotients d1d0 and
d2
d0
, so the choice of d0 is arbitrary. The area where we did not find
an optimal rhombic design is given by d12 < d2 ∧ 3d0 + 9d1 ≤ 22d2.
5.3. The cases K = 4 and K = 5. For K = 4 and K = 5 there are up to three orbits for rhombic
designs. To compute an optimal rhombic vertex design, we let O`(x`) denote the orbits of rhombic
design points and choose x0 = x1 = x2 = 1, such that the weights are w` = ξ(O`(1)) and check
the conditions in Theorem 4.1 for optimality. The different optimality areas are shown in Figure 7.
Again, in the red region, an rhombic design with interior points is D-optimal, while in the yellow
area, a rhombic vertex design is D-optimal. The separating line is again given by the equality of the
first and the second diagonal entry of D−1, see Corollary 4.2 and Corollary 4.5. We see a similar
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Figure 6. Assembling the parameter regions for K = 3
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(a) Parameter regions for K = 4
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(b) Parameter regions for K = 5
Figure 7. Assembling the optimality regions for K = 4 and K = 5
structure as for K = 2 and K = 3. For K = 4, there is a D-optimal rhombic design for every point
in C4, while for K = 5, in the region above d2 = d12 there is only a small area where rhombic designs
are D-optimal, similar to the case for K = 3.
Remark 5.3. The optimality regions shown in the figures for K ∈ {2, 3, 4, 5} are given in the (d1, d2)-
space while d0 = 1. As before, the region only depends on the quotients
d1
d0
and d2d0 , so the choice
of d0 = 1 is arbitrary. D-optimal designs and the corresponding parameter regions where they are
optimal can be found by studying the semi-algebraic sets as described in Remark 4.6 and Remark
4.3. A convenient way to generate the images showing the optimality regions is therefore to use the
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Resolve and RegionPlot commands of Mathematica to compute and plot these regions. This
was done for K ∈ {2, 3, 4, 5}.
6. Discussion
In the preceding sections optimality regions have been investigated for certain invariant designs
in a multiple linear regression model on the hypercube with invariant correlation structure of the
random coefficients. It has been shown that for the introduced class of rhombic designs, it is possible
to decide whether a D-optimal design is either supported on the vertices of the hypercube or has
interior design points by evaluating a quadratic polynomial depending on the covariance matrix of
the random coefficients. This result relies on the Kiefer-Wolfowitz equivalence theorem. The equation
separating the two optimality regions is given as the equality of the diagonal entries of D−1.
The results of Theorem 4.4 hold not only for rhombic designs but for all designs with an interior
design point, independently of invariance considerations. This means that the D-optimality of designs
with interior points is equivalent to the equation M(ξ∗) = 1pD
−1.
An important observation is the apparent non-existence for D-optimal rhombic designs for certain
values of the entries D. For small dimensions, we have observed that for even K, we could always
find a D-optimal rhombic design for any D, while this has not been true for odd K. With respect to
our findings, we conjecture the following:
Conjecture 6.1. For even K, there is a D-optimal rhombic design for all (d0, d1, d2)
T ∈ CK . For
odd K, there is a D-optimal rhombic design for all (d0, d1, d2)
T ∈ CK with d2 ≤ d12 .
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