We re-examine "Evaluating Journal Quality and the Association for Information Systems Senior Scholars Journal Basket…" by Lowry et al. (2013) . They sought to use bibliometric methods to validate the Basket as the eight top quality journals that are "strictly speaking, IS journals" (Lowry et al., 2013, pp. 995, 997). They examined 21 journals out of 140 journals considered as possible IS journals. We also expand the sample to 73 of the 140 journals. Our sample includes a wider range of approaches to IS, although all were suggested by IS scholars in a survey by Lowry and colleagues. We also use the same sample of 21 journals in Lowry et al. with the same methods of analysis so far as possible. With the narrow sample, we replicate Lowry et al. as closely as we can, whereas with the broader sample we employ a conceptual replication. This latter replication also employs alternative methods. For example, we consider citations (a quality measure) and centrality (a relevance measure in this context) as distinct, rather than merging them as in Lowry et al. High centrality scores from the sample of 73 journals do not necessarily indicate close connections with IS. Therefore, we determine which journals are of high quality and closely connected with the Basket and with their sample. These results support the broad purpose of Lowry et al., finding a wider set of high quality and relevant journals than just MISQ and ISR, and find a wider set of relevant, top quality journals.
Introduction
This study is a replication of "Evaluating journal quality and the Association for Information Systems Senior Scholars' Basket via bibliometric measures: Do expert journal assessments add value?" (Lowry et al. 2013; hereafter, Lowry et al.) . This was the lead article in MIS Quarterly (MISQ) 37(4). As their title indicates, their study focused on evaluating the top Information Systems (IS) journals. They sought "sound empirical evidence" for the Basket (which they call ). They looked to find "whether the [the Basket] journals are truly the top eight journals in IS and whether they should or should not be rank-ordered" (p. 996).
We replicated their study using the same sample of 21 journals, and as well as with a larger sample of 73 journals. With the narrow sample (21 journals), we replicate Lowry et al. as closely as we can, whereas with the broader sample (73 journals) we employ a conceptual replication. The key findings of our study, compared to those of Lowry et al. are (noted by "[NSR] " for narrow sample replication and " [BSR] " for broader sample replication):
• However, [BSR] : The Basket journals are significantly more central than the eight top non-Basket journals.
• [NSR] : The top eight non-Basket journals are significantly higher in joint (citation and centrality) score than the Basket journals. However, [BSR] : The difference is small and insignificant.
• [NSR] and [BSR] : Non-IS journals are significantly more highly cited than IS journals.
• [NSR] : IS journals are not significantly more central than non-IS journals. However, [BSR] : IS journals are significantly more central than non-IS journals.
We also conducted two post-hoc analyses. First, we found that citation and centrality scores are distinct. The correlations between them are 0.300 [NSR] and 0.199 [BSR] . Only one journal, MISQ, is near the citationcentrality frontier. All other journal outlets involve tradeoffs between the two qualities. Moreover, IS journals are not clearly higher in centrality, as Lowry et al. define it, than non-IS journals. Therefore, we searched for journals, not among the Basket journals or the IS journals in Lowry et al., that might have high citation scores and very strong cross-citations with the Basket. Based on Simmelian Ties analysis, we suggest that Management Science meets these criteria based on direct cross-citations, with four other journals meeting them with twostep connections. These findings also support Lowry et al. in their treatment of the fields of Information Science, Management, and Software Engineering as less connected with IS.
We also explored whether the IS journals receive recognition from other disciplines equal to the influence of these disciplines on IS. For this, we analyzed each journal's balance of trade. IS journals display a modestly significant deficit in their balance of trade with non-IS journals. Thus, IS can still make progress in its effort to become a reference discipline.
2. The Focal Study: Lowry et al. (2013) Lowry et al. first determined which journals they viewed as properly "IS" journals. Having done so, they applied to these journals various measures of citation impact and of social network analysis (SNA) centrality. It appears that both were treated as measures of quality (pp. 998-999) . Citations are a widely noted, and widely debated, indicator of journal quality (Saha, Saint, & Christakis, 2003 ; see also the Appendix below). Centrality is a less well known but useful indicator of disciplinary relevance (Leydesdorff, 2007) . Centrality is an important addition to citation measures, because some journals -such as major medical journals -have extremely high citation scores but little relevance to IS (with some possible exceptions in medical informatics). Thus, both types of measures are appropriate given the goals of Lowry et al., which combined them as the primary approach to rank ordering the sample journals and thereby assessing the relative standing of the Basket.
Bibliometric results in Lowry et al. are based on a composite measure of various citation and centrality measures. Lowry and colleagues developed four alternative "weighting schemes" (p. 1002), and determined that weighting schemes did not bias their findings of the rank orders among the sampled journals. Their composite measure of journal quality is presented in Table F3 (p. A18; see also p. 1002). Their measures showed that the eight Basket journals ranked first through third, and sixth through tenth, with only Information and Management (fourth) and Decision Support Systems (fifth) ranking above the other five Basket journals. Thus, they concluded that their "results largely support the [Basket… ] validating MISQ, ISQ, and JMIS [Journal of Management Information Systems] as the top tiered (i.e., 'A+') journals, [and] we found evidence that [the other five Basket journals] occupy the next tier (i.e., 'A')" (Lowry et al., 2013 (Lowry et al., , p. 1006 . They also noted that the Journal of Information Technology (JIT) has many self-citations, for which reason they suggested that the Basket "might require adjustment" as a "'Select-7'" (p. 1006).
Why Lowry et al. and the Basket of Eight are important
It is therefore not surprising if IS scholars may believe they suffer from of a history of "problems in career advancement" (Benbasat & Weber, 1996: 390) . In particular, they have noted the small number of IS journals widely regarded as elite and included in the Financial Times 45 list (FT45 list, since replaced by the FT50 list, which includes the Journal of Management Information Systems): Information Systems Research and MIS Quarterly (Lowry et al., 2013; Templeton & Lewis, 2015; . In the view of Lowry and colleagues (2013: 994) , "most other business areas have significantly more elite publishing opportunities than IS researchers." As they reported, "in response… the Association for Information Systems (AIS) Senior Scholars publicly endorsed a basket of six plus two top IS journals… and then… in December 2011 decided to include all eight of these journals in a single list" (2013, p. 995; also Love & Hirschheim, 2015) . These journals (hereafter the Basket) were accorded the status of the "top journals in our field": (http://aisnet.org/?SeniorScholarBasket).
Why the Basket might omit top IS journals
As the summary in Lowry et al. implies, the "Basket" has gained widespread, though not universal, acceptance (e.g. Bernroider et al., 2013; Chan, Guness, & Kim, 2015) . We find evidence, presented in the Appendix, that its promotion by the AIS College of Senior Scholars has increased the prominence of the eight journals. However, there is evidence that IS scholars publish in a wide range of journals, both technical and managerial (Willcocks, Whitley, & Avgeron, 2008) . Thus, it is unclear if IS scholars hew closely to the publishing prescriptions of the Senior Scholars or of Lowry et al. Dean, Lowry and Humpherys (2011) examined this question by collecting the pre-promotion publication records of IS faculty members, and found that they "publish in high numbers" in CS and engineering journals (23% of their "top tier" articles) and in non-IS business journals (22%; Dean, Lowry, & Humpherys, 2011, pp. 9, 12) . Following their procedures, we limited our sample to recent cases of designated IS scholars in U.S. business schools, but used a more recent time frame, and found very similar results. Details of our modest replication of their study are found in the Appendix (Table A1 ).
Based on this overview, it seems clear that the venues for IS publications include a wide array of journals -as in fact, the Senior Scholars recognized themselves:
In schools with a highly technical focus, the adopted journal list should obviously include highly-rated and/or highly-cited technical journals. Other programs draw from and contribute to a multidisciplinary base, and should include journals from other fields such as computer science, economics, psychology, biometrics, and human-computer Interaction. The College of Senior Scholars focused on behavioral, business-oriented IS research, which might reflect a majority, but is not a universal model that fits (or even should fit) all schools. http://aisnet.org/?SeniorScholarBasket
The set of journals that are appropriate for IS research might be broader than the "behavioral, businessoriented" journals proposed by the Senior Scholars or examined by Lowry and colleagues. Lowry et al. excluded 28 journals for being "primarily CS" and not "strictly speaking, IS journals" (Lowry et al., 2013, p. 997) , even though the IS scholar respondents had proposed them as IS journals. Based on this logic, we can think of the included journals as "primarily IS" journals and the proposed but excluded journals as "secondarily IS" journals. These secondarily IS journals covered technically oriented ACM and IEEE journals, but also four journals with a focus on data Management and decision making: Expert Systems with Applications, Information and Software Technology, Journal of Systems and Software, and Knowledge-Based Systems. These journals all refer to Management or implementation and organizational issues in their self-depiction. Claims to a distinctive domain for IS often emphasize its consideration of the joint influences of changing technologies and of management (Hirschheim & Klein, 2012; Lyytinen & King, 2004; Walsham, 2012) .
Classic works in Management, such as Burns & Stalker (1961) and Thompson (1967) , and influential schools of thought such as the Tavistock studies (e.g., Trist & Bamforth, 1951) and the Aston School (e.g., Hickson, Pugh, & Pheysey, 1969) showed a keen interest in technology. It is also easy to find current Management studies with technology in the foreground (e.g., Barley, 2015; Davis, 2016) . However, approaches to thinking about technology have changed over time (Cascio & Montealegre, 2016; Orlikowski & Scott, 2008) and it is possible that Management has lost its claims to include important technological topics (Leonardi & Barley, 2010) .
We wondered, then, how a broader delineation of journals, such as the Management and CS journals considered but rejected by Lowry et al., would fare as IS outlets if we adopted their methods? Despite their goal of "empirical", "bibliometric" support for the Basket, their categorization of journals based on discipline was based on subjective judgments, not bibliometric findings. We lack empirical evidence that, for example, all CS or Management journals are less appropriate for IS research. The Lowry sample was limited to 21 journals more for perceived lack of relevance (i.e., disciplinary provenance) than for limited prominence (i.e., citations) 1 It is possible that some journals classified as secondarily IS are actually primarily IS, and vice versa (although the latter possibility seems unlikely).
Several IS scholars have asserted that the IS field is fundamentally cross-disciplinary (e.g., Bang, 2015; Bernroider et al., 2013 , Hasselbring, 2000 . Stewart, Cotton, and Adya (2017) reported evidence that more than 21 IS journals form a cohesive web of cross-citations. Their sample of 98 journals included those with a focus on "Knowledge and Data Management" (KD), "Computer Networking" (CN), "Health Informatics" (HI), and "Behavioral" (BEH). Based on this sample, they found IS to be "a heterogeneous but nonetheless cohesive discipline", due to the bridging role played by certain journals, particularly those they depicted as KD (p. 597).
Sampling decisions
To explore whether a wider sample demonstrates a wider set of "quality" IS journals (again, as Lowry et al. define quality), we undertook a broader sample replication of their article. Insofar as we replicate the methods in Lowry et al. to the extent currently possible with the same sample, we cannot do so entirely due to change over time in Google Scholar. Thus, our narrow sample replication is not exactly the type that Tsang and Kwan (1999) called "exact." The broader sample replication is the type that Tsang and Kwan (1999, p. 766 ) called a "conceptual extension" and Schmidt (2009) called a "constructive" replication. To form their sample, the Lowry et al. team considered 140 journals that had been included in prior rankings or that were suggested for inclusion in a survey of 2,816 IS scholars. They winnowed this list by means of a variety of judgments. Some of these judgments were clearly necessary, such as excluding journals no longer in print or not amenable to searches in WoS (and hence impossible to include reliably in a cross-citation matrix). The most important of the judgments considered the core discipline of the journal.
Lowry et al. excluded a total of 55 journals for their disciplinary focus most often on the grounds of being classed as largely Computer Science, Operations Research -Operations Management, or Management journals. The ultimate sample examined in Lowry et al. consists of 21 journals, consisting of eight Basket journals and 13 comparison journals. The winnowing involved in this process is depicted in Table 1 . Our sample includes only journals that were suggested by their respondents and considered for inclusion and then either included or rejected by Lowry et al. Therefore, we have reason to expect that they are at least IS-related if not IS-focused. Expanding the sample is a common basis for conceptual replications (Lynch, Bradlow, Huber & Lehmann, 2015) . Table 1 also shows the formation of the larger replication sample. Our purpose was to sample journals that might include a wider range of high quality outlets for IS scholarship. All 140 of the considered journals had been regarded by some IS scholars as fitting this requirement. Thus, as with the Lowry et al. scholars, we began with the potential sample of 140. We accepted many of the exclusions of journals Lowry et al., most notably exclusions with the "justification" "write-in; not ranked before; not top 40" (Lowry et al. 2013 , Table B1 ). We dropped the Lowry et al. exclusion of being "primarily" in another discipline. Some of the journals excluded for this reason might prove to be peripheral to IS concerns, but we wanted to use empirical, bibliometric methods prior to excluding them.
2
Having opened the sample to include journals that might or might not prove to be peripheral, we added exclusionary principles not needed in Lowry et al., which already had a sample determined to be based in IS. We needed to be sure that all the journals in our sample were connected by cross-citations to the 21 IS journals in the Lowry et al. sample. We checked this in two ways. The first is based on SNA concepts of cohesion. We removed seven journals because their inclusion resulted in lower cohesion as measured by the number and strength of components. In a "strong" component, each node -journal, in this case -can reach every other node through paths in both directions -citing and cited cross-citations (Borgatti, Everett & Johnson, 2013, p. 23 (Schmidt, 2009 ). Thus, we use these alternative measures for reasons discussed below, but also many of the same measures as in Lowry et al. We will note these technical differences. For example, Lowry et al. collapses citations and centrality into a singular metric, but we find that these measures provide distinct information and thus we also treat them distinctly.
Citations directly reflect journal influence and, by extension, journal quality within the universe of indexed journals. Centrality reflects the position of the journal within a delimited sample and, by extension, journal relevance as perceived by the authors in that sample (Appendix). A journal may be high in citations and low in centrality, because it may be widely cited in other disciplines but not much cited in IS, and of course the opposite is also possible. Unlike citations, which derive from any journal recognized by ISI or other database, such as Scopus, centrality measures are contingent on the delineation of the network (Anderson, Håkansson, & Johanson, 1994) . By centrality, Lowry et al. meant the "influence" of a journal (p. 999). In general, this is reasonable. In context, however, social network centrality measures the association with a particular matrix, which in this case is a particular set of IS-related journals. Thus, we interpret citations as measures of global prominence and centrality as measures of contextual (i.e. disciplinary or content) association and relevance.
Lowry et al. did not control for number of articles per journal, but this had only a modest effect. All of the citation measures and two of the centrality measures -Information Centrality and Bonacich Power Centralityare size-independent due to dichotomized data. However, this is not the case with degree centrality measures. The degree measures are absolute, and not relative to the number of articles published by each journal. A case can be made that this is appropriate. Centrality is construed in their study and ours as a measure of relevance, and it is hard to make a case for the relevance of a journal with few articles. That is, relevance has an absolute quality. However, it is also hard to argue that a journal becomes relevant by virtue of producing massive numbers of articles. Thus, for degree centrality measures, we controlled for the number of articles that could cite or be cited, using Journal Citation Reports data in the Web of Science.
2.5 Citation and centrality measures in Lowry et al. and this replication Lowry et al. used two citation measures that are widely adopted but that perhaps should be treated with caution: the h-index and its variants and citations per paper from Google Scholar (GS). We use the h-index and its variants only for reasons of comparison but not for our suggested alternative rankings. These measures are popular, but several authors have demonstrated that these measures are flawed. 3 These measures also rely on GS, as does their measure of citations per paper. Aguillo (2012, p. 343) summarizes the overall problem with GS: it "lacks the quality control needed for its use as a bibliometric tool; the larger coverage it provides consists in some cases of items not comparable with those provided by other similar databases." Critiques by information scientists of the h-index and of GS are summarized in the Appendix.
Because of the limitations noted for GS, we replicated GS metrics so far as possible for purposes of the narrow sample replication, but for measures of prominence we also drew upon metrics from dedicated bibliometric databases. We used three measures from Journal Citation Reports (JCR) in WoS that were also used by Lowry et al.: two year JIF without self-citations, five year JIF, and article influence, plus three measures that draw upon the larger Scopus database: SNIP (which adjusts for the citing proclivity of the citing journals), SJR (a sizeindependent measure which adjusts for the cited prominence of the citing journals) and the Impact per Paper (akin to a three-year JIF). WoS and Scopus measures "yield comparable rankings" (Sicilia, Sánchez-Alonso, & García-Barriocanal, 2011, p. 703 ; see also Colledge et al., 2010; Haddawy & Hassan, 2014) . These six metrics are more stable than those from GS.
Lowry et al. used three measures from SNA: Freeman degree (FD), Information Centrality (IC) and Bonacich Power (BP). They do not specify the symmetrization method they chose for IC nor their meaning of the term Freeman Degree. FD measures could refer to the indegree, in this case citations received, to the outdegree, in this case citations sent, or the mean of the two. Using outdegrees would be reasonable, because they are an unobtrusive measure of the perceived areas of relevance for a journal. However, using indegrees is also appropriate, as citations received are reflective of the recognition of a focal journal than are citations sent. Based on our replication of their matrix, we determined that they used indegrees. We also determined that the symmetrization method used for Information Centrality appears to have been the default in UCINET, which is the maximum method. The use of Bonacich Power (BP) raises a different question. With Bonacich Power, the authors reported their choice of beta (0.075). However, the question is whether it is an appropriate measure at all in this context. Because its measures are erratic and hard to reconcile with other measures, we chose to report BP results (incorporated with results replicating Lowry) but not to employ them in our analysis of the replication sample of 73 journals. For details please see the Appendix, which lists topics at the beginning. Lowry et al. found that the Basket out-performed the other IS journals they sampled for comparison (the "comparison" journals). We added 52 other journals. With these, we calculate the highest ranked eight nonBasket journals, to match the Basket's number, for each relevant measure. In the spirit of a replication of an article from a major journal, we posit support of the results in Lowry et al. Thus, we derive the following for the standing of the Basket relative to the comparison journals (i.e., the 13 non-Basket journals in the sample in Lowry et al., 2013) Lowry et al. used a joint measure of journal quality that includes both citations and social network centrality. However, citation and centrality measures are distinct. Citations derive from any of the thousands of journals covered by Web of Science or other large datasets, but centrality scores derive only from the journals in a sample; 21 in the case of Lowry et al. and 73 in the case of our broader sample. These samples include only journals that have a possible link with IS. Centrality in both studies more specifically indicates recognition by scholars in, or relevant to, IS. Further, most centrality measures are two-directional. They are based on citations received (indegrees) and on citations sent (outdegrees). Citations are based on indegrees only. Because of these differences, a journal could be extremely high in citations but low in centrality, or vice versa. Therefore, we measure citation and centrality separately, and derive the following: We have no reason to doubt that the hypotheses above will be supported. Further, we have no reason to doubt that the same would be true if we compared the Basket journals with all the other 65 journals in our sample. However, we do not know if the Basket journals will have higher joint scores, citations, or centrality, than the eight non-Basket journals with the highest scores in any of the measures. Therefore, we derive hypotheses for the standing of the Basket relative to the top eight non-Basket journals for each measure paralleling those above:
Hypotheses
Hypothesis 5a: Basket journals have higher joint scores averaging across citations and centrality than the eight highest scoring other journals on these measures, in narrow sample replication. Hypothesis 5b: Basket journals have higher joint scores averaging across citations and centrality than the eight highest scoring other journals on these measures, in broader sample replication. Hypothesis 6a: Basket journals have higher average citation scores than the eight highest scoring other journals on these measures, in narrow sample replication. Hypothesis 6b: Basket journals have higher average citation scores than the eight highest scoring other journals on these measures, in broader sample replication. Hypothesis 7a: Basket journals have higher average social network centrality scores than the eight highest scoring other journals on these measures, in narrow sample replication. Hypothesis 7b: Basket journals have higher average social network centrality scores than the comparison IS journals in Lowry et al., in narrow sample replication.
We will consider that results for these hypotheses "support" Lowry et al. if these results are significantly consistent with their findings or assertions about journals or scholarly fields. We will consider that the results "fail to support" if the findings are not consistent with the expectation of findings or assertions in Lowry et al. We will consider that the results "significantly fail to support" if they are significantly inconsistent with their findings or assumptions.
3. Findings 3.1 Citation, centrality, and joint citation-centrality measures Table A2 reports citations results for the primary sample of 73 journals. Table 2 reports the means of citations, centrality, and joint scores of both, for both the narrow sample and broader sample replications. The two approaches yield different results for some journals, but at the aggregate level are very similar. The narrow sample and broader sample citation approaches are correlated at r = 0.947. However, the two centrality measures are correlated at only r = 0.668. This discrepancy is due to our controlling for number of articles with degree centrality, and omission of Bonacich Centrality because it generates unintelligible results. The Appendix reports details of citation and centrality measures prior to being averaged as "composite" measures of citations or centrality. Table 2 is found at the end of the Appendix.
As with Lowry et al. for most purposes, we report citation results in z score form. We use two-tailed t tests with alpha of 0.05 for the significance of three comparisons. We compare differences between the Basket (B8 in the table) and the comparison journals, differences between the Basket and the eight top-ranked non-Basket journals, and differences between IS and non-IS journals. When we compare replication results with those of Lowry, with the narrow sample approach that uses the sample of journals focused clearly on IS, and compares the Basket with their comparison journals, we find support for their conclusions. This holds for the replication using somewhat different citations measures (i.e., the "broader sample" replication in the second column of results). The Basket scores as a category are significantly more cited, more central, and higher in joint scores, than the comparison scores as a category. Thus, the results are supportive of the higher quality of the Basket as expected in Hypotheses 1a, 1b, 3a, 3b, 4a, and 4b.
Hypotheses 5a, 5b, 6a, 6b, 7a, and 7b compare the Basket journals with the highest ranked eight other journals for each measure. For citations, the results are consistent between the narrow sample and broader sample replications. Both approaches find the top eight non-Basket journals to be significantly more cited than the Basket journals. For centrality, the two approaches yield opposite results. The narrow sample replication determines that the top eight non-Basket journals are significantly more central than the Basket journals, whereas the broader sample replication determines the inverse. Naturally, the joint measures, which average the citation and centrality scores, also yield different results depending on the replication approach. The narrow sample replication determines that the top non-Basket journals are significantly higher quality, in the terms of Lowry et al., than the Basket journals. However, the broader sample replication determines that the difference is small and insignificant.
When we compare IS with non-IS journals (as defined by Lowry et al.) , we find that the non-IS journals are significantly more highly cited, regardless of replication approach. However, only the broader sample approach finds a significant difference between the centrality of IS and non-IS journals. As expected, the IS journals are more central. Because the results for citations and for centrality diverge, the differences for the joint scores are small. The differences are non-significant with the broader sample approach, thus failing to support Hypothesis 2b. The narrow sample approach yields marginally significant support for Hypothesis 2a.
3.2 Should JIT be dropped from the Basket? Lowry et al. (2013 Lowry et al. ( , p. 1006 concluded that one of the Basket journals, the Journal of Information Technology (JIT), showed excessive levels of journal self-citation, and should therefore be dropped from the Basket, leaving a "Select-7" list of the top IS journals. We report our examination of this potential problem in the Appendix. Our findings on this topic materially fail to support their claims of excessive self-citations in JIT. Thus, our results are consistent with (at least) eight top Basket journals. Detailed results for centrality measures are presented in Table A3 . 
Post Hoc Analyses
We developed two post hoc analyses, based on issues raised by the findings above. First, we wondered whether centrality is an adequate measure of relevance in the broader sample replication. With the wider sample for this replication, high centrality scores might be driven by connections among journals that do not focus on IS. Thus, we sought alternative ways to examine which journals are especially focused on the discipline. Second, within the wider sample, the IS journals are less highly cited than the non-IS journals. Recalling that these latter journals had all been recommended as IS journals by the experts surveyed by Lowry et al., yet excluded for a lack of focus on IS, we wondered if the differences in citations might indicate that IS had not yet (at that time) become a reference discipline, with related disciplines having more influence on IS than the reverse. Thus, we examined the "balance of trade" among the broader sample of journals.
Disaggregating citation and centrality measures
In Lowry et al, citations and centrality are combined for a joint measure of journal quality, an approach that we interpret as measuring journal recognition by the scholarly community in general and recognition by the field in question, which in turn captures the relevance of the journal in that field. We thus see the value in combining the measures. However, they are distinct, with a correlation of 0.300 using the narrow sample approach and 0.199 using the broader sample approach. The reason for this low correlation is the difference in the population of journals that send citations. The average citation measures represent indegrees from all journals covered by Web of Science or Google Scholar, whereas the average centrality measures represent indegrees from only the 73 journals in the sample. Journals differ in their recognition by journals in the wider population compared with recognition within a discipline. Science all have a joint (overall) z score of more than one and a positive centrality score. However, these centrality scores might be based on cross-citations with other non-IS focused journals. Moreover, these joint scores imply high quality in terms of Lowry et al., but they might be driven largely by citation scores, which may be very different from centrality scores. For scholars choosing among journals for submitting their work, a choice between high citations or high centrality might be needed.
We demonstrate this point with a scatterplot (Figure 1 ) that shows 19 possible journal choices, with citations on the x axis and centrality on the y axis. This figure identifies the unique position of MIS Quarterly as the one journal that is very high in both citations and centrality. By analogy with production frontiers, MISQ alone approaches the citation-centrality frontier. Presumably, many IS scholars will want to publish in journals that are highly relevant within the IS field. They could examine the centrality scores of the delimited sample in Lowry et al., but all of these journals were screened for focusing on IS. The wider sample might prove to include non-Basket journals, and even journals regarded as non-IS by Lowry et al., that are in fact highly relevant. After all, this sample includes only journals that were proposed for IS relevance by experts surveyed by Lowry et al. Moreover, the sample has extensive cross-citations with a density of 0.17, and it forms one strong component; that is, each journal has a crosscitation path to every other journal in both directions. The average path length is 2.15 (sd = 0.72). In SNA terms, such a sample is relatively highly cohesive. The extent of cross-citations can be demonstrated graphically, as in Figure 2 . By the same token, this figure makes clear that not all journals are closely connected with journals, such as the Basket journals, that are well established as IS focused.
Very strong ties among journals: Simmelian ties
In order to determine which journals are closely connected, we derived a second figure that represents only very strong ties among the journals. We used "Simmelian ties" as the measure of very strong ties. Simmelian ties have three properties: they are reciprocated, strong, and triadic. Krackhardt demonstrated that such ties "subject the [members] to group norms" (1999, p. 187; see also Kilduff & Krackhardt, 2008, pp. 249-256, and Tortoriello & Krackhardt, 2010) . 4 We dichotomized the cross-citation matrix at greater than one. At this level, each Simmelian triad (or "clique," in SNA terms) has at least 12 cross-citations (2 by 2 by 3). After using the UCINET routine to calculate Simmelian ties, we counted these Simmelian ties to the Basket of Eight, the 13 comparison journals, the IS and the non-IS journals. The graphic representation is shown in Figure 3 . It shows an underlying pattern of closely tied journals, not visible with the raw cross-citations in Figure 2 . Due to this simplification, several points are (literally) visible. Figures 2 and 3 are found at the close of the Appendix.
Clearly, Lowry et al. were correct in thinking that some of the journals that were proposed by experts are focused on cognate disciplines but not largely on IS. The figure shows four strong components, three of them small: one for management, one for information science, and one for software engineering. 
Balance of trade: Influences among disciplines
As noted above, we controlled for number of articles in our broader sample results for degree centrality. As a further test of the standing of a journal, another size-independent measure is the journal's "balance of trade" (Cronin & Meho, 2008) . This measure is particularly suitable for disciplines, such as IS, that seek to become a "reference discipline" that influences a variety of scholarly fields (Baskerville & Myers, 2002) . The balance of trade is found by comparing the citations sent and received between journal dyads. Neeley (1981) and Lockett and McWilliams (2005) used this method to compare management with longer-established disciplines, such as psychology, finding in both cases that the newer field draws heavily on the older fields but is accorded little recognition in return. Following the "trading metaphor" (Yan, Ding, Cronin & Leydesdoff, 2013) , Locket and McWilliams concluded that Management is in a "deficit" position with respect to foundational fields. That is, its citations to other fields are not matched by reciprocating recognition.
Technically, the balance of trade among journals is the difference between the transpose of the cross -citation matrix and that matrix, expressed as a percentage of the maximum of ij and ji. The result of these calculations is a non-symmetric set of dyadic relationships. The overall balance of trade for a journal is the mean of its dyadic balance of trade. UCINET has a transpose routine, and the resulting matrix can be exported as an Excel file, simplifying the remainder of the calculations. We conducted this analysis with both the journals in the sample of Lowry et al. and the wider sample, although the use of a different method implies that both analyses are of the broader sample type; they are conceptual replications. Thus, we generated the following post hoc hypotheses: Hypothesis A1a: Basket journals have a higher average balance of trade than the comparison IS journals in Lowry et al. based on the smaller sample. This hypothesis refers to narrow sample replication with respect to the sample but broader sample with respect to the method, which has no equivalent in Lowry et al. Hypothesis A1b: Basket journals have a higher average balance of trade than the comparison IS journals in Lowry et al. based on the extended sample.
Hypothesis A2: Basket journals have a higher balance of trade than the eight highest scoring other journals on this measure, using the extended sample. Hypothesis A3: IS journals have a higher balance of trade than the non-IS journals on this measure, using the extended sample. Hypotheses A2 and A3 refer to a purely broader sample replication. Results of these analyses are presented in Table 4 . As with the other tables, results are presented as z scores. The findings for the hypotheses follow: Using the delimited sample, the Basket journals have a larger average balance of trade than the comparison journals. This result is significant if we adopt a very modest standard of significance (p = 0.168). Using the wider sample, the Basket journals have a larger average balance of trade than the comparison journals, but this result is not statistically significant. The Basket journals do not have a larger average balance of trade than the eight highest scoring other journals. In fact, the reverse holds and is significant. The IS journals no not have a larger average balance of trade than the non-IS journals. In fact, the reverse holds and is modestly significant (p = 0.081). Caution is needed in interpreting these results, because the balance of trade is diminished by a high outdegree, which can be interpreted as the exploration by a journal of multiple sources of knowledge. Thus, we suggest that very high scores, as with ISJ and ISR, and very low scores, as with JDM, IT&M, and IJEC, are more indicative than are differences among the journals with middling scores. On balance, however, these results suggest that IS still has progress to make as a reference discipline.
Limitations
This study has limitations shared by all replications. We borrow the summary by Tsang and Kwan (1999: 770) : "Replicability does not mean conclusive verification, and failure to replicate does not mean conclusive falsification… Furthermore, … replication usually provides neither new concepts nor original approaches". This latter concern is especially disconcerting for a study that aims to make discoveries. Even a broader sample replication must hew sufficiently closely to the methods of its focal study that it can contribute to the confidence we should place in that study. Thus, our study is not free to ignore all the methodological needs of narrow sample or even "close" replications (Brandt et al., 2014) .
For assessing close replications, Brandt et al. (2014, p. 218) proposed "five ingredients" for a successful replication: "1. Carefully defining the effects and methods… 2. Following as exactly as possible the methods of the original study… 3. Having high statistical power… 4. Making complete details about the replication available… [and 5. … comparing [replication results] critically with to the results of the original study." These general requirements, and specifications such as exactly following the original "participant recruitment, instructions [and] stimuli" (p. 218) are well suited to the research milieu of Brandt and his nine colleagues, experimental psychology, and by contrast suggest limitations of our study. The limitation of our study that this list clarifies is limited statistical power due to its sample size. Aside from our use of a relatively modest 0.05 level for alpha, "only the sample size [could] be used to control power" (Verma & Goodale, 1995, p. 144 We have tried to be transparent and believe our study could be replicated. This possibility is one of the advantages of bibliometric studies that employ relatively stable databases such as Web of Science and Scopus. However, results from Google Scholar are not stable, among other limitation for bibliometric purposes noted in the Appendix. Even a broader sample replication such as ours cannot stray too far from the logic of the focal study, which in this case focuses on journal impact based on citations, and on cross citations as indications of centrality or relevance. Lowry et al. were clear that their goal, which they believe they achieved, was to find "bibliometric" support for the Basket. We thus share the limitations of this approach.
Bibliometric analysis has multiple uses, strengths and limitations (Narin, Olivastro, & Stevens, 1994; Okubo, 1997; Vogel, 2012) . We focus here on five limitations with important effects on our focal study and on this replication. First, both studies use snapshots of one citing year. Our experience with other bibliometric work shows that cross citations are unstable on a year-by-year basis.
A second limitation is that, as with most bibliometric studies of citations, we do not control for known influences on citations. Positive influences include age and reputations based on long-published but classic articles, and the publication of review essays or meta-analyses. Negative influences include the publication of short editorial essays and book reviews. As with Lowry et al., we treat these as noise. However, they are among the reasons that citations are certainly imperfect as measures of quality.
A third limitation we share with Lowry et al. is that the categorization of journals as related is fraught with challenges. We employ the journal categorizations in Lowry et al. These, as with any others, are limited by the variation in coverage and by the maturity of the scholarly field among journals. Thus, they classify Decision Sciences as a "Decision Science" journal rather than a "Management" journal. They classify Management Science as a "Management" journal rather than as an "MS/OR" journal. We can say that we find IS journals, as classified by Lowry et al., to be strongly inter-connected with certain other fields, as classified by Lowry et al.
From the perspective of replication, this is appropriate, but we would be wary of drawing any further conclusions about the scholarly fields without checking on the journals in question.
A fourth limitation, nearly universal in bibliometric studies, is that findings are contingent on the delineation of the sample boundaries. 6 Our sample is more inclusive than that in Lowry. However, we included only journals that his poll of IS scholars thought might be appropriate outlets for IS. An advantage of this decision is that there is reason to think that all the journals included may be field relevant. However, we cannot tell if we missed other scholarly fields that are connected with IS. As Jacobs (2014) argues, disciplines have fuzzy boundaries with considerable overlap. In our study we do not know, for example, about connections with Medical Informatics, which in turn connects with Chemical Informatics and Drug Discovery -all of which include contributions by established IS scholars in major IS departments.
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A fifth limitation is that citation and cross citation studies rely on formal, explicit measures of scholarly communications. Such communications flow though many media, such as hallway and conference chats, emails and listservs, social media, and unpublished writings and presentations. As Vogel (2012, pp. 1021-1022) notes, "bibliometric methods measure the products rather than the process of scientific communication… [or its] social component." He adds that the solution to this limitation can only come from quite different modes of study, such as ethnography. We have treated cross citations as unobtrusive measures of scholarly communications, but they are the tip of the iceberg of workflows and scholarly interaction. However, Lowry et al. is based on cross citations and we follow their lead. Citations also have the advantage of being conservative measures: once an influence reaches the point of a cross citation it has presumably become relatively important.
These limitations caution against extrapolating beyond patterns in journal publications. Journal publications are not reflective of all scholarly communication and their lags might mislead about future trends. That said, they are crucial elements in the perception and reputation of a scholarly field, both by its own members and by others (Pfeffer, Leong, & Strehl, 1977; Hambrick & Chen, 2008) . Moreover, our hypotheses are explicitly framed by and limited to journal publications.
Discussion
Two of three steps proposed by Merton to explain the rise of sociology, and borrowed by Hambrick and Chen (2008) to explain the rise of Strategic Management, are "differentiation" -the assertion of a distinctive domain -and "legitimation" -recognition for quality scholarship. Without them, scholars in new fields, such as IS, have trouble controlling key resources, such as hiring, tenure, and promotion within faculty lines (Hambrick & Chen, 2008; Stewart & Miner, 2011) . A well disseminated perception in the IS field is that achieving such control over scholarly careers has been challenging (Benbasat & Weber, 1996; Lowry et al., 2013; Templeton & Lewis, 2015) . The promotion by the AIS Senior Scholars of the high quality of eight IS-specific journals, and the efforts of Lowry and his colleagues to validate that set, were self-consciously efforts to ameliorate these problems. These efforts sought to differentiate and to legitimize the field, as they construed it. Lowry et al. (2013, p. 995 ) chose an interesting word for their goal: they sought "hard empirical evidence [that] is pivotal to reify" the Basket; that is, to make of a construct, a cognitive category, something more substantial: a thing.
Efforts to promote the Basket exemplify attempts by "relatively small and cohesive élite groups… to determine the standards governing access to key resources, including prestigious journal space" (Whitley, 2000, p. xxv) . As Whitley cautioned, the field of Management (broadly defined) is "a fragmented autocracy [with a] high level of task uncertainty… and low levels of task and strategic interdependence" (2000, p. xxxi; also Vogel, 2012; Whitley, 1984) . We have noted trends in impact factors suggesting that the efforts of IS élites have had some success in improving the standing of the Basket. Moreover, the FT45 is being replaced with an FT50, which adds the Journal of Management Information Systems to MIS Quarterly and Information Systems Research. Our findings are consistent with this addition. However, we have noted based on work by Dean, Lowry and Humpherys (2011) and our own replication of that study, that IS scholars in research intensive universities publish in a diverse set of journals and achieve promotion to Associate Professor.
Lists of ranked journals are targets of critiques (e.g., Brembs, Button, & Munafò, 2013; Mingers & Willmott, 2013) , but this has not hindered their near-ubiquity. A search of peer-reviewed works in ProQuest yields 746 items with "(journal* AND rank* AND list*)" in the abstracts alone.
8 These lists are typically singular, with each journal assigned one and only one rank. This property is shared by Lowry et al. As we have seen, their list is singular because it merges citations and centrality into a single joint value. We have also seen that citations and centrality are orthogonal. For example, with the journals in the broader sample replication with the highest 25 joint scores, the correlation between the citations and centrality is -0.306. Scholars who seek the "best" journals as outlets for their work must, consequently, consider tradeoffs.
Depending on their publication goals, career circumstances, and approaches to IS research, IS scholars can choose from a wider set of journals than would be possible with only one delineation of the top journals. We find that major, broad-coverage Management journals such as Management Science could be included in a forum for the highest quality Where IS scholars publish Paths from journals in our wider sample to journals in Lowry's sample Problems with the h-index and Google Scholar Self-citation problems with JIT? "Quality" citations and the FT45 list Citations and centrality: three differences Dichotomized or valued data in cross-citation matrixes Information centrality Bonacich Power centrality Tables and figures:  Table A2 . Comparison of Journal Self-Citation Calculations Table A3 . Z Scores of Citation Measures for 73 IS and IS-Relevant Journals Table A4 . Z Scores of Centrality Measures for 73 IS and IS-Relevant Journals Table 2 9 Whereas their sample included all Carnegie research categories, we included only the most research active ("very high") level. Our sample of 67 promoted scholars is thus smaller than their sample of 210. We classified the promoted professors' publications to compare them with Lowry et al.: all journals that they did not consider, the eight they included from the Basket, the 13 that they included as other high-level journals dedicated to IS, and the 119 journals that they considered for inclusion but decided to exclude from comparison with the Basket. The modal reason for exclusions was a provenance "primarily" in another discipline, with 55 excluded on this basis, 28 from CS and 10 from Management or OB/Management. By the latter, they meant Organization Science and Organizational Behavior and Human Decision Processes.
We distinguished between exclusions based on discipline from the other reasons, and noted journals that were not considered at all for inclusion by Lowry et al. We also followed Dean et al. by classifying journals as business (not IS) and as CS and Engineering. For this purpose, we used the ISI classifications found in Journal Citation Reports. These classifications are widely used in bibliometric studies despite recognized limitations (Rafols & Leydesdorff, 2009; Zhang, Liu, Janssens, Liang, & Glänzel, 2010) . We find them to have face validity in the present usage. We report the results for the articles of the 67 IS scholars in Table A1 . Notes: C.I.: Confidence Interval, recognizing that the data are not a random sample. The 67 scholars are those with data on publications on their university website who were promoted to Associate Professor in the last decade in one of the 115 "highest research activity" universities in the Carnegie classification.
Our results are very close to those in Dean et al. (2011) . They found that promoted IS scholars published 23% of their articles in CS and Engineering journals; we find 24%. They found 22% of articles in non-IS business journals; we find 21%. Comparing our results with the 21 IS journals examined in Lowry et al., we find that the promoted scholars averaged about five articles in included journals, four in explicitly excluded journals, and four and a half in non-considered journals. Our findings could be interpreted as consistent with the prescriptions in Lowry et al., as almost one quarter of the articles appeared in Basket journals. However, our results, like those of Dean et al. (2011) , could be interpreted as not consistent, as nearly two thirds of the articles appeared in excluded or nonconsidered journals.
A2 Journal paths and the formation of the broader sample
A strong component might be made up of lengthy, indirect paths between journals. In that case, their connections would be too tenuous to regard them as providing meaningful scholarly cross-fertilization. We wanted to ensure that the paths needed to reach the Lowry et al. sample were no longer than two steps in each direction (for the rationale: Bohlin, Viamontes Esquivel, Lancichinetti, & Rosvall, 2016) . That is, each journal should be able to reach every Lowry et al. journal 
A3 Limitations of the h-index and Google Scholar
As noted in the body of this paper, the most critical problem with the h-index was demonstrated by Waltman and van Eyk (2012) , who showed that it generates incoherent results given relative and absolute changes in performance (i.e. impact), and generates inconsistent results across levels of aggregation. Other critiques have been made by the statisticians Adler, Ewing, and Taylor (2009) and by the information scientists Costas and Bordons (2007) and Rousseau, García-Zorita, and Sanz-Casado (2013) . For example, Adler et al. assert that "the h-index and its variants… lose crucial information that is essential for the assessment of research" (pp. 1-2, emphasis added). A related problem is that these measures as used are based on GS. Lastly, two of the four indexes used in Lowry et al., the hc-index and the e-index, have been replaced by other metrics. Thus, for comparison (narrow sample replication) purposes we use the h-index, the g-index and cites/paper. Jacsó (2012, p. 464 ) is even more critical than Aguillo (2012) , arguing that GS is "very inappropriate for bibliometric and scientometric purposes." We see two problems with GS that are particularly relevant here. First, it does provide control over the time period for cited items, but no control for the time period of the citing items. Currently, this means that when we search for citations to articles from 2008-2009 (the relevant period for replication), we retrieve citations from an eight-year window. This is eight times the period for related measures in Journal Citation Reports and in Scopus. More crucially, this means we cannot replicate earlier searches. Actually, GS is unstable over much shorter time frames. On recalculating our results using identical methods (for example, using the ISSN rather than title), we found differences for four of eight journals within less than 24 hours. Results for DSS, ISR, JMIS, and OSC were unchanged, but cites/paper for EJIS went from 74.40 to 76.34, for JIT from 55.29 to 55.50, for AMJ from 168.60 to 169.92 and for ASQ they dropped from 137.33 to 133.98.
A second and larger problem is that the population searched is noisy (Jacsó, 2011; . For example, it retrieves from sources that are heterogeneous across journals. For some journals, most if not all cited works are found on the publisher's site, but for some journals, such as Information Research and MIT Sloan Management Review, no publisher exists (in the unusual case of IR) or no publisher appears in the retrieval (SMR). For most journals, cited works are found in a variety of sites. For example, the Journal of Database Management has nine articles found on the site of its publisher, igi-global, but 30 articles are counted in all. The nine articles have 33.11 cites per paper (as of 03-23-2016) but the noisier, full set has only 17.97. By and large, the non-publisher sites have many fewer citations and are inconsistent across journals. Thus, we use Publish or Perish to sort by publisher and use only articles on the publisher site, which has the result of under-counting an unknown number of legitimate sources. For MISQ, we had to make an exception and use JSTOR as the source, as it is the only source for the great majority of such citations.
A third problem that is less ubiquitous is that GS retrievals stop at 1,000 works. Of course, this includes works such as citations (i.e. citations to the work) that should be uncounted (unchecked in Publish or Perish), which compounds the problem that some journals, such as EJOR, publish more than one 1,000 in a year, and others, such as ESA, publish more than 1,000 in a two-year window. The latter renders the calculations of the h index and its variants problematic but the former renders the results flawed without a solution.
The larger coverage provided by GS has value for assessments of the many journals that are not included in the WoS or Scopus databases. In our sample, only the Journal of Organizational and End User Computing lacks either coverage. It is neither an excluded or comparison journal in Lowry et al., but merely a journal that they considered. It also had a two-year JIF of only 0.243 in its first year of WoS coverage (2012), so we regard this exception as insufficient to justify using GS more broadly. The problem with time periods could be solved with a highly time-consuming process of checking on each individual citation. However, this would not solve the problem that, because the dataset is dynamic, the searches from a few years ago cannot be replicated.
A4 Journal self-citations and the Journal of Information Technology
Lowry et al. reported the journal self-citation data from WoS, but asserted that this is insufficient to evaluate excessive self-citations. Thus, they calculated their own metrics using GS data for one and a half year periods (pp. 999-1001). They reported these results as "short-term self-citations," which is an unusual (apparently unique) metric. The key conclusion they drew from this analysis is that the Journal of Information Technology (JIT), one of the Basket journals, "does not presently exhibit self-citation rates and IS community influence of a top, mainstream IS journal" (p. 1006). They reported an extreme self-citation rate for JIT of 77.8%.
The Lowry et al. finding of 77.8% short-term self-citations for JIT contrasts sharply with the rates reported in Journal Citation Reports. Therefore, we explored the Lowry et al. self-citation findings. For reasons noted, at a later time it is not possible to replicate using GS, which was the basis of their figures, nor did we see how to generate a half-year of data. However, we could retrieve data for single year periods from Web of Science. We examined citations by dividing the self-citations by all citations, with one year cited periods and the following year cited period. We used the acronyms from JCR as they retrieve more citations than full journal titles. For example, we used BUS INFORM SYST ENG+ for the journal that Lowry et al. refer to as WIRT. Results are presented in Table A2 . Two findings stand out. First, JIT did not experience high levels of self-citations, based on WoS; in fact, its levels were low. Second, there is considerable year-to-year fluctuation, which calls into question the argument in Lowry et al. that short time periods are best for this consideration.
A5 Distinctions between citations and centrality in the context of cross citations
There are three differences. Citations potentially refer to about 20,000 journals, depending on database, whereas the former refer to 20 other journals, in the case of the matrix developed by Lowry et al. The latter refer only to indegrees (citations received), whereas the former refer (depending on the measure) to indegrees, outdegrees (citations sent) or both. The latter refer only to direct ties (except for the SJR measure in Scopus), whereas the former can refer to local (direct) and global (indirect) measures.
A6 Cross-citation matrixes: Valued or dichotomized
An important judgment needed for SNA with cross-citations is whether to retain valued data or to dichotomize the adjacency matrix at if >0, 1 or some other level, such as the matrix mean. For many SNA analyses, there is no choice: the routines cannot use valued data. In the former case, one captures data on citations of article-tojournal and journal-to-article. In the latter case, one captures data on citations of journal-to-journal and the reverse.
11 Lowry et al. does not report its decision, but it makes possible a replication of its cross-citation matrix for the 21 journals of its sample. We created such a matrix to experiment with various SNA alternatives. We determined on this basis that Lowry et al. used article level (valued matrix) not journal level (dichotomized matrix) data. To replicate their approach, and to avoid losing the data regarding the number of articles cited, we used article level data.
A7 Centrality measures: Information centrality
Information centrality loses data on asymmetry, which can be pronounced with some journal dyads. In the UCINET information centrality routine, the default symmetrizes by the maximum. Because this symmetrization results in the highest correlation with our replication, we presume that this was the method that was used in Lowry et al. This leads to odd results. For example, two pairs of journals with cross-citations of 0, 20 and 20, 20 would register identically as 20, 20. We used the sum (equivalent in practice to the mean). In the example above, the two pairs would register as 20, 20 and 40, 40, which at least retains the ratio of totals between the pairs.
A8 Bonacich Power centrality
Bonacich Power analysis requires a fundamental decision: does a connection to highly connected alters increase or decrease ego's power (Bonacich & Rodan, 2011) ? For access to information, for example, we expect a positive relationship and we choose a positive beta, whereas for dominance of dependent others we expect a negative relationship and we choose a negative beta. Rodan (2011) has shown that in many cases, the choice of beta is immaterial. However, in the present case the choice of beta proves to be important, generating a wide range of results. Moreover, none of these results are intelligible across a range of beta selections.
Using valued (article level) results, we find the following journals to be the most highly central: with the UCINET default beta calculation of 0.012, the top five in order are ESA, EJOR, COR, ISC, and OMEG. With beta of -0.1, they are ISR, IJHCS, OSC, CSCW, and I&ST. With a beta of -0.5, they are ISM, IR, TIS, ITM, and BISE. With a beta of 0.1, they are ISC, KBS, OR, ESA, and MS. With a beta of 0.5, they are JDM, CSCW, JOEUC, DBAIS, and I3TC. Because it is highly skewed to outdegrees, BISE has the highest BP score with a beta of 0.25 and above. As a minor point, MISQE, which has an outdegree of zero, should have a BP of zero, not 4.32 as in Lowry et al. (2013 ,  Table F1 ).
A9 Rank ordering the Basket journals
Do the replications validate the rank ordering within the Basket proposed by Lowry et al.? Their ordering (p. 1006) was: "the top-tiered IS journals are MISQ, ISR, and JMIS in that specific rank order, with a gap following that tier… EJIS, ISJ, JAIS, and JSIS occupy the next tier… [However,] JIT does not presently exhibit self-citation rates and IS community influence of a top, mainstream IS journal… JIT would be in the second cluster is shortterm citation measures were not considered… the second cluster, unlike the first tier, has no natural rank order, except for JAIS perhaps being of higher quality than the other three…" Based on the narrow sample replication, our rank ordering is the same for the top three of MISQ, ISR, and JMIS. The broader sample replication also ranks MISQ first and JMIS third, but ISR fourth, not second, and JAIS is second. Both replication approaches rank ISJ eighth, whereas it ranks fifth in Lowry et al. Our analysis, as noted above, does not support the claims of excessive self-citation in JIT.
A10 Disaggregated citation and centrality measures
The disaggregated results for citations and centrality, summarized in Table 2 , are presented in Tables A3 and A4 , below. (Lowry et al, 2013 (Lowry et al, , pp. 1000 (Lowry et al, , 1001 (Lowry et al., p. 999) . This effectively skews towards outdegrees for reasons noted in the text. The centrality average (Cent Av.), for the broader sample replication, is the mean of information centrality, indegree centrality and outdegree centrality, both of which are corrected for number of articles. The social network measures: Freeman degree centrality (outdegrees -citations sent, and indegrees -citations received), information centrality and Bonacich Power centrality (BPC) are calculated based on the cross-citation matrix of 73 journals in either direction. These metrics reflect the extent to which the journal is central or peripheral with respect to journals in or relevant to IS, as reflected in Lowry et al. (2013, Appendix B) , which notes journals from prior IS journal rankings and scholarly opinion as surveyed by the Lowry et al. authors. The framed Bonacich Power measures should be used cautiously if at all. This is evident in comparing p values. Further, the correlation with our preferred (broader sample replication) average is only 0.105 Notes: The narrow sample replication so far as possible (differing largely due to changes in Google results) whereas the broader sample, for citations, uses the six measures not from Google Scholar (thus not including the h-index and g-index); for centrality, just outdegree and indegree, both corrected for number of articles, and information centrality, not Bonacich Power. The narrow sample replications include measures from Google Scholar, including the h-index and g-index, and Bonacich Power. Our reasons for excluding them in our suggested alternative measures are stated below in the Appendix.
