The nonlocal residual symmetry related to 
Introduction

15
It is known that the Burgers hierarchy is of the form 16 [1] [2] [3] [4] [5] [6] [7] 
18
(1) 19 Substituting n = 1, 2, 3, 4i n t o( 1), one can get few 20 elements of the hierarchy (1), which are 22 u t = 2uu x + u xx , They are of first order, second order, third order 27 and fourth order, respectively. The third-order Burg-28 ers equation, similar to the second-order ones, appear 29 in many physical and engineering fields [8] [9] [10] , such 30 as the plasma physics and fluid mechanics. In addi-31 tion, these equations play a key role in nonlinear the-32 ory and mathematical physics, in particular in the inte-33 grable system, soliton theory, nonlinear wave theory, 34 and so on. It is to be noted that Eq. (3) is the dissipative 35 Burgers equation; by using the Hopf-Cole transforma-36 tion, this equation can be reduced the heat equation 37 u t − u xx = 0. Moreover, the third equation in Eq. (4) 38 is the well-known Sharma-Tasso-Olver (STO) equa-39 tion. The Burgers equation and the STO equation were 40 investigated in many papers such as [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . In paper 41 In Sect. 3, we employ potential symmetry on this equa- The STO equation (4) is Painlevé integrable [7, 11] .
74
In order to get residual symmetry via Painlevé analy- 
78 Plugging (7)into(4), one can have 
Vanishing the coefficients of φ −4 , one can get
The compatibility conditions at j = 1, 3 and this equa-95 tion possesses the Painlevé property [7, 11] . Moreover, 96 from the coefficients of φ 0 and φ 1 , one can obtain
97
Lemma 1 u 0 = φ x is a symmetry of (4) with a solution 98 of u 1 .
99
In order to proof this Lemma, we first give the defi-100 nition of symmetry [12, 13] and the Lemma 2.
101
Definition 1 [12, 13] Given an evolution equation 
130 and the potential equation
132
The point symmetry
137
where ε is the group parameter, and
140
for any (u,v)that solves system (18);
143 is the infinitesimal generator of the point symmetry
147
153
Here, D x and D t denote the total derivative operator 155 and are defined by 
165 
Solving these equations, one can obtain (27). 
Theorem 2
The potential equation (19) admits the 187 point symmetry (20) 188
190
here F = F(x, t), and F also satisfies F t − F xxx = 0.
193
Proof: One can get the determining equations
194 ξ v = 0, 195 τ v = 0, 196 τ x = 0, 197 ξ xvv = 0, 198 ψ v + ψ vv = 0, 199 τ t − 3ξ x = 0, 200 ψ t − ψ xxx = 0, 201 ξ t + 2ξ xxx = 0, 202 ψ x + ψ xv − ξ xx = 0.(28)
203
Solving these equations, one can obtain (30). 
223
In order to linearize (4), we use the Theorems as 224 shown in [21, 22] . In the previous section, we showed 225 that the system (17)
admits the infinite-parameter Lie group of point trans-229 formations with infinitesimal generator
where
is an arbitrary solution of the 232 linear system of equations
Then, one has
We now identify
In this way, one can get
It is easy to get a particular solution, which is
Then, the invertible mapping µ is given by
which transforms (29) to the following linear system
Consequently, the noninvertible mapping 
269
For this case, the invariants is ξ = t, and we get the 270 trivial solution v = c 1 .
271
Case 2 X 2 .
272
For this case, the invariants is ξ = x, and one can
275
For this case, we get the integrating factor
277
where C 1 , C 2 , C 3 and C 4 are arbitrary constants.
278
In this way, (41) can be reduced into following cases:
281
283 Solving the first one, one can obtain
(47)
286 Putting (47)into(44), (45), (46), one can get 287 c 2= C 1 2 , c 3 =− C 1 C 2 2 , c 4 = (C 1 C 2 ) 2 + 8c 1 2C 1 .
(48) 289
Case 3 λX 1 + X 2 .
290
For the linear combination, the invariants is ξ = 291 x − λt and f (ξ ), and one can have
For this case, we get the integrating factor where C 1 , C 2 , C 3 and C 4 are arbitrary constants.
297
In this way, one can have
Solving (51), one can get
Substituting (55)into (52), (53) and (54), one can get 308
Case 4 X 4 .
311
One can get the invariants and function are ξ = xt
and f (ξ ), and one can have
We get the integrating factor
. (58)
Solving (60), one can get 
354
.., and 
362 for a set of functions {T i [U ]} [22] [23] [24] .
363
If U σ = u σ (x) is a solution of PDE system, then 364 one can get the conservation law 3. The Euler operators defined by [22] [23] [24] [25] 369
371 for each j = 1, 2,...,m. By employing the fol-
374 one can get a set of multipliers. 
Conservation laws of (4)
376
From the above, we suppose the conservation law is 377 given by D x T x + D t T t = 0 on the solutions of (4).
378
For the fourth-order multiplier, one can get
Solving them, one can get
Therefore, one can yield the fluxes
6.3 Conservation laws of (40) 387
Applying the previous steps, for the fourth-order mul-388 tiplier, one can get 
