Full-rank representation of generalized inverse AT,S(2) and its application  by Sheng, Xingping & Chen, Guoliang
Computers and Mathematics with Applications 54 (2007) 1422–1430
www.elsevier.com/locate/camwa
Full-rank representation of generalized inverse A(2)T,S and
its applicationI
Xingping Shenga,b, Guoliang Chena,∗
aDepartment of Mathematics, East China Normal University, Shanghai 200062, People’s Republic of China
bDepartment of Mathematics, Fuyang Normal College, Fuyang Anhui 236032, People’s Republic of China
Received 24 October 2006; received in revised form 12 April 2007; accepted 16 May 2007
Abstract
In this paper, we introduce a full-rank representation of the generalized inverse A(2)T,S of a given complex matrix A, which
is based on an arbitrary full-rank decomposition of G, where G is a matrix such that R(G) = T and N (G) = S. Using this
representation, we introduce the minor of the generalized inverse A(2)T,S ; as a special case of the minor, a determinantal represen-
tation of the generalized inverse A(2)T,S is obtained. As an application, we use an example to demonstrate that this representation
is correct.
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1. Introduction
The set of all m× n complex matrices of rank r is denoted by Cm×nr . Tr(A) denotes the trace of a square matrix A;
the determinantal rank of A is denoted by ρ(A). |A| or det A denotes the determinant of A. R(A) and N (A) denote
the range and null space of A, respectively. adj(A) and A∗ denote the adjoint and the conjugate transpose of A.
For any matrix A ∈ Cm×n , let M and N be Hermitian positive definite matrices of order m and n, respectively, and
consider the following equations in X :
AX A = A (1)
X AX = X (2)
(AX)∗ = AX (3)
(X A)∗ = X A (4)
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(MAX)∗ = MAX (3M)
(N X A)∗ = N X A. (4N)
X is called a {2} inverse of A if it satisfies (2). X is called the Moore–Penrose inverse (abbreviated M–P) of A if it
satisfies (1)–(4), and denoted by AĎ. X is called the weighted Moore–Penrose inverse of A if it satisfies (1), (2), (3M)
and (4N), and denoted by AĎM,N .
Also, in the case m = n, considering the following equations:
Ak+1X = Ak (1k)
AX = X A (5)
for a positive integer k = ind(A) = min{p : rank(Ap+1) = rank(Ap)}.
A matrix X = Ad is said to be the Drazin inverse of A if (1k), (2) and (5) are satisfied. When k = 1, Ad is called
the group inverse of A and denoted by Ag .
Let A ∈ Cm×n and L be a subspace of Cn ; if AL⊕ L⊥ = Cn , PL(APL + PL⊥)−1 is called the Bott–Duffin inverse
and denoted by A(−1)L .
The generalized inverses above can be found in [1,2].
Let A ∈ Cm×n and L be a subspace of Cn . If A is an L-p.s.d. matrix, PL(APL + PL⊥)Ď is called a generalized
Bott–Duffin inverse and denoted by A(Ď)L , which can be found in [3].
The above important common six kinds of generalized inverses are all generalized A(2)T,S , having the prescribed
range T and null space S of {2} (or outer) inverse of A.
The following notation will be used in this paper.
Let Qk,m = {α : α = {α1, α2, . . . , αk}, 1 ≤ α1 < α2 < · · · < αk ≤ m} denote the strictly increasing sequence
of k elements from 1, 2, . . . ,m, A ∈ Cm×n . For α ∈ Qk,n , β ∈ Qk,m , A[α, β] denotes the submatrix of A with row
indices α and column indices β. For simplicity, we write A[I, J ] as AI J , for any index sets I and J , and let AI∗, A∗J
denote the submatrix of A lying in the row indexed by I and in the column indexed by J respectively. Define
I(A) = {I ∈ Qr,m : rank(AI∗) = r}
J (A) = {J ∈ Qr,n : rank(A∗J ) = r}
N (A) = {(I, J ) ∈ Qrm × Qrn : rank(AI J ) = r}.
By [4],
N (A) = I(A)× J (A).
For α ∈ Qk,m , β ∈ Qk,n , let
I(α) = {I ∈ I(A) : α ⊂ I },
J (β) = {J ∈ J (A) : β ⊂ I },
N (α, β) = {(I, J ) ∈ N (A) : α ⊂ I, β ⊂ J }.
Thus
N (α, β) = I(α)× J (β).
If A is a square matrix, then the coefficient of |Aα,β | in the Laplace expansion of |A| is denoted by ∂∂|Aα,β | |A|, that is,
∂
∂|Aα,β | |A| = (−1)
s(α)+s(β) det(A[α′, β ′])
where A[α′, β ′] denotes the submatrix obtained by deleting the α-rows and β-columns and s(α) denotes the sum of
the integers in α.
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For the special case α = i, β = j , we get the cofactor of ai j : ∂∂ai j |A|.
Further, if the matrix A is nonsingular, then the Jacobi identity [5] relates the minors of the inverse A−1 to those
of A:
det A−1[β, α] = (−1)s(α)+s(β) det A[α
′, β ′]
det A
.
Moreover if A = (ai j ) is an m × n matrix and AI J is a submatrix of A with (I, J ) ∈ N (A) and A[α, β] is a
submatrix of A, then we define ∂
∂|Aα,β | |AI J | as above if (I, J ) ∈ N (α, β).
The volume of A, denoted by Vol(A), is zero if rank(A) = 0; otherwise
Vol A =
√ ∑
(I,J )∈N (A)
det2 AI J .
The following two formulas will be used repeatedly in the following sections.
(1) Laplace expansion formula
Let A is a square matrix with order n, and α, β ∈ Ql,n ; then∑
γ∈Ql,n
(−1)s(α)+s(γ ) det A[α, γ ] det A[β ′, γ ′] =
{
0 α 6= β
det A α = β.
(2) Cauchy–Binet formula
Let A ∈ Cm×p, B ∈ C p×n , l ≤ min{m, p, n} and α ∈ Ql,m, β ∈ Ql,n ; then
det AB[α, β] =
∑
γ∈Ql,p
det A[α, γ ] det B[γ, β].
We use C p(A) to denote the pth compound matrix A with rows indexed by p-element subsets of 1, 2, . . . ,m,
columns indexed by p-element subsets of 1, 2, . . . , n, and the (α, β)-entry defined by |Aαβ |; for α ∈ Q p,m , β ∈ Q p,n .
2. Preliminaries
In 1974, Ben-Israel [1] gave a definition of A(2)T,S , which is as follows:
Lemma 2.1 ([1]). Let A ∈ Cm×n be of rank r, let T be a subspace of Cn of dimension s ≤ r , and let S be a subspace
of Cm of dimension m − s. Then A has a {2} inverse X such that R(X) = T and N (X) = S if and only if
AT ⊕ S = Cm .
In this case X is unique. This X is denoted by A(2)T,S .
The next lemma shows that the common six kinds of generalized inverses: AĎ, AĎM,N , Ad , Ag, A
(−1)
L and A
(Ď)
L are
all generalized A(2)T,S (for which there exists a matrix G such that R(G) = T and N (G) = S).
Lemma 2.2 ([1]). (1) Let A ∈ Cm×n . Then for the Moore–Penrose inverse AĎ and the weighted Moore–Penrose
inverse AĎM,N , one has
(a) [1] AĎ = A(2)R(A∗),N (A∗),
(b) [1] AĎM,N = A(2)R(A#),N (A#), where M and N are Hermitian positive definite matrices of order m and n,
respectively. In addition A# = N−1AM.
(2) Let A ∈ Cn×n . Then for the Drazin inverse Ad , the group inverse Ag , the Bott–Duffin inverse A(−1)L and the
generalized Bott–Duffin inverse A(Ď)L , one has
(c) [1] Ag = A(2)R(A),N (A) if Ind(A) = 1,
(d) [1] Ad = A(2)R(Ak ),N (Ak ) if Ind(A) = k,
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(e) [1] A(−1)L = A(2)L ,L⊥ , where L is a subspace of Cn and satisfies AL ⊕ L⊥ = Cn ,
(f) [3] A(Ď)L = A(2)S,S⊥ , where L is a subspace of CnS = R(PL A), and A is an L-p.s.d. matrix.
In 1998, Wei [6] gave an expression for the generalized A(2)T,S by using the group inverse; this gave a new method
for studying A(2)T,S .
Lemma 2.3 ([6]). Let A ∈ Cm×n be of rank r, let T be a subspace of Cn of dimension s ≤ r , and let S be a subspace
of Cm of dimension m − s. In addition, suppose G ∈ Cn×m such that R(G) = T and N (G) = S. If A has a {2}
inverse of A(2)T,S then
Ind(AG) = Ind(GA) = 1.
Further we have
A(2)T,S = G(AG)g = (GA)gG.
Lemma 2.4. Let A ∈ Cn×n be a nonsingular matrix and α = (α1, α2, . . . , αk), β = (β1, β2, . . . , βk). Then
det((adj A)[α, β]) = (det A)k−1(−1)s(α)+s(β) det A[β ′, α′].
Proof. It is well known that if A is nonsingular, the inverse of A is given by
A−1 = adj A
det A
.
From this we have
det A−1[α, β] =
(
1
det A
)k
det((adj A)[α, β]).
Then by the Jacobi identity, we can obtain(
1
det A
)k
det((adj A)[α, β]) = (−1)s(α)+s(β) det A[β
′, α′]
det A
.
So, we have
det((adj A)[α, β]) = (det A)k−1(−1)s(α)+s(β) det A[β ′, α′]. 
Lemma 2.5 ([1] (Full-Rank Decomposition)). Let A ∈ Cm×nr , and A = FG be an arbitrary full-rank decomposition
of A; then we have
R(A) = R(F)
and
N (A) = N (G).
In the past thirty years, the subject of computation for A(2)T,S was investigated by numerous authors, e.g., Chen
et al. [7,8], Climent et al. [9], Djordjevic´ and Stanimirovic´ [10–12], Wei and Wu [13,14], etc. Most of those works
concentrated on an iterative method or approximation for computing A(2)T,S . In this paper we have presented a full-
rank representation of the generalized inverse A(2)T,S of a given matrix A which is based on an arbitrary full-rank
decomposition of G, where G is a matrix satisfying R(G) = T and N (G) = S. On the basis of this representation,
we introduce the minor of this generalized inverse A(2)T,S ; as a special case of the minor, we also obtain a determinantal
representation of this generalized inverse A(2)T,S .
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3. Main results
Theorem 3.1. Let A, T, S and G be the same as in Lemma 2.3. G has an arbitrary full-rank decomposition, that is
G = PQ. If A has a {2} inverse A(2)T,S , then
(1) QAP is an invertible complex matrix.
(2) A(2)T,S = P(QAP)−1Q.
(3)
ν = det(QAP) =
∑
J∈J (AG)
(AG)J J =
∑
J∈J (GA)
(GA)J J .
Proof. (1) According to Lemma 2.5, we have
R(G) = R(P) = T
and
N (G) = N (Q) = S.
By Lemma 2.1, we can get
R(AP) = AR(P) = A(G) = AT .
This means
r(AP) = dim AT = dimT = s.
From this we know that AP is also a full column rank, so AG = APQ is a full-rank decomposition of AG. According
to Lemma 2.3 we know that Ind(AG) = 1. The nonsingularity of QAP can be easily obtained.
(2) By directly computing, we know that
P(QAP)−1QAP(QAP)−1Q = P(QAP)−1Q.
This implies
P(QAP)−1Q ∈ A{2}.
Then by the fact that P, Q are full column and full row rank respectively, we can easily get
R(P(QAP)−1Q) = R(P) = T
and
N (P(QAP)−1Q) = N (Q) = S.
This shows that A(2)T,S = P(QAP)−1Q.
(3) Using r(AG) = r(G) = s. From
Tr(Cs(AG)) = Tr(Cs(A)Cs(G)) = Tr(Cs(A)Cs(P)Cs(Q))
= Tr(Cs(Q)Cs(A)Cs(P)) = Tr(Cs(QAP)) = det(QAP).
In the same way, we can get
Tr(Cs(GA)) = det(QAP).
So we have
ν = det(QAP) =
∑
J∈J (AG)
(AG)J J =
∑
J∈J (GA)
(GA)J J .
When G = A∗ and G = A (ind(A) = 1), the above result is exactly the full-rank representation for AĎ and Ag ,
respectively. 
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Corollary 3.1.1 ([15, Theorem 2.1]). Let A ∈ Cn×n , ind(A) = k, rk = r(Ak). Also suppose Ak = PQ is a full-rank
factorization of Ak . Then
(1) QAP is an invertible complex matrix.
(2) Ad = P(QAP)−1Q.
(3) ν = det(QAP) =∑J∈J (Ak+1)(Ak+1)J J .
Corollary 3.1.2. Let A ∈ Cn×n with rank(A) = r , L be a subspace of Cn satisfying AL ⊕ L⊥ = Cn . Let U be a
matrix whose columns form a normal orthogonal basis for L. Then
A(−1)L = U (U∗AU )−1U∗.
Proof. Let G = PL in Theorem 3.1; according to the condition, we know that PL = UU∗ is a full-rank factorization
of PL . This shows the correction of the formula.
In the same way we can give the generalized Bott–Duffin inverse A(Ď)L ; here we omit. 
In the following theorem, we will introduce the minor of the generalized inverse A(2)T,S , then give a determinantal
representation of it.
Theorem 3.2. Let A, T, S and G be the same as in Lemma 2.3 and let α = (α1, α2, . . . , αk), β = (β1, β2, . . . , βk).
If A has a {2} inverse A(2)T,S , we have
det A(2)T,S[β, α] = ν−1
∑
(I,J )∈N (α,β)
detG J I
∂
∂|Aαβ | |AI J |
where
ν = det(QAP) =
∑
J∈J (GA)
det(GA)J J .
Proof. According to Theorem 3.1, we have
A(2)T,S = P(QAP)−1Q =
Padj(QAP)Q
|QAP| = ν
−1Padj(QAP)Q
where
ν = det(QAP) =
∑
J∈J (GA)
det(GA)J J .
Then we have
det A(2)T,S[β, α] = det(ν−1Padj(QAP)Q[β, α])
= ν−k det(Padj(QAP)Q[β, α]).
Using the Cauchy–Binet formula and Lemma 2.4, we obtain
det A(2)T,S[β, α] = ν−k
∑
v
∑
u
det P[β, u] det(adj(QAP))[u, v] det Q[v, α]
= ν−kνk−1
∑
v
∑
u
det P[β, u](−1)s(u)+s(v) det(QAP)[v′, u′] det Q[v, α]
= ν−1
∑
v
∑
u
det P[β, u] ∂
∂|(QAP)vu | |QAP| det Q[v, α].
Note that∑
u
det P[β, u] ∂
∂|(QAP)vu | |QAP| = det K
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where K is the matrix obtained from QAP by replacing the v-rows of QAP with the β-rows of P . Let v
= {v1, v2, . . . , vk}. Then, if we write as B the matrix obtained from QA by replacing the vi th row of QA with
the row (0, 0, . . . , 0, 1, 0, . . . , 0), where the βi th entry is 1, i = 1, 2, . . . , k, and all other entries are zero, then we
have K = BP . Hence by the Cauchy–Binet formula
det K = det BP =
∑
J∈J (β)
det B∗J det PJ∗ =
∑
J∈J (β)
det PJ∗
∂
∂|(QA)vβ | |QA∗J |.
Thus
det A(2)T,S[β, α] = ν−1
∑
v
∑
J∈J (β)
det PJ∗
∂
∂|(QA)vβ | |QA∗J | det Q[v, α]
= ν−1
∑
J∈J (β)
∑
v
det PJ∗
∂
∂|(QA)vβ | |QA∗J | det Q[v, α].
Note that again for all J and α ∈ J ,∑
v
∂
∂|(QA)vβ | |QA∗J | det Q[v, α] = det L∗J
where L is the matrix obtained from QA by replacing the β-columns of QA with the α-columns of Q, under the
conditions α = (α1, α2, . . . , αk) and β = (β1, β2, . . . , βk). Then, if we write as C the matrix obtained from A by
replacing the βi th column of A with the column (0, 0, . . . , 0, 1, 0, . . . , 0)>, where the αi th entry is 1, i = 1, 2 . . . , k,
and all other entries are zeros, then we have L = QC ; further we have
det L∗J = det(QC)∗J =
∑
I∈I(α)
det Q∗I detC I J
=
∑
I∈I(α)
det Q∗I
∂
∂|Aαβ | |AI J |
and so
det A(2)T,S[β, α] = ν−1
∑
J∈J (β)
∑
I∈I(α)
det PJ∗ det Q∗I
∂
∂|Aαβ | |AI J |
= ν−1
∑
(I,J )∈N (α,β)
detG J I
∂
∂|Aαβ | |AI J |.
This completes the proof. 
Remark. This result is simpler than that in [16]. In particular, when G = A∗, the result is exactly Miao and
Ben-Israel’s formula from [17]. When G = A (if ind(A) = 1) the result is Miao’s result from [18], because
ν =
∑
J∈J (A2)
det(A2)J J (by (3) of Theorem 3.1)
=
∑
J∈J (A2)
∑
I∈I(A2)
det AJ I det AI J (by Cauchy Binet formula)
=
∑
J∈J (A2)
∑
I∈I(A2)
det AJ J det AI I
=
 ∑
J∈J (A)
det AJ J
2 (by ind(A) = 1).
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Corollary 3.2.1. Let A, T, S and G be the same as in Lemma 2.3 and α = (α1, α2, . . . , αk), β = (β1, β2, . . . , βk), if
A(2)T,S exists. Then
(A(2)T,S)i j = ν−1
∑
(I,J )∈N ( j,i)
detG I J
∣∣∣∣ ∂∂a j i
∣∣∣∣ |AJ I |
where
ν = det(QAP) =
∑
J∈J (GA)
det(GA)J J .
In Theorem 3.2 let α = j and β = i ; then we can derive the result.
Corollary 3.2.2. Let A ∈ Cn×n , ind(A) = k and r(Ak) = r . Then
det Ad [β, α] = ν−1
∑
(I,J )∈N (α,β)
det AkJ I
∂
∂|Aαβ | |AI J |
for any α, β ∈ Qt,n , 1 ≤ t ≤ r , where
ν =
∑
J∈J (Ak+1)
det(Ak+1)J J .
Proof. We obtain the results on taking G = Ak in Theorem 3.2. 
4. Number example
Example. Let
A =
−1 2 1 01 0 1 1
−1 −3 1 2
 ∈ R3×43 , G =

3 1 0
−2 4 −2
−5 −4 1
0 7 −3
 ∈ R4×32 .
We can easily show that AR(G)⊕ N (G) = R3; then by Lemma 2.1 we know that A(2)R(G),N (G) exists.
Further let
G = UV =

1 0
0 2
−2 −1
1 3
( 3 1 0−1 2 −1
)
be a full-rank decomposition of G. By Theorem 3.1, we can calculate
A(2)R(G),N (G) = U (V AU )−1V =
1
62

−17 20 −11
6 44 −18
31 −62 31
−8 86 −38

where ν = det(V AU ) = −62.
Taking α = {2, 3}, β = {2, 4}, thus we have
det A(2)R(G),N (G)[β, α] =
1
622
∣∣∣∣44 −1886 −38
∣∣∣∣ = − 131 .
If we use Theorem 3.2, thus we have
{(I, J ) | α ⊂ I, β ⊂ J } = {({1, 2, 3}, {1, 2, 4})}
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and
detG J I =
∣∣∣∣4 −27 −3
∣∣∣∣ = 2, ∂∂|Aαβ | |AI J | = 1.
Thus,
det A(2)R(G),N (G)[β, α] = ν−1
∑
(I,J )∈N (α,β)
detG J I
∂
∂|Aαβ | |AI J | = −
1
62
× 2 = − 1
31
.
This shows that using different methods we get the same results.
Acknowledgements
The authors wish to express their sincere thanks to the two anonymous referees for their helpful comments and
suggestions.
References
[1] A. Ben-Israel, T.N.E. Greville, Generalized inverse: Theory and Applications, 2nd ed., Springer-Verlag, New York, 2003.
[2] S.L. Campbell, C.D. Meyer, Generalized Inverses of Linear Transformations, Fearon-Pitman, Belmont, Calif., 1979.
[3] Y. Chen, The generalized Bott–Duffin inverse and its application, Linear Algebra Appl. 134 (1990) 71–91.
[4] A. Ben-Israel, A volumn associated with m × n matrices, Linear Algebra Appl. 167 (1992) 87–111.
[5] A. Richard, Brualdi, Hans Schneider, Determinal identities: Gauss, Schur, Cauchy, Sylvester, Kronecker, Jacobi, Binet, Laplace, Muir, and
Cayley, Linear Algebra Appl. 52–53 (1983) 769–791.
[6] Y. Wei, A characterization and representation of the generalized inverse A(2)T,S and its application, Linear Algebra Appl. 280 (1998) 87–96.
[7] Y. Chen, X. Chen, Representation and approximation of the outer inverse A(2)T ;S of a matrix A, Linear Algebra Appl. 308 (1–3) (2000) 85–107.
[8] Y. Chen, X. Tan, Computing generalized inverses of matrices by iterative methods based on splittings of matrices, Appl. Math. Comput.
163 (1) (2005) 309–325.
[9] J. Climent, N. Thome, Y. Wei, A geometrical approach on generalized inverses by Neumann-type series, Linear Algebra Appl. 332–334
(2001) 533–540.
[10] D. Djordjevic´, P. Stanimirovic´, A new type of matrix splitting and its applications, Acta Math. Hungar. 92 (1–2) (2001) 121–135.
[11] D. Djordjevic´, P. Stanimirovic´, Y. Wei, The representation and approximations of outer generalized inverses, Acta Math. Hungar. 104 (1–2)
(2004) 1–26.
[12] D. Djordjevic´, P. Stanimirovic´, Iterative methods for computing generalized inverses related with optimization methods, J. Aust. Math. Soc.
78 (2) (2005) 257–272.
[13] Y. Wei,H,Wu, (T, S) splitting methods for computing the generalized inverse A(2)T,S and rectangular systems, Int. J. Comput. Math. 77 (3)
(2001) 401–424.
[14] Y. Wei, H. Wu, The representation and approximation for the generalized inverse A(2)T,S , Appl. Math. Comput. 135 (2–3) (2003) 263–276.2.
[15] P.S. Ctanimirovic´, D.S. Djordjevic´, Full-rank and determinantal representation of the Drazin inverse, Linear Algebra Appl. 311 (2000)
131–151.
[16] G. Wang, J. Gao, Minors of the generalized inverse A(2)T,S , Math. Numer. Sin. 23 (4) (2001) 437–446 (in Chinese).
[17] J. Miao, A. Ben-Israel, Minor of the Moore–Penrose inverse, Linear Algebra Appl. 195 (1993) 191–207.
[18] J. Miao, Reflexive generalized inverse and their minors, Linear Multilinear Algebra 35 (1993) 153–163.
