Abstract-The growing complexity of System-on-Chip (SoC) design calls for an increased usage of transaction-level modeling (TLM), high-level synthesis tools, and reuse of pre-designed components. In the framework of a compositional methodology for efficient SoC design exploration we present three main contributions: a concise library format for characterization and reuse of components specified in high-level languages like SystemC; an algorithm to prune alternative implementations of a component given the context of a specific SoC design; and an algorithm that explores compositionally the design space of the SoC and produces a detailed plan to run high-level synthesis on its components for the final implementation. The two algorithms are computationally efficient and enable an effective parallelization of the synthesis runs. Through a case study, we show how our methodology returns the essential properties of the design space at the system level by combining the information from the library of components and by identifying automatically those having the most critical impact on the overall design.
I. INTRODUCTION
The complexity of SoC design continues to grow with the emergence of heterogeneous multi-core architectures that feature a large mix of programmable cores and specialized hardware accelerators. Design reuse, i.e. building systems from intellectual property (IP) components, allows savings in both design and verification efforts. To achieve a 10× design productivity gain by 2020 requires that complex SoCs consist of 90% reused components [1] . Further, it is increasingly critical to leverage soft IP components, which are designed once using high-level languages and implemented into various instances to meet the changing design requirements [2] . Their implementation is automated by synthesis tools, among which high-level synthesis (HLS), e.g. from SystemC to RTL, has evolved to be of practical utility for early-design space exploration [3] , especially at the micro-architectural level (Fig. 1) . From an industrial viewpoint [4] , however, this componentbased design paradigm requires major progress on two levels: (i) at the component-level, in the design and cost/performance modeling of an IP component to increase its reusability across potential SoC designs and enable architecture exploration; (ii) at the system-level, in the automatic integration of IP components to find an optimal implementation of a given SoC.
Contributions. We propose a HLS-driven design methodology for compositional system-level design exploration that consists of two main steps. The first step is the development of libraries of synthesizable components which are both designed in high-level languages and characterized through HLS to maximize their reusability. In the second step, from the specification of a given system we construct a systemlevel Pareto front where each point represents a distinct implementation composed of optimal component instances, each of which is implemented in RTL by synthesizing its highlevel specification. Our methodology aims at minimizing the total number of component synthesis to achieve a rich set of target system implementations. In particular, we propose: • a concise component-library format, which preserves the freedom of system designers to select a wide range of component implementation alternatives to fit the specific design context of a system; • an algorithm that, for a given system design context, prunes the design space of a component to minimize the set of its implementation candidates for integration into the system.
• an algorithm for system-level design space exploration which performs HLS-planning before invoking actual synthesis on the components. Thus, all the planned synthesis tasks can be run in parallel to minimize the total exploration time.
II. BACKGROUND AND PROBLEM FORMULATION

Model of Computation.
We adopt timed marked graph (TMG), a subclass of Petri nets (PN) [5] , as the main model of computation. PN-based models allow compositional systemlevel performance analysis [6] . The simplicity of TMG allows us to perform rapid static analysis of interesting classes of systems without the need for simulation. Still, we also discuss extensions of TMG to model more general systems.
Definition 1.
A PN is a bipartite graph defined as a 5-tuple ( , , , , 0 ), where is a set of places, is a set of transitions,
is a set of arcs, : → ℕ + is an arc weighting function, and 0 ∈ ℕ is the initial marking (i.e., the number of tokens at each ∈ ) of the net.
Let • = { |( , ) ∈ } denote the set of input places of a transition and • = { |( , ) ∈ } the set of output places. Let • = { |( , ) ∈ } denote the set of input transitions of a place and • = { |( , ) ∈ } the set of output transitions. When a transition fires, ( , ) tokens are removed from each ∈ • and ( , ) tokens are added to each ∈ •. As a firing rule we assume that fires as soon as it is enabled, i.e. each ∈ • has at least ( , ) tokens. A PN is live iff no transition can be disabled after any marking reachable from 0 , and safe iff the number of tokens at each place does not exceed one for any marking reachable from 0 . where the token goes to 1 ( 2 ) with a 30% (70%) probability; (c) A net that is not free-choice because
Definition 2.
A TMG is a PN with : → 1 and ∀ ∈ , | • | = | • | = 1, extended with a transition firing-delay vector ∈ ℝ , where denotes the duration time which the -th transition takes for a firing. Fig. 2(a) shows a simple TMG which models two concurrent data flows. The minimum cycle time [7] of a strongly connected TMG is:
where is the set of cycles in the TMG, is the sum of transition firing-delays in cycle ∈ , and is the number of tokens in the cycle. For example, the minimum cycle time of the TMG in Fig. 2(a) is max{4/1, 5/1} = 5.
Since every place of a TMG has exactly one input and one output transition, TMG cannot model decisions/conflicts in a dynamic system. We then introduce another subclass of PN, free-choice net (FC) [5] , to model decisions by nondeterministic token movement from a place. 
If | • | > 1, the tokens at can go to any ∈ •. The flexibility of FC enables modeling of data dependencies, which commonly exist in stream-computing systems [8] .
Definition 4.
A stochastic timed FC is an FC extended with: (i) a routing rate associated with each arc ( , ) ∈ if | •| > 1 such that, for each such , the sum of the routing rates equals 1, and (ii) a transition firing-delay vector ∈ ℝ . Fig. 2(b) shows an example of stochastic timed FC. A live and safe stochastic timed FC can be transformed to a behaviorally-equivalent TMG, whose minimum cycle time corresponds to the average cycle time of the original FC [9] . Therefore, although for simplicity in this paper we focus on TMGs, our algorithmic findings are applicable to live and safe stochastic timed FC after performing a proper graph transformation. Effective Latency and Throughput. The effective latency of a component is the product of its clock cycle count and clock period. Given a system consisting of a set of components, we use a TMG to model the data flow of a system by representing each component with a transition whose firing delay is equal to its effective latency. The maximum sustainable effective throughput of the system is defined as the reciprocal of the minimum cycle time of its TMG if this is strongly connected and as the minimum among its strongly-connected components, otherwise. In the sequel, we refer to "maximum sustainable effective throughput" simply as "effective throughput". The TMG of Fig. 2 (a) models a system of 4 components with a of 1/5 = 0.2.
The proposed methodology focuses on the design exploration of an SoC (or an SoC subsystem) that is realized by combining components, often in a pipeline fashion, which are specified with a high-level language. This fits well, for instance, a graphics or multimedia subsystem which is specified as a pipeline of SystemC modules communicating through TLM channels. We express the result of the system-level design exploration as a Pareto front which captures the system implementation trade-offs between and the implementation cost . Ratio Distance. To quantify the accuracy of the Pareto front in characterizing the system-level design space we adopt the concept of ratio distance (ℛ ) [10] . Let the implementation cost and the effective throughput of a system-design point on the Pareto front be and , respectively. Intuitively, the ratio distance captures the greater ratio gap between the two points in terms of the objectives and .
Definition 5.
Given Pareto-optimal system-design points and ′ with
Finally, we can give a formal definition of the Compositional System-Level Design Exploration Problem, where we refer to synthesis tools as oracles and to "running the tools" as "querying the oracles". Problem 1. Given a HLS oracle, a target granularity > 0, and a TMG model of a system with its components designed in high-level languages, construct a system-level Pareto front w.r.t. versus , such that the maximum ℛ of two consecutive points on the front ≤ , by querying the HLS oracle on individual components as few times as possible.
III. DESIGN METHODOLOGY
The main difficulties of solving Problem 1 are: (i) at the component level, to identify the HLS knobs and their settings to query the oracle for optimal component instances, and (ii) at the system level, to identify critical components to query and to reuse the queries whenever possible for efficient Pareto front construction. Knob-Settings. Table I lists a few typical HLS knobs and their settings. A knob may be applied multiple times with different settings. Besides, some settings may involve multiple parameters. A knob-setting (KS) is a particular setting of all the knob applications in a design. Hence a KS corresponds to the core content of a HLS script. Example. To illustrate the application of different KSs on a component, we designed a DCT as a synthesizable SystemC component of an MPEG2 encoder. The DCT consists of nested loops of integer multiplications. Fig. 1 shows a characterization of the DCT implementation in terms of area vs. effectivelatency trade-offs which is obtained by running HLS with the application of loop manipulations to the outermost loop (all inner loops are unrolled). Specifically, -arch-1 is the result of completely unrolling the loop to perform DCT in a single clock cycle; -arch-2 and -arch-3 are the results of partially unrolling the loop to perform DCT in 2 and 4 clock cycles, respectively; and -arch-4 to -arch-6 are the results of pipelining the loop with different initiation intervals and pipeline stages. For each -architecture, we sample its clock period to find the two extreme effective latencies, and , between which the DCT can be synthesized. In this example, we see intra-micro-architecture tradeoffs explored by adjusting the clock period. There are also inter-micro-architecture trade-offs. For example, -arch-1 can achieve shorter effective latencies by parallelizing all the multiplications at the cost of greater area occupation due to fully-duplicated multipliers. To distinguish the latter tradeoffs, we denote two KSs as distinct when they differ by at least one setting among all the knobs, except the technologydependent knobs such as the clock period. For instance, there are 6 distinct KSs in Fig. 1 . The Proposed Methodology. Fig. 3 illustrates the two main steps of our approach to solve Problem 1.
First, feasible KSs of the component are determined based on the component designer's knowledge. In fact, infeasible KSs can yield component instances that violate design specifications, e.g., arbitrary state insertion may result in instances that do not satisfy clock-cycle-count constraints. After determining the feasible KSs, the component designer should also find the extreme-: this step requires only a one-time effort and its results can be reused by different system designers.
Then, at the time of component integration, the system designer has the freedom to pre-select a subset of the feasible KSs for each component based on the specific context of the given system design. Hence, different pre-selection schemes will result in context-aware system Pareto fronts as shown in Fig. 3 1 . For example, in addition to typical costs like area and power, which have been characterized in the component libraries, if system designers want to avoid the higher mask/testing cost and/or limited yield due to the deployment of embedded memories [11] , then they can set a "don't use" attribute to the knob-settings that involve embedded memories before running HLS. Since the KSs involving register arrays generally yield component instances with greater area than those involving embedded memories, a reusable component 1 In Fig. 3 , each of the system is actually calculated from the 's of the components (one of each) as discussed in Section II. A CKT library, which is provided by component designers, stores all the distinct feasible KSs of a component: each KS indicates its fixed clock cycle count, its extreme implementation costs, and , and its extreme effective latencies, and . The average or the worst-case clock cycle count can be used when the clock cycle count is not deterministic. The fixed clock cycle count allows us to explore the intra-knob-setting vs. trade-off by adjusting the clock period to synthesize the component. In addition, the extreme values of and outline the sub-design space of a KS.
To assist the system designer, we propose the algorithms charted in Fig. 4 to explore the design space given the CKT libraries. In the context of a given system design, for each component the CKT library can optionally be refined by preselecting KSs as desired and/or re-characterizing the extreme and if a different technology is considered (CKT library refinement in Fig. 4 ). For each refined CKT library, we then apply component design space pruning to find out KS candidates for deriving optimal component instances (Section IV). Next, for system design space exploration, we propose a HLSplanning algorithm to identify critical oracle queries before actually invoking them (Section V).
IV. COMPONENT DESIGN SPACE PRUNING
For each refined CKT library with distinct KSs, we consider the following problem, where a KS dominates another KS iff the former can achieve a lower implementation cost w.r.t. a fixed effective latency , or the former can achieve both a lower and a shorter .
Problem 2.
Given distinct knob-settings, each of which yields a component sub-design space bounded by ( , ) and ( , ), ∈ {1, 2, . . . , }, find the ordered list of non-overlapping intervals, each of which indicates its non-dominated knob-settings. Fig. 5(a) shows an instance of Problem 2 with 6 distinct KSs, each of which yields a design-space rectangle bounded by upper-left and lower-right extreme points. In a certain interval, KS 3 is dominated by both KS 4 and KS 5 because they can always yield lower-cost instances than KS 3. A cross--interval example is that KS 6 is dominated by KS 5. Obviously, only non-dominated KSs should be kept as candidates for deriving Pareto-optimal component instances. Our goal is to find the ordered list of non-overlapping intervals with their optimal KS candidates, as shown in Fig. 5(b) . For Problem 2, we propose an algorithm based on segment trees [12] . Given KSs with pairs of extreme 's, ( , ), ∈ {1, 2, . . . , }, by regarding these pairs as horizontal line segments with 2 end points, whose ordered x-coordinates are 1 < 2 < ⋅ ⋅ ⋅ < 2 , we have the following 2 + 1 atomic intervals: Fig. 6 (a) shows an example of 3 KSs and 7 atomic intervals: the middle horizontal line segments are projected from the upper rectangles (i.e. the sub-design spaces of the 3 KSs), and the bottom atomic intervals are derived from the middle line segments. Next, we describe the segment-tree data structure, which is used to store the input KSs as line segments.
A segment tree is a balanced binary tree, such that: (i) each leaf node represents an atomic interval, (ii) each non-leaf node , with children and , represents an interval = ∪ , i.e., represents a coarser interval partition of its children's (see Fig. 6(b) , where the common x-coordinate of and is stored in node ), and (iii) an input line segment can be split into several parts, each of which is stored in a tree node as close to the root as possible. Fig. 6(c) shows an example segment tree, where the atomic intervals and the input line segments are copied from Fig. 6(a) and shown below the tree; the number right above a tree node indicates the line segments stored in that node.
To retrieve the line segments which enclose an x-coordinate , we can start from the root, by binary search (comparing with the x-coordinate stored in the non-leaf nodes), down to the leaf node which encloses . For instance, in Fig. 6(a) , to retrieve the line segments that enclose the atomic interval [ 4 , 5 ], we follow the dashed trace of Fig. 6 (c) and obtain Segments 2 and 3. Since a stored line segment corresponds to a KS, the tree search procedure allows to retrieve all the KSs whose [ , ] encloses any given atomic interval. For each atomic interval which is enclosed by KSs, we present the following procedure to identify its non-dominated KSs. First, these KSs have pairs of extreme 's. Similarly, we regard these pairs as vertical line segments with 2 end points, whose ordered y-coordinates are 1 ≤ 2 ≤ ⋅ ⋅ ⋅ ≤ 2 . We assign two end-point types to each line segment, whose end-point y-coordinates are < : (i) "bottom" for the -end and (ii) "top" for the -end ( Fig. 6(d) shows an example of three line segments). Iterating through for = 2, 3, . . . , -trivially, the 1 -end is a bottom end, and the first/lowest line segment is non-dominated-we check the endpoint type of : if is a bottom end, the -corresponding line segment overlaps previous ones, and therefore is nondominated; otherwise, we stop iterating. For example, in Fig. 6(d 
Theorem 2. The running time of Algorithm 1 is ( log + log ), where is the number of distinct knob-settings, and is the max number of enclosing knob-settings of an atomic interval.
Since ≤ , in the worst case the running time is ( 2 log ), whereas in the case of log = (log ) the algorithm runs in ( log ) time, which achieves the theoretical lower bound indicated by Theorem 1.
V. SYSTEM DESIGN SPACE EXPLORATION Given a strongly connected TMG, to compute its minimum cycle time (Equation (1)), Maggot proposed the linear program [13] : min s.t.
where is the minimum cycle time, ∈ ℝ is the transitionfiring initiation-time vector, 0 ∈ ℕ is the initial marking, − ∈ ℝ is the input-transition firing-delay vector (i.e., − equals the firing-delay of the ∈ • ), and ∈ {−1, 0, 1} × is the incidence matrix such that
if is the input transition of , 0 otherwise.
In this linear program, and are decision variables. A running example of the linear program can be found in [14] .
Based on Equation (2), we propose the following effectivethroughput--constrained cost-minimization linear program:
where the function yields the th component's implementation cost given the firing-delay of the transition (i.e., the of the -corresponding component equals ), and − and − are given according to the extreme 's of the components. The decision variable is , i.e. the requirements of the components.
In general, the cost functions 's in Equation (3) are unknown a-priori. However, based on our experimental results and recent publications [15] , [16] , we observe that these cost functions generally exhibit convexity [17] . Therefore, for each component, given its pruned design space (discussed in Section IV), we propose to approximate its cost function with convex piecewise-linear functions. Fig. 7 shows an example approximation using a convex piecewise-linear function
where and are coefficients. To fit a given set of data points using a convex piecewise-linear function while minimizing its total squared-fitting errors can be solved optimally in polynomial time with quadratic programming [17] .
Note that, due to the design space pruning procedure presented in Section IV, the fitting function¯is not only convex piecewise-linear but also monotonically decreasing. If we replace the 's in Equation (3) with the fitting functions 's, the objective function ∑ =1¯w ill also be convex piecewise-linear and monotonically decreasing. A minimization linear program with its objective function being convex piecewise-linear can be transformed to a standard linear program [17] and therefore is polynomial-time solvable. Besides, the monotonically-decreasing objective function guarantees that all the components not in the performance-critical cycle of the TMG will be run at their maximum possible 's to minimize their implementation costs. As a result, our linear program is not only computationally tractable, but can also minimize the number of distinct non-critical component instances across different system throughput requirements.
Finally, Algorithm 2 gives the pseudocode of our complete procedure for Problem 1. Note that in line 10, to fill the gap where the maximum ℛ > is due to consecutive 's instead of 's, we solve the following -constrained -maximization linear program: max s.t.
where and are decision variables of a total size ≤ + 1. We remark that in Algorithm 2: (i) we do not invoke oracle queries until we have identified all the non-redundant requirements, thereby minimizing the number of actual queries, whose runtime will dominate the whole exploration procedure, and (ii) we can parallelize all the linear-program solving (lines 8 and 10, by pre-computing the geometric progressions of and ), and most importantly, the timeconsuming oracle queries (line 11).
VI. EXPERIMENTAL RESULTS
We adopted an MPEG2 encoder designed in SystemC as our benchmark, which is synthesizable by a commercial HLS tool with an industrial 45 technology library. The MPEG2 encoder contains 22 components, whose data flow can be modeled by a live and safe stochastic timed FC. In particular,
Algorithm 2 System Design Space Exploration
Input: a HLS oracle, a target granularity , and a TMG model of a system with a set of components Output:
vs. trade-off 1: for all components do 2:
Σ ← run Algorithm 1 for the current component 3:¯← run convex piecewise-linear fitting for Σ 4: Π ← an empty hash table for optimal requirements 5: ← min throughput w/ all components at max 's 6:ˆ← max throughput w/ all components at min 's 7: while ≤ˆdo 8:
Π ← solve Equation (3) with9 :
← × (1 + ) 10: Π ← solve Equation (4) whenever necessary 11: query the oracle according to Π and Σ after graph transformation [9] , 14 out of the 22 components form a strongly-connected TMG. For these 14 components, we characterized, on average, 10.9 distinct KSs per component to build CKT libraries. Note that these CKT libraries can thereafter be reused in system designs other than the MPEG2 encoder. In our MPEG2-encoder (system) design context, we simply kept all the distinct KSs as implementation alternatives. After applying Algorithm 1 to these CKT libraries, we got, on average, 2.8 non-dominated KSs per atomic interval. This result shows that in order to derive an optimal component instance given its requirement, instead of synthesizing at all the available KSs, we can prune on average 74% ((10.9 − 2.8)/10.9) of HLS invocations.
We then applied Algorithm 2 with a target granularity = 0.2 to explore the area vs. throughput trade-off of the MPEG2 encoder. For each pruned component design space, we used 3 linear functions to compose a convex piecewiselinear approximation. The MPEG2-encoder exploration result is shown in Fig. 8(a) , where the "approximation" points result from solving Equations (3) and (4), while the "oracle result" points are derived by invoking actual HLS. To quantify the mismatch between an "approximation" point 1 and an "oracle result" point 2 w.r.t. a specific throughput, we apply the following area-mismatch ( ℳ) metric:
where 1 ( 2 ) is the area of 1 ( 2 ). The exploration in Fig. 8(a) yields 19 system-design points, with an average ℳ of 1% and a max ℳ of 7%. In particular, 17 out of the 19 points have an ℳ ≤ 3%. This result shows that component design approximation based on piecewise-linear functions (Fig. 7(b) ) delivers a good first-order approximation of the system Pareto front. Fig. 8(b) shows the oracle query distribution to achieve the result of Fig. 8(a) . 4 The maximum number of queries on a component is 19, i.e. to query each component once for each system throughput requirement. However, our exploration algorithm can identify critical queries by solving Equations (3) and (4), catch the effective-latency requirements, and reuse them. Hence, as shown in Fig. 8(b) , there are 10 components each getting queried less than 5 times, and all the 14 components each get queried no more than 9 times. In total, 57 component queries were made. In comparison with exhaustive queries (19 × 14 times), we achieve a 4.7× query efficiency.
In terms of the HLS runtime, instead, we achieve a 3.5× speed-up because the exploration in Fig. 8(a) requires 35-hour sequential HLS-tool invocations, whereas sequential ex- haustive synthesis requires 124 hours. In fact, compared with the other steps in Algorithm 2 that run in seconds, the HLS tool invocation dominates the whole exploration runtime. Considering that the maximum runtime of a single component synthesis in our case is 42 minutes, the power of being able to parallelize all the synthesis tasks is significant. This ability is another advantage of our HLS-planning algorithm.
We summarized the afore-discussed results for = 0.2 in Table II , where the results for ∈ {0.15, 0.1} are also listed. As decreases from 0.2 to 0.1, the number of explored system-design points increases from 19 to 35. In terms of the approximation accuracy, the average ℳ remains at 1% as varies. While the maximum ℳ increases slightly as decreases, there are constantly ∼90% points with ℳ ≤ 3%, showing the general approximation robustness even though we improve the granularity . Further, the total number of oracle queries grows from 57 to 77, in order to explore more systemdesign points. Meanwhile, as decreases, the query efficiency compared with exhaustive queries improves from 4.7× to 6.4×, thus implying that critical queries are reused even more effectively among system-design points. The same trend can also be found w.r.t. the sequential HLS tool runtime which increases from 35 hours to 46 hours as needed; meanwhile, the speed-up over exhaustive synthesis goes up from 3.5× to 5.0×. Both trends suggest that our exploration algorithm scale well with .
VII. RELATED WORK General design space exploration algorithms include localsearch heuristics like Simulated Annealing [18] and Genetic Algorithms [19] . Techniques based on clustering dependent parameters were proposed to prune the search space before exploration [20] , [21] . Techniques based on predicting design qualities were also proposed to reduce the number of simulation/synthesis during exploration [22] , [23] .
For component-based design, various approaches which exploit design hierarchies to compose system-level Pareto fronts have been proposed, e.g. [10] , [24] , [25] . Among these, our work is closer to the top-down approach of the "supervised exploration framework", which adaptively selects RTL components for logic synthesis and thus gradually improves the accuracy of the system Pareto front [10] . However, the important differences are that we operate at a higher level of abstraction, can handle components specified in SystemC, and can parallelize HLS runs to construct system Pareto fronts.
VIII. CONCLUSIONS
We have presented a compositional methodology for HLSdriven design-space exploration of SoCs. Our approach is based on two new algorithms that combined allow us to derive a set of alternative Pareto-optimal implementations for a given SoC specification by selecting and combining the best implementations of its components from a pre-designed soft-IP library. 
