This paper investigates the existence of solutions for a class of weighted p(r)-Laplacian ordinary system boundary value problems, the sufficient conditions for the existence of solutions have been given via Leray-Schauder's degree, and the existence of multiple solutions has been discussed via critical point theory. As an application, we discussed the existence of the radial solutions for the p(x)-Laplacian partial differential system boundary value problems.
Introduction
In this paper, we consider the existence of solutions for the following weighted p(r)-Laplacian ordinary system − w(r)|u | p(r)−2 u + f r, u, w(r)
with one of the following boundary value conditions u(T 1 ) = u(T 2 ) and lim 
where p ∈ C ([T The study of differential equations and variational problems with variable exponent is a new and interesting topic. We refer to [2, 14, 20] , the applied background on these problems. Many results have been obtained on these problems, for example [4] [5] [6] [7] [8] [9] [10] [11] [13] [14] [15] [16] [17] [18] [19] [20] . The framework to deal with the p(x)-Laplacian problems is variable exponent Sobolev space (see [6, 11] ). If p(r) ≡ p (a constant), (1) is the well-known p-Laplacian problem. But if p(r) is a general function, since the − p(r) represents a non-homogeneity and possesses more nonlinearity, it is more complicated than − p ; for example:
n is a bounded domain, the Rayleigh quotient
is zero in general, and only under some special conditions λ p(x) > 0 (see [8] ), but the fact that λ p > 0 is very important in the study of p-Laplacian problems.
(ii) If w(r) ≡ 1 and p(r) ≡ p (a constant) and − p u > 0, then u is concave, this property is used extensively in the study of one-dimensional p-Laplacian problems, but it is invalid for − p(r) . This is another difference on − p and − p(r) .
On the one-dimensional p-Laplacian boundary value problems, there are many papers, for example [1, 3, 12] . In [1] , Bobisud and O'Regan give the existence of solutions of one-dimensional weighted Laplacian equation boundary value problems. In [12] , Manásevich and Mawhin give the existence of periodic solutions of p-Laplacian-like ordinary systems. On the existence of solutions for p(x)-Laplacian system Dirichlet problems, we refer to [9, 18] . But the results on the existence of solutions for p(x)-Laplacian problems with Neumann or periodic boundary value conditions are rare.
In [17] , the author deals with the existence of solutions of (1) with (2), and gives the existence of solutions under the following conditions
where
In [7] , the authors deal with the existence of solutions of
and give the existence of solutions under the following conditions
where q(x) ∈ C (Ω, R), and 0
in Ω,
Because of the non-homogeneity, − p(x) possesses a special characteristic case, that is the following typical case
where p − − 1 q(x) p + − 1. In [7] and [17] , the existence of solutions of p(x)-Laplacian problems for the typical case has not been discussed. The similar instance has occurred in [9] . It is a difficult and interesting problem to deal with the typical case of p(x)-Laplacian problems. The results on these problems are rare. In this paper, we investigate the existence of solutions for (1) with Dirichlet, Neumann and periodic boundary value condition, respectively. Our results include the case of the above typical case. This paper was motivated by [7, 12, 17] . Our results generalized partly of [1, 7, 12, 17] that include ordinary and partial differential systems.
Throughout the paper, we denote
N is assumed to be Caratheodory, by this we mean:
The inner product in R N will be denoted by ·,· , | · | will denote the absolute value and the Euclidean norm on R N .
For N
1, we set
Space C will be equipped with the norm · 0 , space C 1 will be equipped with the norm · 1 . Then (C , · 0 ) and (
with the norm
We say a function u : I → R N is a solution of (1) 
where Ω is a bounded symmetric domain in R N , and
, p ∈ C (Ω; R) be radially symmetric, and satisfies 1 < p(x), we will write
This paper is divided into four sections. In Section 2, we present some preliminary. In Section 3, we consider the existence of solutions for system (1) with one of the boundary value conditions of (2)- (5) via Leray-Schauder degree. Finally, in Section 4, we mainly consider the existence of solutions and multiple solutions for system (1) with one of the boundary value conditions of (3)-(5) via critical point theory.
Preliminary
In this paper, in the case of without leading to confusion, we always use c and c i to denote positive constant. For any ϕ(r,
It is well known that ϕ(r, ·) is a homeomorphism from R N to R N for any fixed r ∈ I . For any r ∈ I , denote by ϕ −1 (r, ·) the inverse operator of ϕ(r, ·), then
It is clearly that ϕ −1 (r, ·) is continuous and send bounded sets into bounded sets. Let us now consider the following problem with boundary value condition (2)
where f ∈ L 1 satisfies
If u is a solution of (7) with (2), by integrating (7) from T 1 to r, we find that
Denote
The boundary conditions imply that
For any fixed h ∈ C , we denote [17, Lemma 2.2] .) The function Λ h (·) has the following properties:
Lemma 2.2. (See
(ii) The function a : C → R N , defined in (i), is continuous and sends bounded sets to bounded sets.
It is clear that a is a continuous mapping which send bounded sets of L 1 into bounded sets of R N , and hence it is a compact continuous mapping.
We continue now with our argument previous to Lemma 2.2. By solving for u in (8) and integrating we find
Let us define
where T = T 2 − T 1 , and we denote 
Lemma 2.4. (See [17, Lemma 2.4].) u is a solution of (1) with boundary condition (2), (3), (4) or (5) if and only if u is a solution of the following abstract equation respectively
u = P u + Q N f (u) + K 1 N f (u) , u = P u + Q N f (u) + K 2 N f (u) , u = K 3 N f (u) , u = K 4 N f (u) .
Lemma 2.5. (See [17, Theorem 3.1].) Assume that Ω is an open bounded set in C
1 such that the following conditions hold.
with boundary condition (2) or (3) has no solution on ∂Ω.
Then system (1) with (2) or (3) has a solution on Ω.
According to the homotopy invariant property of Leray-Schauder degree, we have
Lemma 2.6. (See [17, Theorem 3.3].) Assume that Ω is an open bounded set in C
have no solution on ∂Ω.
Then the system (1) with (4) or (5) has at least one solution on Ω.
endowed with the norm
We denote
is endowed with the norm u p(r) = |u| p(r) + |(w(r))
Lemma 2.7.
is a Banach space. , then {u n } and {(w(r))
is a Banach space (see [6] ), then u n → v 0 and (w(r))
there exists a subsequence of {(w(r)) 
Thus (w(r))
(ii) Similar to the definition of W
. It is easy to see that there is a continuous imbedding 
Existence of solutions
In this section, under the condition that
, we will apply Leray-Schauder's degree to deal with the existence of solutions for (1) with boundary value conditions. Our results are consequences of Lemmas 2.5 and 2.6. In this section, we assume that where σ 1 and σ 2 are positive constants.
. According to (A 1 ), there exists a positive constant ε satisfies
We also assume Proof. We only prove the existence of solutions for (1) with (2), the rest is similar. We will prove that the conditions of Lemma 2.5 are satisfied, then we can conclude that the system (1) with (2) has a solution on Ω ε .
(1 0 ) We only need to prove that for each λ ∈ (0, 1) the problem
with boundary condition (2) has no solution on ∂Ω ε . If it is false, then there exists a λ ∈ (0, 1) and u ∈ ∂Ω ε is a solution of (10) with (2).
Since u ∈ ∂Ω ε , there exists an i such that |u 
It is a contradiction to (2).
Assume that σ i u i is negative, then
It is a contradiction to (2).
(ii) Suppose that |u
for some r 1 ∈ I . Since u ∈ Ω ε , it is easy to see that
. (11) According to the boundary value condition, there exists a r 
t, u, w(t)
Since σ 2 < b 2 , combining (11) and the above equation, we have
It is a contradiction.
Summarizing this argument, for each λ ∈ (0, 1), the problem (10) with (2) has no solution on ∂Ω ε . 
It means that ω(a) = 0 has no solution on ∂Ω ε ∩ R N .
According to (A 3 ), it is easy to see that, for any λ ∈ [0, 1], Φ(a, λ) = 0 does not have solution on ∂Ω ε ∩ R N , then the Brouwer degree
This completes the proof. 2
Next, we will deal with the existence of solutions of (1) with (4) or (5). We assume Proof. We will prove that the conditions of Lemma 2.6 are satisfied, then we can conclude that the system (1) with (4) or (5) has a solution on Ω ε . In the following, we only prove the existence of solutions for (1) with (4), the existence of solutions for (1) with (5) is similar.
(1 0 ) We only need to proof that for each λ ∈ [0, 1) the problem
with boundary condition (4) has no solution on ∂Ω ε . If it is false, then there exists a λ ∈ [0, 1) and u ∈ ∂Ω ε is a solution of (12) with (4).
Since u ∈ ∂Ω ε , there exists a i such that |u
. This implies that |u i (r)| 2θ for some r ∈ I . On the other hand,
for some r 2 ∈ I . Since u ∈ Ω ε , it is easy to see that
. (13) According to the boundary value condition, there exists a r Since σ 2 < b 2 , combining (13), we have
Summarizing this argument, for each λ ∈ [0, 1), the problem (12) with (4) has no solution on ∂Ω ε .
(2 0 ) Since 0 ∈ Ω ε , the Leray-Schauder degree
This completes the proof. (2)- (5) has at least a solution.
Corollary 3.5. If f satisfies (9) , and q 2 (t) ≡ 0 and (p − − 1) q 1 (t) (p + − 1) for any t ∈ I , under the conditions of Theorems 3.1 and 3.2, then (1) with one of (2)- (5) has at least a solution.
, under the conditions of Theorem 3.1, then (1) with (2) has at least a periodic solution.
n is an open bounded domain. As an application, let us now consider the system (6) with one of the following boundary value conditions
Theorem 3.7. If f satisfies (9) , in each of the following cases: Proof. If u is a radial solution of (6), then it can be transformed into
and the boundary value condition will be transformed into (3), (4) or (5), respectively. Notice that (r n−1 )
; we can conclude the existence of solutions for (16) with (3), (4) or (5) 
Existence of solutions and multiple solutions
is bounded, g and h are continuous, we will consider the existence of solutions and multiple solutions recur to weighted variable exponent Sobolev space. (1 0 ) We only need to prove that for each λ ∈ [0, 1] solutions of the problem
with boundary condition (2) are uniformly bounded in C 1 .
When λ = 0, if u is a solution of (17) with (2), it is easy to see that u is a constant and
Obviously, when u is a constant and |u| is large enough, it is easy to see that
Thus, when λ = 0, all the solutions of (17) are uniformly bounded in C 1 . Next, we shall prove that all the solutions of (17) are uniformly bounded in C 1 when λ ∈ (0, 1]. We only need to prove that all the solutions of the following system are uniformly bounded in
If u is a solution of (18), multiplying (18) by u, and integrating on (T 1 , T 2 ), according to (2), we can deduce
We can confirm that there exists a positive constant C * such that for each i ∈ {1, . . . , N}, there exists r i ∈ I such that 
From (20), we have
Combining (19) and (21), when
Since (22), we obtain that |u| p(r) is uniformly bounded, and then |(w(r)) Let R is a large enough number such that all the solutions of (17) with (2) 
where ω is defined in Lemma 2.5.
In the following, we always assume that there exists a constant s ∈ (1, p − ) such that (w(r))
. We will use critical point theory to discuss the existence of multiple solutions of (1). We assume 5 , when we discuss the existence of solutions of (1) with (3), (4) or (5), respectively. Then the integral functional associated with (3), (4) or (5) is
and ψ is a weak semicontinuous C 1 functional. u is called a weak solution of (1) with (3), (4) or (5) if
We only need to prove that ψ has a critical point u. The critical point u of ψ is the weak solution of (1) with (3), (4) or (5) . According to the regularity of solutions of ODE, u is a solution of (1) with (3), (4) 
Proof. Let us consider
According to (H 4 ), then there exists a positive constant C # > 1, such that
For any C * > (1 + T )C q # is large enough, let R = 2p + {C * + C q * }. 3 ) we can find that u − = 0, we can obtain that u is nonnegative and nontrivial. Then u is a solution of (1) with (3), (4) Similar to the proof of [7] , we have Proof. If {u n } ⊂ X satisfies ψ(u n ) → c and ψ (u n ) → 0 when n → ∞, and u n > 1. Since the norm on X is equal to |u| ϑ(r) + |(w(r)) 
