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Abstract
We consider the problem of optimizing an un-
known (typically non-convex) function with a
bounded norm in some Reproducing Kernel
Hilbert Space (RKHS), based on noisy bandit
feedback. We consider a novel variant of this
problem in which the point evaluations are
not only corrupted by random noise, but also
adversarial corruptions. We introduce an algo-
rithm Fast-Slow GP-UCB based on Gaus-
sian process methods, randomized selection
between two instances labeled “fast” (but non-
robust) and “slow” (but robust), enlarged con-
fidence bounds, and the principle of optimism
under uncertainty. We present a novel theoret-
ical analysis upper bounding the cumulative
regret in terms of the corruption level, the
time horizon, and the underlying kernel, and
we argue that certain dependencies cannot be
improved. We observe that distinct algorith-
mic ideas are required depending on whether
one is required to perform well in both the
corrupted and non-corrupted settings, and
whether the corruption level is known or not.
1 Introduction
Bandit optimization problems on large or continuous
domains have far-reaching applications in modern ma-
chine learning and data science, including robotics
[Lizotte et al., 2007], hyperparameter tuning [Snoek
et al., 2012], recommender systems [Vanchinathan et al.,
2014], environmental monitoring [Srinivas et al., 2010],
and more. To make such problems tractable, one needs
to exploit correlations between the rewards of “similar”
actions. In the kernelized multi-armed bandit (MAB)
problem, this is done by utilizing smoothness in the
form of a low function norm in some Reproducing
Kernel Hilbert Space (RKHS), permitting the applica-
tion of Gaussian process (GP) methods [Srinivas et al.,
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2010,Chowdhury and Gopalan, 2017]. See [Rasmussen
and Williams, 2006, Ch. 6] for an introduction to the
connections between GPs and RKHS functions.
Key theoretical developments for the RKHS optimiza-
tion problem have included both upper and lower
bounds on the performance, measured via some no-
tion of regret [Srinivas et al., 2010, Chowdhury and
Gopalan, 2017,Scarlett et al., 2017]. The vast majority
of these results have focused only on zero-mean addi-
tive noise in the point evaluations, and as a result, it
is unclear to what extent the performance degrades
under adversarial corruptions. Such considerations are
of significant interest under erratic or unpredictable
sources of corruption, and particularly arise when the
samples may be perturbed by a malicious adversary.
As we argue in Section 2, prominent algorithms such
as GP-UCB [Srinivas et al., 2010] can be quite brittle
in the face of such corruptions.
In this paper, we study the optimization of RKHS
functions with both random noise and adversarial cor-
ruptions. We propose a novel algorithm and regret
analysis building on recently-proposed techniques for
the finite-arm stochastic MAB setting [Lykouris et al.,
2018]. Specifically, we present a randomized algorithm
Fast-Slow GP-UCB based on randomly choosing
between a “fast” non-robust instance, and a “slow” ro-
bust instance. We bound the cumulative regret of
Fast-Slow GP-UCB in terms of the adversarial cor-
ruption level, time horizon, and underlying kernel.
The kernelized setting comes with highly non-trivial
additional challenges compared to the finite-arm set-
ting, primarily due to the infinite action space and
correlations between their associated function values.
In particular, while correlations are undoubtedly benefi-
cial in the non-corrupted setting (taking a given action
permits learning something about similar actions), this
benefit can lead to a hindrance in the corrupted set-
ting: An adversary that corrupts a given sample can
potentially damage our belief regarding many nearby
function values. Moving beyond independent arms was
posed as a open problem in [Gupta et al., 2019, Sec. 5.3].
Related work on GP optimization. Numerous
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GP-based bandit optimization algorithms have been
proposed in recent years [Srinivas et al., 2010,Hennig
and Schuler, 2012,Hernández-Lobato et al., 2014,Bo-
gunovic et al., 2016b,Wang and Jegelka, 2017,Shekhar
and Javidi, 2018,Ru et al., 2017]. Beyond the stan-
dard setting, several important extensions have been
considered, including multi-fidelity [Bogunovic et al.,
2016b,Kandasamy et al., 2017,Song et al., 2019], con-
textual and time-varying settings [Krause and Ong,
2011,Valko et al., 2013,Bogunovic et al., 2016a], safety
requirements [Sui et al., 2015], high-dimensional set-
tings [Djolonga et al., 2013,Kandasamy et al., 2015,Rol-
land et al., 2018], and many more.
Certain types of corruption-tolerant GP-based opti-
mization algorithms have been explored previously,
with the defining features including (i) whether the
corruption applies to the input (i.e., action) or the out-
put (i.e., reward function), (ii) whether all samples are
corrupted, or only a final reported point is corrupted,
and (iii) whether the corruptions are random or adver-
sarial. The case of random input noise on all samples
was studied in [Beland and Nair, 2017,Nogueira et al.,
2016,Dai Nguyen et al., 2017]. Perhaps closer to our
work is [Martinez-Cantin et al., 2018], considering func-
tion outliers; however, no specific corruption model was
adopted, and no theoretical regret bounds were given.
In [Bogunovic et al., 2018a], bounds on the simple regret
are given for the case that the final reported input is
adversarially perturbed, whereas the selected inputs
are only subject to random output noise. This makes
it desirable to seek broad peaks, which bears some
similarity to the input noise viewpoint [Beland and Nair,
2017,Nogueira et al., 2016,Dai Nguyen et al., 2017] and
level-set estimation [Gotovos et al., 2013, Bogunovic
et al., 2016b]. Our goal of attaining small cumulative
regret under input perturbations requires very different
techniques from these previous works. Another distinct
notion of robustness is considered in [Bogunovic et al.,
2018b], in which some experiments in a batch may fail
to produce an outcome. None of the preceding works
provide regret bounds in the case of non-stochastic
corrupted observations.
Related work on corrupted bandits. Adversari-
ally corrupted observations have recently been consid-
ered in the finite-arm stochastic MAB problem under
various corruption models [Lykouris et al., 2018,Gupta
et al., 2019, Kapoor et al., 2019]. As mentioned
above, [Lykouris et al., 2018] adopted a “fast-slow” al-
gorithmic approach; this led to regret bounds of the
form RT = O(KC · Rnon-cT ), where Rnon-cT is a stan-
dard regret bound for the non-corrupted MAB setting.
In [Gupta et al., 2019], this bound was improved to
O(KC + Rnon-cT ) using an epoch-based approach in
which the estimates of the arms’ means are reset after
each epoch, and the previous epoch guides which arms
are selected in the next one.
Our algorithmic approach is based on that of [Lyk-
ouris et al., 2018]; however, the bulk of the theoretical
analysis requires novel ideas. In particular, our need
to handle an infinite action space with correlated re-
wards between actions poses considerable challenges, as
discussed above. In more detail, we note the following:
• Even when studying the case of a known corruption
level (which is done as a stepping stone towards
our main results), it is non-trivial to characterize
the effect of the corruptions (see Lemma 2 below);
• Characterizing that certain suboptimal points are
never sampled after a certain time requires signifi-
cant technical effort (see Lemmas 7 and 8 below);
• We adopt a UCB-style approach (Alg. 2) comple-
mentary to the elimination-style approach of [Lyk-
ouris et al., 2018], and the former kind may be of
independent interest even in the finite-arm setting.
In a parallel independent work [Li et al., 2019], cumu-
lative regret bounds were given for stochastic linear
bandits, which are a special case of the GP setting
(with a linear kernel). The algorithm of [Li et al., 2019]
is in fact more akin to that of [Gupta et al., 2019],
which is potentially preferable due the latter attaining
better bounds in the finite-arm setting. However, the
algorithm and results of [Li et al., 2019] crucially rely
on the notion of gaps between the function values of
corner points in the domain, and the idea of exploiting
these gaps for linear bandits has no apparent gener-
alization to the GP setting with general kernels. In
addition, even when we specialize to the linear kernel,
neither our results nor those of [Li et al., 2019] imply
each other, and the two both have benefits not provided
by the other; see Appendix K for details.
Outline. We introduce the corruption-tolerant ker-
nelized MAB problem in Section 2, and then present
algorithms for three settings with increasing difficulty:
Known corruption level (Section 3), simultaneous hand-
ing of no corruption and a known corruption level (Sec-
tion 4), and unknown corruption level (Section 5).
2 Problem Statement
We consider the problem of sequentially maximizing
a fixed unknown function f : D → [−B0, B0], where
D ⊂ Rd is a compact set and B0 > 0. We assume
that D is endowed with a kernel function k(·, ·) de-
fined on D ×D, and the kernel is normalized to sat-
isfy k(x,x′) ≤ 1 for all x,x′ ∈ D. We also assume
that f has a bounded norm in the corresponding Re-
producing Kernel Hilbert Space (RKHS) Hk(D), i.e.,
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‖f‖k ≤ B. This assumption permits the construc-
tion of confidence bounds via Gaussian process (GP)
methods (see Lemma 1 below).
In the non-corrupted setting, at every time step t, we
choose xt ∈ D, and observe a noisy function value
yt = f(xt) + t. In this work, we consider the cor-
rupted setting, where we only observe an adversarially
corrupted sample y˜t. Formally, for each t = 1, . . . , T :
• Based on the previous decisions and corresponding
corrupted observations {(xi, y˜i)}t−1i=1, the player
selects a probability distribution Φt(·) over D.
• Based on the knowledge of the true function f ,1
the previous decisions and corresponding obser-
vations {(xi, yi)}t−1i=1, and the player’s distribu-
tion Φt(·), the adversary chooses the corruptions
ct(·) : D → [−B0, B0].
• The agent draws xt ∈ D at random from Φt, and
observes the noisy and corrupted observation:
y˜t = yt + ct(xt), (1)
where yt is the noisy non-corrupted observation:
yt = f(xt) + t, where t ∼ N (0, σ2) with inde-
pendence between times t.
Note that the adversary is allowed to be adaptive,
i.e., the corruptions ct(·) may depend on the agent’s
previously selected points and corresponding stochastic
observations, as well as the distribution Φt(·) of the
player’s next choice, but not its specific realization xt.
We say that the problem instance is C-corrupted (i.e.,
the corruption level is C) if
T∑
t=1
max
x∈D
|ct(x)| ≤ C. (2)
Clearly, when C = 0, we recover the standard non-
corrupted setting. We measure the performance using
the cumulative regret, which is also typically used in
the non-corrupted bandit setting [Srinivas et al., 2010]:
RT =
T∑
t=1
(
f(x∗)− f(xt)
)
, (3)
where x∗ = arg maxx∈D f(x). As noted in [Lykouris
et al., 2018], one could alternatively define the cu-
mulative regret with respect to the corrupted values
{f(x) + ct(x)}; the two notions coincide to within at
most 2C, and such a difference will be negligible in our
regret bound anyway. In Appendix C, we outline how
our results can be adapted for simple regret (i.e., the
regret of a point reported at the end of T rounds).
1While knowing f may appear to make the adversary
overly strong, the defense mechanism in [Lykouris et al.,
2018] for the finite-arm setting also implicitly allows the
adversary to know the reward distributions.
2.1 Standard (non-corrupted) setting
In the non-corrupted setting, existing algorithms use
Gaussian likelihood models for the observations and
zero-mean GP priors for modeling the uncertainty in
f . Posterior updates are performed according to a
“fictitious” model in which the noise variables t = yt−
f(xt) are drawn independently across t from N (0, λ),
where λ is a hyperparameter that may differ from the
true noise variance σ2. Given a sequence of inputs
{x1, . . . ,xt} and their noisy observations {y1, . . . , yt},
the posterior distribution under this GP(0, k) prior is
also Gaussian, with the mean and variance
µt(x) = kt(x)
T
(
Kt + λIt
)−1
yt, (4)
σ2t (x) = k(x,x)− kt(x)T
(
Kt + λIt
)−1
kt(x), (5)
where kt(x) =
[
k(xi,x)
]t
i=1
, and Kt =
[
k(xt,xt′)
]
t,t′
is the kernel matrix. Common kernels include the
linear, squared exponential (SE) and Matérn kernels.
The main quantity that characterizes the regret bounds
in the non-corrupted setting [Srinivas et al., 2010,
Chowdhury and Gopalan, 2017] is the maximum infor-
mation gain, defined at time t as
γt = max
x1,...,xt
1
2
ln det(It + λ
−1Kt). (6)
For compact and convex domains, γt is sublinear in
t for various classes of kernels, e.g., O((ln t)d+1) for
the SE kernel, and O(t(d+1)d/((d+1)d+2ν) ln t)) for the
Matérn kernel with ν > 1 [Srinivas et al., 2010].
The following well-known result of [Abbasi-Yadkori,
2013] provides confidence bounds around the unknown
function in the non-corrupted setting.
Lemma 1. Fix f ∈ Hk(D) with ‖f‖k ≤ B, and con-
sider the sampling model yt = f(xt) + t, with indepen-
dent noise t ∼ N (0, σ2). Under the choice
βt = B + σλ
−1/2√2(γt−1 + ln(1/δ)), (7)
the following holds with probability at least 1− δ:
|µt−1(x)− f(x)| ≤ βtσt−1(x), ∀x ∈ D,∀t ≥ 1, (8)
where µt−1(·) and σt−1(·) are given in (4) and (5).
This lemma follows directly from [Abbasi-Yadkori, 2013,
Theorem 3.11] (and [Abbasi-Yadkori, 2013, Remark
3.13]) and the definition (6) of γt.
Lack of robustness against adversarial corrup-
tions. In the noisy non-corrupted setting, several al-
gorithms have been developed and analyzed. A partic-
ularly well-known example is GP-UCB, which selects
xt ∈ arg maxx∈D ucbt−1(x) := µt−1(x) + βtσt−1(x).
GP-UCB achieves sublinear cumulative regret with
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f(x*) = 1.15
f(x0) = 0.72
lcb( ⋅ )
ucb( ⋅ )
Figure 1: (Left) Function f , its global maximizer x∗, a local maximizer x0, and the corruption region. (Middle)
GP-UCB eliminates the optimal region (and x∗) early on due to the corruptions, and continues sampling points in the
suboptimal region around x0. (Right) Our corruption-aware algorithm (see Algorithm 1) does not eliminate the optimal
region, and after the corruption budget is exhausted, it identifies the true maximizer x∗.
high probability [Srinivas et al., 2010,Chowdhury and
Gopalan, 2017], for a suitably chosen βt (e.g., as in (7)).
Despite this success in the non-corrupted setting, these
algorithms can fail under adversarial corruptions.
An illustrative example is provided in Figure 1. Obser-
vations that correspond to the points sampled in the
shaded region around the global maximizer x∗ are cor-
rupted by the value −f(x∗)/3, up to a total corruption
budget (C = 3.5). In Figure 1 (Middle), the points
selected by GP-UCB for t = 50 time steps are shown.
GP-UCB eliminates the global maximizer early on due
to corruptions, and later on, it only selects points from
the suboptimal region and consequently suffers linear
cumulative regret. In the subsequent sections, we de-
sign algorithms that are robust to corruptions, and are
able to identify the true maximizer after the corruption
budget C is exhausted (see Figure 1 (Right)).
3 Known Corruption Setting
We first consider the case that the total corrup-
tion C in (2) is known. Given a sequence of in-
puts {x1, . . . ,xt} and their corrupted observations
{y˜1, . . . , y˜t} (with y˜i = yi + ci(xi)), we form a pos-
terior mean according to a GP(0, k(x,x′)) prior and
N (0, λ) sampling noise as follows:
µ˜t(x) = kt(x)
T (Kt + λI)
−1y˜t, (9)
where y˜t = [y˜1, . . . , y˜t]. Note that this matches the
posterior mean formed in the non-corrupted setting,
simply replacing yt by y˜t. In addition, we form the
same posterior standard deviation σt−1(x) as in the
non-corrupted setting. The role of the parameter λ is
discussed in Appendix I.
The following lemma provides an upper bound on the
difference between the non-corrupted and corrupted
posterior means, and is proved using the definitions of
µt and µ˜t along with RKHS function properties. All
proofs can be found in the supplementary material.
Lemma 2. For any x ∈ D and t ≥ 1, we have
|µt−1(x) − µ˜t−1(x)| ≤ Cλ−1/2σt−1(x), where µt−1(·)
and σt−1(·) are given in (4) and (5), and µ˜t−1(·) is
given in (9), with λ > 0.
Algorithm 1 Gaussian Process UCB algorithm with
known total corruption C
Input: Prior GP(0, k), parameters σ, λ, B, {βt}t≥1,
and total corruption C
1: for t = 1, 2, . . . , T do
2: Set
xt = arg max
x∈D
µ˜t−1(x) + β
(A1)
t σt−1(x), (13)
where β(A1)t = βt + λ−1/2C
3: Observe y˜t obtained via y˜t = f(xt) + t+ ct(xt)
4: Update µ˜t and σt according to (9) and (5) by
including (xt, y˜t)
5: end for
By combining Lemmas 1 and 2, we obtain the following.
Lemma 3. Fix f ∈ Hk(D) with ‖f‖k ≤ B. Under the
choice β(A1)t = βt + λ−1/2C with βt given in (7) and
λ > 0, we have with probability at least 1− δ that
|µ˜t−1(x)− f(x)| ≤ β(A1)t σt−1(x), ∀x ∈ D,∀t ≥ 1,
(10)
where µ˜t−1 and σt−1 are given in (9) and (5).
In Algorithm 1 (A1), we present an upper confi-
dence bound based algorithm with enlarged confidence
bounds in accordance with Lemma 3. We explicitly
define these confidence bounds as follows:
ucb
(A1)
t (x) = µ˜t(x) + β
(A1)
t+1 σt(x), (11)
lcb
(A1)
t (x) = µ˜t(x)− β(A1)t+1 σt(x). (12)
Once the validity of these confidence bounds is estab-
lished via (10), one can use standard analysis tech-
niques [Srinivas et al., 2010] to bound the cumulative
regret. This is formally stated in the following.
Lemma 4. Under the choice of β(A1)t in Lemma 3 and
λ = 1, conditioned on the event (10), the cumulative
regret incurred by Algorithm 1 satisfies RT = O
((
B +
C +
√
ln(1/δ)
)√
γTT + γT
√
T
)
.
The main theorem of this section is now obtained via
a direct combination of Lemmas 3 and 4.
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Theorem 5. In the C-corrupted setting, Algorithm 1
with λ = 1 and β(A1)t set as in Lemma 3, attains,
with probability at least 1− δ, cumulative regret RT =
O((B + C +√ln(1/δ))√γTT + γT√T ).
Note that when C = 0, this result recovers known non-
corrupted cumulative regret bounds (cf. [Chowdhury
and Gopalan, 2017, Theorem 3]). More generally, we
can decompose the obtained regret bound into two
terms: RT behaves as
O
(
C
√
γTT︸ ︷︷ ︸
due to corruption
+
(
B +
√
ln(1/δ)
)√
γTT + γT
√
T︸ ︷︷ ︸
non-corrupted regret bound
)
.
(14)
The obtained regret bound can be made more explicit
by substituting the bound on γT for particular kernels
[Srinivas et al., 2010], e.g., for the SE kernel we obtain
RT = O
(
(C + B)
√
T (log T )d+1 + (log T )d+1
√
T
)
. In
Appendix J, we argue that the linear dependence on
C is unavoidable for any algorithm, and discuss cases
where the dependence on T is near-optimal. However,
we do not necessarily claim that the joint dependence
on C and T is optimal; this is left for future work.
4 Known-or-Zero Corruption Setting
In the previous section, we assumed that the upper
bound C on the total corruption is known and the
problem is C-corrupted. In this section, we also assume
that C is known, but we consider a scenario in which the
problem may be either C-corrupted or non-corrupted
(i.e., the standard setting). Our goal is to develop an
algorithm that has a similar guarantee to the previous
section in the corrupted case, while also attaining a
similar guarantee to GP-UCB [Srinivas et al., 2010]
in the non-corrupted case, and thus obtaining strong
guarantees in the two settings simultaneously. Theorem
5 fails to achieve this goal, since the regret depends on
C even if the problem is non-corrupted.
Our algorithm Fast-Slow GP-UCB is described in
Algorithm 2. It makes use of two instances labeled F
(fast; Line 6) and S (slow; Line 8). The S instance is
played with probability 1/C, while the rest of the time
F is played. The intuition is that F shrinks the confi-
dence bounds faster but is not robust to corruptions,
while S is slower but robust to corruptions. We formal-
ize this intuition below in Lemma 6 and (20)–(21).
The instances use the following confidence bounds de-
pending on an exploration parameter β(A)tA+1 and an
additional parameter α > 1 whose role is discussed in
Appendix I and after Lemma 8 below:
ucb
(A)
tA (x;α) = µ˜
(A)
tA (x) + αβ
(A)
tA+1
σ
(A)
tA (x) (15)
lcb
(A)
tA (x;α) = µ˜
(A)
tA (x)− αβ(A)tA+1σ
(A)
tA (x), (16)
Algorithm 2 Fast-Slow GP-UCB algorithm
Input: Prior GP(0, k), parameters σ, λ, B, α,
{β(F )t }t≥1, {β(S)t }t≥1, and total corruption C
1: Initialize: tS , tF := 1, isValid = True
2: for t = 1, 2, . . . , T do
3: if isValid is True then
4: Sample instance At: At = S with probabil-
ity min{1, C−1}. Otherwise, At = F .
5: if At = F then
6: xt ← arg maxx∈D minA∈{F,S} ucb
(A)
tA−1(x; 1)
7: else
8: xt ← arg maxx∈D ucb(S)tS−1(x;α)
9: Observe: y˜t = f(xt) + ct(xt) + t
10: Set: tAt ← tAt + 1
11: Update: µ˜(At)(·), σ(At)(·) to time tAt by
including (xt, y˜t)
12: if minx
{
ucb
(F )
tF−1(x; 1)− lcb
(S)
tS−1(x; 1)
}
< 0
then
13: isValid← False
14: else
15: Use all the collected data {xi, y˜i}ti=1 to com-
pute µ˜t−1(·) and σt−1(·)
16: Choose next point, observe and update ac-
cording to Algorithm 1
where tA is the number of times an instance A ∈ {F, S}
has been selected at a given time instant. We also
make use of the following intersected confidence bounds,
which have the convenient feature of being monotone:
ucb
(A)
tA−1(x;α) = mint′A≤tA
ucb
(A)
t′A−1(x;α), (17)
lcb
(A)
tA−1(x;α) = maxt′A≤tA
lcb
(A)
t′A−1(x;α). (18)
In Fast-Slow GP-UCB, we check if the following
condition (Line 12) holds:
min
x∈D
{
ucb
(F )
tF−1(x; 1)− lcb
(S)
tS−1(x; 1)
}
< 0. (19)
In the non-corrupted setting, under the high-probability
event in Lemma 1 (for both F and S), this condition
never holds. Hence, when it does hold, we have detected
that the problem is C-corrupted.In such a case, the
algorithm permanently switches to running Algorithm 1
with C as the input. Note that we can check the
condition in (19) by using a global optimizer to find
a minimizer of g(x) := ucb
(F )
tF−1(x; 1) − lcb
(S)
tS−1(x; 1),
and checking whether its value is smaller than 0.
Finally, the inner minimization over A ∈ {F, S} in the
F instance, together with the validity of the condi-
tion (19), ensures that F does not select a point that
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is already “ruled out” by the robust instance S. We
make this statement precise in Lemma 7 below.
4.1 Analysis
First, we provide a high-probability bound on the total
corruption that is observed by the S instance. Specifi-
cally, we show that because it is sampled with probabil-
ity 1/C, the total corruption observed by S is constant
with high probability, i.e., it is upper bounded by a
value not depending on T .
Lemma 6. The S instance in Fast-Slow GP-
UCB observes, with probability at least 1 − δ, a to-
tal corruption
∑T
t=1 |ct(xt)|1{At = S} of at most
3 +B0 ln(1/δ).
We now fix a constant δ ∈ (0, 1) and condition on three
high-probability events:
1. If β(F )tF = B+σλ
−1/2
√
2
(
γtF−1 + ln
(
5
δ
))
and the
setting is non-corrupted, the following holds with
probability at least 1− δ5 :
lcb
(F )
tF−1(x; 1) ≤ f(x) ≤ ucb
(F )
tF−1(x; 1), (20)
for all x ∈ D and tF ≥ 1. This claim follows
from Lemma 1 by setting the corresponding failure
probability to δ5 .
2. If β(S)tS = B + σλ
−1/2
√
2
(
γtS−1 + ln
(
5
δ
))
+
λ−1/2(3 +B0 ln
(
5
δ
)
), then the following holds in
both the non-corrupted and corrupted settings
with probability at least 1− 2δ5 :
lcb
(S)
tS−1(x; 1) ≤ f(x) ≤ ucb
(S)
tS−1(x; 1), (21)
for all x ∈ D and tS ≥ 1. This follows from
Lemmas 3 and 6 (using 3 + B0 ln
(
5
δ
)
in place
of C in Lemma 3), by setting the corresponding
failure probabilities to δ5 in both. Taking the
union bound over these two events establishes
the claim. Note that (21) corresponds to α = 1,
but directly implies an analogous condition for all
α > 1 (since increasing α widens the confidence
region (15)–(16)).
3. If the condition in (19) is detected at any time
instant, then Algorithm 2 permanently switches to
running Algorithm 1. If Algorithm 1 is run with
β
(A1)
t = B+ σλ
−1/2
√
2
(
γt−1 + ln
(
5
δ
))
+λ−1/2C,
then with probability at least 1− δ5 :
lcb
(A1)
t−1 (x) ≤ f(x) ≤ ucb(A1)t−1 (x), (22)
for all x ∈ D and t ≥ 1, under the definitions in
(11). This is by Lemma 3 with δ5 in place of δ.
By the union bound, (20)–(22) all hold with probability
at least 1− 4δ5 . In addition, by the definitions in (17),
these properties remain true when ucb(A) and lcb(A)
are replaced by ucb
(A)
and lcb
(A)
.
The confidence bounds of F are only valid in the non-
corrupted case, and hence, in the case of corruptions
we rely on the confidence bounds of S. Specifically,
we show that F never queries a point that is strictly
suboptimal according to the confidence bounds of S.
Lemma 7. Suppose that (20) and (21) hold. For any
time t ≥ 1, if At = F in Fast-Slow GP-UCB, then
the selected point xt /∈ StS , where
StS = {x ∈ D : ∃x′ ∈ D,
lcb
(S)
tS−1(x
′; 1) > ucb
(S)
tS−1(x; 1)} (23)
represents the set of strictly suboptimal points according
to the intersected S-confidence bounds.
By the monotonicity of lcb
(S)
tS−1 and ucb
(S)
tS−1, the setStS is non-shrinking in t. The proof shows that F
always favors x′ from (23) over x ∈ StS , i.e., x′ has
a higher value of minA∈{F,S} ucb
(A)
tA−1(·; 1) (see Line
6 of Algorithm 2). To show this, we upper bound
minA∈{F,S} ucb
(A)
tA−1(x; 1) in terms of lcb
(S)
tS−1 via (23),
and lower bound minA∈{F,S} ucb
(A)
tA−1(x; 1) in terms of
lcb
(S)
tS−1 via the confidence bounds and condition (19).
The next lemma characterizes the number of queries
made by the S instance before a suboptimal point
becomes “eliminated”, i.e., the time after which the
point belongs to StS .
Lemma 8. Suppose that the S instance is run with
β
(S)
tS corresponding to (21) and α = 2. Then, con-
ditioned on the high-probability confidence bounds in
(21), for any given suboptimal point x ∈ D such that
f(x∗)− f(x) ≥ ∆0 > 0, it holds that x ∈ StS after
tS = min
{
τ :
√
16α2(β(S)τ )
2γτ
τ ≤ ∆010
}
. (24)
This lemma’s proof is perhaps the trickiest, and cru-
cially relies on the fact that α > 1. We show that by
the time given in (24), we have encountered a round i
in which a ∆010 -optimal point xi is queried with the con-
fidence width also being at most ∆010 . This means that
xi is much closer to optimal than the ∆0-suboptimal
point x in the lemma statement. Using the fact that
xi had a higher UCB score than x, we can also deduce
that the posterior standard deviation at x was not
too large. Since replacing α = 2 by α = 1 (as done
in the definition of StS in (23)) halves the confidence
width, we can combine the above findings to deduce
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that the confidence bounds indeed rule out x at time
i < tS , and hence also for all subsequent times due to
the monotonicity of the confidence bounds.
Finally, we state the main theorem of this section,
whose proof combines the preceding lemmas.
Theorem 9. For any f ∈ Hk(D) with ‖f‖k ≤ B, let
δ ∈ (0, 1), and consider Fast-Slow GP-UCB run
with α = 2, λ = 1,
β
(F )
tF = B + σ
√
2
(
γtF−1 + ln
(
5
δ
))
, (25)
β
(S)
tS = B + σ
√
2
(
γtS−1 + ln
(
5
δ
))
+ (3 +B0 ln
(
5
δ
)
),
(26)
and β(A1)t set in Algorithm 1 as β
(A1)
t = B +
σ
√
2
(
γt−1 + ln
(
5
δ
))
+ C. Then, after T rounds, with
probability at least 1− δ the cumulative regret satisfies
RT = O
((
B +B0 ln(
1
δ ) +
√
ln( 1δ )
)√
TγT + γT
√
T
)
(27)
in the non-corrupted case and
RT = O
(
(1 + C) ln(Tδ )
((
B +B0 ln(
1
δ ) +
√
ln( 1δ )
)
×
√
γTT + γT
√
T
))
(28)
in the corrupted case.
The non-corrupted case is straightforward to prove,
essentially applying standard arguments separately to
F and S. The corrupted case requires more effort.
Lemma 8 characterizes the time after which points
with a given regret are no longer sampled by S, which
permits bounding the cumulative regret incurred by S.
By Lemma 7, the points in StS are also not sampled
by F , and on average F is played at most C times
more frequently than S. Converting this average to a
high-probability bound using basic concentration, this
factor of C becomes C ln( 5Tδ ), and we obtain (28).
Using the notation O˜(·) to hide logarithmic factors, the
bound obtained in the non-corrupted case simplifies
to RT = O˜
(
(B +B0)
√
TγT + γT
√
T
)
, and unlike the
result from Theorem 5, it does not depend on C. The
obtained bound is only a constant factor away from
the standard non-corrupted one (cf. (14)), while at
the same time our algorithm achieves RT = O˜
(
C(B +
B0)
√
TγT + CγT
√
T
)
in the C-corrupted case. As
before, we can make the results obtained in this theorem
more explicit by substituting the bounds for γT for
various kernels of interest [Srinivas et al., 2010].
5 Unknown Corruption Setting
In this section, we assume that the total corruption C
defined in (2) is unknown to the algorithm. Despite
this additional challenge, most of the details are similar
to the known-or-zero setting, so to avoid repetition, we
omit some details and focus on the key differences.
Algorithm. Our corruption-agnostic algorithm is
shown in Algorithm 3. We again take inspiration from
the finite-arm counterpart [Lykouris et al., 2018], con-
sidering layers ` = 1, . . . , dlog2 T e that are sampled
with probability 2−` (with any remaining probability
going to layer 1). The idea is that any layer with 2` ≥ C
is robust, for the same reason that the S instance is
robust in Fast-Slow GP-UCB (Algorithm 2).
Each instance ` makes use of confidence bounds defined
as follows for some parameters β(`)t` to be chosen later:
ucb
(`)
t`
(x;α) = µ˜t`(x) + αβ
(`)
t`+1
σt`(x) (29)
lcb
(`)
t`
(x;α) = µ˜t`(x)− αβ(`)t`+1σt`(x), (30)
where t` denotes the number of times instance ` has
been selected by time t, and α > 1. Similarly to the
Section 4, we define intersected confidence bounds:
ucb
(`)
t`−1(x;α) = mint′`≤t`
ucb
(`)
t′`−1(x;α) (31)
lcb
(`)
t`−1(x;α) = maxt′`≤t`
lcb
(`)
t′`−1(x;α). (32)
Each instance ` selects a point according to
arg max
x∈M(`)t ucb
(`)
t`−1(x;α), where M
(`)
t represents a
set of potential maximizers at time t, i.e., a set of points
that could still be the global maximizer according to
the confidence bounds. More formally, these sets are
defined recursively as follows:2
M
(`)
t :=
{
x ∈ D : ucb(`)t`−1(x; 1) ≥ maxx′∈D lcb
(`)
t`−1(x
′; 1)
}
for ` = dlog2 T e, (33)
M
(`)
t := M
(`+1)
t ∩
{
x ∈ D :
ucb
(`)
t`−1(x; 1) ≥ maxx′∈D lcb
(`)
t`−1(x
′; 1)
}
for ` < dlog2 T e.
(34)
Two key properties of these sets are: (i) M (`)t ⊆M (`)t′
for every t > t′ and ` ∈ {1, . . . , dlog2 T e} due to the
monotonicity of the confidence bounds; and (ii)M (1)t ⊆
M
(2)
t · · · ⊆M (dlog2 Te)t for every t. The latter property
2Note that a given set M (`)t may be non-convex, making
the constraint x ∈ D in the UCB rule non-trivial to enforce
in practice (e.g., one may use a discretization argument).
Our focus is on the theory, in which we assume that the
acquisition function can be optimized exactly.
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Algorithm 3 Fast-Slow GP-UCB algorithm with
Unknown Corruption Level C
Input: Prior GP(0, k), parameters σ, λ, B, α,
{β(`)t` }t≥1 for all ` ∈ {1, . . . , dlog2 T e}
Initialize: For all ` ∈ {1, . . . , dlog2 T e}, setM (`)1 = D
for t = 1, 2, . . . , T do
Sample instance ` ∈ {1, . . . , dlog2 T e} w.p. 2−`.
With remaining prob., sample ` = 1.
if M (`)t 6= ∅ then
xt ← arg maxx∈M(`)t ucb
(`)
t`−1(x;α)
Observe y˜t = f(xt) + ct(xt) + t
Update µ˜(`)(·), σ(`)(·) by including (xt, y˜t)
t` ← t` + 1
M
(`)
t+1 ← {x ∈ D : ucb
(`)
t`−1(x; 1) ≥
maxx′∈D lcb
(`)
t`−1(x
′; 1)}
M
(i)
t+1 ←M (`)t+1 ∩M (i)t for i ∈ {1, . . . , `− 1}
M
(i)
t+1 ←M (i)t for i ∈ {`+ 1, . . . , dlog T e}
else
`← arg mini∈{`+1,...,dlog2 Te}{M
(i)
t 6= ∅}
xt ← arg maxx∈M(`)t ucb
(`)
t`−1(x;α)
Observe: y˜t = f(xt) + ct(xt) + t
M
(i)
t+1 ←M (i)t for every i ∈ {1, . . . , dlog2 T e}
implies that once a point is eliminated at some layer `,
it is also eliminated from all M (1)t , . . . ,M
(`−1)
t , while
the former property ensures that it remains eliminated
for all subsequent time steps {t+ 1, . . . , T}.
Similarly to Fast-Slow GP-UCB, each layer uses
ucb
(`)
t`−1(x;α) with α strictly larger than 1 (e.g., α = 2
suffices) in its acquisition function, while replacing α
by 1 in the confidence bounds when constructing the
set of potential maximizers. This is done to permit the
application of Lemma 8; the intuition behind doing so
is discussed in Appendix I and following Lemma 8.
In the case that M (`)t corresponding to the selected
` at time t is empty, the algorithm finds the lowest
layer i for which M (i) 6= ∅, and selects the point that
maximizes that layer’s upper confidence bound. In this
case, the algorithm makes no changes to the confidence
bounds or the sets of potential maximizers.
Regret bound. With Fast-Slow GP-UCB and its
theoretical analysis in place, we can also obtain a near-
identical regret bound in the case of unknown C. We
only provide a brief outline here, with further details
in the supplementary material.
We let the robust layer `∗ = dlog2 Ce play the role of F
and eliminate suboptimal points. Since 2−`
∗ ≥ 12C , the
regret incurred in the lower layers is at most a factor
2C higher than that of layer `∗ on average, and this
leads to a similar analysis to that used in the proof of
Theorem 9. Our final main result is stated as follows.
Theorem 10. For any f ∈ Hk(D) with ‖f‖k ≤ B,
and any δ ∈ (0, 1), under the parameters
β
(`)
t`
= B + σ
√
2
(
γt`−1 + ln
(
4(1 + log2 T )
δ
))
+ 3 +B0 ln
(
4(1 + log2 T )
δ
)
, (35)
we have that for any unknown corruption level C > 0,
the cumulative regret of Algorithm 3 satisfies
RT = O
(
(1 + C) ln(Tδ )
×
((
B+B0 ln(
log T
δ )+
√
ln( log Tδ )
)√
γTT+γT
√
T
))
(36)
with probability at least 1− δ.
This has the same form as (28), with δlog T in place of
δ (since there are dlog2 T e layers).
6 Conclusion
We have introduced the kernelized MAB problem with
adversarially corrupted samples. We provided novel
algorithms based on enlarged confidence bounds and
randomly-selected fast/slow instances that are prov-
ably robust against such corruptions, with the regret
bounds being linear in the corruption level. To our
knowledge, we are the first to handle this form of adver-
sarial corruption in any bandit problem with an infinite
action space and correlated rewards, which are two key
notions that significantly complicate the analysis.
An immediate direction for further research is to bet-
ter understand the joint dependence on the corrup-
tion level C and time horizon T . The linear O(C)
dependence is unavoidable (see Appendix J), and the
O(B
√
γTT + γT
√
T ) dependence matches well-known
bounds for the non-corrupted setting [Srinivas et al.,
2010,Chowdhury and Gopalan, 2017] (in some cases
having near-matching lower bounds [Scarlett et al.,
2017]), but it is unclear whether the product of these
two terms is unavoidable.
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A Proof of Lemma 2 (Corrupted vs. Non-Corrupted Posterior Mean)
Our analysis uses techniques from [Chowdhury and Gopalan, 2017, Appendix C]. Let x be any point in D, and
fix a time index t ≥ 1. From the definitions of µ˜t(·), µt(·) and y˜t (Eq. (4), (9) and (1)), we have
µ˜t(x) = kt(x)
T (Kt + λIt)
−1y˜t (37)
= kt(x)
T (Kt + λIt)
−1yt + kt(x)
T (Kt + λIt)
−1ct (38)
= µt(x) + kt(x)
T (Kt + λIt)
−1ct, (39)
where y˜t = [y˜1, . . . , y˜t]T and ct = [c1(x1), . . . , ct(xt)]T . We proceed by upper bounding the absolute difference
between µ˜t(x) and µt(x), i.e, |kt(x)T (Kt + λIt)−1ct|.
Let Hk(D) denote the RKHS associated with the kernel k and domain D. We define φ(x) := k(x, ·), where
φ : D → Hk(D) maps x ∈ D to the RKHS associated with the kernel. For any two functions f1, f2 in Hk(D),
we write fT1 f2 to denote the kernel inner product 〈f1, f2〉k, which implies that ‖f‖k =
√
fT f . By the RKHS
reproducing property, i.e., f(x) = 〈f, k(x, ·)〉k for all x ∈ D, and the fact that k(x, ·) ∈ Hk(D) for all x ∈ D, we
can write
k(x,x′) = 〈k(x, ·), k(x′, ·)〉k = 〈φ(x), φ(x′)〉k = φ(x)Tφ(x′)
for all x,x′ ∈ D. It also follows that Kt = ΦtΦTt where Φt = [φ(x1), . . . , φ(xt)]T , and kt(x) = Φtφ(x). (Here
and subsequently, the notation fT1 f2 = 〈f1, f2〉k similarly extends to matrix multiplication operations.)
Using these properties, we can characterize the second term of (39) as follows:
|kt(x)T (Kt + λIt)−1ct|
= |φ(x)TΦTt (ΦtΦTt + λIt)−1ct| (40)
= |〈φ(x)T (ΦTt Φt + λIHk)−1,ΦTt ct〉k| (41)
≤ ‖(ΦTt Φt + λIHk)−1/2φ(x)‖k‖(ΦTt Φt + λIHk)−1/2ΦTt ct‖k (42)
=
√
φ(x)T (ΦTt Φt + λIHk)−1φ(x)
√
(ΦTt ct)
T (ΦTt Φt + λIHk)−1ΦTt ct (43)
= λ−1/2σt(x)
√
cTt ΦtΦ
T
t (ΦtΦ
T
t + λIt)
−1ct (44)
= λ−1/2σt(x)
√
cTt Kt(Kt + λIt)
−1ct (45)
≤ λ−1/2σt(x)
√
λmax (Kt(Kt + λIt)−1) ‖ct‖22 (46)
≤ λ−1/2σt(x)C
√
λmax (Kt(Kt + λIt)−1) (47)
≤ Cλ−1/2σt(x), (48)
where:
• Eq. (41) follows from the standard identity (see, e.g., [Chowdhury and Gopalan, 2017, Eq. (12)])
ΦTt (ΦtΦ
T
t + λIt)
−1 = (ΦTt Φt + λIHk)
−1ΦTt . (49)
• Eq. (42) is by Cauchy-Schwartz.
• The first term λ−1/2σt(x) in (44) follows from the following identity:
σ2t (x) = λφ(x)
T (ΦTt Φt + λIHk)
−1φ(x). (50)
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To prove (50), we first claim the following:
φ(x) = ΦTt
(
ΦtΦ
T
t + λIt
)−1
Φtφ(x) + λ
(
ΦTt Φt + λIHk
)−1
φ(x). (51)
To see this, we apply (49) to the first term to obtain the equivalent expression
φ(x) =
(
ΦTt Φt + λIHk
)−1
ΦTt Φtφ(x) + λ
(
ΦTt Φt + λIHk
)−1
φ(x).
Multiplying from the left by
(
ΦTt Φt + λIHk
)
, we find that this is in turn equivalent to(
ΦTt Φt + λIHk
)
φ(x) = ΦTt Φtφ(x) + λφ(x),
which trivially holds. Then, note by the definition of σ2t (x) and (51) that
σ2t (x) = k(x,x)− kt(x)T (Kt + λIt)−1 kt(x)
= φ(x)Tφ(x)− φ(x)TΦTt
(
ΦtΦ
T
t + λIt
)−1
Φtφ(x)
(51)
= φ(x)TΦTt
(
ΦtΦ
T
t + λIt
)−1
Φtφ(x) + λφ(x)
T (ΦTt Φt + λIHk)
−1φ(x)
− φ(x)TΦTt
(
ΦtΦ
T
t + λIt
)−1
Φtφ(x)
= λφ(x)T (ΦTt Φt + λIHk)
−1φ(x),
yielding (50). The second term in (44) (i.e., the square root) follows by again applying (49).
• In (46), λmax
(
Kt(Kt + λIt)
−1) denotes the largest eigenvalue of Kt(Kt + λIt)−1.
• Eq. (47) follows since ‖ct‖1 ≤ C (see (2)), and since the `1 norm is always an upper bound on the `2-norm.
• Eq. (48) follows since
λmax(Kt(Kt + λIt)
−1) ≤ 1.
This follows since all eigenvectors of Kt are also eigenvectors of (Kt + λIt)−1, and hence, the eigenvalues of
Kt(Kt+λIt)
−1 are of the form λ(Kt)λ(Kt)+λ . Since, λ(Kt) ≥ 0 and λ > 0, all the eigenvalues ofKt(Kt+λIt)−1
are bounded by 1.
B Proof of Lemma 4 (Regret Bound with Known Corruption)
Conditioned on the confidence bounds (10) being valid according to Lemma 3, we have
f(x∗)− f(xt)
≤ f(x∗)− µ˜t−1(xt) + βtσt−1(xt) + λ−1/2Cσt−1(xt) (52)
≤ µ˜t−1(x∗) + λ−1/2Cσt−1(x∗) + βtσt−1(x∗)− µ˜t−1(xt) + βtσt−1(xt) + λ−1/2Cσt−1(xt) (53)
≤ µ˜t−1(xt) + λ−1/2Cσt−1(xt) + βtσt−1(xt)− µ˜t−1(xt) + βtσt−1(xt) + λ−1/2Cσt−1(xt) (54)
= 2(λ−1/2C + βt)σt−1(xt). (55)
where (52) uses the lower confidence bound from (10), (53) uses the upper confidence bound from (10), and (54)
uses the selection rule in (13).
When λ ≥ 1, we have from [Chowdhury and Gopalan, 2017, Lemma 4] that3
T∑
t=1
σt−1(xt) ≤
√
4TλγT . (56)
This is a variant of a more widely-used upper bound on
∑T
t=1 σt−1(xt) in terms of γT from [Srinivas et al., 2010].
3The statement of [Chowdhury and Gopalan, 2017, Lemma 4] uses λ = 1 + 2/T , but the proof states the result for
general λ ≥ 1.
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We set λ = 1 in accordance with the lemma statement, and sum over the time steps:
RT =
T∑
t=1
(
f(x∗)− f(xt)
)
(57)
≤ (2C + 2βT )
T∑
t=1
σt−1(xt) (58)
≤ (2C + 2βT )
√
4TγT (59)
≤
(
2C + 2B + 2σ
√
2
(
γT + ln(
1
δ )
))√
4TγT , (60)
where (58) uses (55) and the monotonicity of βt, (59) uses (56), and (60) substitutes the choice of βt in (7) and
applies γT−1 ≤ γT . Hence, we have RT = O
(
(B + C +
√
ln(1/δ))
√
γTT + γT
√
T
)
, which establishes the lemma.
C Bounding the Simple Regret
While we have focused exclusively on the cumulative regret in our exposition, we can easily adapt our analysis
to handle the simple regret similarly to the idea used in the proof of [Bogunovic et al., 2018a, Theorem 1]. We
outline this procedure for Theorem 5, since all of the other results can be adapted in the same manner.
We claim that under the setup of Theorem 5, for a given ∆ > 0, Algorithm 1 achieves f(x∗)− f(x(T )) ≤ ∆ after
T = O
(
γT (βT+C)
2
∆2
)
rounds, where the reported point x(T ) is defined as
x(T ) = xt∗ , with t∗ = arg max
1,...,T
{µ˜t−1(xt)− (C + βt)σt−1(xt)} . (61)
To prove this claim, we continue from the end of Appendix B. We set λ = 1 as before, and define
r¯(xt) := f(x
∗)− µ˜t−1(xt) + (C + βt)σt−1(xt).
Using (52), we have f(x∗)− f(x) = r(xt) ≤ r¯(xt) for each t ≥ 1. From the definition of the reported point x(T )
in (61), we have that t∗ is the time index with the smallest value of r¯(xt). It follows that
r¯(x(T )) ≤ 1
T
T∑
t=1
2(C + βt)σt−1(xt) (62)
≤ 2(C + βT )
T
T∑
t=1
σt−1(xt) (63)
≤ 2(C + βT )
T
√
4TγT , (64)
where (62) upper bounds the minimum by the average, (63) uses the monotonicity of βt, and (64) uses (56) with
λ = 1.
Re-arranging (64), we find that after T = O(γT (βT+C)2∆2 ) time steps, r¯(x(T )) ≤ ∆, which further implies that
r(x(T )) ≤ ∆.
D Proof of Lemma 6 (Total Corruption Observed by S)
We follow the proof of [Lykouris et al., 2018, Lemma 3.3], making use of the following martingale concentration
inequality.4
4This result is presented in [Beygelzimer et al., 2011] for the filtration Ft generated by M1, . . . ,MT itself, but the proof
applies in the general case. To prove Lemma 6, we could in fact resort to the classical martingale concentration bound of
Freedman [Freedman et al., 1975], but we found the form given in [Beygelzimer et al., 2011] to be more convenient.
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Lemma 11. [Beygelzimer et al., 2011, Lemma 1] Let M1, . . . ,MT be a sequence of real-valued random variables
forming a martingale with respect to a filtration {Ft}, i.e., E[Mt|Ft−1] = 0, and suppose that Mt ≤ R almost
surely. Then for any δ > 0, the following holds:
P
[ T∑
t=1
Mt ≤ V
R
(e− 2) +R ln(1/δ)
]
≥ 1− δ,
where V =
∑T
t=1 E[M2t |Ft−1].
Let x(S)t be the point that would be selected at time t if instance S were chosen. We let Ct = |ct(x(S)t )|1{At = S}
denote the amount of corruption observed by instance S at time t in Algorithm 2.
Let Ht−1 denote the history (i.e., all selected instances Ai ∈ {F, S}, inputs xi ∈ D, and observations y˜i ∈ R)
prior to round t. Noting that x(S)t is deterministic given Ht−1, we find that Ct is a random variable equaling
|ct(x(S)t )| with probability ρ := min{1, C−1} and 0 otherwise. As a result, we can define the following martingale
sequence:
Mt = Ct − E[Ct|Ht−1],
where E[Ct|Ht−1] = ρ|ct(x(S)t )| as stated above. Since ct(x) ∈ [−B0, B0] for all t and x ∈ D (see Section 2), we
have Mt ≤ B0 for all t. Hence, we can set R = B0 in Lemma 11.
Next, we note the following:
E[M2t |Ht−1] = ρ
(
|ct(x(S)t )| − ρ|ct(x(S)t )|
)2
+ (1− ρ)
(
ρ|ct(x(S)t )|
)2
= ρct(x
(S)
t )
2(1− ρ)2 + (1− ρ)(ρct(x(S)t ))2
≤ ρct(x(S)t )2 + ρct(x(S)t )2
= 2ρct(x
(S)
t )
2
≤ 2ρB0|ct(x(S)t )|.
where the two inequalities use ρ ∈ [0, 1] and ct(x(S)t ) ≤ B0 respectively. By summing over all the rounds and
using the definition of C in (2), we obtain
V =
T∑
t=1
E[M2t |Ht−1] ≤ 2B0ρ
T∑
t=1
|ct(x(S)t )| ≤ 2B0ρC ≤ 2B0,
since ρ ≤ C−1. Applying Lemma 11, we have with probability at least 1− δ that
T∑
t=1
Mt ≤ 2B0
B0
(e− 2) +B0 ln(1/δ) ≤ 2 +B0 ln(1/δ). (65)
Finally, we complete the proof of Lemma 6 by adding the total expected corruption:
T∑
t=1
Ct =
T∑
t=1
Mt +
T∑
t=1
E [Ct|Ht−1]
≤ 3 +B0 ln(1/δ),
where we have used (65) and
∑T
t=1 E [Ct|Ht−1] = ρ
∑T
t=1 |ct(x(S)t )| ≤ ρC ≤ 1.
E Proof of Lemma 7 (Characterizing the Points Not Sampled by F )
Consider any round t ∈ {1, . . . , T} and any point x ∈ St (see (23)). We wish to show that F never selects x, i.e.,
xt 6= x. To establish this, it suffices to prove that
min
A∈{F,S}
ucb
(A)
tA−1(x; 1) < minA∈{F,S}
ucb
(A)
tA−1(x
′; 1). (66)
Ilija Bogunovic, Andreas Krause, Jonathan Scarlett
for some x′ ∈ D; this means that x′ is favored over x according to the selection rule of F .
To show (66), we first trivially write
min
A∈{F,S}
ucb
(A)
tA−1(x; 1) ≤ ucb
(S)
tS−1(x; 1). (67)
Since x ∈ St, by the definition of St in (23), there exists x′ ∈ D such that
ucb
(S)
tS−1(x; 1) < lcb
(S)
tS−1(x
′; 1). (68)
Moreover, the following two equations provide upper bounds on lcb
(S)
tS−1(x
′; 1):
lcb
(S)
tS−1(x
′; 1) ≤ ucb(S)tS−1(x′; 1) (69)
lcb
(S)
tS−1(x
′; 1) ≤ ucb(F )tF−1(x′; 1), (70)
where (69) follows from the validity of the confidence bounds (see (21)), and (70) is due to At = F , which means
that the condition (19) used in Fast-Slow GP-UCB (Line 12) is not satisfied and thus it cannot hold that
lcb
(S)
tS−1(x
′; 1) > ucb
(F )
tF−1(x
′; 1).
From (69) and (70) we have lcb
(S)
tS−1(x
′; 1) ≤ min{F,S} ucb(A)tA−1(x′; 1), and from (67) and (68) we have
lcb
(S)
tS−1(x
′; 1) > minA∈{F,S} ucb
(A)
tA−1(x; 1), which together prove that (66) holds.
F Proof of Lemma 8 (Characterizing the Points Ruled Out via S)
Although we consider the S instance run with α = 2, we are interested in how long it takes before the following
(corresponding to α = 1) is observed for the given suboptimal x and some x′ ∈ D:
ucb
(S)
tS−1(x; 1) < lcb
(S)
tS−1(x
′; 1). (71)
Since ucb
(S)
tS−1 and lcb
(S)
tS−1 are tighter confidence bounds than ucb
(S)
tS−1 and lcb
(S)
tS−1, (71) holding implies that
ucb
(S)
tS−1(x; 1) < lcb
(S)
tS−1(x
′; 1), (72)
meaning that x ∈ StS (see (23)). Since ucb
(S)
tS−1 and lcb
(S)
tS−1 are monotone, (72) holding for some tS means that
it continues to hold for all t′S > tS . Hence, to establish the lemma, it suffices to show that after tS rounds (with
tS given in (24)), there exists a point x′ ∈ D such that (71) holds.
Since this proof only concerns points selected by S, we abuse notation slightly and let xi denote the i-th point
queried by S. We use the fact that the instant regret incurred by the S instance satisfies
r(xi) = f(x
∗)− f(xi) ≤ 2αβ(S)i σ(S)i−1(xi) (73)
(via an identical argument5 to (55)), and the sum of posterior standard deviations satisfies
1
tS
tS∑
i=1
σ
(S)
i−1(xi) ≤
√
4γtS
tS
(74)
when we set λ = 1 (by a direct application of (56)). Combining these gives
1
tS
tS∑
i=1
r(xi) ≤ 1
tS
tS∑
i=1
2αβ
(S)
i σ
(S)
i−1(xi) ≤
√
C1(β
(S)
tS )
2γtS
tS
, (75)
5See also (92) in Appendix G.
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where C1 = 16α2. It is useful to “invert” the right-hand side of (75); to do this, we define the function
τ(∆) = min
{
τ :
√
C1(β
(S)
τ )2γτ
τ
≤ ∆
}
. (76)
Since (75) and (76) state that the “average” value of 2αβ(S)i σ
(S)
i−1(xi) by time τ(∆) is at most ∆, we deduce that
∀∆ > 0,∃i ≤ τ(∆) such that 2αβ(S)i σ(S)i−1(xi) ≤ ∆. (77)
That is, at least one time index i yields a value less than or equal to the average.
Now consider the given x ∈ D with instant regret satisfying r(x) ≥ ∆0 > 0 in accordance with the lemma
statement. Setting the parameter ∆ = ∆010 in (77) gives
∃i ≤ τ(∆0/10) such that 2αβ(S)i σ(S)i−1(xi) ≤
∆0
10
(78)
and hence r(xi) ≤ ∆0
10
, (79)
where (79) follows from (73). This means that xi is much closer to optimal than x is. The properties in (78) and
(79) allow us to characterize the confidence bounds of xi:
ucb
(S)
i−1(xi;α) = lcb
(S)
i−1(xi;α) + 2αβ
(S)
i σ
(S)
i−1(xi) (80)
≤ f(xi) + 2αβ(S)i σ(S)i−1(xi) (81)
≤ f(x∗) + ∆0
10
, (82)
where (80) uses the definition of the confidence bounds in (15)–(16), (81) uses the validity of the confidence
bounds in (21), and (82) uses (78). Similarly,
lcb
(S)
i−1(xi;α) = ucb
(S)
i−1(xi;α)− 2αβ(S)i σ(S)i−1(xi) (83)
≥ ucb(S)i−1(x∗;α)− 2αβ(S)i σ(S)i−1(xi) (84)
≥ f(x∗)− 2αβ(S)i σ(S)i−1(xi) (85)
≥ f(x∗)− ∆0
10
, (86)
where (83) is the same as (80), (84) uses the UCB selection rule, (85) uses the validity of the confidence bounds,
and (86) uses (78). Combining (82) and (86), we find that the confidence interval [lcb(S)i−1(xi;α),ucb
(S)
i−1(xi;α)] is
within the range
I =
[
f(x∗)− ∆0
10
, f(x∗) +
∆0
10
]
. (87)
It also holds that
ucb
(S)
i−1(x;α) ≤ ucb(S)i−1(xi;α) (88)
by the UCB rule used in the S instance. For this fixed i ≤ τ(∆0/10) and xi, there are then two possible cases
that we need to consider:
1. If it also holds that ucb(S)i−1(x;α) < lcb
(S)
i−1(xi;α), then we immediately obtain
ucb
(S)
i−1(x; 1) < lcb
(S)
i−1(xi; 1)
because we chose α = 2, and decreasing α only makes ucb(S)i−1(·;α) decrease and lcb(S)i−1(·;α) increase (see
(15)–(16)). Hence, the condition in (71) holds as required.
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2. Otherwise, by (88), we must have
lcb
(S)
i−1(xi, α) ≤ ucb(S)i−1(x;α) ≤ ucb(S)i−1(xi;α).
By (82) and (86), this means that ucb(S)i−1(x;α) lies in the interval I given in (87).
Since the confidence bounds (21) are valid and f(x) ≤ f(x∗) −∆0 (i.e., r(x) ≥ ∆0), we must also have
lcb
(S)
i−1(x;α) ≤ f(x∗)−∆0. Comparing this with I above, we notice a gap of at least 9∆010 between the upper
and lower confidence bounds at x. Let this gap be denoted by Gap(α) ≥ 9∆010 .
The confidence bounds ucb(S)i−1(x;α) and lcb
(S)
i−1(x;α) are equal to µ˜± 12Gap(α), where µ˜ is shorthand for
the corrupted posterior mean. When we compare to ucb(S)i−1(x; 1) and lcb
(S)
i−1(x; 1), the value µ˜ remains
unchanged, but we have Gap(1) = 1αGap(α); see (15)–(16). Therefore, we have
ucb
(S)
i−1(x; 1) = ucb
(S)
i−1(x;α)−
1
2
(
1− 1
α
)
Gap(α)
≤ ucb(S)i−1(x;α)−
1
2
(
1− 1
α
)9∆0
10
since Gap(α) ≥ 9∆010 . Substituting α = 2 gives ucb(S)i−1(x; 1) ≤ ucb(S)i−1(x; 2) − 9∆040 . Since the width of the
interval I (in which ucb(S)i−1(x; 2) lies) is only 2∆010 = 8∆040 , we conclude that ucb(S)i−1(x; 1) lies strictly below I.
On the other hand, using (82) and (86), we see that the entire confidence interval for xi lies within I (recall
that replacing α > 1 by α = 1 only shrinks this interval). Hence, ucb(S)i−1(x; 1) < lcb
(S)
i−1(xi; 1), as required.
Recall that the above findings all correspond to some time index i ≤ τ(∆0/10). Hence, (24) follows by setting
tS = τ(∆0/10).
G Proof of Theorem 9 (Regret Bound in the Known-or-Zero Setting)
Throughout the proof, we condition on the events (20)–(22) that simultaneously hold with probability at least
1− 4δ5 .
G.1 Non-corrupted case
Recall that at time t, the chosen instance and input are denoted by At and xt, respectively, and we use tA to
denote the number of times an instance A ∈ {F, S} has been chosen up to time t.
In the non-corrupted case, the condition (19) cannot hold (conditioned on the events (20) and (21)), since the
confidence bounds for both S and F are valid and hence ucb(F )tF (x; 1) can never be smaller than lcb
(S)
tS (x; 1).
Consequently, Algorithm 2 selects only S or F , and never switches permanently to Algorithm 1.
First, we consider the case that At = S is used to select xt for some t. We have
f(x∗)− f(xt) ≤ ucb(S)tS−1(x∗;α)− f(xt) (89)
≤ ucb(S)tS−1(xt;α)− f(xt) (90)
≤ ucb(S)tS−1(xt;α)− lcb
(S)
tS−1(xt;α) (91)
≤ 2αβ(S)tS σ(S)tS−1(xt), (92)
where (89) and (91) use the validity of the confidence bounds, (90) follows from the selection rule of S, and (92)
uses the definitions (15)–(16).
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Next, we consider the case that At = F is used to select xt for some t. We have
f(x∗)− f(xt) ≤ min
A∈{F,S}
ucb
(A)
tA−1(x
∗; 1)− f(xt) (93)
≤ min
A∈{F,S}
ucb
(A)
tA−1(xt; 1)− f(xt) (94)
≤ ucb(F )tF−1(xt; 1)− f(xt) (95)
≤ ucb(F )tF−1(xt; 1)− lcb
(F )
tF−1(xt; 1) (96)
≤ 2β(F )tF σ(F )tF−1(xt), (97)
where (93) and (96) use the validity of the confidence bounds, (94) uses the selection rule of F , and (97) follows
similarly to (92) by noting that the intersected confidence bounds are at least as tight as the non-intersected ones.
The regret RT of Algorithm 2 after T rounds can be trivially bounded by the sum R
(S)
T +R
(F )
T , where R
(A)
T is the
regret of instance A when run for T rounds in the non-corrupted case:
RT ≤ R(F )T +R(S)T (98)
≤
T∑
tF=1
2β
(F )
tF σ
(F )
tF−1(xtF ) +
T∑
tS=1
2αβ
(S)
tS σ
(S)
tS−1(xtS ) (99)
≤ 2β(F )T
T∑
tF=1
σ
(F )
tF−1(xtF ) + 2αβ
(S)
T
T∑
tS=1
σ
(S)
tS−1(xtS ) (100)
≤ 2β(F )T
√
4TγT + 2αβ
(S)
T
√
4TγT (101)
≤ 4αβ(S)T
√
4TγT , (102)
where (99) follows from (92) and (97), (100) follows since both β(S)tS and β
(F )
tF are non-decreasing in the time
index, (101) follows from (56) by setting λ = 1, and (102) follows since α ≥ 1 and β(S)T ≥ β(F )T (see (25)–(26)).
Substituting β(S)T = B+σ
√
2
(
γT−1 + ln
(
5
δ
))
+ (3 +B0 ln
(
5
δ
)
) and α = 2 in (102), we arrive at the regret bound,
i.e., with probability at least 1− 45δ ≥ 1− δ, the regret of Algorithm 2 after T rounds is
RT = O
((
B +B0 ln(
1
δ ) +
√
ln( 1δ )
)√
TγT + γT
√
T
)
.
G.2 C-corrupted case
Similarly to the non-corrupted case, we condition on (20)–(22), and we set λ = 1. We first address the two parts
of Fast-Slow GP-UCB whose contributions to the cumulative regret are the simplest to handle: That from
Algorithm 1, and that from the slow instance S.
Supposing that Algorithm 1 is run for T ′ ≤ T rounds, we simply use the confidence bounds (22) and apply
Lemma 4 (with δ5 in place of δ): If β
(A1)
t = B + σ
√
2
(
γt−1 + ln
(
5
δ
))
+ C, then the cumulative regret after T ′
rounds satisfies
R
(A1)
T ′ = O
((
B + C +
√
ln( 1δ )
)√
γT ′T ′ + γT ′
√
T ′
)
. (103)
The regret obtained by S is analyzed in the same way via Lemma 4, but with B0 ln
(
5
δ
)
in place of C, and the
confidence bounds (21) in place of (22). Lemma 4 then implies that the regret coming from S for a total of T ′
rounds satisfies
R
(S)
T ′ = O
((
B +B0 ln(
1
δ ) +
√
ln( 1δ )
)√
γT ′T ′ + γT ′
√
T ′
)
, (104)
which is the same as (103) but with B0 ln
(
5
δ
)
in place of C (and possibly a different T ′ value). It now only
remains to bound the regret of the F instance in the corrupted case.
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Regret incurred by the F instance. First, we recall a few facts. The F -confidence bounds in (20) are only
valid when there is no corruption, and hence they cannot be used to characterize the regret of the F instance
in the corrupted case. Unlike the F -confidence bounds, the S-confidence bounds in (21) are valid even in the
corrupted case, and they are useful since the F rule explicitly depends on them (Fast-Slow GP-UCB, Line 6).
In Lemma 7, we have shown that no point that is suboptimal according to the S-confidence bounds is sampled
by the F instance. Subsequently, in Lemma 8, we have characterized how many points need to be queried in S
before this occurs. More formally, the results of Lemmas 7 and 8 (with α = 2) state that by time
tS = min
{
τ : 8β(S)τ
√
γτ
τ ≤ ∆010
}
, (105)
all ∆0-suboptimal points are ruled out and are not sampled by F in the subsequent time steps. We observe that
the following two statements are equivalent:
• After time tS = min
{
τ : 8β
(S)
τ
√
γτ
τ ≤ ∆010
}
, the instant regret of each point selected by F is at most ∆0;
• After time tS , the instant regret of each point selected by F is at most 80β(S)tS
√
γtS
tS
.
This is by a simple inversion; if we set ∆0 = 80β
(S)
τ
√
γτ
τ in (105) then it trivially holds that 8β
(S)
τ
√
γτ
τ ≤ ∆010 .
We now seek to characterize how many times F is selected in between successive selections of S. If C ≤ 1, then
this is trivial, since S is always selected, so in the following we focus on C > 1. We will establish that with
probability at least 1− δ5 , in between any two selections of S (or prior to the first such selection), there are at
most C ln 5Tδ selections of F with probability at least 1− δ5 . We henceforth denote this event by A.
To establish the preceding claim, fix an integer N > 0, and observe that after any given selection of S, the
probability of selecting F for the next N rounds is
(
1− 1C
)N ≤ e−N/C . Hence, if N = C ln 1δ′ , then the probability
is at most δ′. The number of selections of S is trivially at most T , so taking a union bound over at most T
associated events, we obtain P[A] ≥ 1− δ5 when δ′ = δ5T .
By the union bound, the event A and the events in (20)–(22) hold simultaneously with probability at least
1− 45δ− 15δ = 1− δ. Conditioned on these events, when Fast-Slow GP-UCB is run for T rounds, the cumulative
regret of the points selected by F satisfies6
R
(F )
T ≤ 2B0N +N · 80β(S)T
√
γT
⌊
T
N
⌋∑
tS=1
√
1
tS
(106)
≤ 2B0N + 80Nβ(S)T
√
4γT
T
N (107)
= 2B0N + 80β
(S)
T
√
4NγTT , (108)
where:
• (106) is established using the equivalence stated after (105) and the definition of A as follows: First, the
instant regret bound 80β(S)tS
√
γtS
tS
is upper bounded by 80β(S)T
√
γT
√
1
tS
because β(S)tS and γtS are monotone.
Then, when summing this weakened upper bound over all time instants, the conditioning on A means that
the worst case (i.e., giving the highest upper bound) is that there are exactly N selections of F before each
selection of S. The first such selection incurs cumulative regret at most 2B0N since f(x) ∈ [−B0, B0], and
the subsequent selections indexed by tS incur at most N · 80β(S)T
√
γT
√
1
tS
.
• (107) uses ∑Tt=1 1√t ≤ 1 + ∫ Tt=1 1√tdt ≤ √4T .
Substituting N = C ln( 5Tδ ) and β
(S)
T (stated above (21)) into (108), we obtain
R
(F )
T = O
(√
C ln(Tδ )
((
B +B0 ln(
1
δ ) +
√
ln( 1δ )
)√
γTT + γT
√
T
)
+B0C ln(
T
δ )
)
. (109)
6We could slightly improve this bound by replacing γT by γ T
N
, but we proceed with the former since it is simpler and
only slightly weaker.
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Overall corrupted regret bound. The obtained regret bounds (103), (104), and (109) hold simultaneously
with probability at least 1− δ. We obtain our final bound by noting that the cumulative regret of Fast-Slow
GP-UCB after T rounds can be trivially upper bounded by the sum of the individual regrets in (103), (104),
and (109), where in both (103) and (104) we upper bound T ′ by T . Therefore, with probability at least 1− δ,
after T rounds, we obtain
RT = O
(
(1 + C) ln(Tδ )
((
B +B0 ln(
1
δ ) +
√
ln( 1δ )
)√
γTT + γT
√
T
))
. (110)
Note that we have weakened
√
C ln(Tδ ) in (109) to C ln(
T
δ ) for the sake of attaining a simpler bound with fewer
terms, since a C
√
TγT term is already present in (103).
H Further Details on the Proof of Theorem 10 (Regret Bound with Unknown C)
As stated in Theorem 10, we set the exploration parameter for each layer ` as follows:
β
(`)
t`
= B + σ
√
2
(
γt`−1 + ln
(
4(1 + log2 T )
δ
))
+ 3 +B0 ln
(
4(1 + log2 T )
δ
)
. (111)
This ensures the following confidence bound for each ` ∈ {1, . . . , dlog2 T e} such that 2` ≥ C, with probability at
least 1− δ/2:
lcbt`−1(x; 1) ≤ f(x) ≤ ucbt`−1(x; 1), ∀x ∈ D, t` ≥ 1 (112)
This follows from Lemmas 3 and 6 (with 3 +B0 ln
( 4(1+log2 T )
δ
)
in place of C in Lemma 3, and λ = 1), by setting
the corresponding failure probabilities to δ4(1+log2 T ) in both. By a union bound over the two events in the lemmas,
followed by a union bound over ` ∈ {1, . . . , dlog2 T e}, we obtain (112). Once again, (112) remains true when
ucb(`) and lcb(`) are replaced by ucb
(`)
and lcb
(`)
.
There are at most dlog2 T e “corruption-tolerant” layers (i.e., layers such that 2` ≥ C), and their regret is analyzed
via Lemma 4, but with 3 + B0 ln
( 4(1+log2 T )
δ
)
in place of C, and the confidence bounds (112) in place of (22).
Lemma 4 then implies that the total regret coming from these layers for a total of T rounds is upper bounded
according to the following analog of (104):
O
(((
B +B0 ln(
log T
δ ) +
√
ln( log Tδ )
)√
γTT + γT
√
T
)
log T
)
, (113)
with probability at least 1− δ/2.
It remains to characterize the regret coming from the layers that are not corruption-tolerant, i.e., the layers `
such that 2` < C. By the algorithm design (i.e., by the established properties of the sets of potential maximizers)
and similarly to Lemma 7, it holds that if a point x ∈ D becomes suboptimal at time step t according to the
confidence bounds of some layer ` (i.e., x /∈M (`)t ), then it is not sampled by any layer {1, . . . , `} in the subsequent
time steps {t+ 1, . . . , T}. If we denote the minimum layer that is robust to corruption as
`∗ := min
{
` ∈ {1, . . . , dlog T e} : 2` ≥ C} (114)
= dlog2 Ce (if 1 ≤ C ≤ T ), (115)
then we can use this layer to characterize the number of queries t`∗ made at `∗ before a suboptimal point becomes
“eliminated” from this and all the lower layers {1, . . . , `∗ − 1}. This can be done by using Lemma 8 (where `∗
plays the role of the S instance), using the confidence bounds from (112) instead of (21).
We can then repeat the arguments of Theorem 9 (Section G.2; Regret incurred by the F instance) and obtain
the regret bounds. First, we characterize how many times layers 1, . . . , `∗ − 1 are selected in between successive
selections of `∗. We can establish that with probability at least 1− δ/2, in between any two selections of `∗ (or
prior to the first such selection), there are at most N = 2C log 2Tδ selections of layers {1, . . . , `∗ − 1} (combined)
with probability at least 1− δ/2. This is done via the same arguments used in the proof of Theorem 9, and the
fact that layer `∗ is chosen with probability at least min
{
1, 12C
}
by the definition of `∗.
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By taking the union bound over the previous event and the one in (112), we have that with probability at least
1− δ, the regret coming from the points selected by the layers {1, . . . , `∗ − 1} is at most given by the following
analog of (109):
O
(√
C ln(Tδ )
((
B +B0 ln(
log T
δ ) +
√
ln( log Tδ )
)√
γTT + γT
√
T
)
+B0C ln(
T
δ )
)
. (116)
The following overall regret bound dominates both (113) and (116), and therefore holds for Algorithm 3 with
probability at least 1− δ:
RT = O
(
(1 + C) ln(Tδ )
((
B +B0 ln(
log T
δ ) +
√
ln( log Tδ )
)√
γTT + γT
√
T
))
. (117)
This matches the expression given in Theorem 10.
I Discussion on the Parameters λ and α
Recall that our posterior updates are done assuming a sampling noise variance λ > 0 that may differ from the
true variance σ2 > 0. In the absence of corruptions, one may be inclined to set λ = σ2, as was done (for example)
in [Srinivas et al., 2010]. However, a problem with this approach in the corrupted setting is that if σ2 is small,
the posterior mean will follow the corrupted samples very closely even though they are unreliable. More generally,
increasing λ generally increases robustness against corruptions, but if λ is too high then the model essentially
places no trust in any of the sampled points, which prevents effective learning. In our theoretical analysis, we set
λ = 1 as a mathematically convenient choice controlling this trade-off, though other values may also work well in
practice.
Next, we discuss the parameter α ≥ 1 in Fast-Slow GP-UCB. The idea is that if we set α = 1 everywhere, it
becomes difficult or impossible to establish that suboptimal points are “ruled out” by the S instance (in the sense
of Lemma 7) after a certain amount of time. This is because regardless of the suboptimality of a given point x,
the posterior variance may be just high enough for its upper confidence bound to be just below the maximal
function value f(x∗). Then, x∗ will be favored over x according to the UCB rule, and the algorithm may fail to
reduce the uncertainty in f(x).
In contrast, if we are using the UCB rule with α = 2 and the preceding “unlucky” scenario is encountered, then
upon halving the confidence width (i.e., considering the confidence bounds with α = 1 instead of α = 2), such a
point x will correctly be ruled out as suboptimal. Lemma 8 formalizes this intuition.
J Optimal Dependence on C and T
We first argue that a linear dependence on the corruption C is unavoidable in any cumulative regret bound.
However, we do not make any claims of optimality regarding the joint dependence on (C, T ).
Let the domain be the unit interval [0, 1], and let f0(x) and f1(x) be functions taking values in
[ − 1, 1] and
satisfying the RKHS norm bound, as well as the following property: Any point within 12 of optimality for
one function (e.g., f0(x) ≥ f0(x∗0) − 12 ) is at least 12 -far away from optimality for the other function (e.g.,
f1(x) ≤ f1(x∗1)− 12 ). Such functions can easily be constructed (at least when the RKHS norm B is not too small),
for example, via the approach in [Scarlett et al., 2017].
Now suppose that the the true function is known to be either f0 or f1, but the exact one of the two is unknown.
Consider an adversary that, for the first C rounds, simply perturbs the function value to zero. This can be done
within the adversary’s budget, since f(x) ∈ [− 1, 1]. Given such corruptions, the player cannot learn anything
about the function, so at best can randomly guess whether the function is f0 or f1. However, by the property of
1
2 -optimality above, attaining o(C) regret for one function implies incurring Ω(C) regret for the other function.
Hence, regardless of the sampling algorithm, there exist functions in the function class for which Ω(C) regret is
incurred.
As for the dependence on T , we recall from (14) that when C is constant, the dependence on T matches well-known
bounds from the non-corrupted setting [Srinivas et al., 2010, Chowdhury and Gopalan, 2017]. Recent lower
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bounds [Chowdhury and Gopalan, 2017] reveal that this dependence is near-optimal for the SE kernel, though
some gaps still remain for the Matérn kernel. Closing these gaps remains a significant challenge even in the
non-corrupted setting.
K Comparison to Stochastic Linear Bandits
Regret bounds for corrupted stochastic linear bandits were given in the parallel independent work of Li et al. [Li
et al., 2019]. While the stochastic linear setting corresponds to our problem setting with a linear kernel, care
should be taken in comparing our results to those of [Li et al., 2019], since the results of [Li et al., 2019] are
instance-dependent (i.e., depend on certain gaps associated with the underlying function) and ours hold for an
arbitrary (e.g., worst-case) instance satisfying the RKHS norm constraint.
For a polytope-shaped domain in any constant dimension, the cumulative regret bound in [Li et al., 2019] is
logarithmic in T with a constant of O
(
C
∆ +
1
∆2
)
, where ∆ is the gap between the best action (necessarily a corner
point of the domain) and the second-best corner point. By comparison, for fixed B > 0, Theorem 10 yields
cumulative regret O˜(C
√
T ), where O˜(·) hides log T factors. This is obtained using the fact that γT = O(d log T )
for the linear kernel [Srinivas et al., 2010, Theorem 5], and the fact that we are focusing on the case d = O(1) in
this discussion.
Naturally, the results of [Li et al., 2019] are stronger when the gaps are constant (i.e., ∆ = Θ(1)), attaining log T
regret instead of
√
T . On the other extreme, the “worst-case” gap used to convert instance-dependent guarantees
to worst-case guarantees is ∆ = O
(
1√
T
)
[Abbasi-Yadkori et al., 2011], and in this case the bound of [Li et al.,
2019] becomes trivial (higher than linear), whereas ours remains sublinear for C  √T . More generally, our
bound is tighter whenever ∆ √CT 1/4, and the bound of [Li et al., 2019] is tighter whenever ∆ T−1/4 and
C  1.
Overall, however, we believe that the main advantage of our work is the ability to handle general kernels (e.g., SE
and Matérn), thereby allowing the underlying function to be highly non-linear.
