We deduce Katz's theorems for (A, B)-exponential sums over finite fields using ℓadic cohomology and a theorem of Denef-Loeser, removing the hypothesis that A+B is relatively prime to the characteristic p. In some degenerate cases, the Betti number estimate is improved using toric decomposition and Adolphson-Sperber's bound for the degree of L-functions. Applying the facial decomposition theorem in [10], we prove that the universal family of (A, B)-polynomials is generically ordinary for its L-function when p is in certain arithmetic progression.
Introduction
Let k be a finite field with q elements of characteristic p and let d be a positive integer. A polynomial f (t 1 , . . . , t n ) in k[x 1 , ..., t n ] of degree d > 0 is called a Deligne polynomial if d is prime to p, and the leading form f d of f defines a smooth projective hypersurface f d = 0 in P n−1 . For positive integers A and B, the (A, B)-polynomial considered by Katz is a Laurent polynomial of the following form:
(0.0.1) G(t 0 , . . . , t n ) := t A 0 f (t 1 , . . . , t n ) + g(t 1 , . . . , t n ) + P B (1/t 0 ) ∈ k[t ± 0 , t 1 , ..., t n ] where f (t 1 , . . . , t n ) is a Deligne polynomial of degree d, g(t 1 , . . . , t n ) is a polynomial of degree < d, and P B (s) is a one-variable polynomial of degree ≤ B. It can be viewed as a one-parameter family of Deligne polynomials parametrized by t 0 over the torus G m . We stress that for flexibility of applications, the degree of P B is only assumed to be at most B. Later on we distinguish the two cases when the degree is exactly B and when the degree is strictly less than B.
Fix a nontrivial additive character ψ : (k, +) → C * . For a Deligne polynomial f (t 1 , ..., t n ) as above, one has Deligne's fundamental estimate ( [3, 3.7 
.2.1])
t∈k n ψ(f (t)) ≤ (d − 1) n q n/2 .
Define the L-function by
where k m denotes the extension of k of degree m. Deligne shows that L(f, T ) (−1) n−1 is a polynomial of degree (d − 1) n pure of weight n. From the p-adic point of view, Sperber [9] further shows that the q-adic Newton polygon of the polynomial L(f, T ) (−1) n−1 lies above a certain lower bound called the Hodge polygon, which is defined to be the q-adic Newton polygon of the polynomial h(T ) = 1≤j1,...,jn≤d−1
These two polygons coincide for a generic Deligne polynomial f of degree d overk if p ≡ 1 mod d, that is, the universal family of Deligne polynomials of degree d in n variables is generically ordinary for its L-function when p ≡ 1 mod d. This is because for the diagonal polynomial f (t) = t d 1 + . . . + d d n , the classical Stickelberger theorem for the Gauss sum implies that the Newton polygon equals to the Hodge polygon if p ≡ 1 mod d.
Motivated by applications in analytic number theory, it is of interest to study the exponential sum for the above (A, B)-polynomial G(t 0 , . . . , t n ). If one applies Deligne's estimate fibre by fibre to the exponential sum for the (A, B)-polynomial, one gets the "trivial" bound t0∈k * t1,...,tn∈k ψ G(t 0 , . . . , t n ) ≤ (q − 1)(d − 1) n q n/2 ≤ (d − 1) n q (n+2)/2 . This is already of considerable depth, but is still weaker than the expected square root cancellation as q varies. Using ℓ-adic cohomology, Katz [7] proves the following optimal square root estimate for the (A, B)-exponential sum over G m × A n .
Theorem 0.1. Suppose that f is a Deligne polynomial of degree d prime to p, p is prime to AB, deg(P B ) = B and deg(g) < Bd A+B . For the (A, B)-polynomial G(t 0 , . . . , t n ) defined in equation (0.0.1), we have the estimate t0∈k * t1,...,tn∈k
By a standard reduction procedure, we can always reduce the exponential sum to the case where AB is not divisible by p, unless P B (t 0 ) is reduced to a constant. Thus the condition that p is prime to AB is not essential. The condition deg(g) < Bd A+B is necessary to ensure that the Betti number is bounded by (A + B)(d − 1) n . There is an extra condition that p is prime to A + B in Katz's original theorem. In this paper, we give a proof of the above theorem using a theorem of Denef-Loeser, removing this extra assumption that p is prime to A + B.
If deg(P B ) = B and f is affine Dwork regular (see section 2 for its definition), the relevant cohomology is pure (Katz's (A, B) purity theorem). In this case, we check that the (A, B)-polynomial G(t 0 , . . . , t n ) is non-degenerate and commode (with respect to t 1 , . . . , t n ) so that we can apply the theorem of Denef-Leoser to deduce the purity and to calculate the exact Betti number. If deg(P B ) = B but f is only assumed to be a Deligne polynomial, the (A, B)-polynomial G(t 0 , . . . , t n ) may not be non-degenerate and Denef-Loeser's theorem may not apply. In this case, the shifted polynomial f (x) + a is affine Dwork regular for most a ∈k. Following Katz, we use a specialization and perverse argument to show that the same estimate remains true. The relevant cohomology in the degenerate case is mixed, and the number (A + B)(d − 1) n is only an upper bound for the Betti number.
Assume 
As mentioned above, if deg(P B ) = h and e ≥ hd/(A + h), then Theorem 0.1 does not apply. We can choose a larger B ≥ h so that B is prime to p and e < Bd/(A + B). Then Theorem 0.2 will apply with this larger B at the expense of increasing the constant A + h to A + B. For fixed A, there are many choices of (A, B) such that e < Bd/(A + B) and h ≤ B. We want to choose such B prime to p such that A + B (equivalently B) is as small as possible.
Consider the case h ≤ 1, that is, P B is at most a linear polynomial (possibly a constant). For each positive integer A, the smallest positive integer B satisfying e < Bd/(A + B) is the smallest integer B that is greater than eA/(d − e). Thus the coefficient in the estimate of the above theorem can be taken to be
We Taking P B = 0, we obtain Corollary 0.4. Suppose that f (t) is affine Dwork regular of degree d prime to p, and p is prime to A. For any polynomial g(t) ∈ k[t 1 , ..., t n ] of degree deg(g) = e < d, we have t0∈k * t1,...,tn∈k
As indicated above, if e < Bd/(A + B), the coefficient in this error term can be smaller than the coefficient (A + B)(d − 1) n in Theorem 0.2. This indicates that the estimate in Theorem 0.3 is generally better than the estimate in Theorem 0.2 in the case e ≥ hd/(A + h).
We remark that this corollary cannot be deduced from the theorem of Denef-Loeser as the leading form g e of the polynomial g(t 1 , . . . , t n ) can be highly singular so that the Laurent polynomial G(t 0 , . . . , t n ) = t A 0 f (t 1 , . . . , t n ) + g(t 1 , . . . , t n ) can be highly degenerate. Our proof of Theorem 0.3 combines the cohomological consequence that the L-function or its reciprocal is a polynomial together with toric decomposition and Adolphson-Sperber's bound for the degree of the L-functions of toric exponential sums.
In this paper, we also study the generic Newton polygon for the L-function associated to (A, B)exponential sums. A lower bound HP(∆), called the Hodge polygon, is given by Adolphson-Sperber [2] in terms of lattice points in a "fundamental domain" of the convex polytope ∆ defined using the exponents of monomials in G(t 0 , . . . , t n ). To get a feeling what the Hodge polygon looks like, see the end of this paper for an explicit closed formula in the case A = B = 1. We are interested in deciding when the generic Newton polygon coincides with its lower bound, i.e., when the universal family of (A, B)-polynomials is generically ordinary for its L-function. Unlike the universal family of Deligne polynomials of degree d, the polytope for the universal family of (A, B)-polynomials is no longer a simplex. There is no elementary diagonal example available and the problem becomes deeper. We apply the facial decomposition theorem in [10] to prove the following result. When e > dA/(A + B), the polytope of the corresponding universal (A, B)-polynomials is more complicated, having three (instead of two) codimension 1 faces not containing the origin, and one of them is not a simplex. The decomposition theorems in [10] can still be used to obtain similar results. The question is how to cleverly apply the various decomposition theorems to obtain an optimal (smallest) modulus D for the arithmetic progression p ≡ 1 mod D. We leave this to interested readers.
The paper is organized as follows. In Section 1, we prove Theorem 0.1 using Denef-Loeser's results under the assumption that the Deligne polynomial f (t 0 , . . . , t n ) is actually affine Dwork regular. In this case, the related cohomology group is pure. In Section 2, we deduce Theorems 0.1 and 0.2 from the results in Section 1 using a specialization argument. In both sections, we actually work with the (A, B)-exponential sums twisted by a multiplicative character. In Section 3, we prove Theorem 0.3 about the improvement of the constant in the bound. In Section 4, we study the generic ordinary property for the (A, B)-polynomial and prove Theorem 0.5.
Non-degenerate and pure case
Let k be a finite field of characteristic p with q elements and let
be a Laurent polynomial. Define the Newton polytope ∆ ∞ (f ) of f at ∞ to be the convex hull of
is empty, where
is a polynomial with respect to the coordinates t r+1 , . . . , t n . We say f is commode with respect to the coordinates t r+1 , . . . , t n if for any subset S ⊂ {r+1, . . . , n}, we have
is relatively prime to p, and the homogeneous degree d part f d of f defines a smooth hypersurface f d = 0 in P n−1 . A homogeneous polynomial F (t 1 , . . . , t n ) is called Dwork-regular with respect to the coordinates t 1 , . . . , t n if the subscheme of P n−1 defined by
is empty. If the degree d of F is prime to p, we may omit the condition F = 0 since
Again under the assumption that (d, p) = 1, F is Dwork-regular if and only if for any nonempty subset S ⊂ {1, . . . , n}, the homogeneous polynomial F S obtained from F by setting t i = 0 (i ∈ S) is a nonzero Deligne polynomial in the variables t i (i ∈ S). Dwork shows that if F is a homogenous Deligne polynomial, then there exists a finite extension k ′ of k and a matrix (
Proposition 1.1. Let f be a polynomial of degree d prime to p, and let f d be the homogeneous
and f is nondegenerate with respect to ∆ ∞ (f ).
Proof. Suppose f d is Dwork regular. Then for each j ∈ {1, . . . , n}, the coefficient of t d j in f is nonzero. Otherwise, let P j be the point in P n−1 whose only nonzero homogenous coordinate is the j-th. Then P j is a point in
So f is commode and its Newton polytope ∆ ∞ (f ) at ∞ is the simplex with vertices (0, . . . , 0), (d, 0, . . . , 0), (0, d, 0, . . . , 0), . . . , (0, , . . . , 0, d).
From the condition that f d is Dwork-regular, one deduces that is f is nondegenerate with respect to ∆ ∞ (f ).
A polynomial f of degree d is called affine-Dwork-regular with respect to the coordinates t 1 , . . . , t n if the homogenization Katz shows that for any Deligne polynomial f so that its leading form f d is Dwork-regular with respect to t 1 , . . . , t n , the polynomial f (x) + a is affine-Dwork-regular for all but finitely many a ∈ k.
Suppose f (t 1 , . . . , t n ) is a polynomial of degree d prime to p and g(t 1 , . . . , t n ) a polynomial of degree < d. Let A and B be positive integers and let P B (s) be a one-variable polynomial of degree
. Choose a prime number ℓ distinct from p and fix a nontrivial additive character
Denote by L ψ the Artin-Schreier sheaf on A 1 corresponding to ψ. Let χ : (k * , ×) → Q ℓ be a multiplicative character, let K χ be the associated Kummer sheaf on G m , and let
where | · | is the composite of an arbitrary isomorphism Q ℓ ∼ = → C and the absolute value on C.
Proof. We first treat the case where
and it is nondegenerate with respect respect to ∆. Here because deg(g) < Bd A+B , the exponents of g lies in the interior of ∆. For any subset S ⊂ {1, . . . , n}. We have 
By the proper base change theorem, the projection formula and the Leray spectral sequence, we have
where H is the morphism
. . , t n ). Applying the χ = 1 case to the polynomial H(t 0 , . . . , t n ) (and with A and B replaced by mA and mB, respectively), we see that
The assertions (i) and (ii) follow immediately. The assertion (iii) follows then from the Grothendieck trace formula t0∈k * t1,...,tn∈k
The following proposition is due to Deligne.
Proposition 1.3. Notation as above. Suppose f (t 1 , . . . , t n ) is a Deligne polynomial of degree d and suppose g(t 1 , . . . , t n ) is of degree < d. Let π 1 : G m × A n → G m be the projection. Then R i π 1! G * L ψ vanishes for i = n, and the sheaf F = R n π 1! G * L ψ is a lisse sheaf on G m with rank (d − 1) n and pure of weight n. We have
. Proof. The first two assertions follow directly form [3, 3.7.3 and 3.7.2.3]. Note that since we assume deg(g) < d, for each parameter t 0 , t A 0 f (t 1 , . . . , t n )+g(t 1 , . . . , t n )+P B (1/t 0 ) is a Deligne polynomials in the variables t 1 , . . . , t n . By the projection formula, we have
So we have a spectral sequence
, and it degenerates by the above results of Deligne. So we have . Suppose that f is an affine-Dwork-regular polynomial of degree d prime to p, that p is prime to AB, that P B is of degree B, and deg(g) 
respectively, and let F χ = F ⊗ K χ = R n π 1! G * L ψ ⊗ K χ .
In the triangulated category
Proof. By Proposition 1.3, we have
By the projection formula, we have
. We then use the fact that Proof. From the short exact sequence
we get the exact sequence
is pure of weight w + 1, the last arrow vanishes. So we get an isomorphism
Since F is a lisse sheaf, each canonical homomorphism
is injective. Since S(k) contains at least two points, we have (j * F )x = 0 for all x ∈ S(k). So j ! F ∼ = j * F .
The following corollary proves Theorems 0.1 and 0.2 by taking χ = 1. 
Proof. (i) We first work under the condition (a). Let pr i : A 1 × A 1 → A 1 (i = 1, 2) be the projections and let , :
be the canonical pairing on A 1 . Recall that the Deligne-Fourier transform is the functor
Let [t A ] : G m → G m be the finite étale morphism t → t A and let j : G m ֒→ A 1 be the canonical open immersion. Fix notation by the following diagram:
Again let F χ = F ⊗ K χ . By the proper base change theorem and the projection formula, we have
So for any geometric point a ∈ A 1 (k), we have
Combined with Lemma 2.1, we get
Let U be the Zariski open set of A 1 so that for any a ∈ U (k), f (t 1 , . . . , t n ) + a is affine-Dworkregular. Then by Theorem 1.2 (i), for any a ∈ U (k), we have [1] ) is perverse, and its generic rank is −(A+ B)(d− 1) n . As a perverse sheaf, for any s ∈ A 1 (k), the specialization homomorphism
is injective, whereη is the geometric generic point of A 1 . It follows that
By (2.3.1) and (2.3.2), for any a ∈ U (k), we have
is pure of weight n + 1 by Theorem 1.2 (ii). Letj : G m ֒→ P 1 be the canonical open immersion. By Lemma 2.2, we havē
Next we work under the condition (b). For any geometric point b ∈ A 1 (k), we have
(2.3.4)
is pure of weight n + 1 by Theorem 1.2 (ii). Letj : G m ֒→ P 1 and j ′ : G m ֒→ P 1 − {0} be the canonical open immersions. By Lemma 2.2, we havē (ii) Follows from (i) and Proposition 1.3. (iii) Follows from (ii), the Grothendieck trace formula, and Deligne's theorem (the Weil conjecture).
Improved degree bound
In this section, we prove Theorem 0.3. Let
, where f (t 1 , . . . , t n ) is a polynomial of degree d, g(t 1 , . . . , t n ) is a polynomial of degree e < d, and P h (s) is a one-variable polynomial of degree h. We shall assume that e ≥ hd/(A + h), that is, Their corresponding L-functions are defined by
They are rational functions. The degree deg(L(G, T )) of L(G, T ) is defined to be the degree of its numerator minus the degree of its denominator. For each subset S ⊆ {1, · · · , n}, let G S denote the polynomial obtained from G by setting all t i = 0 for i ∈ {1, . . . , n} − S. Thus, G S is a Laurent polynomial in 1 + |S| variables. In a similar way, one defines the exponential sum S m (G S ) over G m × A |S| , the exponential sum S * m (G S ) over G Let ∆ 1 be the simplex in R n+1 with vertices (0, . . . , 0), (A, 0, . . . , 0), (A, d, 0 . . . , 0), . . . , (A, 0, . . . , 0, d), let ∆ 2 be the simplex in R n+1 with vertices (−h, 0, . . . , 0), (0, . . . , 0), (0, e, 0, . . . , 0), . . . , (0, 0, . . . , e), let ∆ 3 be the convex hull in R n+1 of the points (0, . . . , 0), (A, d, 0, . . . , 0) , . . . , (A, 0, . . . , 0, d), (0, e, 0, . . . , 0), . . . , (0, 0, . . . , 0, e), and let ∆ = ∆ 1 ∪∆ 2 ∪∆ 3 . Then ∆ is a convex polytope in R n+1 , and the Newton polytope at ∞ of the Laurent polynomial G(t 0 , . . . , t n ) is contained in ∆. By the degree bound of Adolphson-Sperber [1] , we have | deg(L * (G, T ))| ≤ (n + 1)!vol(∆) = (n + 1)!(vol(∆ 1 ) + vol(∆ 2 ) + vol(∆ 3 )). ∆ 1 and ∆ 2 are simplexes, and we have (n + 1)!vol(∆ 1 ) = Ad n , (n + 1)!vol(∆ 2 ) = he n .
Generic Newton polygon
Let d, A, B be positive integers relatively prime to p. Consider the universal family of (A, B)polynomials of the form . . . , t n ) is a polynomial of degree d, g(t 1 , . . . , t n ) is a polynomial of degree < Ad/(A+B), and P B (s) is a one-variable polynomial of degree exactly B. Let M (d, A, B, p) be the Zariski open dense subspace of such (A, B)-polynomials G(t) satisfying the additional condition that f is affine Dwork regular. It is non-empty as the polynomial f (t) = 1 + t d 1 + · · · + t d n is affine Dwork regular. Suppose G(t) ∈ M (d, A, B, p) . It is non-degenerate with respect to its Newton polytope ∆ at ∞, which is the simplex R n+1 with vertices (−B, 0, . . . , 0), (A, 0, . . . , 0), (A, d, 0, . . . , 0) , . . . , (A, 0, . . . , 0, d).
By the work of Adolphson-Sperber [2] , the L-function L * (G(t), T ) (−1) n for the exponential sum over the torus G n+1 m is a polynomial of degree (A + B)d n , mixed of weights ≤ n + 1. Its Newton polygon lies above certain combinatorically defined lower bound called the Hodge polygon HP * (∆).
By the Grothendieck specialization theorem, the Newton polygon goes up under specialization. The generic Newton polygon exists for the family of (A, B)-polynomials G(t) ∈ M (d, A, B, p). It is just the lowest possible Newton polygon as G(t) varies in M (d, A, B, p) . Denote this generic Newton polygon by GNP * (d, A, B, p) , which also lies above HP * (∆). If the two polygons coincide, we say that the family M (d, A, B, p) is generically ordinary for its L-function over the torus G n+1 m . This property depends only on the four numbers d, A, B, p.
Similarly, for G(t) ∈ M (d, A, B, p) , the L-function L(G(t), T ) (−1) n for the exponential sum over G m × A n is a polynomial of degree (A + B)(d − 1) n , pure of weight n + 1. Its Newton polygon lies above certain combinatorically defined lower bound called the Hodge polygon HP(∆). The generic Newton polygon is denoted by GNP(d, A, B, p) , which also lies above HP(∆). If the two polygon coincides, we say that the family M (d, A, B, p) is generically ordinary for its L-function over G m × A n . This property again depends only on the four numbers d, A, B, p.
Note that our family M (d, A, B, p) can be strictly smaller than the universal family M (∆, p) of non-degenerate and commode (with respect to t 1 , . . . , t n ) Laurent polynomials whose Newton polytope at ∞ is the given ∆, as ∆ may contain some lattice points which do not arise from exponents of the terms in G(t). For this reason, proving generic ordinariness for this smaller family M (d, A, B, p) can be somewhat harder than that for the larger family M (∆, p). We prove that this is indeed true if p ≡ 1 mod [A, dB], where [A, dB] denotes the least common multiple. That is, we have Proof. The first assertion is stronger. It implies the second assertion, as the second assertion is a portion of the first assertion by the boundary decomposition theorem in [10, Section 5] . To prove the first assertion, we apply the various decomposition theorems in [10, 11] .
Let ∆ 1 be the simplex in R n+1 with vertices (0, . . . , 0), (A, 0, . . . , 0), (A, d, 0 . . . , 0) , . . . , (A, 0, . . . , 0, d).
Let ∆ 2 be the simplex in R n+1 with vertices (−B, 0, . . . , 0), (0, . . . , 0), (A, d, 0, . . . , 0) , . . . , (A, 0, . . . , 0, d).
lies above a certain explicit lower bound HP * (∆), called the Hodge polygon. They conjectured [2] that GNP * (∆, p) = HP * (∆) if p ≡ 1 mod D(∆), where D(∆) is the denominator of ∆. It is not hard to prove that the condition p ≡ 1 mod D(∆) is necessary (and thus optimal) for the conjecture to be true, either by a direct combinatorial proof or by a ramification argument. The Adolphson-Sperber conjecture is false in general, but true in many importance cases as shown in [10] [11] , including notably the above ∆ 1 coming from the first family G 1 (t). We expect that this conjecture is true for the above ∆ defined by the (A, B)-polynomial. One checks that D(∆ 1 ) = A since the unique codimension 1 face of ∆ 1 not containing the origin is defined by the hyperplane equation . We expect this to be true. It is sufficient to prove it for the second piece ∆ 2 as the first piece ∆ 1 is already known as seen above. However, we do not expect that the condition p ≡ 1 mod [A, dB] in Theorem 4.1 can be relaxed to p ≡ 1 mod [A, B, dB/(A + B, dB)], as the family M (d, A, B, p) can be significantly smaller than the family M (∆, p).
Although the recursive combinatorial definition of the Hodge numbers in HP * (∆) and HP(∆) as given in [2] are not complicated, a simple explicit formula for the Hodge numbers can be cumbersome to obtain. To give an indication of what the generic slopes look like, we give, without proof, an explicit formula for the Hodge numbers and thus the Hodge polygon for our (A, B)polytope ∆. For simplicity of notations, we shall assume that A = B = 1. Finally, if our (A, B)-exponential sum is twisted by a multiplicative character χ of order m dividing q − 1, then the generic Newton polygon for the corresponding twisted L-function over the torus G n+1 m (resp., over G m × A n ) lies above HP * (∆) (resp. over HP(∆)). Furthermore, these two polygons coincide if p ≡ 1 mod [mA, dmB]. One simply applies the above theorem to the (mA, mB)-polynomial G(t m 0 , t 1 , . . . , t n ) and decomposes in terms of the multiplicative characters χ of order dividing m.
