Abstract. We study the volume of the intersection of two unit balls from one of the classical matrix ensembles GOE, GUE and GSE, as the dimension tends to infinity. This can be regarded as a matrix analogue of a result of Schechtman and Schmuckenschläger for classical ℓ p -balls [Schechtman and Schmuckenschläger, GAFA Lecture Notes, 1991]. The proof of our result is based on two ingredients, which are of independent interest. The first one is a weak law of large numbers for a point chosen uniformly at random in the unit ball of such a matrix ensemble. The second one is an explicit computation of the asymptotic volume of such matrix unit balls, which in turn is based on the theory of logarithmic potentials with external fields.
Introduction and main result
To understand the geometry of high-dimensional convex bodies and, in particular, the distribution of volume is one of the central aspects considered in Asymptotic Geometric Analysis. It has been realized by now that such an understanding has important connections and implications to various questions considered in other branches of mathematics and related disciplines. We refer the reader to the research monographs and surveys [2, 3, 8, 9] for background information.
Ever since, there has been a particular interest and focus on the non-commutative setting of Schatten trace classes or classical matrix ensembles as is demonstrated by the research carried out in [4, 10, 13, 17, 24, 32] . While this often underlines a similarity to the commutative setting of classical ℓ p sequence spaces, it also shows differences in the behavior of certain quantities related to the geometry of Banach spaces. In fact, often different methods and tools are needed and proofs can be considerably more involved.
In the classical setting of ℓ n p -balls, Schechtman and Zinn [29] considered the question of what proportion of volume is left in a volume-normalized ℓ n p -ball after removing a t-multiple of a volume-normalized ℓ n q -ball. In the case p = 1 and q = 2 this question was raised by V.D. Milman. In a paper subsequent to [29] , Schechtman and Schmuckenschläger [28] investigated the asymptotic behavior of the volume of such intersections. More precisely, if we denote by D The critical case where tA p,q = 1 has later been handled by Schmuckenschläger [30, 31] using a central limit theorem. We also refer to [14] for multivariate analogues and some new developments in this direction. The purpose of the present paper is to establish a non-commutative analogue to (1) for the unit balls of different classical matrix ensembles. More precisely, we let β ∈ {1, 2, 4} and consider the collection H n (F β ) of all self-adjoint n × n matrices with entries from the skew field F β , where F 1 = R, F 2 = C or F 4 = H, the set of Hamiltonian quaternions, see Section 2 for more details. The standard Gaussian distribution on H n (F β ) is known as the Gaussian orthogonal ensemble (GOE) if β = 1, the Gaussian unitary ensemble (GUE) if β = 2, or the Gaussian symplectic ensemble if β = 4.
By λ 1 (A), . . . , λ n (A) we denote the (real) eigenvalues of a matrix A from H n (F β ) and consider the following matrix analogues of the classical ℓ where we interpret the defining condition in brackets as max{|λ j (A)| : j = 1, . . . , n} ≤ 1 if p = ∞. As in the case of the classical ℓ n p -balls, we denote by D n p,β , β ∈ {1, 2, 4} the volume normalized versions of these matrix unit balls (the volume in H n (F β ) will formally be introduced in Section 2 below). In this paper we prove the following matrix analogue to (1).
Theorem 1.1. Let 0 < p, q < ∞ with p = q and β ∈ {1, 2, 4}. Then, for t > 0, vol(D Let us briefly comment on the similarities and differences between (1) and the result of Theorem 1.1. While the structural statements are the same, the thresholds are significantly different. The fact that the constant in Theorem 1.1 is considerably more simple than A p,q in (1) can roughly be explained as follows: to quantify whether a point from D n p,β also belongs to tD n q,β finally boils down to a moment comparison of a so-called Ullman random variable (and a different random element in case of the classical ℓ n p -balls). While in the classical case, this ratio essentially corresponds to A p,q , in the matrix set-up this expression simplifies considerably, since the terms involving gamma functions finally cancel out as they do not depend on p and q simultaneously, in contrast to the classical set-up.
Let us emphasize that the proof of Theorem 1.1 is considerably more involved than its ℓ n p -ball counterpart in [28] . It is essentially based on two results that are of independent interest. The first result is a precise description of the asymptotic volume of the matrix balls B n p,β , as n → ∞. While such a result is known up to a non-explicit constant from the work of Saint Raymond [27] for the unit balls of Schatten classes, where the matrices are not selfadjoint and the eigenvalues are replaced by the singular values, this seems (surprisingly) not to be case for the matrix balls B n p,β . We refer to the discussion in [10] where also asymptotic lower and upper bounds for the volume of B n p,β have been derived with non-explicit constants. However, we emphasize that for our purposes the explicit asymptotic constants are in fact needed. The proof of an explicit asymptotic formula for the volume of B n p,β , namely
is the content of Section 3. In this context we would like to emphasize that already the asymptotic volume formula for the unit balls of Schatten classes in [27] contained a certain non-explicit factor whose analogue in our set-up is denoted by ∆(p). While only lower and upper bounds for the factor appearing in [27] are known, we shall provide an explicit formula for ∆(p). For the proof we deploy results from the theory of logarithmic potentials with external fields. In this spirit our analysis sharpens the result in [27] and at the same time we are aiming to make more transparent the proof and its essential elements. We shall handle in detail the case of unit balls in Schatten p-classes in a parallel paper. The second ingredient of the proof of Theorem 1.1 is a weak law of large numbers for the eigenvalues of a matrix uniformly distributed in B n p,β . This result in turn will be a consequence of a SchechtmanZinn-type probabilistic representation of the volume measure on B n p,β , which we derive from the classical polar integration formula for the cone measure. On the other hand, it is based on a limit theorem from random matrix theory about the empirical eigenvalue distribution of general β-ensembles.
The remaining parts of the paper are organized as follows. In Section 2 we present the notation and introduce the tools required to prove our main results. Since some key elements of the proofs are not common in the theory of asymptotic geometric analysis so far, we shall introduce them in slightly more detail. The computation of the asymptotic volume of unit balls in classical matrix ensembles is treated in Section 3. The probabilistic elements, in particular the weak law of large numbers for the eigenvalues of a matrix chosen uniformly at random from B n p,β , are part of Section 4. In the final Section 5, we shall address the question of what proportion of volume is left in a volume-normalized ball B n p,β after removing a t-multiple of a volume-normalized ball B n q,β .
Preliminaries
2.1. Some general notation. We let R be the set of real numbers, C be the set of complex numbers with standard basis {1, i} and further H the set of Hamiltonian quaternions with standard basis denoted by {1, i, j, k}. We define for β ∈ {1, 2, 4} the (skew) field
and notice that β is the dimension of F β over R.
By R n we denote the n-dimensional Euclidean space and write · , · for its standard inner product. For a topological space E we shall write B(E) for the Borel σ-field on E. The n-volume (i.e., n-dimensional Lebesgue measure) of a Borel set A ∈ B(R n ) will be denoted by vol n (A). For 0 < p ≤ ∞ and x = (x 1 , . . . , x n ) ∈ R n we let x p be the p-norm of x (which, in fact, is only a quasi-norm if p < 1) given by
We write B n p := {x ∈ R n : x p ≤ 1} and S n−1 p := {x ∈ R n : x p = 1} for the unit ball and the unit sphere with respect to the p-norm in R n . The cone probability measure µ B n p on S n−1 p is defined as
We remark that µ B n p coincides with the corresponding normalized Hausdorff measure on S n−1 p if and only if p ∈ {1, 2, ∞} (see, e.g., [20] ). The cone measure may alternatively be defined as the (unique) measure satisfying the polar integration formula
for all non-negative and Borel measurable functions f : R n → R (see, e.g., [21, Proposition 1]). We remark that a similar formula holds for general star-shaped bodies in R n . We shall denote by S(n) the group of permutations on the set {1, . . . , n}. If a constant depends on a parameter such as β and/or p we shall indicate this by lower indices, i.e., by writing C β or C β,p . Finally, we frequently use for sequences (a n ) n∈N and (b n ) n∈N the asymptotic notation a n ∼ b n to indicate that an bn → 1, as n → ∞.
Random measures.
Let S be a Polish space and (Ω, A, P) be a probability space, which we implicitly assume to be rich enough to carry all the random elements we consider. A measure µ on S is said to be locally finite if µ(B) < ∞ for all bounded Borel sets B ∈ B(S). We denote by M S the space of locally finite measures on S and supply M S with the σ-field B(M S ) generated by the evaluation mappings e B : µ → µ(B), where µ ∈ M S and B ∈ B(S), i.e., B(M S ) is the smallest σ-field for which all the mappings e B become measurable. We remark that with the vague topology, i.e., the topology generated by the mappings
with f being some continuous and compactly supported function on S, the space M S is Polish and B(M S ) is its associated Borel σ-field, see [16, Theorem 4.2] . By a random measure ξ on S we understand a random element in the measurable space M S , i.e., a measurable mapping
. . be a sequence of random measures and ξ be another random measure. We say that (ξ n ) n converges weakly almost surely (or weakly with probability one) to ξ, provided that there exists Ω 0 ⊂ Ω with P(Ω 0 ) = 1 such that the weak convergence ξ n (ω)
For further background material on random measure theory we refer to the monograph [16] .
2.3.
Convergence results from probability theory. In our arguments below we need a couple of convergence results from probability theory. They are well known, but having a broad readership in mind we also include their short proofs. The first lemma connects convergence in distribution with convergence in probability of a sequence of random variables. For random variables X, X 1 , X 2 , . . . we write X n d −→ X to indicate that X n converges to X in distribution, and X n a.s.
−→ X or X n P −→ X if X n converges to X almost surely or in probability, as n → ∞, respectively. Lemma 2.1. Let X 1 , X 2 , . . . be real-valued random variables and c ∈ R be a constant. Assume that
Proof. Fix ε > 0 and note that
By the portmanteau theorem [15, Theorem 4.25 (iii)] we have that, since X n d −→ c and since the complement of (c − ε, c + ε) is a closed subset of R,
The next Slutsky-type result deals with convergence in probability of products and quotients. 
Proof. To prove (i) we note that since X n P −→ X and Y n P −→ Y we also have that (X n , Y n ) P −→ (X, Y ), as n → ∞. Applying the continuous mapping theorem [15, Lemma 3.3 ] to the continuous function f : R 2 → R, (x, y) → xy we conclude that X n Y n P −→ XY and the proof is complete.
To prove (ii) we let D f be the set of discontinuity points of a function f : R → R. Since P(Y = 0) = 0 we have that P(Y ∈ D f ) = 0 for the function f (x) = 1/x. Whence, 1/Y n P −→ 1/Y , as n → ∞, by the continuous mapping theorem [15, Lemma 3.3] . The result follows now from part (i).
2.4. Gaussian ensembles. We denote for n ∈ N and β ∈ {1, 2, 4} by Mat n (F β ) the space of n × n matrices with entries from F β . For a matrix A ∈ Mat n (F β ) we let A * be the adjoint of A, i.e. the matrix obtained from A first by transposing A and then applying the conjugation operation to each entry. We are interested in the matrix spaces
Clearly, each H n (F β ) is a vector space over R. Endowed with the scalar product A, B = Re Tr(AB * ), where Tr is the trace of a matrix, H n (F β ) becomes a Euclidean space. We denote by vol β,n ( · ) the (Riemannian) volume measure on H n (F β ) corresponding to this scalar product. Let us remark that this measure coincides with the (suitably normalized) (
Hausdorff measure on H n (F β ) as follows directly from the areacoarea formula.
For each self-adjoint matrix A ∈ H n (F β ) we denote by λ 1 (A), . . . , λ n (A) the (real) eigenvalues of A and simply write λ 1 , . . . , λ n if it is unambiguous what the underlying matrix is. We refer to Appendix E in [1] for a formal definition of eigenvalues in the symplectic case, i.e., when β = 4. Let us further define the constant
) .
This allows us to recall the following Weyl integration formula that can be found in [1, Proposition 4.1.1]; see also [1, Proposition 4.1.14] from which the formula for c n,β can be derived.
Lemma 2.3. Fix n ∈ N and β ∈ {1, 2, 4}. Let f : H n (F β ) → R be a non-negative and Borel measurable function such that f (A) only depends on the eigenvalues of A. Then
where for every λ = (λ 1 , . . . , λ n ) ∈ R n we write f (λ) = f (A) for any matrix A ∈ H n (F β ) with eigenvalues λ 1 , . . . , λ n .
2.5.
The Ullman distribution and logarithmic potentials with external fields. We call a random variable U with values in [−1, 1] an Ullman random variable with parameter p > 0, and write U ∼ U (p), if it has density with respect to Lebesgue measure given by
We notice that U ∼ U (p) has the same distribution as the product AB, where the random variables A and B are independent and A has an arcsine distribution on [−1, 1] with density
, while B has a beta distribution with density x → px p−1 with x ∈ [0, 1] (see, e.g., [33, Lemma 4.1] ). In particular, we obtain for U ∼ U (p),
More generally, the q-th absolute moment of U ∼ U (p) is given by
As another consequence of this representation, one derives that the arcsine distribution on [−1, 1] is the weak limit of the Ullman distribution, as p → ∞.
The Ullman distribution plays an important rôle in the theory of logarithmic potentials with external fields [26] , in the theory of orthogonal polynomials with respect to Freud weights e −c|x| p with c > 0 being a constant [19, 25] , and in the theory of random matrices [12, 22] . For a probability measure µ on R consider the energy functional
where Q p (x) := |x| p /λ p defines the 'external field' with
It is known (see, e.g., [26, Theorem 5.1] ) that the Ullman distribution µ (p) = U (p) is the unique minimizer of the energy functional E p among all probability measures on R with finite absolute p-th moment. The above choice of λ p makes the support of the minimizer to be the interval [−1, 1].
Let us rephrase some results that shall be used later. The first one is taken from [19, Lemma 4.3] .
The next lemma is a direct consequence of the previous one and determines the 'free entropy' of the Ullman distribution with parameter p > 0.
Proof. We use Lemma 2.4 and obtain that
where U ∼ U (p). Using (4) together with (6), we arrive at
Therefore,
h p (x) h p (y) log |x − y| dx dy = − log 2 − 1 2p and the proof is complete.
2.6. Fekete points. Let E ⊂ C be an infinite, bounded and closed set. For a positive integer k ∈ N the k-diameter of E is defined as
.
The points maximizing the product are called Fekete points. These points are pairwise different and, roughly speaking, maximally spread out over E. Note that δ 2 is simply the diameter of the set E while, for k ≥ 3, δ k is the maximum of the geometric means of segments that arise as edges of some complete graph with n nodes in E.
It is easily verified that the sequence (δ k ) k∈N is non-increasing. Its limit is the so-called transfinite diameter of E and it is well known that the transfinite diameter of a line segment is 1/4 times its length, see [7] . We shall be interested in the particular case where E = [−1, 1], whose transfinite diameter equals 1/2. It is also known that the Fekete points of [−1, 1] are the roots of (1 − x 2 )P
n−2 (x) being the Jacobi polynomial of order n − 2 with parameters (1, 1) (see, e.g., [26, p. 187 
]).
For more information on the transfinite diameter and Fekete points we refer the reader to [6, 7, 23, 26] and references therein.
2.7. Gauss-Lobatto Chebychev nodes. For some n ∈ N, the Gauss-Lobatto Chebychev nodes are defined by
This family of points appears frequently in polynomial interpolation as discretization grid to construct an interpolation polynomial. We shall use the following result about the determinant of the Vandermonde matrix at the Gauss-Lobatto Chebychev nodes taken from [5, Proposition 3] . Let
Lemma 2.6. Let n ∈ N and let t 1 , . . . , t n be the Gauss-Lobatto Chebychev nodes. Then
Remark 2.7. Note that Saint Raymond has erroneously missed a factor 2 in his formula on page 68 in [27] .
Asymptotic volume of matrix balls
Let us fix 0 < p ≤ ∞, n ∈ N and β ∈ {1, 2, 4}, and recall that the space H n (F β ) consists of all matrices A ∈ Mat n (F β ) that are self-adjoint, i.e. satisfy A = A * . We consider the matrix unit balls
which might be regarded as the matrix analogues of the classical ℓ n p -balls. The case p = ∞ is interpreted in the usual way. Using Lemma 2.3 with the appropriate indicator function, we first notice that vol β,n (B n p,β ) = c n,β I n,β,p , where the constant c n,β is given by (3) and I n,β,p is defined as (8) I n,β,p :=
The eventual goal of this section is to prove the following result about the precise asymptotic volume of unit balls in the matrix ensembles H n (F β ).
Theorem 3.1. Let 0 < p ≤ ∞ and β ∈ {1, 2, 4}. Then
and, for p = ∞,
The proof of Theorem 3.1 develops further the ideas from the paper by Saint Raymond [27] , who computed the asymptotic volume behaviour of unit balls of Schatten classes without specifying a quantity similar to ∆(p) for his setting of non self-adjoint matrices. However, the argument needs a careful adaption to our set-up, and for completeness we include all details. We would also like to emphasize that, as the theorem shows, contrary to Saint Raymond we are able to compute the quantity ∆(p) explicitly for the case of matrix ensembles H n (F β ). To keep the focus on classical matrix ensembles, we shall present the computation of ∆(p) in Saint Raymond's setting of non-self-adjoint Schatten p-classes in a parallel paper.
3.1. Asymptotic behaviour of I n,β,∞ . We start by determining the asymptotic behaviour of the quantity I n,β,∞ . Note that its definition in (8) is meaningful for an arbitrary β > 0. 
It follows from the discussion in Subsection 2.6 that, as k → ∞,
meaning that δ k converges to 1/2 from above, as k → ∞. For n ∈ N, we can thus estimate
We conclude from (9) that lim sup
We now proceed with the lower bound. To this end, we want to approximate the optimal choice of points in [−1, 1] that determine δ n by setting
i.e., by taking the Gauss-Lobatto Chebychev nodes. Note that −1 = t 1 ≤ . . . ≤ t n = 1 and so this variation (compared to Saint Raymond [27] ) takes into account that in our case the t j 's come from [−1, 1] rather than from [0, 1]. By Lemma 2.6, we have the identity
We further observe that
The equality in the previous display follows from the following consideration. First, since cos( · ) is strictly decreasing on [0, π/2] (which is enough to consider because of the symmetry), the minimum must be attained for two neighboring points. Now, since the modulus of the derivative of cos( · ) is increasing on [0, π/2], it follows that the minimum must be attained for i = 1 and j = 2.
For ε ∈ (0, 1/2), let us now consider small εm-neighborhoods of the points t 1 , . . . , t n . More precisely, we consider the one-sided neighborhoods
at the two extremal points and for j ∈ {2, . . . , n − 1} the two-sided ones
Note that these intervals are disjoint. If we write
The idea is to estimate the integral over ϕ β on B n ∞ from below essentially by the values of ϕ β at the points (t 1 , . . . , t n ) in the n-dimensional box Q. To this end, we first observe that for (t 1 , . . . , t n ) ∈ Q,
where we have used that m ≤ | t i − t j |. Therefore, using (13) we obtain for all (t 1 , . . . , t n ) ∈ Q the estimate
Putting things together, we obtain from (14) that
Choosing ε := 1 2(n+1) and using (11) together with (12), we obtain
We now observe that, using the identity (10), we have
Altogether, we obtain lim inf n→∞ I 2/n 2 n,β,∞ ≥ 1 2 β , which completes the proof.
3.2.
Asymptotic behavior of the constants c n,β . Next, we consider the asymptotic behavior of the constants c n,β defined in (3), as n → ∞. Again, we treat the case of a general parameter β ∈ (0, ∞). Proof. Using that log Γ(z) = z log z − z + o(z) and log n! = o(n 2 ), as z, n → ∞, we obtain log c n,β = n k=1 log 2 + βk 2 log(2π) − β 2 log 2 − log Γ βk 2 − log n! − n log 2π
Next we determine the large n behaviour of the sum . Using Abel's partial summation formula
with the choices a k = βk/2 and b k = log(βk/2), we see that
(n 2 + n − 2) and
. Inserting this into the above expression for log c n,β , we arrive at log c n,β = − βn
and we conclude that
This proves the claim.
3.3. The parameter ∆ n (p) and its asymptotic behavior. If not specified otherwise, in this subsection we shall always assume that 0 < p < ∞ . Let us define the quantity
We first prove that a maximizer for ∆ n (p) exists in the unit ℓ n p -sphere and that the gaps between the consecutive t i 's are not 'too small'. Saint Raymond [27] has a similar result for the supremum taken over positive t i 's, but in our two-sided setting additional difficulties appear. In particular, we are not able to estimate the size of the gap containing 0 and shall treat it separately.
Lemma 3.4. For n ≥ 3 there exist t * 1,n , . . . , t * n,n ∈ R with t * 1,n < . . . < t * n,n , (t * 1,n , . . . , t * n,n ) p = 1, and
such that
and m 2 := inf
where k 0 ∈ {2, . . . , n} is chosen in such a way that t * k 0 ,n ≥ 0 and t * k 0 −1,n < 0. Proof. It follows from compactness and the homogeneity that there exist t * 1,n , . . . , t * n,n ∈ R such that (t * 1,n , . . . , t * n,n ) p = 1 and
To simplify the notation, we shall write t * i instead of t * i,n until the end of this proof. By permuting the entries, we can assume that t * 1 ≤ . . . ≤ t * n . Since the product is zero if t * i = t * j , we may even assume that t * 1 < . . . < t * n . Let us show that there are both positive and negative terms among the t * i 's. Indeed, if all terms were strictly positive, then we could consider the n-tuple (0, t * 2 − t * 1 , . . . , t * n − t * 1 ), which would lead to the same Vandermonde determinant but also to a strictly smaller ℓ p -norm, a contradiction. If all terms were strictly positive except for t * 1 = 0, then we could consider the n-tuple (−t * n , t * 1 , . . . , t * n−1 ) which has the same ℓ p -norm but a larger Vandermonde determinant than the original n-tuple, again a contradiction. So, there are strictly negative elements among the t * i 's. Similarly, there are strictly positive ones. It is left to prove the estimates for m 1 and m 2 , which is the most difficult part of the proof. Due to symmetry, it suffices to bound m 1 from below and to note that the same estimate carries over to m 2 . We observe that for pairwise distinct t 1 , . . . , t n ∈ R \ {0} and k ∈ {1, . . . , n}, ∂ ∂t k 1≤i<j≤n
On the other hand,
where for x ∈ R, sgn(x) = −1 if x < 0, sgn(x) = 0 if x = 0 and sgn(x) = +1 provided that x > 0. We therefore obtain the Lagrange conditions
with some parameter λ ∈ R. Note that even though the function above is not differentiable at 0 for p ≤ 1, this will cause no difficulties in what follows. In fact, if t * k 0 = 0, then we always use the respective Lagrange condition in the form α k 0 t * k 0 = 0, which is trivially fulfilled. Let us now determine the parameter λ. To do this, we compute the sum over k of α k t * k in two different ways. First,
where the last equality simply follows because for the pairs (i, k) we obtain t * k t * k −t * i and for the pairs (k, i) we get
, for which the sum is then equal to 1. On the other hand, since
Therefore, from (16) and (17), we deduce that λ = n(n − 1) 2 .
We now prove upper and lower bounds for the k-truncated sum of the α i 's. We have, for any
For k ∈ {2, . . . , n}, we obtain the lower bound
and whenever k > k 0 , we get
Before we continue with our estimates, observe that by Hölder's inequality and the fact that (t * 1 , . . . , t * n ) p = 1,
We immediately obtain from (20) together with (18) and (21) that, for any k > k 0 ,
Using the latter with k = k 0 + 1 and rearranging the resulting inequality, we find that
Similarly, using again Hölder's inequality as before and (22), we obtain
We are now in the position to estimate from below the parameter m 1 (defined in the statement of the lemma and determining the minimal gap between the non-negative elements of the sequence of maximizers). For k > k 0 (and n ≥ 3), using (19) together with (18) and (23),
Therefore, for all k > k 0 , we get t * k − t * k−1 ≥ n −2− 2 p and so
The proof is thus complete.
Let us now prove the monotonicity of the sequence (∆ n (p)) n∈N , which at the same time implies its convergence. The value of this limit will be computed in Theorem 3.7 below. Lemma 3.5. As n → ∞, we have the monotone convergence ∆ n (p) ↓ ∆(p) := inf n ∆ n (p).
Proof. We prove that ∆ n (p) is decreasing in n. Let n ∈ N and (t 1 , . . . , t n+1 ) ∈ R n+1 \{0}. Again, as in Lemma 3.4, we may assume t 1 ≤ t 2 ≤ . . . ≤ t n+1 . We obtain from the arithmeticgeometric-mean inequality that
Therefore, by rearranging the latter estimate, we obtain (n + 1)
We shall now determine the limit of the sequence (∆ n (p)) n∈N , which we denote (as already done in the previous lemma) by ∆(p). The proof uses results from the theory of logarithmic potentials with external fields, in particular, the extremal properties of the Ullman distribution. We start with a preliminary lemma that is required in our proof of the upper bound. Let us recall that h p denotes the density of the Ullman distribution U (p) with parameter p. Lemma 3.6. Let p > 0. On the set of probability measures µ on R with R |x| p µ(dx) < ∞, excluding the Dirac measure at 0, we consider the functional
Then the only maximizers of J p are probability measures µ
Proof. First, we observe that
where Z is a random variable with distribution µ and Z is an independent copy of Z. In particular, the expression J p (µ) is invariant under scaling by constants c ∈ (0, ∞), that is, we may replace Z by cZ without changing the value of the right-hand side in (24) . Therefore, we can scale in such a way that the p-th moment equals the one of an Ullman random variable with parameter p > 0, i.e.,
The last equality follows from Equation (7). Consequently, it is enough to show that among all probability measures µ on R with p-th absolute moment equal to λp 2p
, the Ullman distribution µ (p) is the only maximizer of the expression
But this fact is known, see [12, Proposition 5.3.4] . Alternatively, one can argue as follows.
Assume that µ has the required p-th absolute moment but
The unique minimizer of E p is the Ullman distribution µ (p) , see [26, by a measure µ
, as in the statement of the lemma, completes the proof. We now present the main result of this subsection.
where U ∼ U (p) is an Ullman random variable.
Remark 3.8. Recalling Lemma 2.5 and (4), we obtain the explicit value of ∆(p) given in Theorem 3.1.
Proof of Theorem 3.7. Recall the definition of ∆ n (p) in Equation (15) . We have that (25) log ∆ n (p) = sup
Let us start with the lower bound and consider independent random variables t 1 , t 2 , . . . ∼ U (p) with density h p . The law of large numbers for U-statistics [18, Theorem 3.1.1] implies that, as n → ∞,
On the other hand, the classical strong law of large numbers shows that, as n → ∞,
where U ∼ U (p). Therefore, as n → ∞,
Hence,
We continue with the upper bound. To this end, we consider a maximizer of the right-hand side of (25), which we denote by (t * 1,n , . . . , t * n,n ). As before, we may assume that t * 1,n < . . . < t * n,n and (t * 1,n , . . . , t * n,n ) p = 1, and that, as we demonstrated in Lemma 3.4, (26) inf
and inf
where c p := 2 + 2 p
but excludes the case where i = k 0 − 1 and j = k 0 . Let us put ε n := n −2cp and consider the following (absolutely continuous) probability measure ν n on R, which is the uniform measure on appropriate one-sided neighborhoods B i,n of the maximizing points t * i,n with density
where
For sufficiently large n, the intervals B 1,n , . . . , B n,n are disjoint by (26) and f n is indeed a probability density because R f n (t)dt = 1. We claim that (27) lim sup
where o(1) stands for a sequence which tends to 0, as n → ∞. Noting that (27) implies
from these two claims it would follow that the functional J p ( · ) defined as in Lemma 3.6 satisfies lim inf
where we used (27) and (28) for the first inequality and Lemma 3.5 in the last step. Together with Lemma 3.6, this yields that log ∆(p)
, where µ (p) is the Ullman measure, and the upper bound would follow.
Proof of (27) . We have
A similar estimate holds for the integral over the negative half-axis, where we obtain
Taking both estimates together, we arrive at the upper bound
It remains to show that the second and the third summand tend to 0, as n → ∞. In fact, we shall even prove that |t * 1,n | = o(1) and t * n,n = o(1), from which the claim follows, since ε n → 0. Assume, by contraposition, that there are infinitely many n's for which max{|t * 1,n |, t * n,n } > 2δ for some δ ∈ (0, 1). In the following, we restrict n to the subsequence for which the above always holds. Without loss of generality let t * n,n ≥ |t * 1,n |. By definition of log ∆ n (p) given in (25), we have
if n is sufficiently large. It follows that
Further, the trivial bound |t * i,n | ≤ 1 for all 1 ≤ i ≤ n implies that
Taking the sum of the last two inequalities, we arrive at
Recalling that (t * 1,n , . . . , t * n,n ) is a maximizer of log ∆ n (p) given in (25), we obtain from the previous estimate that
As n → ∞, the left-hand side tends to log ∆(p), whereas the expression on the right-hand side tends to log ∆(p) + 1 p log(1 − δ) < log ∆(p). This contradiction completes the proof of (27) .
Proof of (28). We split the double integral on the left-hand side of (28) into a double sum as follows:
Observe that each summand on the right-hand side represents the interaction between the one-sided neighborhoods of t * i,n and t * j,n . Case 1: Self-interactions. Let us take some i > k 0 and consider the interaction of the neighborhood B i,n = [t * i,n − ε n , t * i,n ] with itself. If we denote by X and Y two independent random variables with uniform distribution on the interval [0, 1], then t * i,n −ε n X and t * i,n −ε n Y are uniformly distributed on the corresponding neighborhood B i,n and we can write
because E log |X − Y | is finite and ε n = n −2cp . Similar estimates hold in the case i < k 0 − 1 and in the exceptional cases i = k 0 , k 0 − 1. For the sum of self-interactions, we obtain the bound
Case 2: Interactions between different intervals. Let i = j. Then the corresponding interval B i,n (and, similarly, B j,n ) has either the form [t *
. If X and Y are again independent random variables each with uniform distribution on the interval [0, 1], then the uniformly distributed random variables on B i,n and B j,n have the form t * i,n ± ε n X and t * j,n ± ε n Y for an appropriate choice of signs. Thus, 1
To estimate the second term on the right-hand side, we recall that in all cases except when
, whereas ε n = n −2cp , and therefore 1
This estimate is uniform in i, j and the sum of at most n 2 error terms of the above form is o(1). In the exceptional case when (i, j) = (k 0 − 1, k 0 ), we observe that the intervals were chosen so that the corresponding term has the form 1 n 2 ε 2 n B k 0 −1,n B k 0 ,n log |x − y| dx dy ≥ 1 n 2 log |t *
Taking all the estimates of Case 1 and Case 2 together, we arrive at
which completes the proof of (28).
3.4. Asymptotic behaviour of I n,β,p . We continue with the asymptotic behavior of the quantity I n,β,p for 0 < p < ∞, which was defined in (8) . Again we shall work with a general parameter β ∈ (0, ∞).
Lemma 3.9. Let 0 < p < ∞ and β ∈ (0, ∞). Then, as n → ∞,
Proof. We start with the upper bound. Using the definition of ∆ n (p) given in (15) and the fact that B n p ⊂ B n ∞ , we obtain
Let us continue with the lower bound. To this end, we consider the maximizers t * 1,n , . . . , t * n,n from Lemma 3.4. Similar to the proof of Lemma 3.2, we consider small neighbourhoods around these points. More precisely, let us define m := min{m 1 , m 2 } (see Lemma 3.4 for the definition of m 1 and m 2 ) and consider for some small ε ∈ (0, 1/2) the one-sided neighborhoods
which follows along the same lines as the corresponding part in the proof of Lemma 3.2 except for the following observation: even though no estimate on t * k 0 ,n − t * k 0 −1,n is available, the way the one-sided neighborhoods were chosen allows us to write
Putting things together, we obtain
Choosing ε := 1 n and recalling that m ≥ n −2−2/p from Lemma 3.4, we conclude that
This completes the proof.
3.5. Proof of Theorem 3.1. Recalling that vol β,n (B n p,β ) = c n,β I n,β,p for 0 < p ≤ ∞ and β ∈ {1, 2, 4}, the proof of the asymptotic formula for the volume of unit balls in the classical matrix ensembles is now a simple consequence of the results we obtained in the previous sections. If p = ∞, the result follows by combining Lemma 3.2 with Lemma 3.3. If otherwise 0 < p < ∞, the result is a consequence of Lemma 3.9 and again Lemma 3.3. Finally, the explicit value of ∆(p) follows from Theorem 3.7 and the remark thereafter. This completes the proof of the theorem. ✷
Random sampling in matrix balls & a weak law of large numbers
We shall present in this section the probabilistic ingredients that we need to study the asymptotic volume of intersections of unit balls in the matrix ensembles H n (F β ) . We start with a probabilistic representation of the volume measure on B n p,β and then present a limit theorem for the empirical eigenvalue distribution of matrices in our ensembles. The latter two are then used to prove a weak law of large numbers for the eigenvalues of a matrix chosen uniformly at random from B n p,β . 4.1. Random sampling in B n p,β . We start by recalling the joint law of the n real eigenvalues λ 1 (Z) ≤ . . . ≤ λ n (Z) of an n × n matrix Z uniformly distributed in B n p,β with β ∈ {1, 2, 4}. The following result follows easily from the Weyl integration formula; see Lemma 2.3.
Lemma 4.1. Let 0 < p ≤ ∞, β ∈ {1, 2, 4} and Z be a matrix chosen uniformly at random in B n p,β . Then, for any B ∈ B(R n ),
where C p,β,n ∈ (0, ∞) is a suitable normalization constant. Moreover, if π is a uniform random permutation in S(n), which is independent from Z, then, for any B ∈ B(R n ),
with h p (x), |x| ≤ 1, and the constant b p given by
Remark 4.5. We notice that in the particular case p = 2 we get back the Wigner semicircle distribution with density g (2) (x) = 1 2π √ 4 − x 2 , |x| ≤ 2, mentioned at the beginning of this paragraph in connection with the Gaussian ensembles GOE, GUE and GSE. Corollary 4.6. Let 0 < p < ∞ and let X = (X 1 , . . . , X n ) be a random vector with distribution as described in Corollary 4.3. Then, as n → ∞, one has that, almost surely,
with ζ (p) being a measure with rescaled Ullman density of the form
where the exact value of the constant c β,p ∈ (0, ∞) is not important in what follows.
Proof. If (X 1 , . . . , X n ) is as in Corollary 4.3, then the joint density of
is proportional to the expression given in (30) except that no indicator function is needed. By Lemma 4.4, with probability 1 we have
This differs from the claimed convergence (31) just by a rescaling determined by β and p.
4.3.
A weak law of large numbers. We can now prove the following weak law of large numbers.
Theorem 4.7. Let 0 < p, q < ∞ and Z n be uniformly distributed on B n p,β , β ∈ {1, 2, 4}. Then, as n → ∞,
Proof. Let U be uniformly distributed on [0, 1] and X be a random vector with density as described in Corollary 4.3. We assume that U and X are independent. By Corollary 4.3 we have that
Defining the random probability measure
on the Borel sets of R, we obtain
With the help of Corollary 4.6 we are going to prove that, as n → ∞,
for any r > 0. Indeed, from [22, Theorem 11.1.2 (i)] we know that there exists a constant K β,p ∈ (0, ∞) such that the intensity measure Eξ n of ξ n has a Lebesgue density on R, which is bounded by e −C β,p n|x| p whenever |x| > K β,p , where C β,p ∈ (0, ∞) is another constant. Let us define L = L β,p := max{K β,p , c β,p } with the constant c β,p as in Corollary 4.6 (recall that the interval (−c β,p , c β,p ) is the support of ζ (p) ) as well as the random variables
Then we conclude Y (32) .
In combination with the continuous mapping theorem [15 , where in the last step we used the formula for the moments of |U| stated in (4) and (5).
Application to high-dimensional intersections
We prove the result on the intersection of high-dimensional matrix balls in the spirit of Schechtman and Schmuckenschläger that was discussed in the introduction. For 0 < p ≤ ∞ and β ∈ {1, 2, 4} we write D where we used that the dimension of H n (F β ) over R is n(n−1)β 2 + n. Having in mind Theorem 3.1, we define a p (β) (and similarly a q (β)) by a p (β) := ∆ β (p) 4π β β/2 e 3β/4 , 0 < p ≤ ∞.
We shall also need the constants (34) a p,q := a q (β) a p (β) We are now able to prove Theorem 1.1 discussed in the introduction.
Theorem 5.1. Let 0 < p, q < ∞ with p = q and let β ∈ {1, 2, 4}. Then, for t > 0, vol β,n (D We now take a sequence (t n ) n∈N such that = t.
To complete the proof, we need to show that lim n→∞ t n = t. But from Theorem 3.1 we deduce that vol β,n (B where we used that n βn 2 n(n−1)β+2n ∼ n. The proof is complete.
