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We give an example of a monoid with ﬁnitely many left and right ideals, all of whose
Schützenberger groups are presentable by ﬁnite complete rewriting systems, and so each
have ﬁnite derivation type, but such that the monoid itself does not have ﬁnite derivation
type, and therefore does not admit a presentation by a ﬁnite complete rewriting system.
The example also serves as a counterexample to several other natural questions regarding
complete rewriting systems and ﬁnite derivation type. Speciﬁcally it allows us to construct
two ﬁnitely generated monoids M and N with isometric Cayley graphs, where N has
ﬁnite derivation type (respectively, admits a presentation by a ﬁnite complete rewriting
system) but M does not. This contrasts with the case of ﬁnitely generated groups for which
ﬁnite derivation type is known to be a quasi-isometry invariant. The same example is also
used to show that neither of these two properties is preserved under ﬁnite Green index
extensions.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
It is well known that, even if a monoid is given by a ﬁnite presentation, the word problem for the monoid may be
undecidable. Markov and Post proved independently that the word problem for ﬁnitely presented monoids is undecidable
in general. Later, Novikov and Boone extended the result of Markov and Post to ﬁnitely presented groups; see [40] for
references. Therefore, one is interested in classes of ﬁnite presentations which guarantee that the word problem is decid-
able. A class of this form that has received a lot of attention in the literature is the class of presentations that are ﬁnite
and complete (also called convergent). A ﬁnite complete rewriting system is a rewriting system of a particular form (both
conﬂuent and noetherian) which in particular gives a solution of the word problem for the monoid deﬁned by the sys-
tem. (See Section 2 for full deﬁnitions of the concepts mentioned here.) It is natural to seek an algebraic characterization
of the class of ﬁnitely presented monoids that admit a presentation through a ﬁnite complete string rewriting system. As
part of this investigation, in [51] Squier introduced a homotopical ﬁniteness property of monoids called ﬁnite derivation
type. Given a rewriting system (i.e. monoid presentation) 〈A|R〉 one builds a (combinatorial) 2-complex D, called the Squier
complex, whose 1-skeleton has vertex set A∗ and edges corresponding to applications of relations from R , and that has
2-cells adjoined for each instance of ‘non-overlapping’ applications of relations from R . There is a natural action of the free
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by adjoining cells for each of these paths, and those that they generate under the action of the free monoid on the Squier
complex, has trivial fundamental groups. A monoid deﬁned by a presentation is said to have ﬁnite derivation type (FDT for
short) if the corresponding Squier complex admits a ﬁnite homotopy base. Squier [51] proved that the property FDT is in-
dependent of the choice of ﬁnite presentation, so we may speak of FDT monoids. The original motivation for studying this
notion is Squier’s result [51] which says that if a monoid admits a presentation by a ﬁnite complete rewriting system then
the monoid must have FDT. Further motivation for the study of these concepts comes from the fact that the fundamental
groups of connected components of Squier complexes, which are called diagram groups, have turned out to be a very inter-
esting class of groups, and have been extensively studied in [3,16,17,28–30]. Various other geometric ﬁniteness properties
have been introduced and investigated in the study of complete rewriting systems; see for instance [2,38]. String rewrit-
ing systems continue to receive a lot of attention in the literature; see [7,9,15,31]. More background on the connections
between string rewriting systems and homological and homotopical ﬁniteness properties of monoids may be found in the
survey articles [10,43].
It is natural to seek connections between the properties of a monoid and the properties of the subgroups of that monoid,
and numerous results of this kind exist in the literature. For instance, in [46] it was shown that a (von Neumann) regular
monoid S with ﬁnitely many left and right ideals is ﬁnitely presented if and only if all of its maximal subgroups are
ﬁnitely presented. Analogous results are known to hold for numerous other ﬁniteness properties, and this result remains
valid if ﬁnite presentability is replaced by various other standard ﬁniteness conditions. In particular we have (under the
same assumptions on S) that S is residually ﬁnite (respectively, locally ﬁnite, periodic, ﬁnitely generated, with solvable
word problem) if and only if all the maximal subgroups of S are residually ﬁnite (respectively, locally ﬁnite, periodic,
ﬁnitely generated, with solvable word problem); see [18,46]. More recently in [12, Theorem 10.12] it was shown how the
amenability of the Banach algebra associated with a semigroup relates to the amenability of the maximal subgroups of the
semigroup. It follows from a result in [14] that if the Banach algebra associated with the semigroup is amenable then the
semigroup must be regular with ﬁnitely many left and right ideals. Regular semigroups with ﬁnitely many left and right
ideals also arise naturally in the study of free regular idempotent generated semigroups of ﬁnite biordered sets; see for
instance [5,42,25].
It was pointed out in [46, Remark and Open Problem 4.5] that the situation was less clear for various ﬁniteness conditions
related to homology and rewriting systems, and speciﬁcally it was asked whether corresponding results to those mentioned
in the previous paragraph hold for either the property of being presentable by a ﬁnite complete rewriting system, or
the related homotopical ﬁniteness property FDT. In recent work by the ﬁrst two authors of the present article, in [20,
Theorem 2] it was proved that a regular monoid S with ﬁnitely many left and right ideals has FDT if and only if all its
maximal subgroups have FDT, while in [21, Theorem 1] it is shown that a regular monoid with ﬁnitely many left and right
ideals is presented by a ﬁnite complete rewriting system provided all of its maximal subgroups admit presentations by ﬁnite
complete rewriting systems.
Given these results, one natural thing to do is to try and extend them from regular monoids to arbitrary (non-regular)
monoids. Recall that the maximal subgroups of a monoid S are precisely the H -classes (in the sense of [26]) of S that
contain idempotents. Schützenberger [48,49] showed how one can assign to an arbitrary H -class H a group G(H), called
the Schützenberger group of H . Schützenberger groups have many features in common with maximal subgroups. In par-
ticular, if the H -class H contains an idempotent (and hence is a maximal subgroup) then H and G(H) are isomorphic.
Generalising the above-mentioned result for regular semigroups to arbitrary semigroups, the main result of [47] asserts that
a monoid with ﬁnitely many left and right ideals is ﬁnitely presented if and only if all its Schützenberger groups are ﬁnitely
presented. As in the regular case, results like this are not particular to ﬁnite presentability, and the same result holds with
ﬁnite presentability replaced by a long list of standard ﬁniteness properties including being: residually ﬁnite, locally ﬁnite,
periodic, ﬁnitely generated, or having solvable word problem; see [18,24,47]. From this evidence, it would not be unrea-
sonable to suppose that the results about ﬁnite complete rewriting systems, and FDT, for regular monoids mentioned in
the previous paragraph (obtained in [21,20]) should, as for all the other properties mentioned above, extend to non-regular
semigroups via the concept of Schützenberger group. The aim of this article is to show that, in fact, contrary to expectation,
this is not the case. We do this by giving an example of a monoid with ﬁnitely many left and right ideals, all of whose
Schützenberger groups are given by ﬁnite complete rewriting systems, and therefore all have FDT, but such that the monoid
itself does not have FDT, and therefore does not admit a presentation by a ﬁnite complete rewriting system. This is the
main result of this article.
Theorem 1. Let M be the monoid deﬁned by the presentation〈
a,a−1,b,b−1,h
∣∣ aa−1 = a−1a = bb−1 = b−1b = 1, xh = hx, hxy = hyx (x, y ∈ {a,a−1,b,b−1}),
h2a = h2a−1 = h2b = h2b−1 = h3 = h2〉.
(i) The monoid M has exactly threeH -classes, with Schützenberger groups isomorphic to the trivial group, the free abelian group of
rank two, and the free group of rank two, respectively. In particular, all three Schützenberger groups of M are presentable by ﬁnite
complete rewriting systems and they all have ﬁnite derivation type.
(ii) The monoid M does not have ﬁnite derivation type, and therefore is not presentable by a ﬁnite complete rewriting system.
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Section 3 will be devoted to its proof. Let us make a few further remarks about this result.
• Although the monoid M does not have FDT, it does have numerous other desirable properties. In particular we shall
see that M is of type left- and right-FP∞ , and M has a linear time solvable word problem.
• Using this example, exploiting the way the example highlights the different way that the properties behave for non-
regular monoids when compared to regular monoids, we shall show (in Section 4) that neither the property of being
presented by a ﬁnite complete rewriting system, nor FDT, are isometry invariants of monoids. That is, we give examples
of two ﬁnitely presented monoids M and N , and ﬁnite generating sets, such that the resulting pair of Cayley graphs
are isometric as directed spaces, but where N has FDT (and is deﬁned by a ﬁnite complete rewriting system) while M
does not have FDT (and is therefore not deﬁnable by a ﬁnite complete rewriting system). This contrasts with the case
of groups for which FDT (which is equivalent to FP3 for groups [11]) is known by [1] to be a quasi-isometry invariant.
• We shall also use Theorem 1 to show that neither FDT, nor the property of being deﬁnable by a ﬁnite complete
rewriting system, is inherited by ﬁnite Green index extensions, in the sense of [8,23]. This is a little surprising, since
both of these ﬁniteness properties are known to be preserved when taking ﬁnite index extensions of groups (see [6,
Proposition 5.1] and [27]), and when taking ﬁnite extensions of semigroups (see [53]).
• For FDT, in the other direction, passing from the monoid to its Schützenberger groups, the expected result does hold:
as a corollary of the main result of [22] we have that if S is a monoid with ﬁnitely many left and right ideals, and S
has FDT, then all Schützenberger groups of S have FDT.
In addition to this introduction, this article comprises four sections. In Section 2 we recall some basic deﬁnitions and results
about string rewriting systems, and ﬁnite derivation type, and give the necessary notions from the structure theory of
semigroups that we shall need. The proof of our main result, Theorem 1, is given in Section 3. Finally, in Section 4 we
discuss some consequences of our main result.
2. Preliminaries
2.1. Derivation graphs, homotopy bases, and ﬁnite derivation type
Let A be a ﬁnite alphabet and let R be a (possibly inﬁnite) rewriting system over A. That is, R ⊆ A∗ × A∗ where A∗ is
the free monoid over A. We assume, without loss of generality, that R is anti-symmetric (that is, that (u, v) ∈ R implies
(v,u) /∈ R). An element of R is called a rule, and we often write r+1 = r−1 for (r+1, r−1) ∈ R . For u, v ∈ A∗ we write u →R v
if u ≡ w1r+1w2, and v ≡ w1r−1w2 where (r+1, r−1) ∈ R and w1,w2 ∈ A∗ . Here we write u ≡ w , for words u,w ∈ A∗ , to
mean that u and w are equal as words in A∗ . We use ↔∗R to denote the congruence on A∗ generated by R . The ordered pair〈A|R〉 is called a monoid presentation with generators A and set of deﬁning relations R . If S is a monoid that is isomorphic
to A∗/ ↔∗R we say that S is the monoid deﬁned by the presentation 〈A|R〉. We say that two rewriting systems over the same
alphabet are (Tietze) equivalent if they deﬁne the same monoid. We write |w| to denote the total number of letters in a
word w ∈ A∗ , which we call the length of the word w .
With any monoid presentation P = 〈A|R〉 we associate a graph (in the sense of Serre [50]) as follows. The derivation
graph of P = 〈A|R〉 is an inﬁnite graph Γ = Γ (P) = (V , E, ι, τ ,−1 ) with vertex set V = A∗ , and edge set E consisting of the
collection of 4-tuples{
(w1, r, ,w2): w1,w2 ∈ A∗, r ∈ R, and  ∈ {+1,−1}
}
.
The functions ι, τ : E → V associate with each edge E = (w1, r, ,w2) (with r = (r+1, r−1) ∈ R) its initial and terminal ver-
tices ιE = w1rw2 and τE = w1r−w2, respectively. The mapping −1 : E → E associates with each edge E = (w1, r, ,w2)
an inverse edge E−1 = (w1, r,−,w2).
A path is a sequence of edges P = E1 ◦ E2 ◦ · · · ◦ En where τEi ≡ ιEi+1 for i = 1, . . . ,n − 1. Here P is a path from
ιE1 to τEn and we extend the mappings ι and τ to paths by deﬁning ιP ≡ ιE1 and τP ≡ τEn . The inverse of a path
P = E1 ◦ E2 ◦ · · · ◦ En is the path P−1 = E−1n ◦ E−1n−1 ◦ · · · ◦ E−11 , which is a path from τP to ιP. A closed path is a path P
satisfying ιP ≡ τP. For two paths P and Q with τP ≡ ιQ the composition P ◦Q is deﬁned.
We denote the set of paths in Γ by P (Γ ), where for each vertex w ∈ V we include a path 1w with no edges, called the
empty path at w . We call a path P positive if it is either empty or it contains only edges of the form (w1, r,+1,w2). We
use P+(Γ ) to denote the set of all positive paths in Γ . Dually we have the notion of negative path, and P−(Γ ) denotes the
set of all negative paths. The free monoid A∗ acts on both sides of the set of edges E of Γ by
x ·E · y = (xw1, r, ,w2 y)
where E = (w1, r, ,w2) and x, y ∈ A∗ . This extends naturally to a two-sided action of A∗ on P (Γ ) where for a path
P = E1 ◦E2 ◦ · · · ◦En we deﬁne
x · P · y = (x ·E1 · y) ◦ (x ·E2 · y) ◦ · · · ◦ (x ·En · y).
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Fig. 1. Condition (H1).
If P and Q are paths such that ιP ≡ ιQ and τP ≡ τQ then we say that P and Q are parallel, and write P ‖ Q. We use
‖ ⊆ P (Γ ) × P (Γ ) to denote the set of all pairs of parallel paths.
An equivalence relation ∼ on P (Γ ) is called a homotopy relation if it is contained in ‖ and satisﬁes the following four
conditions.
(H1) If E1 and E2 are edges of Γ , then
(E1 · ιE2) ◦ (τE1 ·E2) ∼ (ιE1 ·E2) ◦ (E1 · τE2).
(H2) For any P,Q ∈ P (Γ ) and x, y ∈ A∗
P ∼ Q implies x · P · y ∼ x ·Q · y.
(H3) For any P,Q,R,S ∈ P (Γ ) with τR ≡ ιP ≡ ιQ and ιS ≡ τP ≡ τQ
P ∼ Q implies R ◦ P ◦ S ∼ R ◦Q ◦ S.
(H4) If P ∈ P (Γ ) then PP−1 ∼ 1ιP , where 1ιP denotes the empty path at the vertex ιP.
The idea behind condition (H1) is the following. Suppose that a word w has two disjoint occurrences of rewriting rules
in the sense that w ≡ αrβα′r′′β ′ where α,β,α′, β ′ ∈ A∗ , r, r′ ∈ R and , ′ ∈ {−1,+1}. Let E1 = (α, r, ,β) and E2 =
(α′, r′, ′, β ′). Then the paths
P = (E1 · ιE2) ◦ (τE1 ·E2), P′ = (ιE1 ·E2) ◦ (E1 · τE2)
give two different ways of rewriting the word w ≡ αrβα′r′′β ′ to the word w ≡ αr−βα′r′−′β ′ , where in P we ﬁrst apply
the left-hand relation and then the right-hand, while in P′ the relations are applied in the opposite order; see Fig. 1. We
want to regard these two paths as being essentially the same, and this is achieved by condition (H1).
For a subset C of ‖, the homotopy relation ∼C generated by C is the smallest (with respect to inclusion) homotopy relation
containing C . The relation ∼0 = ∼∅ generated by the empty set ∅ is the smallest homotopy relation. If ∼C coincides with ‖,
then C is called a homotopy base for Γ . The presentation 〈A|R〉 is said to have ﬁnite derivation type (FDT) if the derivation
graph Γ of 〈A|R〉 admits a ﬁnite homotopy base. A ﬁnitely presented monoid S is said to have ﬁnite derivation type (FDT) if
some (and hence any by [51, Theorem 4.3]) ﬁnite presentation for S has ﬁnite derivation type.
It is not diﬃcult to see that a subset C of ‖ is a homotopy base of Γ if and only if the set{(
P ◦Q−1,1ιP
)
: (P,Q) ∈ C}
is a homotopy base for Γ . Thus we say that a set D of circuits is a homotopy base if the corresponding set {(P,1ιP): P ∈ D}
is a homotopy base. The following easy lemma will prove useful.
Lemma 2. (See [35, Lemma 2.1].) A set C of circuits in Γ = Γ (P) is a homotopy base if and only if for any circuit P in Γ , there are
vi,wi ∈ A∗ , Pi ∈ P (Γ ) and Qi ∈ C ∪ C−1 , i = 1, . . . ,n, n 0, such that
P ∼0 P−11 ◦ (v1 ·Q1 · w1) ◦ P1 ◦ · · · ◦ P−1n ◦ (vn ·Qn · wn) ◦ Pn.
Let us conclude this subsection by describing a standard method for obtaining a (possibly inﬁnite) homotopy base for
a presentation. We follow closely the exposition given in [37, Section 2] and we refer the reader to that paper, and the
references therein, for more details and proofs of the results. Let α1 · E1 · β1 and α2 · E2 · β2 be two edges of a derivation
graph Γ (P) such that α ≡ α1u1β1 ≡ α2u2β2, where
E1 = (1,u1 = v1,+1,1), E2 = (1,u2 = v2,+1,1).
We call a path
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a peak. If u1 and u2 do not overlap in α (that is, if |α1u1| |α2| or |α1| |α2u2|) then P is called a disjoint peak.
If the peak P = (α1 · E−11 · β1) ◦ (α2 · E2 · β2) is not disjoint then, up to symmetry, the situation breaks down into the
following two cases:
(i) u1 is a factor of u2, that is, u2 can be written as u2 ≡ γ1u1γ2 for some γ1, γ2 ∈ A∗ , or
(ii) u1 overlaps with u2 on the left, that is, u1γ1 ≡ γ2u2 for some γ1, γ2 ∈ A+ satisfying |γ2| < |u1|.
In case (i) we have
P = α2 ·
((
γ1 ·E−11 · γ2
) ◦E2) · β2,
while in case (ii) we have
P = α1 ·
((
E−11 · γ1
) ◦ (γ2 ·E2)) · β2.
The paths (γ1 · E−11 · γ2) ◦ E2 and (E−11 · γ1) ◦ (γ2 · E2) are called critical peaks. A critical peak Q is said to be resolvable if
there exists w ∈ A∗ and positive paths P1 from ιQ to w , and P2 from τQ to w .
Recall that a rewriting system R is called complete (or convergent) if it is noetherian and conﬂuent. This means that R
does not admit any inﬁnite reduction sequences, and whenever w reduces to two strings u and v , then u and v have a
common descendant in the system. It is well known (see for instance [4]) that a noetherian system is conﬂuent if and only
if every critical peak is resolvable.
Let us now suppose that R is a complete rewriting system over A with derivation graph Γ = Γ (〈A|R〉). Since R is
complete, for each critical peak Q = F−11 ◦ F2, where F−11 and F2 are the two edges that make up the critical peak, there
exists a positive path P1 from τF1 to w and a positive path P2 from τF2 to w , where w is some common descendant of
τF1 and τF2. Such a common descendant exits because R is a complete rewriting system. The circuit (F1 ◦P1) ◦ (F2 ◦P2)−1
is called a critical circuit of Γ . By ﬁxing one such circuit for each critical peak we obtain what we shall call, following [37,
Section 2], the set of critical circuits of Γ . Note the slight abuse of language here: the set of critical circuits of the derivation
graph of a complete rewriting system depends on the choice of the paths P1 and P2 that we use to resolve the critical
peaks, but we shall always only choose one critical circuit for each critical peak and call the resulting set of circuits the set
of critical circuits of Γ .
The following lemma is the essential part of Squier’s theorem [51] stating that a monoid deﬁned by a ﬁnite complete
rewriting system has FDT.
Lemma 3. IfP = 〈A|R〉 is a complete rewriting system, then the set of critical circuits forms a homotopy base for Γ (P).
Note that the above lemma applies even in the case that the rewriting system is inﬁnite.
Now let R be a (not necessarily complete) rewriting system over an alphabet A. Recall that by convention we assume
that R is anti-symmetric. By reordering the rules of R if necessary, we can always assume that R is noetherian. Now for
each noetherian rewriting system R there exists a (possibly inﬁnite) complete system R that contains R as a subsystem
and is equivalent to R , meaning that 〈A|R〉 and 〈A|R〉 are Tietze equivalent; see [4]. Let Γ = Γ (〈A|R〉) and Γ = Γ (〈A|R〉)
be the corresponding derivation graphs. For each edge E of Γ choose a path PE in Γ as follows. If E ∈ Γ then take
PE = E, otherwise ﬁx some path in Γ that leads from ιE to τE. Such a path exists since R and R are equivalent. Then let
ϕ : P (Γ ) → P (Γ ) be the map extending E → PE in the obvious natural way. Then we have the following.
Lemma 4. (See [37, Lemma 2.4].) If C is the set of critical circuits in Γ , then ϕ(C) is a homotopy base for Γ .
2.2. Green’s relations and Schützenberger groups
The rest of this section is spent recalling some fundamental ideas from the structure theory of semigroups. For more
details about Green’s relations, and other basic notions from semigroup theory, we refer the reader to [32], or more re-
cently [44].
One obtains signiﬁcant information about a semigroup by considering its ideal structure. Since their introduction in [26],
Green’s relations have become a fundamental tool for describing the ideal structure of semigroups. If S is a monoid then
Green’s relations R, L and H are deﬁned by aRb if and only if aS = bS , aL b if and only if Sa = Sb, and H =R ∩L .
Clearly each of R, L and H is an equivalence relation on S . The importance of the H relation becomes clear when
one begins investigating the subgroups of a monoid (that is, those subsemigroups which form groups under the semigroup
operation). If H is an H -class containing an idempotent e (i.e. an element satisfying e2 = e) then H is a maximal subgroup
(with respect to inclusion) of S , with identity e, and conversely every maximal subgroup of S arises in this way. Thus
maximal subgroups and group H -classes are one and the same.
R. Gray et al. / Information and Computation 209 (2011) 1120–1134 1125As mentioned in the introduction, Schützenberger [48,49] showed that in a natural way one may associate a group G (H)
with an arbitrary H -class H of a monoid. This is done in such a way that if H does contain an idempotent, and thus is
a maximal subgroup of S , then H ∼= G (H), so the notion of Schützenberger group directly generalises that of maximal
subgroup.
Let S be a monoid, let H be an H -class of S , and let h ∈ H be an arbitrary ﬁxed element of H . The Schützenberger
group of H is obtained by taking the setwise stabilizer of H under the right multiplicative action of S on itself, and making
it faithful. More precisely, let Stab(H) denote the right setwise stabiliser of the set H , so
Stab(H) = {s ∈ S: Hs = H},
and deﬁne a relation σ = σ(H) on Stab(H) by
σ(H) = {(s, t) ∈ Stab(H) × Stab(H): hs = ht}.
It is easy to see that σ is a congruence, which we call the Schützenberger congruence of H . It may then be checked that
the quotient Stab(H)/σ is a group (whose isomorphism type is independent of the choice of h ∈ H), that we call the
Schützenberger group of H , and denote by G (H). Of course, there is an obvious dual notion of left Schützenberger group, but
as it turns out the left and right Schützenberger groups are naturally isomorphic to each other. For proofs of these facts,
and more background on Schützenberger groups, we refer the reader to [39].
3. Proof of Theorem 1
In this section we shall prove our main result Theorem 1. Let us begin by ﬁxing some notation that will remain in force
for the rest of the section. Let A = {a,a−1,b,b−1} and let R denote the set of rules
Ix : xx−1 → 1 (x ∈ A),
where (a−1)−1 = a and (b−1)−1 = b. Let G denote the monoid deﬁned by the presentation 〈A|R〉. Clearly G is isomorphic
to the free group F (a,b) over {a,b}. Let 〈B|Q 〉 be the presentation with generators B = A ∪ {h} and relations Q = R ∪ R ′
where
R ′ =
⎧⎪⎨
⎪⎩
Kx : xh → hx (x ∈ A),
C,δ : habδ → hbδa (, δ ∈ {+1,−1}),
Z y : h2 y → h2 (y ∈ B).
Here we have assigned names to the rules for easy reference. Let M be the monoid deﬁned by the presentation 〈B|Q 〉.
The presentation 〈B|Q 〉 is exactly that which appears in the statement of Theorem 1.
The following result determines a natural set of normal forms for the elements of M which we then use to describe the
structure of M , thus establishing part (i) of Theorem 1.
Proposition 5.With the above notation, let M be the monoid deﬁned by the presentation 〈B|Q 〉.
(i) A set of normal forms for the elements of M is given by
N = F (a,b) ∪ {hb jak: j,k ∈ Z}∪ {h2},
where F (a,b) denotes the set of all reduced words of the free group over {a,b}.
(ii) The monoid M has exactly threeH -classes which, identifying M with the set of normal forms N , are
• H1 = F (a,b): a groupH -class isomorphic to the free group G (H1 is the group of units of the monoid M);
• Hh = {hb jak: j,k ∈ Z}: a non-group H -class with Schützenberger group G (Hh) isomorphic to the free abelian group of
rank 2;
• H0 = {h2}: a two-sided zero element of the monoid, forming a groupH -class isomorphic to the trivial group.
In particular, M has ﬁnitely many left and right ideals and each of the ﬁnitely many Schützenberger groups of M admits a presentation
by a ﬁnite complete rewriting system, and so has ﬁnite derivation type.
Proof. (i) We shall see below that by adding the inﬁnitely many additional rules
Cw,,δ : hwabδ → hwbδa
(
, δ ∈ {+1,−1}, w ∈ A∗)
to Q we obtain an inﬁnite complete rewriting system equivalent to Q , from which the normal forms N can easily be read
off as the irreducible words of the system.
1126 R. Gray et al. / Information and Computation 209 (2011) 1120–1134(ii) Working with the set of normal forms it is easy to check that h2N = Nh2 = H0,
hb jakN = Nhb jak = Hh ∪ H0 (for all j,k ∈ Z),
and uN = Nu = N (for all u ∈ F (a,b)). From this we deduce that M has three H -classes H0, Hh and H1. The only remain-
ing part of (ii) that may not be immediately obvious is the claim that the Schützenberger group G (Hh) is isomorphic to the
free abelian group of rank 2. To see this, observe that Stab(Hh) = F (a,b), and computing the Schützenberger congruence σ
we see that for all w1,w2 ∈ A∗ we have
(w1,w2) ∈ σ ⇔ hw1 = hw2,
which holds if and only if one can transform hw1 into hw2 by applying the relations Ix , Kx and C,δ . Clearly this is
equivalent to saying that w1 and w2 are words representing the same element of the free abelian group over {a,b}. Thus
Stab(Hh)/σ = F (a,b)/σ is isomorphic to the free abelian group of rank 2. 
Given a word w ∈ B∗ we shall use w to denote the unique word from the set of normal forms N which is equal to w
in M . In particular, given w ∈ A∗ , w is the reduced word in the free group F (a,b) equal to w .
Since M has a zero element it follows that M is of type left- and right-FP∞ by [36, Proposition 3.1]. It follows from
Proposition 5, together with the fact that both free groups and free abelian groups have word problems solvable in linear
time (see [54]), that M has a linear time solvable word problem.
The rest of this section will be devoted to showing that the monoid M does not have FDT, and hence is not presentable
by a ﬁnite complete rewriting system, thus proving Theorem 1(ii).
3.1. Outline of the proof of Theorem 1(ii)
Our approach to the proof of Theorem 1(ii) is as follows. First we apply the general method described in Section 2 using
Lemmas 3 and 4 to obtain an inﬁnite homotopy base C ∪ Z (where C and Z will be deﬁned below) for the derivation
graph Γ of 〈B|Q 〉. We then deﬁne in a natural way a mapping Φ : P (Γ ) → ZM which sends each path of Γ to some
element of the integral monoid ring ZM . Next we go on to observe that by restricting Φ to the set of paths C we obtain a
subset Φ(C) of ZG , and moreover, that if M had FDT then Φ(C) would generate a ﬁnitely generated submodule of the right
ZG-module ZG (Lemma 6). Using the fact that G = F (a,b) is a group, this in turn would imply that a certain subgroup HN
(where N is the commutator subgroup of G and H is the cyclic subgroup generated by a) of G would have to be ﬁnitely
generated (Corollary 9). But HN has inﬁnite index in G (Lemma 11) which, since G is free and HN contains the non-trivial
normal subgroup N of G , implies, by a classical result from combinatorial group theory (Theorem 10), that HN is not ﬁnitely
generated and thus M does not have FDT.
We begin by ﬁnding an inﬁnite homotopy base.
3.2. Completing Q to an inﬁnite complete equivalent system Q
For each w ∈ A∗ and , δ ∈ {+1,−1} deﬁne the rule
Cw,,δ : hwabδ → hwbδa .
Note that in particular we have C1,,δ = C,δ . Let
Q = Q ∪ {Cw,,δ: w ∈ A∗, , δ ∈ {+1,−1}}.
By considering the (left-to-right) length-plus-lexicographic ordering on B∗ induced by a > a−1 > b > b−1 > h one sees
that the rewriting system Q is noetherian. Then a routine analysis of the critical peaks (the most important of which
are displayed in Fig. 2) shows that Q is an inﬁnite complete rewriting system that is equivalent to Q . Let Γ denote the
derivation graph of 〈B|Q 〉, and Γ the derivation graph of 〈B|Q 〉. Let ΓZ denote the unique connected component of Γ with
vertex set the set of all words in B∗ with at least two occurrences of the letter h. In other words, ΓZ is the connected
component of all words representing the zero element of the monoid M . Likewise let ΓZ be the connected component of
Γ with the same vertex set as ΓZ .
3.3. An inﬁnite homotopy base C ∪ Z for Γ
The derivation graph Γ contains the critical circuits displayed in Fig. 2. Let C denote the collection of all paths
(CT1)–(CT7) displayed in Fig. 2, and let Z denote a ﬁxed set of critical circuits given by resolving each of the critical
peaks contained in the connected component ΓZ , where we choose just one critical circuit for each critical peak. A routine
systematic check of possible overlaps of left-hand sides of rules from Q reveals that all critical peaks have been considered
and therefore, in the language of Section 2, C ∪ Z is the set of critical circuits of the system Q . Thus, by Lemma 3, C ∪ Z is
a homotopy base for Γ .
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hw1 · Ix · w2abδ Cw1xx−1w2,,δ
hw1w2abδ
Cw1w2,,δ
(CT1) hw1xx−1w2bδa
hw1 · Ix · w2bδa
hw1w2bδa
xx−1x
Ix · x x · Ix−1(CT2)
x
hwabδb−δ
(CT3)hwa · Ibδ
Cw,,δ · b−δ
hwbδab−δ
Cwbδ ,,−δ
hwbδb−δa
hw · Ibδ · a
hwa
hwa−abδ
(CT4)hw · Ia− · bδ
Cwa− ,,δ
hwa−bδa
Cw,−,δ · a
hwbδa−a
hwbδ · Ia−
hwbδ
xhwabδ
x · Cw,,δ Kx · wabδ
xhwbδa
Kx · wbδa
(CT5) hxwabδ
Cxw,,δ
hxwbδa
xx−1h
(CT6)Ix · h
x · Kx−1
xhx−1
Kx · x−1
hxx−1
h · Ix
h
hw1a1bδ1 w2a2bδ2
Cw1,1,δ1 · w2a2bδ2 Cw1a1 bδ1 w2,2,δ2
hw1bδ1a1 w2a2bδ2
Cw1bδ1 a1 w2,2,δ2
(CT7) hw1a1bδ1 w2bδ2a2
Cw1,1,δ1 · w2bδ2a2
hw1bδ1a1 w2bδ2a2
Fig. 2. A set C = {(CT1)–(CT7)} of critical circuits in Γ given by resolving critical peaks. Here x ∈ A, w,w1,w2 ∈ A∗ and , 1, 2, δ, δ1, δ2 ∈ {+1,−1}.
A corresponding set C = {(CT1)–(CT7)} of closed paths in Γ is obtained by replacing each occurrence of an edge of the form Cw,,δ by the path Cw,,δ
deﬁned in (1).
3.4. An inﬁnite homotopy base C ∪ Z for Γ
The edge Cw,,δ of Γ is realised by the path Cw,,δ in Γ deﬁned by ﬁrst setting C1,,δ = C1,,δ = C,δ and then deﬁning
inductively Cw,,δ by
hxw ′abδ K
−1
x ·w ′abδ−−−−−−−→ xhw ′abδ x·Cw′,,δ−−−−−→ xhw ′bδa Kx·w ′bδa−−−−−−→ hxw ′bδa (1)
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α · Cw,,δ · β , for all α,β ∈ B∗ , and deﬁned to be the identity on every other edge of Γ . Let C = ϕ(C) and Z = ϕ(Z). Since
C ∪ Z is the set of critical circuits in Γ it follows from Lemma 4 that C ∪ Z is a homotopy base for Γ .
3.5. Mapping into the integral monoid ring ZM
Now deﬁne Φ : P (Γ ) → ZM to be the unique map which extends:
• Φ(α · Ka · β) = β;
• Φ(α · Ka−1 · β) = −β;• Φ(α · E · β) = 0 for every rewrite rule E ∈ Q with E = Ka, Ka−1 ,
to paths in such a way that
Φ(P ◦Q) = Φ(P) + Φ(Q) and Φ(P−1)= −Φ(P).
The following basic properties of Φ are then easily veriﬁed for all paths P,Q ∈ P (Γ ) and words α,β ∈ B∗:
(i) Φ(α · P · β) = Φ(P) · β .
(ii) Φ(P ◦ P−1) = 0.
(iii) Φ([P,Q]) = 0 where
[P,Q] = (P · ιQ) ◦ (τP ·Q) ◦ (P−1 · τQ) ◦ (ιP ·Q−1).
(iv) If P ∼0 Q then Φ(P) = Φ(Q).
Here, (iv) follows from (i), (ii) and (iii). Note that (iv) implies that Φ induces a well-deﬁned map on the homotopy classes
of paths of Γ .
In what follows we shall often omit bars from the top of words in the images under Φ and simply write words from B∗
with the obvious intended meaning.
3.6. Computing images Φ(C) for C ∈ C
Now consider the effect of applying the mapping Φ to the closed paths from C , where we take the convention that each
path is read clockwise. Deﬁne a mapping ∂ : A∗ → ZG by setting ∂w = 0 when w = 1,
∂w =
⎧⎨
⎩
−1 if w = a,
1 if w = a−1,
0 if w ∈ {b,b−1},
and when |w| > 1 deﬁne inductively
∂w = (∂x)w ′ + ∂w ′
where w ≡ xw ′ with x ∈ A and w ′ ∈ A+ . Note that for all x ∈ A and  = ±1 we have ∂x−1 = −∂x and ∂a = − . Also note
that from the deﬁnition of ∂ it is easily veriﬁed that for all w ∈ A∗ and x ∈ A we have
∂(wx) = (∂w)x+ ∂x.
Using the map ∂ we may then readily deduce the following equations
(i) Φ(Kx) = −∂x,
(ii) Φ(Cw,,δ) = −(∂w)(bδa − abδ),
(iii) Φ(Cxw,,δ) = Φ(Cw,,δ) − (∂x)w(bδa − abδ),
(iv) Φ(Cw1w2,,δ) = Φ(Cw2,,δ) − (∂w1)w2(bδa − abδ)
for any x ∈ A, w,w1,w2 ∈ A∗ and , δ ∈ {−1,+1}. Routine calculations using these equations then yield the results of
applying Φ to each of the critical circuits from C . The results of these computations are given in the table in Fig. 3. Observe
that Φ(C) is a subset of ZG where G is the free group F (a,b) over {a,b}.
For a subset X of the right ZG-module ZG we use 〈X〉ZG to denote the submodule generated by X .
Lemma 6. If M has FDT then the submodule 〈Φ(C)〉ZG , of the right ZG-module ZG, generated by Φ(C) is a ﬁnitely generated right
ZG-module.
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(CT1)
{
e(a−e − 1)w2(bδa − abδ) if x = ae,
0 if x ∈ {b,b−1}
(CT2) 0
(CT3) 0
(CT4) −(bδa − abδ)
(CT5) 0
(CT6)
{
e(a−e − 1) if x = ae,
0 if x ∈ {b,b−1}
(CT7) 1(bδ1 − 1)w2(bδ2a2 − a2bδ2 )
Fig. 3. The images under Φ of the critical circuits from C.
Proof. Since 〈B|Q 〉 has FDT, and C ∪ Z is a homotopy base for its derivation graph Γ , it follows that there are ﬁnite
subsets C0 ⊆ C and Z0 ⊆ Z such that C0 ∪ Z0 is a ﬁnite homotopy base for Γ . Let C ∈ C be arbitrary. We claim that
Φ(C) ∈ 〈Φ(C0)〉ZG . Once established, this will prove the lemma, since Φ(C0) is a ﬁnite subset of 〈Φ(C)〉ZG .
By Lemma 2, since C is a closed path in Γ and C0 ∪ Z0 is a homotopy base for Γ , we can write
C ∼0 P−11 ◦ (α1 ·Q1 · β1) ◦ P1 ◦ · · · ◦ P−1n ◦ (αn ·Qn · βn) ◦ Pn, (2)
where each Pi ∈ P (Γ ), αi, βi ∈ B∗ and Qi ∈ (C0 ∪ Z0)±1. Since C ∈ C it follows that C is a closed path in Γ contained in
some connected component D of Γ that is disjoint from ΓZ (since ιC does not contain more than one letter h). Therefore,
since the path on the right-hand side of (2) is ∼0-homotopic to C in Γ it follows that this path too is contained in the
connected component D of Γ where D = ΓZ . In particular, this implies that for 1  j  n the word ι(α j · Q j · β j) has at
most one occurrence of the letter h, and therefore Q j ∈ C±10 and moreover by inspection of the circuits (CT1)–(CT7) we see
that, whenever Q j is not of the form (CT2)
±1, we must have β j ∈ A∗ (since otherwise the word ι(α j · Q j · β j) would have
strictly more than one occurrence of the letter h).
Applying Φ to (2) then gives
Φ(C) = Φ(Q1)β1 + · · · + Φ(Qn)βn. (3)
Now for 1  j  n, if Q j has any of the forms (CT2), (CT3) or (CT5) then Φ(Q j) = 0. Hence the non-zero terms in the
sum (3) are made up entirely of images of paths from (CT1), (CT4), (CT6) and (CT7) or their inverses. Therefore, from the
observation in the previous paragraph, it follows that whenever Φ(Q j) = 0 we have β j ∈ A∗ . Along with the fact that every
Q j ∈ C±10 this shows
Φ(C) = Φ(Q1)β1 + · · · + Φ(Qn)βn ∈
〈
Φ(C0)
〉
ZG ,
as claimed, completing the proof of the lemma. 
The next lemma describes the submodule of the right ZG-module ZG generated by Φ(C).
Lemma 7. Let
X = {(1− a)}∪ {(1− wabδa−b−δw−1): , δ ∈ {+1,−1}, w ∈ G}⊆ ZG.
Then 〈
Φ(C)〉
ZG = 〈X〉ZG .
Proof. First we show X ⊆ 〈Φ(C)〉ZG . That (1 − a) ∈ 〈Φ(C)〉ZG follows immediately from consideration of the images of the
paths (CT6) under Φ . Next we prove by induction on the length of the reduced word w in the free group G , that for all
, δ ∈ {+1,−1} we have(
1− wabδa−b−δw−1) ∈ 〈Φ(C)〉
ZG ,
or equivalently
w
(
bδa − abδ) ∈ 〈Φ(C)〉
ZG .
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that w is in reduced form. First suppose that w ≡ aew ′ where e ∈ {+1,−1}. Then considering the Φ-images of paths (CT1)
we see that
ea−ew
(
bδa − abδ)− ew(bδa − abδ)= e(a−e − 1)w(bδa − abδ) ∈ 〈Φ(C)〉
ZG .
But by induction
ea−ew
(
bδa − abδ)= ew ′(bδa − abδ) ∈ 〈Φ(C)〉
ZG
and so it follows that
−ew(bδa − abδ) ∈ 〈Φ(C)〉
ZG ,
completing the induction step in this case.
The other possibility is that w ≡ bew ′ where e ∈ {+1,−1}. The argument in this case is similar. Considering Φ-images
of paths (CT7) we see that
bew ′
(
bδa − abδ)− w ′(bδa − abδ)= (be − 1)w ′(bδa − abδ) ∈ 〈Φ(C)〉
ZG
and the result then follows since
w ′
(
bδa − abδ) ∈ 〈Φ(C)〉
ZG
by induction, and thus
w
(
bδa − abδ)= bew ′(bδa − abδ) ∈ 〈Φ(C)〉
ZG .
Conversely, the fact that Φ(C) ⊆ 〈X〉ZG follows easily from inspection of the images of (CT1)–(CT7) under Φ , listed in the
table in Fig. 3. 
Therefore to complete the proof of Theorem 1 it will suﬃce to show that 〈X〉ZG is not ﬁnitely generated as a right
ZG-module. For this we make use of the following general result.
Lemma 8. Let G be a group, let A be a subset of G and let
(1− A) = {(1− a): a ∈ A}⊆ ZG.
Then for all g ∈ G, if (1 − g) ∈ 〈(1 − A)〉ZG then g ∈ 〈A〉 in G. In particular, if 〈(1 − A)〉ZG is a ﬁnitely generated right ZG-module
then 〈A〉 is a ﬁnitely generated group.
Proof. This result is almost certainly well known; see for instance [6, Section 3, Exercise 2]. We include a proof here for the
sake of completeness.
Let H = 〈A〉 be the subgroup of G generated by A. Let X = {Hg: g ∈ G} be the set of right cosets of H in G . Of course,
G acts on X on the right via
(Hg1) · g2 = Hg1g2.
Let ZX =⊕x∈X Zx denote the free abelian group with basis X . The action of G on X extends in the obvious natural way to
an action of ZG on ZX , making ZX into a right ZG-module. Let xH = H1 ∈ X . Now let g ∈ G with (1 − g) ∈ 〈(1 − A)〉ZG .
This means we can write
(1− a1)λ1 + · · · + (1− at)λt = 1− g (4)
where each ai ∈ A and λi ∈ ZG . But for every h ∈ H we have
xH · (1− h) = xH − xH = 0.
Since A ⊆ H = 〈A〉, from (4) we conclude
xH · (1− g) = xH ·
(
(1− a1)λ1 + · · · + (1− at)λt
)= 0+ · · · + 0= 0.
It follows that xH · g = xH so Hg = H which implies g ∈ H = 〈A〉.
For the last clause, if 〈(1− A)〉ZG is a ﬁnitely generated right ZG-module then there is a ﬁnite subset A′ of A such that
(1− A) ⊆ 〈(1− A′)〉ZG which in turn from above implies that A ⊆ 〈A′〉 and so A′ is a ﬁnite generating set for 〈A〉. 
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N = 〈 [bδ,a]w : w ∈ G, , δ ∈ {+1,−1} 〉,
where [x, y] denotes the commutator xyx−1 y−1 , and xy = yxy−1 . If M has FDT then the subgroup 〈H ∪ N〉 = HN  G is ﬁnitely
generated.
Proof. Suppose that M has FDT. Let
X = {(1− a)}∪ {(1− wabδa−b−δw−1): w ∈ G}⊆ ZG.
Since M has FDT, by Lemmas 6 and 7 it follows that 〈X〉ZG is ﬁnitely generated as a right ZG-module. It then follows from
the last clause of Lemma 8 that
HN = 〈H ∪ N〉 = 〈{a} ∪ {wabδa−b−δw−1: w ∈ G}〉
is a ﬁnitely generated group. 
Of course N is nothing more than the commutator subgroup of the free group G = F (a,b).
To complete the proof of Theorem 1 we apply the following classical result from combinatorial group theory.
Theorem 10. (See [41, Theorem 2.10].) Let F be a free group of ﬁnite rank and let K be a subgroup of F of inﬁnite index. If K contains
a non-trivial normal subgroup L of F , then K is not ﬁnitely generated.
Lemma 11. The subgroup HN has inﬁnite index in the free group G, and therefore HN is not ﬁnitely generated.
Proof. First observe that bk /∈ HN for all k = 0. Indeed, for any word w ∈ A∗ , if w represents an element of HN then the
sum of the exponents of the b’s of w must equal zero. It follows that for all k, l ∈ N if k = l then bk and bl belong to distinct
cosets of HN . Therefore HN has inﬁnite index in G . The last statement is then a consequence of Theorem 10. 
Since HN is not ﬁnitely generated it follows by Corollary 9 that M does not have ﬁnite derivation type. This completes
the proof of Theorem 1.
4. Applications
In this section we give two further applications of Theorem 1.
4.1. Quasi-isometry invariance
A key concept in geometric group theory is that of quasi-isometry: a notion of equivalence between metric spaces which
captures formally the intuitive idea of two spaces looking the same “when viewed from far away”; see [13]. The Cayley
graph of a ﬁnitely generated group may naturally be viewed as a metric space with respect to the word metric. Many
important properties of ﬁnitely generated groups are then known to be shared between groups that are quasi-isometric to
each other, meaning that they have Cayley graphs that are quasi-isometric as metric spaces; see [13, p. 115, Section 50]
for a list of such properties. In particular, the homological ﬁniteness property FPn is know to be a quasi-isometry invariant
of ﬁnitely generated groups; see [1]. Combining this with [11] it follows that FDT is a quasi-isometry invariant of ﬁnitely
generated groups.
In a monoid Cayley graph, by contrast, distance is neither symmetric (since there are no inverses) nor everywhere
deﬁned (since there may be ideals). Thus, rather than a metric space, a more natural geometric object to associate to a
ﬁnitely generated monoid is a so-called semimetric space which is a set equipped with an assymetric, partially deﬁned
distance function. This is the viewpoint taken in [19] where, among other things, a natural notion of quasi-isometry for
such spaces is exhibited, and several quasi-isometry invariants of monoids are identiﬁed. The axioms for a semimetric space
are given by taking the usual metric space axioms, relaxing the condition that distances are always deﬁned (i.e. allowing
points to be at distance ∞), and dropping the symmetry assumption so that d(x, y) and d(y, x) need not be equal; see [19]
for a formal deﬁnition. Then given a monoid S and a ﬁnite generating set A for S , we associate a semimetric space (S,dA)
where dA is the obvious directed distance semimetric given by
dA(x, y) = inf
{|w|: w ∈ A∗: xw = y}.
We shall now see that, in contrast to the situation for groups, the property FDT is not a quasi-isometry invariant of monoids.
In fact, we do more than this. We shall actually show that FDT is not even an isometry invariant of ﬁnitely generated
monoids. Just as for metric spaces, by an isometry of semimetric spaces we mean a distance-preserving map between
semimetric spaces; see [19, Deﬁnition 2].
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a,a−1,b,b−1,h, z
∣∣ aa−1 = a−1a = bb−1 = b−1b = 1, xh = hx, hxy = hyx (x, y ∈ {a,a−1,b,b−1}),
h2a = h2a−1 = h2b = h2b−1 = h3 = h2, h2 = z〉,
and let N be the monoid deﬁned by〈
a,a−1,b,b−1,h, z
∣∣ aa−1 = a−1a = bb−1 = b−1b = 1, xh = hx, hxy = hyx (x, y ∈ {a,a−1,b,b−1}),
zu = uz = z (u ∈ {a,a−1,b,b−1,h, z}) h2 = h〉.
Then, with A = {a,a−1,b,b−1,h, z}, (M,dA) and (N,dA) are isometric. However, M does not have FDT and is not presentable by a
ﬁnite complete rewriting system, while N is presentable by a ﬁnite complete rewriting system, and N does have FDT.
Proof. Observe that M is isomorphic to the monoid deﬁned in Theorem 1, the presentation being obtained from the pre-
sentation in Theorem 1 by adding a redundant generator z and the relation h2 = z.
We must deﬁne a distance preserving bijection f : M → N . A set of normal forms for M is easily seen to be given
by M = M1 ∪ Mh ∪ M0 where M1 = F (a,b) denotes the set of reduced words in the free group over {a,b}, Mh =
{hb jak: j,k ∈ Z} and M0 = {z}. Also, a set of normal forms for N is easily seen to be given by N = N1 ∪ Nh ∪ N0 where
N1 = M1, Nh = Mh and N0 = M0. Since the sets of normal forms M and N are identical, identifying M and N with
their sets of normal forms, we can set f : M → N to be the identity mapping, which of course is a bijection. It is then a
routine matter to show that f is distance preserving. Indeed, in the (right) Cayley graph of M , for every element in Mh
the arc from this vertex labelled by h goes to z. By removing all of these arcs and adding in a loop labelled by h for each
vertex in Mh we would obtain precisely the Cayley graph of N . So in the Cayley graph of M for every element in Mh there
are two directed arcs from the element to z, one labelled h and the other labelled z, while in the Cayley graph of N there
is only one such arc, labelled by z. Also in Nh every element has a loop labelled by h (since h is the identity of the group
H -class) while in Mh no such loops exist. Since these are the only differences between the two Cayley graphs, it follows
immediately that f is an isometry of semimetric spaces.
The facts that M does not have FDT and is not presentable by a ﬁnite complete rewriting system follow from Theo-
rem 1.
On the other hand, N is a regular monoid with ﬁnitely many H -classes, and all maximal subgroups of N are deﬁnable
by ﬁnite complete rewriting systems. Indeed, the maximal subgroups in question are the trivial group, the free abelian
group of rank two, and the free group of rank two. It therefore follows from the main result of [21] (see also [20]) that N
is presentable by a ﬁnite complete rewriting system, and therefore N also has FDT. 
4.2. Green index extensions
We say that T is a large subsemigroup of a semigroup S , and S is a small extension of T , if T  S and |S \ T | < ∞. This
notion was ﬁrst investigated by Jura in [33,34]. In [45] it was shown that the property of being ﬁnitely presented is inherited
by small extensions, and then in [53] Wang showed that both the property of being deﬁnable by a ﬁnite complete rewriting
system, and also the property FDT, are also inherited when taking small extensions. Analogously, in group theory, both of
these ﬁniteness properties are known to be preserved when taking ﬁnite index extensions (in the usual group-theoretic
sense); see [6, Proposition 5.1] and [27]. While analogous, these results are independent in the sense that the results for
groups cannot (of course) be used to deduce the results regarding small extensions of semigroups, and conversely the small
extensions results cannot be used to deduce the result for ﬁnite index extensions of groups.
It is natural to ask whether the small extensions results can be generalised (by weakening the condition that the com-
plement S \ T is ﬁnite) in such a way as to obtain a single result that has both the semigroup and group-theoretic results
as corollaries. This kind of question was one of the motivations for the work in [23] where a less restrictive notion of index
for semigroups was introduced, called Green index, which we now brieﬂy describe.
Let S be a semigroup and let T be a subsemigroup of S . We use S1 to denote the semigroup S with an identity element
1 /∈ S adjoined to it. This notation will be extended to subsets of S , i.e. X1 = X ∪ {1}. For u, v ∈ S deﬁne
uRT v ⇔ uT 1 = vT 1, uL T v ⇔ T 1u = T 1v,
and H T = RT ∩ L T . Each of these relations is an equivalence relation on S; their equivalence classes are called the
(T -)relative R-, L -, and H -classes, respectively. Furthermore, these relations respect T , in the sense that each RT -, L T -,
and H T -class lies either wholly in T or wholly in S \ T . Relative Green’s relations were introduced by Wallace in [52]
generalising the fundamental work of Green [26]. Following [23] we deﬁne the Green index of T in S to be one more than
the number of H T -classes in S \ T . Clearly if T is a large subsemigroup of a semigroup S then T has ﬁnite Green index
in S , and also if H is a ﬁnite index (in the usual group-theoretic sense) subgroup of a group G then H has ﬁnite Green
index in G .
With each T -relative H -class we may associate a group, which we call the T -relative Schützenberger group of the H -
class. This is done by extending, in the obvious way, the classical deﬁnition (deﬁned above) to the relative case. For each
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Stab(H) by (x, y) ∈ γ if and only if hx = hy for all h ∈ H . Then γ is a congruence on Stab(H) and Stab(H)/γ is a group.
The group Γ (H) = Stab(H)/γ is called the relative Schützenberger group of H .
In [8], providing a common generalisation of [45, Theorem 4.1] and the corresponding classical result for ﬁnite index
extensions in group theory, it was proved that if T is a ﬁnite Green index subsemigroup of a semigroup S , then if T is
ﬁnitely presented and all of the T -relative Schützenberger groups of S \ T are ﬁnitely presented, then S itself is ﬁnitely
presented.
Now, as pointed out above, it is known that in group theory both ﬁnite derivation type, and the property of being
presentable by a ﬁnite complete rewriting system, are preserved by ﬁnite index group extensions. In [53] the analogous
results were proved for passing to small extensions of semigroups. Thus a natural question is whether these results have a
common generalisation to ﬁnite Green index extensions, as was known to be the case for ﬁnite presentability in [8]. Using
the example from Section 3 we now answer this question in the negative.
Theorem 13. There exists a semigroup S with a subsemigroup T of ﬁnite Green index, such that:
(i) T , and all of the relative Schützenberger groups of S \ T admit presentations by ﬁnite complete rewriting system, and thus all have
ﬁnite derivation type;
(ii) S does not have ﬁnite derivation type, and so does not admit a presentation by a ﬁnite complete rewriting system.
Proof. Let S = M the monoid deﬁned in Theorem 1 and let T be the group of units H1 of S . Then it follows from the
analysis in the proof of Proposition 5 that H1 has ﬁnite Green index in S , that the relative Schützenberger groups of S \ T
are isomorphic to the trivial group and the free abelian group of rank two, respectively, and hence they admit presentations
by ﬁnite complete rewriting systems, and thus all have ﬁnite derivation type. Also, T = H1 which is isomorphic to the free
group of rank two, and so admits a presentation by a ﬁnite complete rewriting system, and has FDT. This proves (i). Part (ii)
follows from Theorem 1. 
References
[1] J.M. Alonso, Finiteness conditions on groups and quasi-isometries, J. Pure Appl. Algebra 95 (2) (1994) 121–129.
[2] J.M. Alonso, S.M. Hermiller, Homological ﬁnite derivation type, Internat. J. Algebra Comput. 13 (3) (2003) 341–359.
[3] G.N. Arzhantseva, V.S. Guba, M.V. Sapir, Metrics on diagram groups and uniform embeddings in a Hilbert space, Comment. Math. Helv. 81 (4) (2006)
911–929.
[4] R.V. Book, F. Otto, String-rewriting systems, in: Texts and Monographs in Computer Science, Springer-Verlag, New York, 1993.
[5] M. Brittenham, S.W. Margolis, J. Meakin, Subgroups of the free idempotent generated semigroups need not be free, J. Algebra 321 (10) (2009) 3026–
3042.
[6] K.S. Brown, Cohomology of Groups, Grad. Texts in Math., vol. 87, Springer-Verlag, New York, 1982.
[7] R. Brown, N. Ghani, A. Heyworth, C.D. Wensley, String rewriting for double coset systems, J. Symbolic Comput. 41 (5) (2006) 573–590.
[8] A. Cain, R. Gray, N. Ruskuc, Green index in semigroups: Generators, presentations and automatic structures, arXiv:0912.1266v1, 2009.
[9] F. Chouraqui, Rewriting systems in alternating knot groups with the Dehn presentation, Geom. Dedicata 138 (2009) 173–192.
[10] D.E. Cohen, String rewriting and homology of monoids, Math. Structures Comput. Sci. 7 (3) (1997) 207–240.
[11] R. Cremanns, F. Otto, For groups the property of having ﬁnite derivation type is equivalent to the homological ﬁniteness condition FP3, J. Symbolic
Comput. 22 (2) (1996) 155–177.
[12] H.G. Dales, A.T.-M. Lau, D. Strauss, Banach algebras on semigroups and on their compactiﬁcations, Mem. Amer. Math. Soc. 205 (966) (2010), iii+161.
[13] P. de la Harpe, Topics in Geometric Group Theory, Chicago Lectures in Math., University of Chicago Press, Chicago, IL, 2000.
[14] J. Duncan, A.L.T. Paterson, Amenability for discrete convolution semigroup algebras, Math. Scand. 66 (1) (1990) 141–146.
[15] G.A. Evans, C.D. Wensley, Complete involutive rewriting systems, J. Symbolic Comput. 42 (11–12) (2007) 1034–1051.
[16] D.S. Farley, Finiteness and CAT(0) properties of diagram groups, Topology 42 (5) (2003) 1065–1082.
[17] D.S. Farley, Homological and ﬁniteness properties of picture groups, Trans. Amer. Math. Soc. 357 (9) (2005) 3567–3584 (electronic).
[18] È.A. Golubov, Finitely approximable regular semigroups, Mat. Zametki 17 (1975) 423–432.
[19] R. Gray, M. Kambites, Groups acting on semimetric spaces and quasi-isometries of monoids, arXiv:0906.0473, 2009.
[20] R. Gray, A. Malheiro, Homotopy bases and ﬁnite derivation type for subgroups of monoids, arXiv:0912.1284v1, 2009.
[21] R. Gray, A. Malheiro, Finite complete rewriting systems for regular semigroups, Theoret. Comput. Sci. 412 (2011) 654–661.
[22] R. Gray, A. Malheiro, S.J. Pride, Homotopy bases and ﬁnite derivation type for Schützenberger groups of monoids, in preparation.
[23] R. Gray, N. Ruškuc, Green index and ﬁniteness conditions for semigroups, J. Algebra 320 (8) (2008) 3145–3164.
[24] R. Gray, N. Ruskuc, On residual ﬁniteness of monoids, their Schützenberger groups and associated actions, arXiv:1003.3176v1, 2010.
[25] R. Gray, N. Ruškuc, On maximal subgroups of free idempotent generated semigroups, Israel J. Math., in press.
[26] J.A. Green, On the structure of semigroups, Ann. of Math. (2) 54 (1951) 163–172.
[27] J.R.J. Groves, G.C. Smith, Soluble groups with a ﬁnite rewriting system, Proc. Edinb. Math. Soc. (2) 36 (2) (1993) 283–288.
[28] V. Guba, M. Sapir, Diagram groups, Mem. Amer. Math. Soc. 130 (620) (1997), viii+117.
[29] V.S. Guba, M.V. Sapir, On subgroups of the R. Thompson group F and other diagram groups, Mat. Sb. 190 (8) (1999) 3–60.
[30] V.S. Guba, M.V. Sapir, Diagram groups and directed 2-complexes: homotopy and homology, J. Pure Appl. Algebra 205 (1) (2006) 1–47.
[31] S. Hermiller, M. Shapiro, Rewriting systems and geometric three-manifolds, Geom. Dedicata 76 (2) (1999) 211–228.
[32] J.M. Howie, Fundamentals of Semigroup Theory, London Math. Soc. Monogr. Ser., vol. 7, Academic Press/Harcourt Brace Jovanovich Publishers, London,
1995.
[33] A. Jura, Coset enumeration in a ﬁnitely presented semigroup, Canad. Math. Bull. 21 (1) (1978) 37–46.
[34] A. Jura, Determining ideals of a given ﬁnite index in a ﬁnitely presented semigroup, Demonstratio Math. 11 (3) (1978) 813–827.
[35] Y. Kobayashi, Finite homotopy bases of one-relator monoids, J. Algebra 229 (2) (2000) 547–569.
[36] Y. Kobayashi, The homological ﬁniteness properties left-, right- and bi-FPn of monoids, Comm. Algebra 38 (11) (2010) 3975–3986.
1134 R. Gray et al. / Information and Computation 209 (2011) 1120–1134[37] Y. Kobayashi, F. Otto, On homotopical and homological ﬁniteness conditions for ﬁnitely presented monoids, Internat. J. Algebra Comput. 11 (3) (2001)
391–403.
[38] Y. Kobayashi, F. Otto, For ﬁnitely presented monoids the homological ﬁniteness conditions FHT and bi-FP3 coincide, J. Algebra 264 (2) (2003) 327–341.
[39] G. Lallement, Semigroups and Combinatorial Applications, Pure Appl. Math., John Wiley & Sons, A Wiley–Interscience Publication, New York, Chichester,
Brisbane, 1979.
[40] R.C. Lyndon, P.E. Schupp, Combinatorial group theory, in: Classics in Mathematics, Springer-Verlag, Berlin, 2001, reprint of the 1977 edition.
[41] W. Magnus, A. Karrass, D. Solitar, Combinatorial Group Theory: Presentations of Groups in Terms of Generators and Relations, second ed., Dover
Publications Inc., Mineola, NY, 2004.
[42] K.S.S. Nambooripad, Structure of regular semigroups. I, Mem. Amer. Math. Soc. 22 (224) (1979), vii+119.
[43] F. Otto, Y. Kobayashi, Properties of monoids that are presented by ﬁnite convergent string-rewriting systems—a survey, in: Advances in Algorithms,
Languages, and Complexity, Kluwer Acad. Publ., Dordrecht, 1997, pp. 225–266.
[44] J. Rhodes, B. Steinberg, The q-Theory of Finite Semigroups, Springer Monogr. Math., Springer, New York, 2009.
[45] N. Ruškuc, On large subsemigroups and ﬁniteness conditions of semigroups, Proc. London Math. Soc. (3) 76 (2) (1998) 383–405.
[46] N. Ruškuc, Presentations for subgroups of monoids, J. Algebra 220 (1) (1999) 365–380.
[47] N. Ruškuc, On ﬁnite presentability of monoids and their Schützenberger groups, Paciﬁc J. Math. 195 (2) (2000) 487–509.
[48] M.P. Schützenberger, D représentation des demi-groupes, C. R. Acad. Sci. Paris 244 (1957) 1994–1996.
[49] M.-P. Schützenberger, Sur la représentation monomiale des demi-groupes, C. R. Acad. Sci. Paris 246 (1958) 865–867.
[50] J.-P. Serre, Trees, Springer Monogr. Math., Springer-Verlag, Berlin, 2003, translated from the French original by John Stillwell, corrected 2nd printing of
the 1980 English translation.
[51] C.C. Squier, F. Otto, Y. Kobayashi, A ﬁniteness condition for rewriting systems, Theoret. Comput. Sci. 131 (2) (1994) 271–294.
[52] A.D. Wallace, Relative ideals in semigroups. II. The relations of Green, Acta Math. Acad. Sci. Hungar 14 (1963) 137–148.
[53] J. Wang, Finite complete rewriting systems and ﬁnite derivation type for small extensions of monoids, J. Algebra 204 (2) (1998) 493–503.
[54] C. Wrathall, The word problem for free partially commutative groups, J. Symbolic Comput. 6 (1) (1988) 99–104.
