In this paper, some methods for scoring the performances of an earthquake forecasting probability model are applied retrospectively for different goals. The time-dependent occurrence probabilities of a renewal process are tested against earthquakes of M w ≥ 5.3 recorded in Italy according to decades of the past century. An aim was to check the capability of the model to reproduce the data by which the model was calibrated. The scoring procedures used can be distinguished on the basis of the requirement (or absence) of a reference model and of probability thresholds. Overall, a rank-based score, information gain, gambling scores, indices used in binary predictions and their loss functions are considered. The definition of various probability thresholds as percentages of the hazard functions allows proposals of the values associated with the best forecasting performance as alarm level in procedures for seismic risk mitigation. Some improvements are then made to the input data concerning the completeness of the historical catalogue and the consistency of the composite seismogenic sources with the hypotheses of the probability model. Another purpose of this study was thus to obtain hints on what is the most influential factor and on the suitability of adopting the consequent changes of the data sets. This is achieved by repeating the estimation procedure of the occurrence probabilities and the retrospective validation of the forecasts obtained under the new assumptions. According to the rank-based score, the completeness appears to be the most influential factor, while there are no clear indications of the usefulness of the decomposition of some composite sources, although in some cases, it has led to improvements of the forecast.
I N T RO D U C T I O N
A way to improve and discriminate between earthquake probability models is to learn from the earthquakes themselves. So rather than waiting for the future earthquakes, we can try to draw as much information as possible from past events, thus gaining experience through the exercise of retrospective forecasting. Many different performance measures of earthquake probability models have been proposed in the literature, depending on the aims of the studies and on the methodologies applied. One lesson that emerges from all of these efforts is that forecast quality is an inherently multifaceted quantity. The best way to consider all of the various components of such performance quality is to examine different indices and approaches, so as to highlight the achievements of the forecaster with respect to each component.
Let us establish various probability threshold values, which if exceeded, will trigger an alert status for the procedures of seismic risk prevention, or at least send a warning to the decision makers. The first aim will thus be to discriminate among these values the one that maximizes suitable performance indices. This generally requires the dichotomizing of the results as either 'Yes' (threshold exceeded, so prediction of occurrence in a specific space-timemagnitude window, thus '1') and 'No' (threshold not exceeded, so prediction of non-occurrence, thus '0'). Although, on the one hand, this operation comes with some risk because it means loss of information with respect to providing the occurrence probability, on the other hand, it is essential to help decision makers to correctly interpret the same value of an occurrence probability in different contexts (Marzocchi & Zechar 2011) . The four counts that are usually displayed in a two-by-two contingency table encapsulate all of the components of the performance: (a) the number of forecast hits; (b) the false alarms; (c) the correct rejections; and (d) the misses. Given the total number of occurrences as N 1 = a + d, and of non-occurrences as N 0 = b + c, this contingency table has only two degrees of freedom. Hence, at least two scalar measures of performance have to be taken into account, and it is better if these are chosen from among those written in terms of both of the error rates: (i) the rate at which '1' are misclassified as '0', as d/N 1 ; and (ii) the rate at which '0' is misclassified as '1', as b/N 0 .
Many different measures have been proposed in fields where probability forecasts of future events are widely used, like hydrology, medicine, economics, finance, engineering and meteorology. The last of these, meteorology, is certainly the field that is most advanced in the development of new reliability measures and in studies of their properties (Murphy & Daan 1985; Jolliffe & Stephenson 2003) . Meteorology differs from seismology mainly in the possibility of recording large amounts of regular observations, and in the physical models that control the atmosphere phenomena. What these disciplines have in common is the study of rare events, like tornados, hurricanes, storms and strong earthquakes. These cases are characterized by c b and a ∼ d, which implies that N 0 N 1 , and which makes different validation scores give misleading results, as with the well-known Finley tornado forecasts (Murphy 1996) . In general, the validation measures adopted in rare-event situations must be non-degenerating, as the base rate tends to zero (Stephenson et al. 2008) . They must also satisfy the properties required from all of the scores, including base-rate independence, consistency, equitability, fixed range and regularity (Ferro & Stephenson 2011) . On the basis of these considerations, and as any individual scoring index might be very misleading, three indices were selected here, to present as full as possible a picture of the most significant scores: the Hanssen-Kuiper score (S HK ), the equitable treat score (S ETS ) and the extreme dependency score (S EDS ). Their definitions are given in Section 3.2.
A second aim was the comparison of the candidate model with a reference model. For this purpose, the most natural score for probability forecasts is the information gain (Vere-Jones 1998) . This is defined as the logarithm of the likelihood ratio of the proposed model versus a reference model. These two models have to be consistent with each other; that is, they need to share the spatio-temporal scales and the objectives of the analysis. As we focus here on 10-yr forecasts obtained through data drawn from a historical declustered catalogue, as the reference model, we have adopted the constant-rate Poisson model, which is at the basis of current seismic-hazard assessment in Italy (Gruppo di Lavoro 2004) . Other time-dependent models for earthquake occurrence in Italy have also been developed recently (Marzocchi et al. 2012) . However, as they are based on seismotectonic zonations and regular grids, this makes them non-comparable with the model we are testing, which is, to the best of my knowledge, the first example of seismic-hazard evaluation based on the Italian database of composite seismogenic sources, Database of Individual Seismogenic Sources (DISS 2007) . Nevertheless, we must remain aware that the choice of the reference model remains a crucial point. Furthermore, any considerations arising from these kinds of comparisons must take into account that the performance level of the candidate model can be due to its quality as well as to the inadequacy of the reference model.
In the framework of the Collaboratory for the Study of Earthquake Predictability (CSEP) project (Jordan 2006; Zechar et al. 2010) , some statistical tests have been proposed for comparisons of various forecasting models, on both global and regional scales. Following the frequentist inference, the key elements of the hypothesis tests are the definition of the null H 0 and alternative H a hypotheses, the choice of the relevant test statistic T and the achievement of the distribution of T under H 0 . The tests adopted in the CSEP experiment in Italy-the N-, L-and R-tests-are performed on space cells of dimensions 0.1
• longitude × 0.1 • latitude (Werner et al. 2010; Marzocchi et al. 2012) . This implies that the number of strong events that are observable per annum is extremely low, which is in contrast to the assumption of a sufficiently large number of observations, which underlies the asymptotic properties of classical hypothesis testing (Molchan 2012) .
In the Bayesian approach to hypothesis testing the centerpiece is the Bayes factor (Kass & Raftery 1995 is the 'Bayes factor'. When the two hypotheses are equally probable, the Bayes factor is the posterior odds ratio.
In the case of comparison of two models, the Bayes factor is the ratio of the respective marginal distributions of the observed data, and contrary to the classical likelihood ratio test, it is also applicable to non-nested models. In the case of high-dimensional models, and particularly in non-parametric modelling, the computation of the marginal distributions can be a complicated task. As pr(Y obs |H k ) = pr(Y obs |θ, H k ) pr(θ |H K ) dθ might be considered as a prior predictive probability, other predictive probabilities might provide alternatives to the Bayes factor (Gelfand 1996) . In particular, the posterior predictive probability pr(Y|Y obs ) = pr(Y|θ) pr(θ|Y obs ) dθ, which is obtained by averaging against the posterior knowledge of the parameters θ, offers a conservative view of model performance. Indeed, if the observations Y = Y obs are not in agreement with pr(Y|Y obs ), then the model is unlikely to receive support under any other criteria. In the light of these considerations, in Section 3 the comparison between the renewal and Poisson models will be expressed in terms of the posterior predictive probability that at least one event occurs in a fixed time interval; in the case of the information gain, such a probability will constitute the success probability in a sequence of Bernoulli trials. Zhuang (2010) recently presented a new method; namely, gambling score, which evaluates the performance of probability forecasts in a betting framework. The idea is that each forecast can be seen as a bet against the bank, which is represented by the reference model, and the reward for success must depend on the risk that is taken. Hence if the forecaster bets on something that is almost certain to occur according to the reference model (i.e. of low risk), the consequent gain will be small, and vice versa for high risk. Moreover, so that the scheme remains fair, the expected pay-off of the forecaster that is based on the supposed-to-be correct reference model must be equal 0. Different gambling schemes can be followed: the bet can be made for the occurrence probability on 'Yes' plus the complementary on 'No', or just made on 'Yes' or 'No', so on the basis to that the probability does or does not exceed a fixed probability threshold.
Other score indices can arise from specific applications. In this paper, earthquakes of M w ≥ 5.3 associated with the composite seismogenic sources within the Italian territory are considered (Section 2). Appendix A briefly recalls the Bayesian non-parametric method for estimating the interevent time-density function in a renewal process. Through the resulting function, the occurrence probability for a given time window is approximated. In this way, an occurrence probability value is associated with each of the composite sources, which will depend on the time elapsed since the last event that was recorded for each source. By ordering the sources with respect to decreasing occurrence probability, a score index can be obtained as a function of the rank of the sources hit by an earthquake in the time interval under validation. For earthquakes that occur in sources for which no probability can be estimated, as the respective data set is empty, these are neglected. This, and some score indices of the above-mentioned classes, are presented in Section 3.2, while some notes on the prospective test related to the time period of [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] are given in Section 3.1.
As well as suggesting improvements to the model, retrospective validation is also useful to test for changes made to the databases. First, the issue of the completeness of the historical catalogue is addressed. In the framework of the change-point problem, the complete parts of the data sets are estimated, and then used to re-evaluate the occurrence probabilities that were originally estimated using all of the post-1600 events (Section 4.1).
Another important feature relates to the boundaries of the composite seismogenic sources, and consequently to the identification of the earthquakes generated by the faults inside a source. The hypotheses that underlie the renewal process are that from physical point of view, the stress accumulation process starts again whenever an event occurs, and from the statistical point of view, the interevent times are independent and identically distributed. In Italy, there are inherent difficulties in identifying all of the possible fault segments. Nevertheless, with preference for the completeness and capabilities of the database over the accuracy of the source description, in 2005, the DISS was extended (DISS 2007) . This thus then included composite seismogenic sources that might also span an unspecified number of individual potential ruptures, whereby failing an identified fault limit, the termination of the source is a significant structural change. This implies that conditions like independence and lack of interaction might not be satisfied, especially for the wider sources. To take this problem into account, different segmenting of some composite sources are considered. By repeating the estimation procedure of the occurrence probabilities and the retrospective validation of the forecasts obtained under the new assumptions, hints are obtained as to which is the most influential factor, and the suitability of adopting the consequent changes in the data set (Section 4.2).
DATA SOURCES
Here, two databases are used: the CPTI04 catalogue (CPTI04 2004), from which the events of magnitude M w ≥ 5.3 are drawn, and the DISS in the 3.0 version (rel. 3.0.2) (DISS 2007) . The DISS supplies a fault segmentation model of Italy that is based on the assumption that seismicity can be approximated by a finite number of potential seismogenic sources classified into three main categories: individual sources, composite sources and macroseismic sources. Both individual and composite sources are defined by geological and geophysical data. However, in contrast to individual sources, which are assumed to exhibit strictly periodic recurrence with respect to the available parameters (i.e. length/width, single event displacement and expected magnitude), a typical composite source spans an unspecified number of individual sources where it is not possible to identify them separately. Hence, individual sources supply the most accurate information available for the best identified sources at the expense of the completeness, whereas composite sources are conceived to achieve completeness of the record of potential earthquake sources, although this might imply less accuracy in their description. Composite sources therefore constitute the most suitable data set for probabilistic hazard assessment. These are identified by the codes ITCS###, where ### is an ordinal between 1 and 999. In the following, for simplicity, just CS### will be used. For further information on the DISS database, the reader is referred to Basili et al. (2008) .
The Italian territory can also be divided into eight tectonically coherent regions, each of which is dominated by a well-characterized geodynamic process, with the lowest possible number of faulting types, together with a significant number of historical earthquakes. Fig. 1 shows these macroregions, denoted by MR, and the composite sources, as CS, that are included in each of the macroregions.
On the basis of this information, the hypothesis is advanced that the interevent times calculated between the events within the composite sources of the same macroregion are independent and identically distributed. This independence can be checked through statistical tests (Rotondi 2010) , whereas the relationship between the tectonic characteristics of the macroregions and the shape of the interevent time distribution comes out in the construction, for each region, of the learning set for the determination of the prior distributions. To continue with this assumption, the compilers of the DISS database were asked to associate, with each composite source, a set of earthquakes that were drawn from the CPTI04 catalogue among those of M w ≥ 5.3 that occurred after 1600, so that the data set can be reliably considered complete. Then, the interevent times between the subsequent events of every data set were evaluated, and these times from the sources of the same macroregion were assembled into a single set, because, according to the above-mentioned assumption, they follow the same probability distribution. This procedure produced eight data sets altogether, one for each of the macroregions (MR 1 to MR 8 ), which were formed by 5, 11, 32, 32, 9, 12, 29, 15 interevent times, respectively. In Rotondi (2010) , these sets were first examined to determine whether the interevent times in each data set fulfilled the conditions to be considered as observations from a renewal process (i.e. if they are independent and identically distributed). Then the main statistical summaries of each data set were compared to define those data sets that have similarities, and consequently to construct for each set the learning data set from which to obtain the prior distribution of the model parameters. For instance, the data sets of the macroregions MR 1 , MR 3 and MR 4 show similarities for the median, mean, skewness and kurtosis. Thus, the union of the interevent times from MR 3 and MR 4 can serve as a learning set for the macroregion MR 1 . The geographical and geophysical characteristics of the eight macroregions and the respective learning data sets are given in Table 1 .
VA L I DAT I O N : F I R S T V E R S I O N
Section 3.1 now determines whether there is correspondence between the composite sources with high occurrence probabilities in the 2003 to 2012 decade (see Table A1 ) and the sources hit by an earthquake from 2003 January to the end of 2012. For a more significant test, retrospective validation is performed on 10 decades, from 1905 to the end of 2004, over the last century in Italy. Then, in Section 3.2, a series of both deterministic and probabilistic measures of performance are introduced to achieve different goals: identification of the macroregions in which the renewal model fits better; detection of the criticality thresholds, and consequently of the sources to put on alert status; and a comparison of models. Fig. 2 shows the f probability density function of the interevent times estimated for each macroregion through the method presented in Appendix A. First, we assume that we are at the end of the CPTI04 
Prospective test
which represents the instantaneous probability of an occurrence at time t conditional on the non-occurrence until time t [being
Alternatively, we are interested in the cumulative or integrated hazard function:
which is the 'accumulation' of the hazard over time s from t up to (t + u) given the non-occurrence until s. For simplicity, we approximate the probability (1) by the equation: which is actually the probability that the next event will occur at or before (t + u) given the non-occurrence only up to t (Okada et al. 2012; Zechar & Nadeau 2012) . From here on, although in an improper way, the function h will be called the 'hazard function'. With u = 10 fixed and varying t for (0, 300), the functions shown in Fig. 3 can be evaluated pointwisely. On the other hand, the occurrence probabilities within the next u = 10, 20, 30, 50, 100 yr in the various composite sources are given in Probability that the next event will occur in the next 10 yr from t, as the time elapsed since the last event (x-axis). The horizontal dashed lines denote the probability thresholds, the vertical lines delimit the alarm intervals, and the dots indicate the time t in eq. (2) for the earthquakes examined in the validation procedure.
and are recorded in two seismic catalogues: namely, the Italian Seismic Instrumental and parametric Data-basE (ISIDE; ISIDE 2010) and the National Earthquake Information Center catalog (NEIC; NEIC 2010). There were seven such earthquakes, excluding the aftershocks according to the declustering criterion adopted by the compilers of the CPTI04 catalogue. Four of these were inland: 
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The other three were offshore: As the CPTI04 catalogue does not include the earthquakes of the Southern Tyrrhenian Sea with a depth ≥60 km, we exclude the last three events from the test. The occurrence probabilities corresponding to earthquakes 1, 2 and 3 are in red in Table A1 ; the composite source CS050 is missing, because it has no event associated with it after 1600. It can be seen that the probability of 0.2961 of the composite source CS025, which includes the epicentre of the 2009 April 6 L'Aquila earthquake, is the second highest probability among the seven sources within MR 4 . Similarly, the occurrence probabilities for CS001 and CS027, of 0.1674 and 0.1424, are the fourth and seventh highest probabilities among the 17 in MR 3 . In Section 3.2, it is shown that the earthquake 3 occurs in a source that should be considered on alert status, as the corresponding occurrence probability exceeds the probability threshold of the respective macroregion. Section 4 will determine if the changes in the data sets improve the forecasting probabilities for these three earthquakes.
An example of prospective forecasting in Italy is given in Boschi et al. (1995) for the interval of 1995-2005. As in this study, that of Boschi et al. (1995) uses a renewal model. However, Boschi et al. (1995) differs in terms of the parametric choice of the interevent time distribution (normal or exponential), the application to a seismotectonic regionalization, and the threshold magnitude of the earthquakes forecast (M ≥ 5.9). Despite these differences, Boschi et al. (1995) also concluded that Aquilano was the area with the highest probability of occurrence, although they noted, 'the available data allow the study of only one-third of the Italian seismic regions', thus making the forecast less than exhaustive (Boschi et al. 1995 (Boschi et al. , p. 1481 .
Scoring procedures and retrospective validation
Another approach to the validation of the model consists of repeating the evaluation of the occurrence probability, as in Table A1 , in time spans in the past, and comparing the results with the events that actually occurred that are recorded in the CPTI04 catalogue and are associated with a composite source. This kind of retrospective validation should provide information on the accuracy of the probabilistic model to reproduce the observations used in the estimation procedure. Ten decades were chosen over the past century, 
last is the date of the last event that occurred in CS i before d 0 . All of the resulting occurrence probabilities are collected in Table 2 , in decreasing order within each macroregion. This allows the easy checking of the correspondence between the sources with high occurrence probability and those that were actually hit by earthquakes of M w ≥ 5.3, the data for which are in red. In Table 2 , the symbol ( †) denotes a source for which the occurrence probability cannot be evaluated because no events occurred there in the time span (1600, d 0 ). The symbol ( * ) indicates the F (u) occurrence probability in the next u = 10 years (see eq. 2 with t = 0) evaluated starting from the last event recorded in that source since d 0 . As the validation is based on the predictive probability that at least one earthquake occurs in a decade, the occurrence of more than one shock in the same composite source does not modify the result; hence the data with the superscript ( * ) in Tables 2 and 3 constitute additional information given to complete the picture, but which does not enter in the validation procedure. In Table 3 , for each of the 10 decades, the sources hit by these earthquakes are listed again with the addition of the date, location, magnitude of the earthquakes that occurred and the date (date last ) of the shock that preceded each of these. The occurrence probabilities related to the most seismically active decades in Italy over the past century are also represented graphically in Fig. 4 , together with the epicentres of the earthquakes that occurred in the corresponding time span. In the plots of Fig. 4 , the epicentres associated with a source are shown as red stars, and the others as circles. The white stars indicate earthquakes that could not be forecast through the recurrence time distribution because no earthquakes have been recorded for the same source since 1600. The probability colour scheme of each plot varies between the global maximum and minimum of the hazard functions (eq. 2 with u = 10), as evaluated in the eight macroregions. Since the ranges of these functions are quite different, as shown in Fig. 3 , the visual perception can be misleading, making, for example, macroregion MR 6 appears to always be less prone to a shock than macroregion MR 4 , as the maximum of the hazard function in MR 6 is less than half of the maximum of the hazard function in MR 4 . To make the different regions comparable, To evaluate the forecast performance of the method, some quantitative measures must be defined that will depend on the goal that is set. So, to determine whether the renewal model fits the seismicity of some macroregions better than others, the S rank index is proposed, which is based on the rank of the composite sources that were hit by a shock during the time span. Let m ( j) k be the number of sources of the macroregion MR k , where k = 1, . . . , 8, to which an occurrence probability value π i , where i = 1, . . . , m ( j) k , is assigned in the jth time interval, where j = 1, . . . , 10, and let N ( j) k be the number of earthquakes that occurred in the same time period. Moreover, let us rank the sources from m ( j) k to 1 according to decreasing probability of occurrence. Each of the N ( j) k earthquakes recorded in MR k is then assigned a score equal to the rank r i of the corresponding source. In the best case scenario, that is, where the observed earthquakes have occurred in the sources with the highest occurrence probabilities, the sum of these scores would be equal to:
Then the score of MR k is defined as the ratio of the sum of the score of each source hit by an earthquake, to the optimal score r opt . Table 4 gives these scores per macroregion and decade, with the average score S rank of each macroregion in the right-hand column ( Table 4) . As all these have S rank > 0.50, these forecasts turn out to be better than random guesses. In particular, the model provides the best performance for MR 6 , the southern Apennines west macroregion, and good results in the eastern Alps (MR 2 ) and the northern Apennines (MR 3 , MR 4 ). For MR 7 , which represents the Calabrian Arc, and MR 8 , as Sicily, comparison can be made with the corresponding graphs in Fig. 3 and with Tables 2 and 3; it appears that the problematic forecasts are related to long (>80 yr) interevent times Table 2 . Decreasing occurrence probabilities π i in different decades, given the date of the last event. ( †) probability missing because no events are in the data set before the current event. ( * ) F (u) = occurrence probability in the next u = 10 yr (see eq. 2 with t = 0). Red, hazard value available at the occurrence time of a shock. 1905-1914 1915-1924 1925-1934 1935-1944 1945-1954 1955-1964 1965-1974 1975-1984 1985-1994 1995-2004 1905-1914 1915-1924 1925-1934 1935-1944 1945-1954 1955-1964 1965-1974 1975-1984 1985-1994 1995-2004 for MR 7 (i.e. the 1908 December 28 earthquake, t ∼ 125 yr), and on the contrary, to too short (<40 yr) interevent times for MR 8 (i.e. the 2002 September 6 earthquake, t ∼ 22 yr). Similarly for MR 5 , which represents Apulia, the source CS003 that was hit by the 1941 August 20 earthquake after a quiescence of >300 yr is only in the third-from-last position in Table 2 , that is, it has a rank of 3 in the time interval of [1935] [1936] [1937] [1938] [1939] [1940] [1941] [1942] [1943] [1944] . However, such a long inactive period causes doubts to arise as to the completeness of the catalogue.
The second goal is to identify probability thresholds for each macroregion, such that the sources with occurrence probability exceeding the respective threshold can be considered for an alert status. To this end, hereinafter the proposed thresholds are the fractions of the hazard function h(t, u) of eq. (2) with u equal to the width of the time span under examination; that is, here, u = 10. The probabilistic forecasts are then reduced to binary predictions, and the sources with occurrence probability π i that exceeds the respective threshold are considered as 'Yes' predictions and vice versa. Blank and hatched sources have no event associated after 1600, and therefore lack any probability. The epicentre of an earthquake that occurred in each decade is indicated by a red star if it is associated with a source provided with probability, a white star if the source is without probability or a red circle if the earthquake was not associated with any source. . Occurrence probability for the six most seismically active decades, from 1905 to the end of 2004, normalized according to the difference between the maximum and minimum of the hazard function (eq. 2) of the respective macroregions. Blank and hatched sources have no event associated after 1600, and therefore lack any probability. The epicentre of an earthquake that occurred in each decade is indicated by a red star if it is associated with a source provided with probability, a white star if the source is without probability or a red circle if the earthquake was not associated with any source. 1905-1914 1915-1924 1925-1934 1935-1944 1945-1954 1955-1964 1965-1974 1975-1984 1985-1994 1995-2004 As indicated, binary predictions are usually tested using methods based on 2 × 2 contingency tables, the elements of which are the frequency of the four possible outcomes: a = number of successful predictions of occurrence; b = number of false alarms; c = number of successful predictions of non-occurrence; d = number of failures to occurrence. With the probability thresholds for each macroregion fixed, a contingency table is constructed by summing the outcomes obtained for the various decades. One of the most used indices to quantify the prediction accuracy is the Hanssen-Kuiper S HK score:
which is defined as the difference between the probability of success, as a/(a + d) (also known as the hit rate), and the probability of false detection, as b/(b + c) (also known as the false alarm rate). A drawback of this S HK score is that it tends to converge to the hit rate for rare events, thus losing its characteristic of discrimination between the 'Yes' and 'No' cases. This happens when c becomes very large. Some scores have been proposed to circumvent this issue (Stephenson et al. 2008) , among which there is the extreme dependency score R EDS which is given by:
where n = a + b + c + d is the total number of 'Yes'/'No' predictions. Another widely used index is the threat score (or critical success index), as a/(a + b + d), which becomes the equitable treat score (S ETS ), as:
by comparing it to what would be obtained for random forecasts; that is, a r = (a + b)(a + d)/n. These scores vary in the range [−1, +1], and they take on the value 1 for perfect forecasts and 0 for random forecasts.
Another prediction characteristic is the fraction of failures to prediction:
and another is the fraction of time on prediction:
As well as their graphical representation using Molchan error diagrams, these can be used to evaluate γ -optimal thresholds (Molchan 2003) , which minimize the loss functions γ = γ (ν, τ ), like
, which increase in each argument. Overall, we define the optimal thresholds as the γ -optimal thresholds, which also maximize the above-mentioned score indices. The gambling scores proposed in Zhuang (2010) can be used to achieve a double goal: identification of the probability thresholds, and comparison of the candidate model with a reference model. Depending on the exceeding or not of the fixed probability threshold, the forecaster bets on an occurrence, 'Yes', or on a non-occurrence, 'No', of an earthquake against the bank, which is represented by the reference model that we assume to be the Poisson model with constant rate λ (see Section 1). For every source, if π i exceeds the threshold, the forecaster bets 1 on 'Yes' and earns (1 − p 0i )/p 0i from the bank if the forecast is successful; otherwise the bet is lost, with a lose of 1. Here, p 0i is the occurrence probability (see eq. 2), as evaluated according to the Poisson model. Table 5 gives the values of the parameters of the prior and posterior distribution of λ for each macroregion, and the p 0 probability that at least one earthquake will occur in a source in the next u = 10 yr. The calculation of p 0i in the Bayesian framework is explained in Appendix B. Under the hypothesis that the reference model is correct, it is shown that the bet is fair, with the expected reward being equal to 0. The score obtained is defined by summing each reward for the single-bet score R 1 . This is thus distinguished from the double-bet score R 2 in which the forecaster always bets on both 'Yes' and 'No', without making distinctions on the basis of the probability threshold. Hence the R 2 score fully exploits the information contained in the occurrence probabilities (see eq. 2) and aims essentially at a comparison of the renewal model with the reference model. In particular, the doublebet scoring scheme includes the following: for every source, the forecaster bets π i on 'Yes' and (1 − π i ) on 'No'. Then, if an earthquake occurs, the reward is
, where π i (1 − p 0i )/p 0i is the gain, and (1 − π i ) is the loss. Similarly, if no earthquake is recorded, the reward is (1
, where π i is lost and
Another tool to compare models is the information gain: for each source, we define a random variable Y i that is Bernoulli distributed with a success probability π i in the renewal process hypothesis, and p 0i in the Poisson hypothesis. The total information gain evaluated for the kth macroregion is given by the logarithm of the probability ratio:
where Y i = 1 if at least one event has occurred in the ith source of the kth macroregion in the jth time interval, and Y i = 0, otherwise.
Downloaded from https://academic.oup.com/gji/article-abstract/195/1/381/599171 by guest on 21 January 2019 Table 5 . Parameters of the prior and posterior distribution of λ in the Poisson model for each macroregion. p 0 = probability that at least an earthquake occurs in a source in the next u = 10 yr, considering the events since 1600 and with the data sets estimated as complete. Tables 6 and 7 give the values obtained by applying all of the score indices presented in this section to the probability forecasts collected in Table 2 , for the events that occurred during the 10 decades of the last century in the Italian macroregions. For the indices that require the comparison with a probability threshold, different values have been taken, such as the 50th, 75th, 90th and 95th percentiles of the maximum h M and of the difference h Mm between the maximum and minimum h m of the hazard function, as eq. (2). The probability thresholds that correspond to the highest values of most of the score indices are indicated in bold, and these can be considered as possible alarm levels. We note that it is not possible to assign such a threshold to the macroregion MR 1 , because no earthquake occurred there in the period under examination. The probability thresholds are represented by horizontal dashed lines and the corresponding alarm intervals are delimited by vertical dashed lines in Fig. 3 , where for each of the observed earthquakes, the dots indicate the time t = d 0 − d last elapsed since the last event to the beginning of the decade under examination (see eq. 2). We note that as the hazard function is not monotonic, there are two distinct alarm intervals in most of the macroregions (apart from MR 4 ), even if these are on different timescales. The failures to prediction refer mainly to earthquakes that were preceded by long periods of quiescence, with the exception of MR 2 , where on the contrary, the misses correspond to events that occurred after an interevent time of about <50 yr.
VA L I DAT I O N O N M O D I F I E D DATA S E T S
In this section two problems are tackled concerning the data sets used in this study, and the goodness of the changes made is evaluated on the basis of the improvements observed in the performance of the renewal model.
Completeness of the catalogue
It is clear that a lack of completeness of the part of the CPTI04 catalogue that is used as the data set (after 1600) might bias the estimation of the interevent time-density functions, and consequently the occurrence probabilities. To test this feature using statistical tools, and to potentially identify the parts of each data set that can be considered complete, this issue can be set in the framework of the change-point problem (Rotondi & Garavaglia 2002) . This method [s, 2002] (t); that is, with the occurrence rate h 1 up to the time s, after which it takes the value of h 2 . The change-point s indicates the date from which the data set can be considered complete over the fixed magnitude threshold. Following the Bayesian approach, both the seismicity rates h 1 and h 2 and the change-point s are random variables to which probability distributions are assigned a priori on the basis of the global information of the Italian seismicity rate. Through stochastic simulation methods, estimates of the posterior distributions Validation of earthquake forecasts 397 and of their summaries are obtained, and in particular, the modê s is taken as an estimator of the change-point. As for the data set related to MR 1 , the estimated change-point turns out to fall after the latest event in 1887 February, because of the long quiescence period from that year up to the present time. Therefore, the data set already analysed can be considered to be complete. Due to the changes made, the new data sets have to be reexamined to recognize similarities on which for each set, the learning set can be built from which the prior distribution of the model parameters can be defined. Graphical visualization of the new data sets is shown in Fig. 6 (a) using violin plots (Hintze & Nelson 1998; Adler 2005) . This representation provides, on the one hand, the two main components of a boxplot, as the median and interquartile distance (Fig. 6a , white circle and black bar, respectively), and on the other hand, enhancement of the boxplot with rough information on the shape of the density function, through the addition of a rotated kernel density plot to each side of the box. Table 8 gives the main statistical summaries of each data set: minimum, maximum, median, mean, standard deviation, 1st and 3rd quartiles, skewness and kurtosis. By comparing these visual and numerical features, the data sets may be divided into two groups. One is formed by the interevent times for macroregions MR 1 , MR 3 , MR 4 and MR 7 , and the second is formed by the data of the remaining macroregions MR 2 , MR 5 , MR 6 and MR 8 . In this way, the learning set for each macroregion is constituted by the union of the observations made in the other macroregions of the same group. Thus, for example, the set from which to define the prior distribution of the model parameters for MR 1 includes data from MR 3 , MR 4 and MR 7 , and it is denoted by MR1 347 in Table 8 , and by 1 347 in Figs 6(b)-(c) on the x-axis. These graphs compare the expressive ability of the graphical representations of the eight learning data sets provided through violin plots (Fig. 6b) and boxplots (Fig. 6c) . Finally, the learning and complete data set of each macroregion are compared through beanplots (Kampstra 2008) , another variant to the boxplot, as shown in Fig. 6(d) . Each bean consists of a density trace, which is mirrored to form a polygon shape in which short white lines represent the individual observations, and a longer black line denotes the mean. To easily compare two subsets of a set, an asymmetric beanplot is used in which each subset takes one side of the bean. In the present case, this option allows visualization of the similarities Table 11 . Complete case: values of score indices from the retrospective validation of probability forecasts related to the macroregions MR 5 , MR 6 , MR 7 and MR 8 .
MR5
Information gain = between each data set and the corresponding learning set, which substantially supports the choices made. We note that the dotted line in Fig. 6(d) represents the overall average. Both the 'vioplot' and the 'beanplot' packages are available from the Comprehensive R Archive Network at http://cran.r-project.org/web/packages/vioplot and http://cran.r-project.org/web/packages/beanplot, respectively. On the basis of this exploratory analysis, the parameters of the prior distributions are assigned as explained in detail in Rotondi (2010, section 4.1) . The solid lines in Fig. 2 show the new estimates of the density functions of the interevent times evaluated in each macroregion. By comparing these with the dashed lines estimated on the basis of the original data sets, it appears that the most evident changes are related to MR 5 and MR 6 . For MR 5 , the new density function is less heavy tailed because the three longest interevent times are missing in the estimated complete data set. Then for MR 6 , the changes are due to the different learning set, and hence to different parameters of the prior distributions. A more detailed comparison can be made by considering the probabilities that the next event occurs in the next 10 yr as functions of the time elapsed since the last event; that is, by comparing Fig. 3 with Fig. 7 . Then Fig. 8 ('top left') shows the occurrence probability in the time span of [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] , that is associated to each seismogenic source, and the epicentres (red stars) of the earthquakes that had occurred up to the end of 2012.
In the light of these changes, the entire procedure for the retrospective validation is repeated. The global value of the rank-based score, as given in Table 9 , increases from 4.962 to 5.347, whereas the probabilistic scores, information gain and R 2 score improve or maintain practically the same values in all of the macroregions. These and all of the other score indices are given in Tables 10 and  11 . We note that the parameters of the prior and posterior distributions of the rate parameter of the reference model (the Poisson model) also have to be re-estimated on the basis of the new prior information and of the new data sets (see Table 5 ). Validation of earthquake forecasts 401
Segmentation of composite sources
The difficulty in identifying individually all of the possible fault segments in Italy has been mentioned in the Introduction. Moreover, from the comparison among the composite sources (see Fig. 1 ), it appears that CS027 in particular, and also CS037 and CS025, in the northern and central Apennines, are much longer than the other sources, and are therefore more likely to be composed by more individual sources. This casts doubt on the crucial assumption for the renewal processes, that the times between successive occurrences are independent and identically distributed. The presence of some geological elements in this part of Italy allows some lines to be traced out that are perpendicular to the Apennine ridge and that split these sources, as shown in Fig. 9 . From North to South we have: the Viareggio-Val di Lima-Bologna line (Dallan et al. 1981) , the Conca line (Baioni 2007) , the Monte San Vicino-Polverigi line (Calamita et al. 1990) , the Fossato di Vico-Valle dell'Esino line (Coltorti & Nanni 1987 ) and the Ancona-Anzio line (Cantelli et al. 1982) . On the basis of these lines, the source CS027 can be partitioned into three or four segments, CS037 into two or three segments, and CS025 into two segments (Basili, personal communication, 2010) . Among all of the possible combinations of these subdivisions, the following are shown in Fig. 10 and are considered here: (b) three (in CS027-3) + two (in CS037-2) segments; (c) four (in CS027-4) + two (in CS037-2) segments; (d) two (in CS025-2) + three (in CS027-3) + two (in CS037-2) segments; (e) four (in CS027-4) + three (in CS037-3) segments; and (f) two (in CS025-2) + four (in CS027-4) + three (in CS037-3) segments. For each of these combinations, the entire probabilistic analysis is repeated by performing the following steps: exploratory analysis of the new data sets to assign prior distributions; estimation of the density functions of the interevent time; and evaluation of the occurrence probability in the time span of 2003 to 2012 associated to each seismogenic source. These probabilities are shown in Fig. 8 , with the epicentres (red stars) of the earthquakes that are considered in the prospective test. Finally, for each combination of segments, the procedure of retrospective validation is carried out. The results related to the rankbased score are summarized in Table 9 . According to this index, the segmentation of the sources considered does not significantly improve the forecasting performance of the model. At most, comparable results are provided by the combinations CS027-3 + CS037-2 and CS025-2 + CS027-3 + CS037-2, with a minimum number of additional segments, and which takes into account the source CS025. For the sake of space, tables with the detailed values of all of the other score indices have not been included. The maps in Fig. 11 shows only the sources with occurrence probabilities exceeding the critical probability thresholds evaluated, as explained in Section 3.2, and according to these four options: (a) in the original analysis; (b) by using complete data sets; and (c) through the segmentation of CS027-3 and CS037-2 or (d) through the segmentation of CS025-2, CS027-3 and CS037-2. The comparisons with the earthquakes that occurred from 2003 up to 2012 (Fig. 11 , yellow stars for epicentres) indicate greater agreement with the last two options including the finer segmentations, contrary to that suggested earlier by the rank-based score. However, it comes as no surprise that the short validation does not parallel the results obtained over a longer period.
C O N C L U D I N G R E M A R K S
The aim of this paper is to provide a review of the main scoring procedures, working on both binary predictions and occurrence probabilities, and that are applicable in the particular context of the retrospective validation of a renewal-based earthquake forecasting model according to different input conditions. This is designed to deduce from these results indications on which aspects future stochastic modelling of earthquake occurrences should take into account. It should be stressed that none of these measures of the forecasting performance highlight the entire behaviour of the forecaster, and therefore several indices of different sorts need to be considered to reach this goal.
First, it is reasonable to revisit some of the crucial features that in this case, as in general, may weaken the conclusions. A difficulty arises from the poor quality and paucity of some of the data sets, due to the incompleteness of the historical catalogue and to particular geological conditions. For instance, events generated by the same off-shore structure might be located differently now compared to previously (see macroregions MR 7 and MR 8 ). Another issue concerns the non-parametric inference. In the Bayesian method adopted, a functional form is not assigned to the unknown density function of the interevent time f (t), but only to the prior expectation of the corresponding random function F (t). For this reason the posterior estimate of f (t) is more reliable in the range of the observations; hence, the graphs in Figs 2 and 3 should be considered mainly up to the maximum of the observed interevent times (Fig. 2, circles) ; that is, in the range of 140-300 yr, depending on the macroregion. The same can be said for Fig. 7 in the 'complete' case.
Figs 3 and 7 provide a visual summary of the results of the validation. The horizontal dashed line denotes the probability threshold that optimizes most of the validation criteria, the vertical lines mark the alarm intervals, and the dots indicate the time elapsed for each of the observed earthquakes between the previous event and the beginning of the decade in which it occurred; that is, the value of t in eq. (2). As can be seen, half of the unforeseen shocks occur in MR 3 , MR 4 and MR 7 after long silent periods (108-156 yr). Even disregarding the right tail of the hazard functions, in terms of what maximum total score S rank = 5.347 is associated with this option. The data sets are statistically estimated as complete and not finer segmentation than DISS (Table 9 , top left), whereas the two options in which the segmentations CS027-3, CS037-2 and CS025-2, CS027-3, CS037-2 are added to the completeness have very close scores, of 5.321 and 5.315, respectively. As evaluated at the end of 2002, Fig. 11 shows the composite sources (red) with their occurrence probabilities that exceeded the critical thresholds for the decade from 2003 to 2012. It appears that the addition of the segmenting produces better agreement of the forecast with the events that actually occurred up to the end of 2012, as denoted by yellow stars in Fig. 11 . The advantage of this addition thus remains doubtful, whereas it is clear that the completeness is a very influential factor, and that even better results might be obtained if historical information on the completeness was made available.
Comparing the original with the 'complete' option through the detailed examination of the scores in Tables 6-7 and 10-11, it turns out that the completeness produces: (i) larger information gain and double-bet reward R 2 for all of the macroregions except MR 1 ; (ii) larger S HK in MR 5 and MR 6 (MR 1 cannot be evaluated here); (iii) larger S EDS in MR 3 and MR 5 ; and (iv) larger S ETS in MR 5 . In the remaining macroregions, the values of these indices are comparable. In all of the macroregions and in both of the options, the information gain and the double-bet score R 2 are positive; that is, the renewal model wins against the reference model in this probabilistic game. On the contrary, as for the single-bet reward R 1 related to the chosen alarm levels, the reference model provides better forecasting performance for MR 5 in the original option, and for MR 4 and MR 7 in the 'complete' option. Clearly the behaviour of R 1 depends strongly on the threshold; for instance, in MR 4 , raising the alarm threshold by only 5 per cent-from 0.208 to 0.256-the value of R 1 becomes positive and the number of 'false alarms' and of 'successful predictions of non-occurrence' are exchanged. As stated in the Introduction, the loss of information due to the necessary dichotomization can be harmful, and therefore the suggestion is to provide both the alarm level and the occurrence probability so that their discrepancy is a measure of the risk.
To obtain further indications as to how to improve the model, the failures to prediction can be examined; that is, the events that occurred in composite sources with hazards that did not exceed the probability threshold of the corresponding macroregion (see Table 12 ). Some of these, as the ones indicated in Table 12 by (2), (4), (7), (9) and (10), occurred after long quiescence periods, and hence fall into the case dealt with at the beginning of this section on the advisable 'bathtub' shape of the hazard function. Events (1), (3) and (8) have a common feature: the 1908 December 28 earthquake in CS016 (extreme southern Calabria) was preceded by the 1905 September 8 earthquake of M w = 7.06 in CS068 (northern Calabria) and by the 1907 October 23 shock of M w = 5.93 in CS055, the source neighbouring on CS016. The 1924 December 12 earthquake in CS067 was preceded by an earthquake of M w = 5.48 on 1920 May 5 in CS064, and the 1997 May 6 earthquake in CS066 was preceded by two shocks, one on 1928 March 27 in CS067 and the other on 1936 October 18 in CS061. All of these sources are adjacent in the eastern arc of the Alps. These all suggest that the geological characteristics and the location of the sources of MR 2 and MR 7 might lead to interactions that activate or bring forward the activation of a fault. Stochastic models inspired by this conjecture, like the linked stress release models (Bebbington & Harte 2003; Vere-Jones 2011) , could contribute to the enhancement of a forecast.
To conclude, a procedure has been applied to an example of a source-volume-based renewal model to test its forecast performance and to determine earthquake probability thresholds for mitigation actions, which depend on the length of the forecast horizon.
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A P P E N D I X A : R E N E WA L P RO C E S S A N D B AY E S I A N N O N -PA R A M E T R I C I N F E R E N C E : A B R I E F S U M M A RY
In seismology, the renewal model has been almost uniquely associated with the characteristic earthquake theory. This theory postulates that individual faults and single fault segments essentially tend to generate earthquakes at regular intervals that have a relatively narrow range of magnitudes near to the maximum (Schwartz & Coppersmith 1984) . As well as this theory not being generally accepted at present (Parsons & Geist 2009 ), I believe that this interpretation of the renewal process is quite reductive. Indeed, statistically independent observations that show multimodal distributions (like those shown in Sections 3.1 and 4.1) can suggest that they are the result of the combination of more unknown physical processes in which the dependence of an event on the time of the previous event is a significant, but not the sole, component of a more structured stochastic dependence.
A renewal process is a stochastic model for events that occur randomly in time in a pre-specified area. Its basic assumption is that the times between successive occurrences are independent and identically distributed. A renewal process is therefore characterized by the probability distribution F (t) of the interevent time, which is expected to be a continuous distribution on the positive real line R + . Taking into account the information in the literature, the maximum generality can be reached by assuming that F is a random distribution F and its expectation G = E 0 (F) is a generalized gamma distribution, since this class of distributions properly includes the most commonly used distributions for the recurrence time. The generalized gamma distribution has the following density function g(t; η, ξ, ρ) = η ξ ρ t ρη−1 e −ξ t η (ρ) .
The Pólya tree approach is followed for the construction of a distribution on the space of the probability measures. Here, only the main points are recalled, and the reader is referred to Rotondi (2010) for the full details. Given a partition into disjoint and exhaustive subsets {A i } m i=1 of the domain of F (in this case R + ), the Pólya tree process assigns a probability to each F(A i ) through beta distributions with the parameters (α 0i , α 1i ). Hence, the key questions of a Pólya tree distribution relate to how to build the partition of the domain and how to define the set of parameters of the beta distributions. According to the canonical construction given in Lavine (1992) , the domain is recursively divided into finer and finer segments, so that at the m level, m = 1, 2, . . . , the 2 m subsets are obtained by splitting each of the 2 m − 1 subsets of the previous level into two parts. The nodes of each partition are taken as quantiles of the generalized gamma distribution G = E(F), so as to have {G −1 (k/2 m ), G −1 ((k + 1)/2 m )}, for k = 0, . . . , 2 m − 1, at the m level. According to some theoretical results, as given in Lavine (1992) , the initial choice of α = m 2 for all of the parameters of the beta distributions at the m level guarantees the continuity of the estimated distribution. Then, whenever an interevent time t i , i = 1, . . . , n, is observed, the α parameters are updated by an increase of 1 for the ones that correspond to the subsets of the partition that contain that time.
Given the sample T 1: n = (T 1 , . . . , T n ), the likelihood can be written as the product of the predictive densities L(T 1:n ) = g Tn (t n |T 1:n−1 ) × g T n−1 (t n−1 |T 1:n−2 ) × . . . × g T 2 (t 2 |T 1 ) × g T 1 (t 1 ). Taking into account that in this context the unconditioned g(·) denotes the generalized gamma density of eq. (A1), and exploiting theorem 1 in Lavine (1992) , the total likelihood is obtained by multiplying n i=1 g(t i ) by (n − 1) ratios of the products of the α parameters successively updated by the new observations. The details of this computation are shown in appendix A of Rotondi (2010) .
To reduce the influence of the partition on the density estimation, the parameter vector θ = (η, ξ , ρ) of the generalized gamma distribution of eq. (A1) can be considered as a random vector. In such a case, we have a mixture of Pólya trees with mixing distribution H(θ|λ), which might, in turn, depend on a variable λ. In this way, the partition is not unique, since different cut schemes are applied as the θ parameter vector varies. Summarizing, the hierarchical structure of the considered model is:
(i) F|θ has a Pólya tree distribution with partition θ and set A θ of α parameters;
(ii) θ = (η, ξ , ρ) follows the distribution H(θ |δ, β) = Gamma (η|δ; e) × Gamma(ξ |β; a) × Exp(ρ; b);
(iii) λ = (δ, β) follows the distribution V(λ) = Gamma(δ; k, f) × Gamma (β; c, d ) .
To estimate the parameters according to the Bayesian paradigm, the joint posterior distribution p(z, F|T), with z = (θ, λ), and its marginals are computed by resorting to a class of iterative methods, the so-called Markov chain Monte Carlo (MCMC) methods. These are based on the simulation of a Markov chain of which p(z, F|T) is the equilibrium distribution. Drawn as a starting vector z 0 from the prior distribution, the algorithm consists of the following main steps: at the ith iteration, for i = 1, . . . , M (M = number of iterations needed to reach convergence),
In step (i), by applying the Metropolis-Hastings algorithm (Gilks et al. 1996) 2 m ) (supposing to cut off the tree at a maximum level m for computational reasons) of probabilities of membership of the interevent time t in the corresponding subsets of the partition.
As at each iteration the cut scheme of the partition changes depending on the current parameter vector, it is not possible to estimate F by averaging the probabilities of the sequence
. The solution adopted is to draw a sample of interevent times from the realization (u By applying this inference procedure to the data presented in Section 2, we obtain the occurrence probabilities within the next u = 10, 20, 30, 50, 100 yr in the various composite sources given in Table A1 .
A P P E N D I X B : P O I S S O N M O D E L
According to the Poisson model, we assume that the interevent time distribution is exponential with parameter λ, and following the Bayesian paradigm, we assume that λ is a Gamma (a, b) random variable. As the Gamma distribution is the conjugate prior to the Poisson distribution, the posterior distribution of λ is again a Gamma distribution of parameters a = n + a, b = n i=1 t i + b where t i , with i = 1, . . . , n, are the n observations. The predictive probability of occurrence in the next u years is given by:
We note that as the Poisson process is memoryless, the probability (B1) does not depend on the time elapsed since the last event, contrary to the general renewal process and it is therefore the same for every source that belongs to the same macroregion. In this study, prior information on the λ parameter is drawn from the learning set of each macroregion, as indicated in Table 1 . Indeed, given that E(t) = 1/λ in the exponential distribution, it can be assumed that the prior mean of λ, E 0 (λ) = a/b is approximately equal to the inverse of the average of the interevent time computed on the joint data of the learning set. Set as a = 0.1, Table 5 reports the values of the parameters of the prior and posterior distributions of λ for each macroregion, and the p 0 probability that at least an earthquake will occur in a source in the next u = 10 yr, considering both events since 1600 and the data sets that are estimated as complete through the statistical method described in Rotondi & Garavaglia (2002) .
