A coarse-grained lattice model of DNA oligonucleotides is proposed to investigate the general mechanisms by which single-stranded oligonucleotides hybridize to their complementary strands in solution. The model, based on a high-coordination cubic lattice, is simple enough to allow the direct simulation of DNA solutions, yet capturing how the fundamental thermodynamic processes are microscopically encoded in the nucleobase sequences. Physically relevant interactions are considered explicitly, such as interchain excluded volume, anisotropic base-pairing and base-stacking, and single-stranded bending rigidity. The model is studied in detail by a specially adapted Monte Carlo simulation method, based on parallel tempering and biased trials, which is designed to overcome the entropic and enthalpic barriers associated with the sampling of hybridization events of multiple single-stranded chains in solution. This methodology addresses both the configurational complexity of bringing together two complementary strands in a favorable orientation (entropic barrier) and the energetic penalty of breaking apart multiple associated bases in a double-stranded state (enthalpic barrier). For strands with sequences restricted to nonstaggering association and homogeneous pairing and stacking energies, base-pairing is found to dominate the hybridization over the translational and conformational entropy. For strands with sequence-dependent pairing corresponding to that of DNA, the complex dependence of the model's thermal stability on concentration, sequence, and degree of complementarity is shown to be qualitatively and quantitatively consistent both with experiment and with the predictions of statistical mechanical models.
I. INTRODUCTION
Nucleic acid polymers such as DNA, RNA (ribonucleic acid), and PNA (peptide nucleic acid) have a common basic double-stranded motif in which two segments, either in the same chain or in different ones, intertwine, forming a double-helical structure. 1 The stability of this motif is provided mainly by inter-and intrastrand pairing and stacking interactions between nucleobases (cytosine, guanine, adenine, and thymine, or C, G, A, and T, respectively). In principle, although any pair of nucleobases can form hydrogen bonds in various coplanar patterns, the geometric constraints of the double helical structure favors the "Watson-Crick" pairs in which A preferentially associates with T, and C with G. 2 The number of hydrogen bonds formed by each type of base pair, three for CG and two for AT, as well as the fraction of stacking between neighboring nucleobases, encode the primary recognition fingerprint in the sequence of subunits (nucleotides) that make up single strands of nucleic acids (either oligo-or polynucleotides). a) Present address: School of Chemical and Biomolecular Engineering, Cornell University, Ithaca, New York 14853, USA. b) Author to whom correspondence should be addressed. Electronic mail:
mrobert@rice.edu.
In aqueous solutions, environmental perturbations, such as temperature, salt concentration, pH, and chemical agents, play a fundamental role in regulating the association (also known as hybridization) and dissociation (also known as melting) transitions between single-stranded and double-stranded conformations. The middle point of this transition, the socalled melting temperature at which half of the strands are hybridized, is commonly used as the principal indicator of conformational stability. 3 The equilibrium between singleand double-stranded oligonucleotides is generally accepted to obey simple thermodynamic rules. If the reaction is considered to be a bimolecular association (i.e., a chemical equilibrium between oligomers in both states), the progress of hybridization as function of temperature, measured by its equilibrium constant, is observed to follow van't Hoff's relation. 4 This suggests a model where only two states are thermodynamically possible, 5 one state being the denatured single strands and the other the native duplex; this is also known as the all-or-none model. 6 The melting transition of an isolated pair of DNA strands has been the object of numerous theoretical studies for nearly 50 years, [7] [8] [9] [10] [11] [12] [13] and more recently of direct computer simulations; [14] [15] [16] [17] [18] [19] [20] [21] single molecule folding, such as DNA or RNA hairpins, has similarly been investigated by theory and simulations. [22] [23] [24] [25] [26] [27] Experimentally, however, the macroscopic thermodynamic behavior of DNA melting/hybridization is always characterized at conditions of finite concentration in aqueous solution (10 −6 -10 −4 M). [28] [29] [30] [31] [32] In this regard, little work has been made so far, beyond the ideal two-state model 5 and similar simplifications, 6, 33 to account for the effect of concentration fluctuations on the hybridization equilibrium. The intricacy of the latter arises from the need of considering an ensemble of oligonucleotide strands having complex equilibria among all possible base-paired species (including aggregates with more than two chains) and the fully denatured state. Even at the dilute experimental concentrations, accounting for each individual contribution to the configurational partition function is theoretically intractable without major simplifying assumptions. 6, 33 This remarkable level of complexity also arises because, at and above dilute concentrations, denatured oligonucleotides must first confront transient entropic barriers (of translational diffusion origin) in order to find, by random collisions, 34 their complements in the correct orientation. These processes have characteristic rate constants at least of the same order as those of a conformational nature discussed above. 35 Consequently, the combined relaxation time over which hybridization is expected to reach full equilibrium extends well beyond that accessible to atomistic simulations and most coarse-grained models, e.g., 2-3 h of incubation are required for a 20 ng/ml solution of 17-mers, 36 whereas the time scale of conformational sampling accessible to atomistic molecular dynamics, for a single 12-mer duplex, is currently in the order of 10 −6 s. 37 Moreover, even approaches with a reduced number of degrees of freedom may find themselves kinetically trapped when the disparity between configurational and diffusive time scales is large 38 and, especially, if phase space sampling fails to span the time scales of both processes.
Computer simulation models of DNA have received much attention in recent years. Two main strategies have been considered: atomistic models 17, 19, [39] [40] [41] and coarse-grained models, 18, 20, 21, [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] excluding those dealing with the intramolecular RNA/DNA hairpin denaturation. [23] [24] [25] 27 At the atomistic level, the simulation studies 17, 19, [39] [40] [41] consider the melting (unwinding) of two complementary DNA oligomers using biomolecular force fields [(AMBER99 (Ref. 53) or CHARMM27 (Ref. 54) ] together with taking into account explicitly water and counterions. Currently, these are only exploratory attempts, because the sampling is statistically limited to very few trajectories.
The off-lattice coarse-grained models by Knotts et al. 18 and Ouldridge et al., 46 which can be said to be extensions of that by Drukker et al., 16 have been widely investigated and improved. 20, 21, 43, 44, 50, 52 These latter models employ similar approaches, where the complex degrees of freedom of individual nucleotides are reduced to one, two, or three interacting sites. Those sites correspond to the major groups of atoms: phosphate, sugar, and nucleobases (A, G, T, and C). Typically, the force fields require substantial and often complex parameterizations, 21, 51 in which the relevant energy parameters are fitted using experimental data of DNA melting or structural information from atomistic simulations. At the dilute limit, these models often yield good quantitative predictions of the melting transition when compared to experiments, but are limited to the study of a single pair of complementary strands. Direct simulations at concentrations above the dilute limit, like the ones studied here, i.e., 10 −3 M, would be beyond the capabilities of these real-space models because of the possibility of having multiple hybridizing duplexes interacting and modifying the thermodynamics beyond the bimolecular equilibrium. Nevertheless, a limited number of coarse-grained models have attempted to capture some aspects of the problem by either confining a pair of small DNA complexes to finite boundaries 52 or using very small periodic boxes. 21 Such scenarios require additional corrections to account for the decrease in the hybridization entropy and are expected to affect the mechanisms by which the strands associate.
The purpose of the present work is to propose a simple coarse-grained lattice model, coupled with enhanced sampling, that can be used to overcome the barriers in translational diffusion and conformational transformations which hinder the study of multiple chains in solution. In this manner, all possible base-paired and single-stranded (denatured) states can be sampled sufficiently well to gain insight into the thermodynamic processes that occur in solution throughout the hybridization transition. The model however is not intended to be a quantitative predictive tool, as this would be too ambitious for such a reduction of degrees of freedom. Nevertheless, it will be shown in Sec. II that it is capable of describing qualitatively the thermodynamics of oligonucleotide hybridization in solution and, in Sec. III C, that quantitative predictions in fair agreement with experiment are possible with a simple parameterization. In Sec. III A, the effect of varying interaction parameters and chain length on model bimolecular-associating oligomers is investigated. In Secs. III B-III D, the effect of concentration, chain length, sequence complexity, and base-pair mismatches are studied for model oligomers having the interactions parameterized to represent DNA strands. In the supplementary material, 55 the calibration and validation of our model are presented. Overall, the main advantage of the proposed model is to allow for direct simulations of DNA-like oligomers in complex systems, e.g., DNA microarrays and DNA-linked nanoparticles, where the presence of multiple strands hybridizing in solution is of fundamental interest.
II. MOLECULAR MODEL AND SIMULATION METHODS

A. Coarse-grained lattice model of oligonucleotides
Single strands of DNA are considered as self-and mutually avoiding walks on a cubic lattice of coordination number z = 26. 56, 57 In this representation, schematically shown in Fig. 1(a) , successive beads of a chain (with positions r i ) are joined by a vector from the set (0,0,1), (0,1,1), and (1,1,1), and by equivalent vectors resulting from reflection operations on the cubic lattice. Nucleotides units, consisting of the sugar-phosphate backbone and any one type of nucleobase (A, T, C, or G), are coarse-grained into the monomeric units of the model chains, as illustrated in the three-dimensional rendering of Fig. 1(b) . In this way, the heterogeneity of the interactions and of the sequence distribution along the single strands is incorporated explicitly, i.e., model oligonucleotides can be homo-or heterooligomers according to the imposed sequence. This also implies that joining segments in the lattice mapping, instead of replacing a statistical Kuhn segment, substitute for the backbone bonds that interconnect the nucleotides.
The coarse-grained monomers, however, are not structureless, but contain an internal degree of freedom that accounts for the orientation of the nucleobase (unit vector u i ) with respect to the backbone [represented by black pins protruding from the monomers in Fig. 2(a)-(b) , and colored pins in Fig. 1(b) ]. This explicit interaction directionality is also restricted to the basis vectors of the lattice and accounts for the orientation dependence of base-stacking and basepairing interactions. Both potentials are simply modeled by two square-well functions with an angular component, also shown schematically in Fig. 2(a)-(b) . On the lattice, this angular constraint implies that two inter-or intrastrand neighboring nucleotides (in the range of 1 − √ 3 lattice units) can pair if they point directly toward each other or, in the case of intrastrand stacking, when they point in the same direction. The use of square-well potentials, in addition to being a natural choice on a lattice, has been shown to be sufficiently reliable to study static and dynamic properties of protein folding 58, 59 and aggregation, 60 as well as of RNA folding. 61 In such cases, directional constraints for hydrogen-bonding have also been imposed on the square-well potentials. Considering a solution with N oligomer strands of M monomers, the complete Hamiltonian of the model can be written as
with l the bond length, θ the angle between two consecutive bonds, φ the dihedral angle formed by three consecutive bonds, r the monomer coordinates, and u the corresponding unit vector of the nucleobase orientation. The first three potentials correspond to the intra-molecular potentials of bond stretching, bending angle, and dihedral angle, respectively. These potentials are defined by
where k l = k φ = 0 and k θ = α p ε hb,AT , with the value of α p defined by an iterative procedure presented in the supplementary information. 55 The bond stretching potential is omitted because only three possible bond length are possible on a z = 26 cubic lattice, i.e., 1, √ 2 and √ 3, and imposing such a constraint would lead to an unphysical preferential chain orientation in space. The dihedral angle potential is also omitted due to the reduced angular freedom of this lattice with respect to continuum coordinates.
The base-pairing and base-stacking interactions involve pairs of monomers with identities j and k in chains i and i , having coordinates (r j i , r k i ) and unit vectors (u j i , u k i ), and are defined by 
of the AT base-pair ε hb,AT (main energy scale). The reduced temperature is therefore defined as T * = k B T /ε hb,AT , where k B is Boltzmann's constant. Additional corrections to the energy parameters are introduced to include solvation effects implicitly; 63 the solvent molecules can then be thought of as to fill all vacancy sites and to have an explicit energy of interaction equal to zero.
Electrostatic effects are omitted in order to increase the computational efficiency and because in the regime where salt concentration ranges from 1 × 10 −3 to 2 × 10 −1 M, their contribution to the total hybridization free-energy change can be considered decoupled from the nonelectrostatic effects, in that the melting temperature scales linearly with the logarithm of the ionic strength; 64 it is as if the screening of the phosphate backbone charges merely rescale the pairing energy. This latter assumption also implies that the electrostatic free-energy change of hybridization is determined primarily by the interaction of phosphates groups on opposite backbones, and that the contribution from interactions between charges on the same strand are negligible. 65 Such an assumption is tested in the supplementary information. 55 Although single-stranded oligonucleotides are assumed to be in a θ -solvent, which is a reasonable assumption for DNA in aqueous solutions, 66 the bending potential in Eq. (3) is imposed on the chains to account instead for the change in persistence length in going from the single-stranded to the double-stranded state. The strength of this bending potential is controlled by the elastic constant α (chain stiffness), which will be determined below. The details of the secondary structure, e.g., helical twisting, are not accounted for in this model due to the structural restrictions of the simplified lattice representation; thus, equilibrium double-stranded configurations are prone to form rather stiff ladders. This structural limitation also prevents the model from capturing the antiparallel directionality of DNA association (5 -end aligns with 3 -end and vice versa). Neglecting the antiparallel preference is not as drastic as it may appear, since parallel stranded DNA hybridization is known to be possible, [67] [68] [69] although it carries a much reduced stability and produces noncanonical helical structures. In the present work, sequence complementarity will be the only constraint driving the antiparallel pairing between single-stranded oligonucleotides.
B. Monte Carlo simulations
A solution with N oligomer strands of M monomers on a cubic lattice of volume V = L 3 is considered, where L is the length of the simulation box, having periodic boundary conditions in all three dimensions. L is chosen sufficiently large to avoid self-interaction between identical chains in the periodic images, and is set such that L ≥ 2 R 2 e 1/2 + 5l in each case, with R 2 e the mean squared end-to-end distance and l the average noninteracting bond length (l = 1.416 for a cubic lattice with z = 26). The system is composed of an equimolar binary mixture whose species have full or partial complementarity, but for self-complementary sequences it reduces to a single-component system. Monte Carlo simulations of dilute solutions are performed in the canonical ensemble where the total number of strands, volume, and temperature are held constant. In the initial configuration, strands have randomly selected positions, configurations, and nucleotide orientations. Enhanced configurational and conformational sampling is attained by biased trials and parallel tempering moves, as explained below. Typically, every Monte Carlo step comprises a complete realization of any of these two types of moves, and the number of steps used per run ranges between 10 8 and 10 9 . The range of chain lengths that can be simulated with the "sampling-enhanced methods" proposed in the present work is nevertheless limited to M ≤ 16 because of the complicated dependence of configurational sampling on the strong short-ranged directional interactions (base-pairing and basestacking), the chain conformation, and the nucleobase sequence. Beyond this limit, a drastic reduction of the statistical efficiency of the moves is observed, and the required CPU time for equilibration becomes computationally prohibitive. The oligomer size-range accessible to the proposed Monte Carlo simulations is nevertheless relevant for thermodynamical studies. 29, 32 
C. Enhanced conformational sampling: Biased moves
For the strong short-ranged and highly directional interactions considered, enhanced conformational sampling is achieved by proposing biased moves with decoupled conformational 70 and orientational 71 components. This decoupling is similar to that proposed for branched molecules; 72 it considers the bending energy in the chain conformational part of the bias, while pairing and stacking energies are included in the orientational part. At every Monte Carlo step, one biased trial is implemented on a randomly selected chain, and the trial can be any of the following three (see also Fig. 3 ): (i) pure orientational bias moves on all monomers; (ii) partial regrowth with conformational-orientational bias moves on a half portion of the chain; (iii) full regrowth at a new randomly selected position for the first monomer, also with conformational-orientational bias moves. Following the basic formulation of biased trials, 73 the corresponding Monte Carlo acceptance probabilities for every one of the three moves proposed above are derived in the supplementary information.
55
D. Enhanced configurational sampling: Optimized parallel tempering
Enhanced configurational sampling, on the other hand, is achieved through the parallel tempering method [74] [75] [76] [77] [78] in which multiple replicas are simulated in parallel at different temperatures, and moves that exchange the configuration of boxes with neighboring temperatures are considered; replica exchanges are accepted or rejected according to the Metropolis criterium. 79 The number of replicas N rep is chosen according to the system size (typically allocating from 16 to 40 processors), and the temperature distribution is such that N rep − 2 temperatures is initially assigned using a geometric progression 80 recursively as
which progressively spaces the temperatures, being closest at low temperature and farthest at high temperature. This distribution is not optimal, and therefore is iteratively feedbackoptimized following the procedure developed by Katzgraber et al., 81 in order to maximize the diffusion of sampling relaxation from high-to low-temperature simulation boxes. This is of particular importance in the present study, given that the exchange acceptance probability, which scales approximately 82 with T i < T i+1 , is severely depressed in the neighborhood of T m where the specific heat C v /k B increases significantly.
The feedback-optimization approach redistributes the temperatures such that exchanges are maximized around the bottleneck caused by the specific heat peak (C v /k B ) max , and that consequently maximizes the overall relaxation, leading to a significant increase in number of replica round-trips from T min to T max , and vice versa. This optimization algorithm is implemented as an iteratively feedback procedure using special statistics collected during a complete Monte Carlo run. 81 The key feature of this method is that by choosing an appropriate distribution of the replica exchange parameter (i.e., temperature or weights), it is possible to perform exchange moves that have a higher acceptance probability, and therefore produce large configurational changes. Successful applications of this method include those to problems such as protein folding 83 and RNA secondary structures, 84 and systems such as dense Lennard-Jones fluids 85 and diblock copolymer melts, 86 as well as the improvement of simulation methodologies such as expanded ensemble 87 and forwardflux sampling. 88 The optimized approach for parallel tempering simulations proposed by Katzgraber et al. 81 is presented in the supplementary information, 55 as applied in the present work.
E. Thermodynamic data analysis
Thermodynamic parameters are calculated from the ensemble averages of the equilibrium fraction of bases paired ϕ B N V T (the order parameter of the transition), following the analysis with the general forms of the van't Hoff equation or two-state model. 5 For a self-complementary sequence S with chemical equilibrium 2S
S 2 , the two-state relationships are given by
with C t the total strand concentration, R the ideal gas constant, H m the enthalpy, and S m the entropy of the transition. For nonself-complementary sequences S 1 and S 2 with chemical equilibrium
Specific heat C v /k B curves are estimated from histogram reweighting of the total energy fluctuations
where β = ε hb,AT /k B T is the inverse temperature and E is the total configurational energy. On the other hand, specific heat C p curves from the theoretical approach of Zuker, 33 used in Sec. III D, are calculated using the DINAMELT web server. 89, 90 
III. RESULTS AND DISCUSSION
A. Perfect match hybridization
The perfect match model is a hypothetical case of DNA hybridization in which the complementarity between two finite strands only involves nonstaggered parallel or antiparallel pairings, i.e., the ends of the strands are in register (aligned). This is a rather extreme and artificial specificity constraint, because it requires a one-to-one correspondence between monomers in complementary sequences, but is nevertheless a useful approximation for theoretical analysis. Indeed, if combined with the condition that only one unbroken sequence of paired bases may exist at any time, an exact statistical mechanical description, the "zipper" model, exists. 6, 91 This particular formalism is most relevant for the present work, not only because it includes the effects of concentration on the equilibrium, but also because it is based on a "system" partition function which considers explicitly the contribution of partially-paired states as well as that of the dissociated and native duplex states.
Under the definitions of the present simulation model, the perfect match constraints can be enforced by defining a base- Figure 4 shows the behavior obtained for the order parameter, i.e., the total fraction of paired bases ϕ B . The melting curves exhibit the expected sigmoidal-like continuous transition, which is characteristic of cooperative systems, and they are broadened and shifted toward lower temperatures as M decreases, in agreement with the prediction of the nonstaggering zipper model. 91 The shift of the melting curves in Fig. 4 has a crossover point at T * c ≈ 0.27; T * c is theoretically defined as the limiting melting temperature for large M. 6 This behavior is consistent with that found in the study of van Erp et al. 92 using the Peyrard-Bishop-Dauxois model for finite duplexes, 93 where this crossover-type behavior is also observed as the melting transition continuously approximates a sharp step function for large M. It is also interesting to note the behavior of ϕ S , which also shows a transition in spite of having set ε st,i j = 0. This spontaneous stacking transition, however, is indirectly induced by the cooperativity of duplex formation, because the minimum and maximum values of ϕ S correspond to the probability of random orientation on the z = 26 cubic lattice ϕ S min = 0.0385 ≈ 1/26, and to the probability of random stacking in the duplex ϕ S max = 0.154 ≈ 4/26, respectively. The melting temperature, defined as the temperature where the specific heat peaks, (C v /k B ) max , increases with chain length M, whereas the width of the transition becomes narrower, as shown in Fig. 5 . The characteristic increase and sharpening of the specific heat peak with increasing M resembles the behavior of this same quantity due to finite size effects in the Ising model. 94 As shown by the loci of (C v /k B ) max as function of T * and M and in the top inset of Fig. 5 , the maximum of C v /k B exhibits a scaling behavior with a nontrivial exponent (calculated from the linear fit), which further suggests the continuous nature of the transition in the limit of large M. A similar scaling behavior is expected for the cooperativity parameter κ 2 as M increases, since it scales proportional to the specific heat peak as κ 2 ∼ √ (C v /k B ) max . 95, 96 It is also possible to correlate the crossover temperature T * c , mentioned above, with this scaling behavior, by determining the linear dependence of 1/T m on 1/M, which can be derived from the "zipper" models studied by Applequist and Damle. 6 In the limit of large M, the intercept of this linear fit (shown in the bottom inset of Fig. 5) , determines the value of T * c = 1/3.7394 = 0.2674, which agrees with that estimated by visual inspection of the above melting curves.
Conformational transition induced by hybridization
The simplified character of this base-pairing model also allows one to evaluate fundamental questions related to the relationship among the different components of the interaction potential. The coupling between the parameters of the interaction potential and the conformational transition between single-and double-stranded is of particular importance because, as far as we know, it has not been addressed before. This question is addressed here by estimating the change of the average end-to-end distance R e (as described in Sec. II D), for a short perfect-match oligonucleotide (M = 4) on a z = 26 cubic lattice with box length L = 30, and at constant total monomer volume fraction N ×M/V = 0.0059.
Three cases are considered for both flexible (α p = 0) and stiff (α p = 1) chains: (i) a control simulation is performed with both base-pairing ε hb,ii and base-stacking ε st,i j interaction matrices set equal to zero; (ii) only base-stacking ε st,i j = −2.0; (iii) both base-pairing ε hb,ii = −2.0 and basestacking ε st,i j = −2.0. As can be seen in Fig. 6 , a significant conformational change is present only upon hybridization [case (iii)], whereas the contribution of base-stacking or bending rigidity is negligible over the range of temperatures where hybridization occurs. This result indicates that basepairing not only drives the loss of translational entropy of the chains (intermolecular effect), but also makes the most significant contribution to the loss of backbone conformational entropy of the individual chains (intramolecular effect); this is a clear indication that the transition entropy S m is largely dominated by the cooperative effect of base-pairing on the translational and conformational entropy. Base-staking, in turn, seems to provide mainly an enthalpic contribution to the duplex stability when it is strengthened by the conformational change induced by duplex formation. This behavior will be discussed in Sec. III A 2.
Base-stacking contribution to thermal stability
The influence of base-stacking on the formation and thermal stability of DNA duplexes has never been questioned since it was first recognized in the late 1950's, 97 but its origin and importance with respect to that of base-pairing is still a matter of controversy. considered the possibility that it is the main stabilization factor in the DNA double helix, 98, 99 whereas others only considered it a minor correction to the pairing stability. 100 The fractional contributions of either base-stacking or basepairing are complicated, and obtaining their separate contributions from experiment is highly intricate. For example, UV absorption due to the hypochromic effect (i.e., the reduction of absorbance in double and single strands with respect to the sum of the individual nucleobases) has a complex dependence on both interactions because of their influence on the electric dipole transition moment of neighboring nucleobases.
3 Predictive models based on the nearestneighbor approximation, 32 on the other hand, include the base-stacking effect implicitly in the nearest-neighbor parameters; stacking is indeed the major source of heterogeneity of these interaction parameters.
Using the present Monte Carlo simulations, it is possible to evaluate the individual contribution of stacking on a very simplified level without the complexity of the sequence effect. This is shown in Fig. 7, for are a clear indication of the large enthalpic contribution to the stability due to base-stacking, as suggested in a number of experimental 98, 99 and theoretical 101, 102 studies. Remarkably, there is a considerable increase in cooperativity in the case ε st,i j = −1.0, where both midpoint stacking and pairing transitions coincide, with respect to the cases where ε st,i j = 0 and -2.0. This is evidenced by the height of the specific peaks and the sharpness of ϕ B . That may lead one to think of an optimum energy scale of stacking that maximizes the transition cooperativity. Similar stacking dependence is also displayed by other theoretical models which include base stacking explicitly. 101, 102 A contrasting result is that of increasing the bending rigidity with ε st,i j = 0, where the straightening of the chain induces a spontaneously higher degree of stacking. However, this does not produce a relevant enhancement in thermal stability or cooperativity.
For DNA, the ratio of the average stacking to CG pairing energies in Table I , i.e., ε st,i j /ε hb,CG ∼ 0.54, is similar to the ratio of stacking to pairing energies in the case where ε st,i j = −1.0, i.e., ε st,i j /ε hb,ii = 0.5, whereas the case of ε st,i j = −2.0 is akin to that of DNA stacking with respect to the AT pairing energy where ε st,i j /ε hb,AT ∼ 1. This similarity between the energy scales in the lattice model and real DNA serves to illustrate how the base-pair sequence in the latter is capable of introducing significant thermodynamic heterogeneities along the chain which, in turn, fosters the sequence specificity and dominates the complexity of duplex formation. Nevertheless, it is worth noting that base stacking and pairing in the current model are less coupled than in real DNA because of the limitations of the lattice to reproduce the double-helix conformation.
B. Two-state thermodynamics of model sequences
The thermodynamic predictions of the present model are tested qualitatively by comparing the temperature dependence of the total fraction of bases paired ϕ B (order parameter of the transition) and of C v /k B , with experiment. Model predictions, shown in Fig. 8 , agree with those observed in a typical oligonucleotide solution, 5 where ϕ B is compared to its equivalent derived from UV absorbance measurements, and C v /k B is compared to calorimetric curves obtained by differential scanning calorimetry. This is shown for two sequences: CG-core 8-mer (5 -ATCGCGAT-3 ) 2 and AT-core 8-mer (5 -CGATATCG-3 ) 2 , but is valid for all sequences simulated with the present model. The insets of Fig. 8 also show that /k B ) max . Snapshots of both scenarios are shown in Fig. 9 . It is possible to appreciate a stronger cooperativity in the AT-core 8-mer configurations Fig. 9(d)-9(f) . When two AT-core chains associate, a large percentage of the monomers bind, given the larger stability provided by the terminal CG bases; the probability of AT bubbles in the middle is finite even at the lowest temperature, e.g., see Fig. 9(f) . The CGcore sequence, shown in Fig. 9 (a)-9(c), forms a stable nucleus at the core, while the terminal AT bases remain mostly unpaired; this is true even at the lowest temperature, as shown in Fig. 9(c) . This fraying-end effect is caused by the configurational entropy of the end nucleobases overcoming the basepairing and base-stacking energies.
As shown in Table II , satisfactory agreement obtains for estimates of the enthalpy H m /k B and entropy S m /k B of melting determined from both methods. This latter agreement, despite being a necessary but not sufficient condition for a truly two-state transition, is extensively used in experiment to verify the validity of the two-state analysis and of the parameters determined therefrom. [28] [29] [30] [31] In this particular case, as may occur in experiment, that criterion is misleading, because elsewhere 103 the CG-core 8-mer sequence is largely nontwostate whereas the AT-core 8-mer is two-state. The free-energy landscape analysis, to be presented in a forthcoming paper, explains this seemingly contradictory result by describing the mechanisms by which both sequences hybridize in solution.
Likewise, the comparison of the height and sharpness of the specific heat C v /k B curves for both sequences (top part of Fig. 10 ) is a clear indication of the remarkable difference in cooperativity, which scales proportionally to the square root of (C v /k B ) max . The disparity in the transition behavior exhibited by both sequences is further characterized by calculating the fourth-order cumulant U 4 = 1 − E 4 /3 E 2 2 of the configurational energy E . 104 The discrepancy in the behavior of U 4 is as remarkable as that of C v /k B (bottom part of Fig. 10 ), exhibited particularly in the development of a minimum in the case of the AT-core which is, in theory, associated with the same latent heat effects that yield the maximum of C v /k B . 105 The temperature locations of both ( U 4 ) min and (C v /k B ) max do not necessarily have to correspond to each other, but the appearance of both signatures indicates with certitude that an order-disorder transition is taking place.
C. Combined concentration and chain-length effect on hybridization
The present model should be able to capture the combined effect that strand concentration and chain-length of the species have on the thermodynamics of hybridization. Here, we consider the homologous and self-complementary series of adenylic acid-block-uridylic acid (A m U n ×A m U n ). This system has been studied experimentally for values of m and n ranging from 3 to 7, 106 where the melting temperature was found to obey the relationships
where M is the chain length (M = m + n), C t = N /V is the total strand concentration, and A, A , B, and B are constants from the linear fit that are related to the hybridization enthalpy and entropy. 6 The measurements show that when m ≥ n, the formation of hairpins or triple-stranded aggregates is ruled out, and the data are consistent with antiparallel double-stranded structures.
We consider lattice chains having sequences A n T n ×A n T n with n = 2, 3, 4, and 5, and strand concentrations in the range 3.7×10 −4 ≤ C t = N /V ≤ 1.1×10 −3 . The melting temperature is calculated as in previous cases from the peak of the specific heat, and its inverse value 1/T * m is plotted as function of 1/M and lnC t in Fig. 11 . The simulation data vary linearly in both cases according to the experimental relationships of Eqs. (11) and (12) . The linear decay of 1/T * m with respect to chain-length M shown in Fig. 11(a) is such that for all strand concentrations the melting temperature collapses to a single value (T * c = 0.3242) for M → ∞. This parameter is referred as the characteristic temperature, 106 and correspond to the temperature at which the equilibrium constant of the paired strands has the value of 1.0; hence, T * c = H 1 / S 1 , with H 1 and S 1 the enthalpy and entropy changes per base-pair, respectively. We can therefore determine a value for the temperature scale of the present model from the relationship ε hb, AU = k B T c /T * c and the experimental value of T * c = 353K , 107 which yields ε hb,AU = 2.16 kcal/mol. This value can in turn be rescaled to obtain that corresponding to the AT base-pair given the experimental ratio of base-pairing stabilities G Therefore, the data in Table II can be compared with experimental data and predictions from the nearest-neighbor model at 100 μM strand concentration. 29, 30 We estimate the molar concentrations equivalent to those in Table II assuming the interphosphate distance of single-stranded DNA of 5.9 Å to correspond to the lattice unit size, 109 which translates to molar concentrations in the range of 2400-9000 μM. Then, extrapolating the T −1 m vs ln(C t ) linear fit to 100 μM, the melting temperatures predicted with the present model are 43.5
• C for the CG-core and 38.5
• C for the AT-core. These are comparable to the experimental (nearest-neighbor predictions) values of 54.4
• C (55.8
• C) for the CG-core and 44.1 • C (42.9
• C) for the AT-core; the latter values are reported at [Na + ] = 1 M, which is well above the linear regime (1×10 −3
to 2×10 −1 M).
D. Sequence specificity and mismatches
The equivalence of the thermodynamic signatures in the present model with those from experiment, discussed in Sec. III C, is not a definite proof of its validity. This is because cooperativity is not exclusively characteristic of twostate transitions, but also of those with multiple states and even one-state ones as well. The model is further required, at least qualitatively, to reproduce the effect of mismatches on thermal stability and more specifically that of the mismatch location along the sequence, which for oligonucleotides is a stringent test. 110 The self-complementary CG-core 8-mer is considered together with three additional sequences which are constructed introducing a single mismatched "A" base at terminal and internal positions along the perfectmatched sequence; two mismatches are created by rotational symmetry.
The schematic native-duplex structures are shown at the top of Fig. 12 , along with their expected order of T m which, according to experiment, 36 increases from left to right. At the bottom of the same figure, predictions for the specific heat peaks calculated from the present model and from the statistical mechanical approach of Zuker 33 are compared. Calculations using the method of Zuker are performed under similar strand concentration and salt regime conditions, as established in Sec. II E. The relative order of the melting temperatures obtained from the peaks of C p are as follows:
• C (flanking-mismatch). The order of those predicted
max of the present model, in comparable units of C p and T , can be derived from the temperature scale given in Sec. III C. Thus, the following sequence obtains:
• C (flankingmismatch). This is quantitatively consistent with the predictions from Zuker's model, given the arguments presented in Sec. II E.
Clearly, both methods are capable of discriminating between mismatches, and their predictions agree qualitatively with experiment 36 regarding the order of T m , as indicated by the vertical arrows, despite the difference in the height and width of the peaks. Quantitative comparison of the scales would apparently yield a substantial discrepancy. For instance, the peak of heat absorption for the nonmismatch sequence would be (C p ≈ 0.323 Kcal/mol K from the lattice model, respectively, whereas from Zuker's model (C p ) max ≈ 0.85 Kcal/mol K. However, it should be mentioned that the nearest-neighbor theory predicts heights of specific heat peaks by numerical differentiation of the ensemble free-energy of five molecular species (i = A, B, AA, BB, AB). 89 This approach, although still capable of predicting T m in good agreement with experiment, neglects a great multiplicity of possible duplex species as well as multiple strands interacting beyond the bimolecular approximation. Furthermore, the total strand concentrations (7×10 −3 M) are well beyond the typical range of applicability of the nearestneighbor parameters, which are obtained from experiments at concentrations of 1×10 −6 -1×10 −4 M. This concentration effect is expected to amplify the effect of multiplicity to a significant extent, given the higher possibility of such species. The direct simulations using the lattice model, which lack the T m accuracy of theory, do not have those limitations, and are capable of capturing both effects in the height and width of C p .
As can be seen clearly in the relative heights of C p for the central and side mismatches, those predicted by simulations are in disagreement with the theoretical ones. In this particular case, in addition to the lack of accurate nearestneighbor parameters for sequences with tandem and dispersed mismatches, 31, 111 the identity and location of the mismatch gives rise to a large number of intermediate species. Such alternative and undesirable metastable pairings, e.g., slipped duplexes commonly to appear and persist at low temperatures in systems with mismatched sequences. 31 In the simulations, the central mismatch sequence exhibits a significant broadening and lowering of the specific heat peak with respect to that of flanking mismatches, which is enhanced by the emergence of a shoulder to the left of the transition. These features, missing in the theoretical predictions, are accounted for in the present model. Indeed, the free-energy analysis that will be presented in a forthcoming paper confirms that a staggered intermediate strongly precludes the native state of the central mismatch sequence, causing lower cooperativity in spite of its higher stability.
The remaining discrepancy as seen in Fig. 12 , has to be understood as an expected limitation of the simulation model. It is mainly a consequence of the severe reduction in the number of conformational degrees of freedom, e.g., a rough estimate for an atomistic DNA nucleotide would consider 31-34 atoms, 6 backbone torsional angles, 4 sugar torsional angles, and 1 glycosidic torsional angle, whereas the present lattice model considers 1 nucleotide monomer, 1 backbone bending angle with only 14 possible values, and 1 nucleoside directional vector with 26 possible orientations. Consequently, a quantitative underestimation of the thermodynamic cooperativity is expected in the present model, as manifested by the lower and broader heat absorption peaks. A similar effect is observed for coarse-grained models of proteins, which account implicitly for nonpairwise-additive interactions, leading to the underestimation of both kinetic and thermodynamic cooperativity.
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IV. CONCLUSIONS
A coarse-grained one-site model on a high-coordination cubic lattice is introduced for the study of oligonucleotides hybridization in solution. It accounts explicitly for physically relevant interactions such as base-pairing, base-stacking, and bending rigidity. Electrostatic effects are omitted in order to simplify both configurational and conformational samplings. Nevertheless, the model exhibits a linear dependence of the thermal stability T m with respect to the logarithm of the basepairing strength ln[X ε hb ]. This relationship is akin that of the melting temperature T m with respect to the logarithm of the ionic strength ln[Na + ] found in experiment in the regime 0.01 < [Na + ] < 0.2 M. 115 Other factors such as helical twisting and explicit solvent effects are also omitted to favor a model with fewer computational demands.
A Monte Carlo algorithm based on parallel tempering is implemented and, in combination with specially adapted biased trials, makes it possible to bridge the broad time and length scales associated with the transition. This phasespace sampling methodology is shown to readily overcome the entropic barriers associated with bringing complementary strands in close contact and with favorable orientation and conformation to form a duplex. It also overcomes the energetic barriers associated with breaking apart the multiple base-pairs, partially or completely, that hold together a double-stranded complex. Both sampling objectives, however, can only be addressed by this method up to a strand length of approximately 16 nucleotides.
A hypothetical model for perfect-match hybridization, where base-pairing between single strands is restricted to in-register alignment and which uses homogeneous pairing energies, is studied in detail. For a fixed nucleotide concentration, the specific-heat peak grows as a power law of the oligonucleotide length, similarly to finite-size effects of systems approaching criticality. The conformational transition of this model is shown to originate exclusively from base-pairing, which dominates over the translational and conformational entropy of transition; base-stacking, instead, provides mainly an enthalpic stabilization. The two latter observations agree well with experimental results on oligonucleotide hybridization.
The model also allows a straightforward representation of DNA-type oligomers, where sequence heterogeneity in nucleobase interactions is considered explicitly. For DNA duplex formation in solution, the present approach provides a simplified and qualitative way to understand their thermodynamical and conformational properties. Calculations are however computationally intensive in spite of the simplicity of the model, requiring parallel processing capabilities to expedite the calculations. Although the model may also predict melting temperatures with reasonable to fair accuracies, it is not comparable with thermodynamic methods based on the nearestneighbor parameterization. The present model and method are therefore proposed as a tool for understanding broad principles of the underlying physics of hybridization. For instance, the complex effect produced by base-pair mismatches distributed at different locations along the chain, which is qualitatively captured in terms of the relative shifts of the transition temperature, is found to be also quantitatively consistent with predictions of statistical mechanical models. Fundamental insight can also be gained on effects such as chain length and species concentration, although it is still limited to short chains and affected by finite-size effects.
In a forthcoming paper, further proofs of the consistency and utility of the model are given in terms of the free-energy landscape description of hybridization in solution. The convenience of the present lattice representation of DNA will also be demonstrated in a more complex system, i.e., that of multiple complementary strands attached to nanoparticles that aggregate in solution, and will be presented in another forthcoming publication.
