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Abstract. The optimal value function is one of the basic objects in the field of math-
ematical optimization, as it allows the evaluation of the variations in the cost/revenue
generated while minimizing/maximizing a given function under some constraints. In
the context of stability/sensitivity analysis, a large number of publications have been
dedicated to the study of continuity and differentiability properties of the optimal
value function. The differentiability aspect of works in the current literature has
mostly been limited to first order analysis, with focus on estimates of its directional
derivatives and subdifferentials, given that the function is typically nonsmooth. With
the progress made in the last two to three decades in major subfields of optimization
such as robust, minmax, semi-infinite and bilevel optimization, and their connection
to the optimal value function, there is a crucial need for a second order analysis of the
generalized differentiability properties of this function. This type of analysis will pro-
mote the development of robust solution methods, such as the Newtonmethod, which
is very popular in nonlinear optimization. The main goal of this paper is to provide
results in this direction. In fact, we derive estimates of the generalized Hessian (also
known as the second order subdifferential) for the optimal value function. Our re-
sults are based on two handy tools from parametric optimization, namely the optimal
solution and Lagrange multiplier mappings, for which completely detailed estimates
of their generalized derivatives are either well-known or can easily be obtained.
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1. Introduction
1.1. Aim of the work. Considering the functions f and g defined from Rn+m to R
and Rp , respectively, we are interested in the parametric optimization problem
min
y
{f (x,y)| g(x,y) ≤ } . (1.1)
We only consider inequality constraints, in order to focus our attention on the main
ideas. Note however that all the results in this paper remain valid, with the corre-
sponding adjustments, if we include equality constraints to problem (1.1). Our focus
will be on the optimal value function
ϕ(x) :=min
y
{f (x,y)| g(x,y) ≤ } , (1.2)
related to the parametric optimization problem (1.1). Another object closely related
to problem (1.1) is the optimal solution set-valued mapping S : Rn⇒ Rm defined by
S(x) := argmin
y
{f (x,y)| g(x,y) ≤ } . (1.3)
We assume throughout the paper that S(x) , ∅ for all x ∈ Rn. As a consequence, ϕ
will be finite-valued at all x ∈ Rn. For most results obtained in this paper, we can
easily accommodate the case where ϕ (1.2) is an extended real-valued function. But
to concentrate on the main points, we let this specific case for future analysis.
The function ϕ (1.2) has payed a major role in the development and understand-
ing of the structure of the underlying parametric optimization problem (1.1), and
has been substantially analyzed in the literature. Initial work on stability/sensitivity
analysis of optimization problems is almost as old as the field of optimization itself,
given that early works on linear programming and the simplex method already pro-
vided interesting insights on the behavior of optimal values under perturbations; see,
example, the 12th Chapter of the 1963 book by Dantzig [5].
The study of continuity and differential properties of ϕ, in the context of nonlinear
optimization, which is our main focus here, grew dramatically following works by
Fiacco [11], Gauvin and Dubeau [12], amongst many others. Recent publications on
the topic include the papers [15, 16], where the tools by Mordukhovich are used to
provide different types of subdifferentials estimates for ϕ.
It should be emphasized thatmost of the aforementioned works focus on the deriva-
tion of continuity properties and the estimation of directional derivatives and subd-
ifferentials. As far as second order differentiation properties for ϕ are concerned, a
few publications have been devoted to the estimation of second order-type directional
3derivatives; see, e.g. [3]. We are however not aware of any work pursuing general-
ized Hessian evaluations for ϕ. Fiacco [11, Chapter 3] provides Hessian formulas for
ϕ in the case where S (1.3) is singled-valued and continuously differentiable. This
assumption is very restrictive and cannot hold for most applications. We consider
various scenarios in this paper, including the latter one, where our results coincide
with those by Fiacco; see details in the next subsection and in Section 4.
It is also important to recall that the optimal value function naturally appears ei-
ther in the constraints or objective functions of many mainstream optimization prob-
lems, including robust [1], minmax [4], semi-infinite [21], and bilevel optimization [6].
In order to be able to extend some standard optimization methods, including the
Newton method, to such problems, it is fundamental to be able to understand the
basic structure of the corresponding Hessian in the nonsmooth setting, given that ϕ
is a typically nondifferentiable function.
Our main goal in this paper is to provide estimates of the Generalized Hessian of
the optimal value function ϕ, in the sense of Mordukhovich. Note that for x¯ ∈Rn and
x ∈ ∂ϕ(x¯), the generalized Hessian of ϕ in the sense of Mordukhovich is defined by
∂2ϕ(x¯|x)(x∗) :=D∗(∂ϕ)(x¯|x)(x∗) (1.4)
for all x∗ ∈ Rn. Here, ∂ϕ denotes the subdifferential of ϕ in any standard sense (con-
vex analysis, Clarke or Mordukhovich) and D∗(∂ϕ) stands for the coderivative of
Mordukhovich [14]. In the next subsection, we provide a general feeling of how the
estimates developed in this paper look like. Further details on the mathematical tools
and the proofs of the main results are provided in Sections 2, 3, and 4, respectively.
1.2. Summary of themain results–outline of the paper. We assume throughout the
paper that the functions f and g , cf. (1.1), are twice continuously differentiable. If S
(1.3) reduces to a single-valued function around a given point, the notation symbol
will be adjusted to s. We use the set-valued map Λ : Rn+m ⇒ Rp to collect all the
Lagrange multipliers of problem (1.1); i.e.,
Λ(x,y) :=
{
u ∈ Rp |∇yL(x,y,u) = , u ≥ , g(x,y) ≤ , u
⊤g(x,y) = 
}
, (1.5)
where L(x,y,u) := f (x,y) + u⊤g(x,y) denotes the Lagrange function of problem (1.1).
Similarly, λ will be used to represent Λ when it is single-valued.
If the constraint function g is independent from the parameter x and the corre-
sponding optimal solution set-valued map S is single-valued and locally Lipschitz
continuous around x¯, then we show in Subsection 4.1 that under further appropriate
conditions, the generalized Hessian of ϕ (1.2) can be obtained as
∂2ϕ(x¯)(x∗) ⊆ ∇2xxf (x¯, y¯)x
∗+ ∂¯s(x¯)⊤∇2xyf (x¯, y¯)x
∗, (1.6)
where y¯ = s(x¯) and ∂¯s(x¯)⊤ stands for the set of transposed Jacobians of s in the sense
of Clarke, cf. (2.5). If we further impose the continuous differentiability on s at the
point x¯, then we can obtain the equality
∂2ϕ(x¯)(x∗) = ∇2xxf (x¯, y¯)x
∗+∇s(x¯)⊤∇2xyf (x¯, y¯)x
∗, (1.7)
which coincides with the result in [11, Corollary 3.4.2(c)]. Conditions ensuring that
S is single-valued and locally Lipschitz continuous or continuously differentiable are
4recalled the Section 3. The results above can further be generalized to the case where
the optimal solution mapping S (1.3) is multi-valued. Precisely, under appropriate
conditions, we also obtain in Subsection 4.1 that
∂2ϕ(x¯|x)(x∗) ⊆
⋃
y∈S(x¯): x=∇xf (x¯,y)
[
∇2xxf (x¯,y)x
∗+D∗S(x¯|y)
(
∇2xyf (x¯,y)x
∗
)]
. (1.8)
If we drop the assumption that the feasible set of the parametric optimization prob-
lem (1.1) is unperturbed, we can obtain the following estimate for the generalized
Hessian of ϕ, provided that S (1.3) and Λ (1.5) are both single-valued and Lipschitz
continuous around x¯ and (x¯, y¯), respectively, with y¯ = s(x¯) and u¯ = λ(x¯, y¯):
∂2ϕ(x¯|x)(x∗) ⊆ ∇2xxL(x¯, y¯, u¯)x
∗
+
⋃
(ζ∗x ,ζy)∈∂〈∇xg(x¯,y¯)x∗, λ〉(x¯,y¯)
[
ζ∗x +∂〈ζ
∗
y +∇
2
xyL(x¯, y¯, u¯)x
∗, s〉(x¯)
]
. (1.9)
Here, the symbol ∂ refers to the subdifferential, in the sense of Mordukhovich, cf.
(2.4). Obviously, as in the case of (1.7), supposing that λ and s are both single-valued
and differentiable functions, we will have
∂2ϕ(x¯|x)(x∗) = ∇2xxL(x¯, y¯, u¯)x
∗+∇s(x¯)⊤∇2xyL(x¯, y¯, u¯)x
∗
+
[
∇xλ(x¯, y¯)
⊤+∇s(x¯)⊤∇yλ(x¯, y¯)
⊤
]
∇xg(x¯, y¯)x
∗.
(1.10)
Observing that ∇xλ(x¯, y¯)
⊤+∇s(x¯)⊤∇yλ(x¯, y¯)
⊤ corresponds to the Jacobian of the func-
tion x 7→ λ(x,s(x)), it is clear that (1.10) coincides with the formula obtained in [11,
Corollary 3.4.1(c)]. More details on how the estimate in (1.9) is obtained are given
in Subsection 4.2. For their generalizations to the case where S (1.3) is single-valued
and Λ (1.5) set-valued, see Subsection 4.3. As for the case where S is set-valued and
Λ is single-valued, see Subsection 4.4. Before moving to that, we first provide some
background results, which are useful in their own right, in particular, in the under-
standing of the subdifferential of ϕ (1.2) and the Aubin/Lipschitz-like and generalized
differentiability properties of the related mappings S (1.3) and Λ (1.5); cf. Section 3.
2. Notation and mathematical tools needed
We start this section with some notation and basic concepts used throughout the
paper. We will use vj , j = 1, . . . ,n, to denote the jth component of a vector v ∈ R
n,
while vi ∈ Rn, i = 1, . . . ,m, will represent the ith vector component of a vector of
vectors v ∈
∏m
i=1R
n. To avoid confusions at some points, we will use {n} or n for
a n-dimensional zero vector. When a distinction is also necessary, we will use In for
the n × n identity matrix. For a set-valued mapping Ψ : Rn ⇒ Rm, we use the lower
case form, ψ : Rn → Rm, to symbolize the mapping when it is single-valued. Most
notably, as already mentioned in the previous section, such transitions from upper to
lower case will be used for the optimal solution and Lagrange multipliers set-valued
mappings S (1.3) and Λ (1.5), in the forms s and λ, respectively. Additionally, for
a set-valued mapping Ψ : Rn ⇒ Rm, it will be said to be closed if its graph denoted
by gphΨ := {(x,y) ∈ Rn+m| y ∈ Ψ(x)} is a closed subset of Rn+m. Also recall that, as
usual, for a set C ⊆ Rn, co C will be used to denote the convex hull of C.
5For a closed subset C of Rn, the Mordukhovich (also known as basic or limiting)
normal cone to C at one of its points x¯ is the set
NC(x¯) :=
{
v ∈Rn| ∃vk→ v, xk → x¯ (xk ∈ C) : vk ∈ N̂C(xk)} , (2.1)
where N̂C denotes the dual of the contingent/Boulingand tangent cone to C. We have
the following well-known result, which can be found, for example, in [13, 20].
Theorem 2.1. Let C := ψ−1(Ξ), where Ξ ⊆ Rm is a closed set and ψ : Rn → Rm a
Lipschitz continuous function around x¯, then we have
NC(x¯) ⊆
⋃{
∂〈v,ψ〉(x¯)
∣∣∣ v ∈NΞ(ψ(x¯))} , (2.2)
provided the following basic-type qualification condition is satisfied at x¯:
[ ∈ ∂〈v,ψ〉(x¯), v ∈NΞ(ψ(x¯))]=⇒ v = . (2.3)
Equality holds in (2.2), provided that the set Ξ is normally regular at ψ(x¯), i.e.,
NΞ(ψ(x¯)) = N̂Ξ(ψ(x¯)). This is obviously the case if Ξ is a convex set.
In (2.2) and (2.3), the term ∂〈v,ψ〉(x¯) refers to the Mordukhovich subdifferential of
the function x 7→∑mi=1 viψi(x) at x¯. If ψ : Rn→R, then theMordukhovich (also known
as basic or limiting) subdifferential of ψ at x¯ can be defined by
∂ψ(x¯) :=
{
ξ ∈Rn|(ξ,−1) ∈Nepiψ(x¯,ψ(x¯))
}
, (2.4)
where epiψ stands for the epigraph of ψ. If ψ is Lipschitz continuous around x¯, then
we can also define the Clarke (or convexified) subdifferential of ψ at x¯:
∂¯ψ(x¯) := co∂ψ(x¯). (2.5)
In the case where ψ is convex, ∂ψ(x¯) and ∂¯ψ(x¯) coincide with the subdifferential in
the sense of convex analysis.
Using the above concept of basic normal cone, we now introduce the notion of
coderivative for a given set-valued map Ψ : Rn ⇒ Rm, at some point (x¯, y¯) ∈ gphΨ,
which corresponds to a homogeneous mapping D∗Ψ(x¯|y¯) : Rm⇒ Rn, defined by
D∗Ψ(x¯|y¯)(y∗) :=
{
x∗ ∈Rn|(x∗,−y∗) ∈NgphΨ(x¯, y¯)
}
, (2.6)
for all y∗ ∈ Rm. Here, NgphΨ represents the basic normal cone (2.1) to gphΨ. The
following chain rule from [13, Theorem 5.1] will be pivotal in this work.
Theorem 2.2. Let the set-valued mappings Φ :Rn⇒ Rm and F :Rm⇒ Rq have closed
graph. Furthermore, let z¯ ∈ (F ◦Φ)(x¯) and assume that the set-valued map
M(x,z) :=Φ(x)∩ F−1(z) = {y ∈Φ(x)| z ∈ F(x)} (2.7)
is locally bounded around (x¯, z¯) and the qualification condition
D∗F(y|z¯)()∩Ker D∗F(x¯|y) = {} ∀y ∈ Φ(x¯)∩ F−1(z¯) (2.8)
is fulfilled. Then for all z∗ ∈Rq, we have
D∗(F ◦Φ)(x¯|z¯)(z∗) ⊆
⋃
y∈Φ(x¯)∩F−1(z¯)
D∗Φ(x¯|y)(z∗) ◦D∗F(y|z¯)(z∗).
6The following result from [9, Proposition 3.3], providing a coderivative estimate
for a Cartesian product of finitely many set-valued mappings, will also be useful in
the development of the main results of this paper.
Theorem 2.3. Consider the set-valued mappings Ψi : R
n ⇒ Rq for i = 1, . . . ,p, and
define a Cartesian product mappingΨ :Rn⇒ Rq×p by
Ψ(x) :=
p∏
i=1
Ψi(x) =Ψ1(x)× . . .×Ψp(x).
Assume that gphΨi , i = 1, . . . ,p, is closed and the qualification condition
p∑
i=1
vi = , vi ∈D∗Ψi(x¯|y¯
i)(), i = 1, . . . ,p
=⇒ v1 = . . .= vp =  (2.9)
is satisfied at (x¯, y¯) with y¯ := (y¯i)
p
i=1 ∈Ψ(x¯). Then, for any y
∗ := (y∗i)
p
i=1 ∈
∏p
i=1R
q,
D∗Ψ(x¯|y¯)(y∗) ⊆
p∑
i=1
D∗Ψi(x¯|y¯
i)(y∗i). (2.10)
Equality holds in (2.10), if gphΨi is normally regular at (x¯, y¯
i), for i = 1, . . . ,p.
Next, we provide an estimate of the coderivative of a set-valued mapping defined
by the convex hull of another set-valued mapping, which is not necessarily convex-
valued. To proceed, consider Ψ : Rn⇒ Rm and define Φ :Rn⇒ Rm by
Φ(x) := coΨ(x). (2.11)
Ψ is assumed to be nonconvex-valued at some points of Rn, as “co” can obviously be
dropped at points where the map is convex. An upper estimate of the coderivative
of Φ in terms of the coderivative of Ψ can then be obtained as follows. To make the
presentation of the result easier, we introduce the set
Γ(x¯, y¯) :=
{
(a,b) ∈Rm+1 ×
∏m+1
s=1 R
m
∣∣∣ a ≥ , ∑m+1s=1 as = 1,∑m+1
s=1 asb
s = y¯, b := (bs)n+1s=1 ∈
∏m+1
s=1 Ψ(x¯)
}
.
(2.12)
Proposition 2.4. Consider (x¯, y¯) ∈ gph Φ and suppose that the set-valued mappingΨ
(2.11) is closed and locally bounded around x¯. Furthermore, assume that (2.9), with
Ψs :=Ψ for s = 1, . . . ,m+ 1, holds for all (a,b) ∈ Γ(x¯, y¯). Then for all y
∗ ∈ Rm, we have
D∗Φ(x¯|y¯)(y∗) ⊆
⋃
(a,b)∈Γ(x¯,y¯)
m+1∑
s=1
D∗Ψ (x¯|bs)(asy
∗)
 . (2.13)
Proof. Start by recalling that as Φ(x) ⊆ Rm for all x ∈ Rn, it follows from the well-
known Theorem of Carathe´odory that Φ(x) can be rewritten as
Φ(x) =
{
m+1∑
s=1
ηsv
s
∣∣∣∣∣∣∣ ηs ≥ , vs ∈Ψ(x), s = 1, . . . ,m+ 1,
m+1∑
s=1
ηs = 1
}
.
7Based on this expression, we can easily check that Φ can take the form
Φ(x) = ℓ ◦Q(x)
with


ℓ(a,b) :=
∑m+1
s=1 asb
s,
Q(x) := Ξ ×
∏m+1
s=1 Ψ(x),
Ξ :=
{
a ∈Rm+1 | a ≥ ,
∑m+1
s=1 as = 1
}
.
Considering the continuous differentiability of ℓ, the closedness of the set Ξ and the
set-valued mappingΨ, it follows from the chain rule above, cf. Theorem 2.2, that for
x¯ ∈Rn and y¯ ∈Φ(x¯), it holds that
D∗Φ(x¯|y¯)(y∗) ⊆
⋃
(a,b)∈Q(x¯)∩ℓ−1(y¯)
[
D∗Q(x¯|a,b)(∇ℓ(a,b)⊤y∗)
]
(2.14)
for y∗ ∈ Rm, provided that set-valued mapping M(x,y) := {(a,b) ∈Q(x)| ℓ(a,b) = y} ,
counterpart of (2.7) is locally bounded around (x¯, y¯). Obviously, from the definition
of this mapping, M(x,y) ⊆ Ξ ×
∏m+1
s=1 Ψ(x) for all (x,y). Hence, M is locally bounded
around (x¯, y¯) given that Ξ is a bounded set and Ψ is assumed to be locally bounded
around x¯. Now observe that any b := (bs)n+1s=1 ∈
∏m+1
s=1 R
m is a m × (m+ 1) matrix. We
rearrange it as a m2 +m-dimensional column vector and proceed with the following
notation for the rest of the proof:
b :=
[
b11 . . . b
1
m . . . b
m+1
1 . . . b
m+1
m
]⊤
and b¯ :=

b11 . . . b
m+1
1
... . . .
...
b1m . . . b
m+1
m
 .
Then simple calculations show that ∇ℓ(a,b) =
[
b¯ a1Im . . . am+1Im
]
. Hence,
∇ℓ(a,b)⊤y∗ =
[
(b¯⊤y∗)⊤, (a1y
∗)⊤, . . . , (am+1y
∗)⊤
]⊤
for y∗ ∈ Rm. Considering this formula, the application of Theorem 2.3 to the set-
valued mapping Q at the vector ∇ℓ(a,b)⊤y∗ leads to the inclusion
D∗Q(x¯|a,b)(∇ℓ(a,b)⊤y∗) ⊆
m+1∑
s=1
D∗Ψ (x¯|bs)(asy
∗) , (2.15)
given that the coderivative of the constant mapping defined byΞ is {n} and condition
(2.9) is assumed to hold for all (a,b) such that (a,b) ∈ Q(x¯) and ℓ(a,b) = y¯. Then
combining (2.15) with (2.14), we have the result. 
Remark 2.5. Note that we also have from Theorem 2.3 that equality holds in (2.13), if
gphΨ is normally regular at (x¯,bs) for s = 1, . . . ,m+ 1. Furthermore, one can easily
check that (2.13) is a natural extension of the coderivative of Φ (2.11) when Ψ is
single-valued and differentiable. In fact, in the latter case, D∗Φ(x¯|y¯)(y∗) = ∇Ψ(x¯)⊤y∗.
To close this section, we introduce the Aubin property (also known as Lipschitz-
like property) that will used in the next section. A set-valued mapping Ψ : Rn ⇒ Rm
is Lipschitz-like at (x¯, y¯) ∈ gphΨ if there are neighborhoods U of x¯, V of y¯, and a
constant κ >  such that d(y,Ψ(x)) ≤ κ‖x − u‖ for all x,u ∈ U and y ∈ Ψ(u)∩ V ,
8where d stands for the usual distance function. A closed set-valued mapping Ψ is
Lipschitz-like around (x¯, y¯) if and only if the condition
D∗Ψ(x¯|y¯)() = {}, (2.16)
known as the coderivative/Mordukhovich criterion, is satisfied at (x¯, y¯); cf. [14, Theo-
rem 5.7] and [20, Theorem 9.40].
3. On the subdifferential of the optimal value function
To start this subsection, we recall that the fundamental goal of this paper is to de-
velop generalized Hessians (also known as second order subdifferentials) of the optimal
value function ϕ (1.2). Hence, it would be natural to first clarify the expressions of
the subdifferentials or first order subdifferentials, to be precise, of this function. These
quantities and further properties have been extensively studied in the literature; see,
e.g., [3, 4, 11, 12, 15, 16, 23] and references therein. Below, we recall the relevant
aspects of these properties while adding some crucial aspects based on the concave-
convexity, that we define below. Before, note that from here on, the feasible set of the
parametric problem (1.1) will be defined by the following set-valued mapping:
K(x) := {y ∈Rm| g(x,y) ≤ } . (3.1)
A function ψ defined from Rn+m to R by (x,y) 7→ ψ(x,y) will be said to be concave-
convex if the function ψ(.,y) is concave for all y ∈ Rm, while the function ψ(x, .) is
convex for all x ∈ Rn. Subsequently, problem (1.1) will be said to be convex-concave
if the functions f and gi , i = 1, . . . ,p, are concave-convex. Similarly, problem (1.1) will
just be said to be convex if the latter functions are convex w.r.t. y. We will also use
theMangasarian-Fromowitz constraint qualification (MFCQ)
∇yg(x¯, y¯)
⊤u = 
u ≥ , g(x¯, y¯) ≤ , u⊤g(x¯, y¯) = 
}
=⇒ u =  (3.2)
and the linear independence constraint qualification (LICQ)∑
i∈I(x¯,y¯)
ui∇ygi(x¯, y¯) =  =⇒ ui = , i ∈ I(x¯, y¯), (3.3)
where I(x¯, y¯) := {i = 1, . . . ,p| gi(x¯, y¯) = }. It is well-known that if the LICQ holds at
(x¯, y¯), then the MFCQ will automatically hold at the same point.
Theorem 3.1. Considering the optimal value function (1.2), it holds that:
(i) If Y defines a compact set such that K(x) := Y for all x ∈Rn, then for all x ∈Rn,
∂¯ϕ(x) = co {∇xf (x,y) | y ∈ S(x) } . (3.4)
If additionally, Y is convex and f concave-convex, then for all x ∈Rn,
∂¯ϕ(x) = {∇xf (x,y) | y ∈ S(x)} . (3.5)
9(ii) Let problem (1.1) be convex and S (1.3) single-valued (i.e., S := s) around x¯.
Furthermore, let gph K be compact and the MFCQ hold at (x¯, y¯)with y¯ = s(x¯).
Then for all x near x¯, with s(x) := y, it holds that
∂¯ϕ(x) =
⋃
u∈Λ(x,y)
{
∇xf (x,y) +∇xg(x,y)
⊤u
}
. (3.6)
(iii) If gph K is compact and the LICQ holds at (x¯,y), for all y ∈ S(x¯), then near x¯,
∂¯ϕ(x) = co
⋃
y∈S(x)
{
∇xf (x,y) +∇xg(x,y)
⊤u
}
(3.7)
with u = λ(x,y). If additionally, problem (1.1) is concave-convex, then for all
x near x¯, with u = λ(x,y) for y ∈ S(x),
∂¯ϕ(x) =
⋃
y∈S(x)
{
∇xf (x,y) +∇xg(x,y)
⊤u
}
. (3.8)
Proof. (i) Equality (3.4) is a well-known result by Danskin [4]. As for (3.5), the maxi-
mization case proven in [2] can easily be adapted to our minimization case in (1.2).
(ii) As the MFCQ holds at (x¯,y) with y¯ = s(x¯), and remains persistent near some
neighborhood of this point, then it is well-known that the formula (3.6) will hold in
some neighborhood of x¯, given that gph K is compact; see, e.g., [23].
(iii) Start by noting that as in the previous case, the LICQ being persistent near
(x¯,y) for all y ∈ S(x¯), where it holds, then we have (3.7) from Gauvin and Dubeau
[12] given that gph K is compact. To prove (3.8), denote by Φ(x) the right-hand-side
of the mapping in this formula. Then take x∗1,x∗2 ∈ Φ(x), for a given value of x ∈ Rn.
As the LICQ holds at (x,y) for all y ∈ S(x), it follows that for some y1,y2 ∈ S(x), we
can find some u1 = λ(x,y1) and u2 = λ(x,y2) such that we have x∗1 = ∇xL(x,y
1,u1)
and x∗2 = ∇xL(x,y
2,u2). For all λ ∈ (,1), let x∗ := λx∗1 + (1− λ)x∗2 and note that we
have y = λy1 + (1− λ)y2 ∈ S(x), since problem (1.1) is convex. For the same reason,
the Lagrangian function L is also convex w.r.t. y, for the fixed values u1 and u2,
given that they are non-negative by definition. Hence, for a vector h ∈ Rn such that
(x+h,y1,u1) ∈ gph Λ and (x+h,y2,u2) ∈ gph Λ [note that Λ(x+h,y1) andΛ(x+h,y2)
might not necessarily be single-valued as it is that case for Λ(x,y1) and Λ(x,y2)],
L(x+ h,y,u) ≤ λL(x+ h,y1,u) + (1−λ)L(x+ h,y2,u), (3.9)
where u = λu1+(1−λ)u2. Since the functions f and gi , i = 1 . . . ,q, are concave w.r.t. x,
then L is also concave w.r.t. x, for the fixed values u1 and u2, as they are non-negative
by definition. Then since the functions f and gi , i = 1 . . . ,q, are all differentiable w.r.t.
x, the same holds for L and it follows that we have
L(x+ h,yi ,u) ≤ L(x,yi ,u) +
〈
h,∇xL(x,y
i ,u)
〉
, i = 1,2. (3.10)
To proceed with the next step, recall that under the assumption that problem (1.1) is
convex, it follows that for all b ∈ S(b), the point (b,c)with c ∈Λ(a,b) is a saddle point
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of the Lagrangian function L(a, ., .). Subsequently, it holds that
L(x+ h,y,u) ≤ λL(x+ h,y1,u) + (1−λ)L(x+ h,y2,u), (3.11)
≤ λL(x+ h,y1,u1) + (1−λ)L(x+ h,y2,u2), (3.12)
≤ λ [L(x,y1,u1) + 〈h,∇xL(x,y
1,u1)〉]
+ (1−λ) [L(x,y2,u2) + 〈h,∇xL(x,y
2,u2)〉] , (3.13)
= λL(x,y1,u1) + (1−λ)L(x,y2,u2) + 〈h,x∗〉,
≤ λL(x,y,u1) + (1−λ)L(x,y,u2) + 〈h,x∗〉, (3.14)
= L(x,y,u) + 〈h,x∗〉, (3.15)
where (3.11) corresponds to (3.9) and (3.12) is due to (y1,u) and (y2,u) being saddle
points for L(x+ h, ., .), since u1 ∈ Λ(x+ h,y1) and u2 ∈ Λ(x+ h,y2). As for (3.13), it is
follows from (3.10) while (3.14) is obtained from the fact that (y1,u1) and (y2,u2) are
saddle points for L(x, ., .), as u1 = λ(x,y1) and u2 = λ(x,y2); and equality (3.15) is due
to the expression u = λu1 + (1 − λ)u2. Finally, as L(.,y,u) is a concave function, x∗
is one of its supergradients. Furthermore, as this function is also differentiable w.r.t.
x, then it has only a single supergradient, which is x∗ = ∇xL(x,y,u). Considering the
fact that y ∈ S(x) and u = λ(x,y), it follows that x∗ ∈ Φ(x). 
It is important to recall that the compactness assumption on gph K can be relaxed
by instead imposing some set-valued-type continuity properties on S (1.3); see, e.g.,
[3, 12, 15, 16, 23]. But for the purpose of simplifying the framework used in this
paper, we do consider such relaxations here. However, most results in this paper will
remain valid under such assumptions.
It is clear from Theorem 3.1 that the subdifferential of ϕ is a “function” of the
Lagrange multipliers and optimal solution set-valued mappings. It is therefore natu-
ral to imagine that second order subdifferentials for ϕ will primarily depend on the
generalized differentiation tools for this mappings. Hence, to get well prepared for
our main results in the next section, we first provide some useful properties of these
mappings here. We start with a coderivative estimate for Λ and deduce a condition
ensuring that this mapping is Lipschitz-like; meaning that the Aubin property holds.
From here on, we will also assume that the graph of the set-valued mapping Λ (1.5)
is nonempty. Given that S(x) , ∅ for all x ∈ Rn, the latter is automatically satisfied if
there exist a point (x,y) ∈ gph S, where a constraint qualification, e.g., the MFCQ or
LICQ, holds. Also recall that for a point (x¯, y¯, u¯) ∈ gph Λ, we can define the partition
η := η(x¯, y¯, u¯) := {i = 1, . . . ,p | u¯i = , gi(x¯, y¯) < } ,
θ := θ(x¯, y¯, u¯) := {i = 1, . . . ,p | u¯i = , gi(x¯, y¯) = },
ν := ν(x¯, y¯, u¯) := {i = 1, . . . ,p | u¯i > , gi(x¯, y¯) = },
(3.16)
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of the indices of the constraints of the feasible set of problem (1.1). This allows us
to introduce the following special class of multipliers, which permits an elegant pre-
sentation of the remaining results of this section:
℧(x¯, y¯, u¯,u∗) :=

(a,c)
∣∣∣∣∣∣∣∣∣
u∗ν +∇ygν(x,y)a= , cη = 
∀i ∈ θ :
(
u∗i +∇ygi(x,y)a >  ∧ ci > 
)
∨ci
(
u∗i +∇ygi(x,y)a
)
= 

 (3.17)
with (x¯, y¯, u¯) ∈ gph Λ and u∗ ∈Rp.
Proposition 3.2. Consider a point (x¯, y¯, u¯) ∈ gph Λ and suppose that we have
∇2yxL(x¯, y¯, u¯)a+∇xg(x¯, y¯)
⊤c = 
∇2yyL(x¯, y¯, u¯)a+∇yg(x¯, y¯)
⊤c = 
(a,c) ∈℧(x¯, y¯, u¯,)

=⇒
{
a = ,
c = .
(3.18)
Then for all u∗ ∈ Rp, we have the following upper estimate:
D∗Λ(x¯, y¯|u¯)(u∗) ⊆{[
∇2yxL(x¯, y¯, u¯)a+∇xg(x¯, y¯)
⊤c
∇2yyL(x¯, y¯, u¯)a+∇yg(x¯, y¯)
⊤c
]∣∣∣∣∣∣(a,c) ∈℧(x¯, y¯, u¯,u∗)
}
.
(3.19)
Furthermore, Λ is Lipschitz-like around (x¯, y¯, u¯), provided we also have
(a,c) ∈℧(x¯, y¯, u¯,) =⇒{ ∇2yxL(x¯, y¯, u¯)a+∇xg(x¯, y¯)⊤c = ,
∇2yyL(x¯, y¯, u¯)a+∇yg(x¯, y¯)
⊤c = .
(3.20)
Proof. Observe that the set-valued mapping Λ can be written as
Λ(x,y) = {u ∈ Rp | ψ(x,y,u) ∈ Ξ}
with


ψ(x,y,u) :=
[
∇yL(x,y,u)
⊤,u⊤,−g(x,y)⊤
]
,
Ξ := {m}×Θ,
Θ := {(a,b) ∈R2p | a ≥ , b ≥ , a⊤b = } .
(3.21)
Let (x∗,y∗) ∈ D∗Λ(x¯, y¯|u¯)(u∗). Then, by the definition of the concept of coderivative
(2.6), (x∗,y∗,−u∗) ∈ Ngph Λ(x¯, y¯, u¯). Hence, it follows from Theorem 2.1 that there
exists a vector (a,b,c) ∈NΞ(ψ(x¯, y¯, u¯)) such that
x∗
y∗
−u∗
 = ∇ψ(x¯, y¯, u¯)⊤

a
b
c
=

∇2yxL(x¯, y¯, u¯)a−∇xg(x¯, y¯)
⊤c
∇2yyL(x¯, y¯, u¯)a−∇yg(x¯, y¯)
⊤c
∇yg(x¯, y¯)a+ b
 , (3.22)
provided that the counterpart of (2.3) holds at (x¯, y¯, u¯). For the latter requirement
and the finalization of the estimate in (3.23), note that
NΞ(ψ(x¯, y¯, u¯)) = R
m ×


u∗i =  ∀i ∈ ν
(u∗,v∗) ∈R2p : v∗i =  ∀i ∈ η
(u∗i < ∧ v
∗
i < ) ∨ u
∗
i v
∗
i =  ∀i ∈ θ

 .
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Combining this equality with (3.22), one can easily check that the counterpart of (2.3)
is satisfied under assumption (3.18). As for the Lipschitz-likeness of Λ around (x¯, y¯),
observe from the discussion above that
D∗Λ(x¯, y¯|u¯)() ⊆{[
∇2yxL(x¯, y¯, u¯)a+∇xg(x¯, y¯)
⊤c
∇2yyL(x¯, y¯, u¯)a+∇yg(x¯, y¯)
⊤c
]∣∣∣∣∣∣ (a,c) ∈℧(x¯, y¯, u¯,)
}
.
(3.23)
Hence, under (3.20), D∗Λ((x¯, y¯)|u¯)() = {}. This ensures that Λ is Lipschitz-like
around (x¯, y¯, u¯), based on the Mordukhovich coderivative criterion (2.16). 
Remark 3.3. The conclusions of Proposition 3.2 remain valid if the multipliers set
℧(x¯, y¯, u¯,u∗) in (3.17) is replaced by the following one:
℧(x¯, y¯, u¯,u∗) :=
{
(a,c)
∣∣∣∣∣∣ u
∗
ν +∇ygν(x,y)a= , cη = 
∀i ∈ θ : ci
(
u∗i +∇ygi(x,y)a
)
≥ 
}
. (3.24)
The implications in (3.18) and (3.20) correspond to M(or Mordukhovich)-type condi-
tions while (3.23) can be labeled as M-type estimate of the coderivative of Λ. Simi-
larly, with (3.24), we will respectively have C(or Clarke)-type conditions and a C-type
estimate for the coderivative of Λ. More details on constructions and vocabulary in
this vein can be found, for example, in [7, 8].
Next, we provide a simple, yet powerful relationship between the coderivatives of
S and Λ, that will allow the derivation of a complete estimate of the former based on
Proposition 3.2.
Proposition 3.4. Suppose that the functions f (x, .) and gi(x, .), i = 1, . . . ,p, are convex,
for all x ∈Rn, and the MFCQ holds at (x¯, y¯) ∈ gph S. Then for all y∗ ∈Rm,
D∗S(x¯|y¯)(y∗) ⊆
⋃
u∈Λ(x¯,y¯)
{x∗ ∈Rn| (x∗,−y∗) ∈D∗Λ(x¯, y¯|u)()} . (3.25)
If in addition, the set-valued mapping S is closed and Λ is Lipschitz-like around
(x¯, y¯,u), for all u ∈ Λ(x¯, y¯), then S is Lipschitz-like around (x¯, y¯).
Proof. Under the assumption that the functions f (x, .) and gi(x, .), i = 1, . . . ,p, are
convex, for all x ∈ Rn and the MFCQ holds at (x¯, y¯) ∈ gph S, it follows that near this
point, the optimal solution set-valued mapping can take the form
S(x) =Π1 ◦Q(x)
with
{
Π1(y,u) := y,
Q(x) := {(y,u)| u ∈Λ(x,y)} .
Observe from the definition of the set-valued map Q and the function Π1 that we
have ∇Π1(y,u)
⊤y∗ =
[
(y∗)⊤,⊤p
]⊤
and (y,u) ∈Q(x¯)∩Π−11 (y¯) if and only if u ∈ Λ(x¯, y¯).
The set-valued mapping Λ is closed, given that the functions f and g are assumed to
be continuously differentiable throughout the paper. Then applying the chain rule
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from Theorem 2.2 to the above expression of S,
D∗S(x¯|y¯)(y∗) ⊆
⋃
u∈Λ(x¯,y¯)
D∗Q(x¯|y¯,u)(y∗,), (3.26)
provided that the set-valued mapping M(x,y) := {(z,u)| (z,u) ∈Q(x), Π1(z,u) = y} is
locally bounded around (x¯, y¯). To show that this property actually holds, consider a
sequence (xk,yk , zk ,uk) ∈ gphM such that xk → x¯ and yk → y¯. Then, zk = yk and
∇yL(x
k,yk ,uk) = , uk ≥ , g(xk,yk) ≤ , (uk)⊤g(xk ,yk) = . (3.27)
Suppose that uk ≥ k for all k. Then, without loss of generality, we can find a sub-
sequence of {uk} with the same notation, provided there is no confusion such that
uk/‖uk‖ → u¯ and ‖u¯‖ = 1. Hence, dividing the corresponding terms in the system
(3.27) containing uk by ‖uk‖ and tending k to infinity, we arrive at
∇yg(x¯, y¯)
⊤u¯ = , u¯ ≥ , g(x¯, y¯) ≤ , u¯⊤g(x¯, y¯) = . (3.28)
Since the MFCQ is satisfied at (x¯, y¯), we must have u¯ = . Hence, contradicting the
assumption that the sequence {uk} is divergent. This confirms that the set-valued
mappingM above is locally bounded around (x¯, y¯). On the other hand, we have
D∗Q(x¯|y¯,u)(y∗,u∗) =
{
x∗| (x∗,−y∗,−u∗) ∈Ngph Q(x¯, y¯,u)
}
=
{
x∗| (x∗,−y∗,−u∗) ∈Ngph Λ(x¯, y¯,u)
}
= {x∗| (x∗,−y∗) ∈D∗Λ(x¯, y¯|u)(u∗)}
(3.29)
considering the fact that the graph of Q is the same as that of Λ. Combining the last
equality in (3.29) with inclusion (3.26), we have (3.25). As for the Lipschitz-like prop-
erty of S at (x¯, y¯), this is based on inclusion (3.25), while applying the coderivative
criterion (2.16), given that S is a closed set-valued mapping. 
Corollary 3.5. Suppose that the functions f (x, .) and gi(x, .), i = 1, . . . ,p, are convex,
for all x ∈Rn, the MFCQ holds at (x¯, y¯) ∈ gph S, and the qualification condition (3.18)
is satisfied at (x¯, y¯,u) for all u ∈ Λ(x¯, y¯). Then for all y∗ ∈ Rm,
D∗S(x¯|y¯)(y∗) ⊆
⋃
u∈Λ(x¯,y¯)
⋃
(a,c)∈℧(x¯,y¯,u,)
{
∇2xyL(x¯, y¯,u)
⊤a+∇xg(x¯, y¯)
⊤c
∣∣∣
y∗+∇2yyL(x¯, y¯,u)a+∇yg(x¯, y¯)
⊤c = 
}
.
If in addition, the qualification condition (3.20) holds at (x¯, y¯,u), for all u ∈ Λ(x¯, y¯),
then S is Lipschitz-like around (x¯, y¯).
Proof. Obviously follows from an application of Propositions 3.4 and 3.2. 
This estimate of the coderivative of S was obtained in [17, Theorem 4.3] using a
different approach. Also note that if the LICQ, the strict complementarity condition
(SCC) and the strong second order sufficient condition (SSOSC) are satisfied, then the
optimal solution set-valued mapping S (1.3) and the Lagrange multiplier mapping u
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(as a function of just x) are locally unique and based on the implicit function theorem,
their derivatives can be obtained from the system
∇2yyL(x¯, y¯, u¯) ∇yg1(x¯, y¯)
⊤ . . . ∇ygp(x¯, y¯)
⊤
u¯1∇yg1(x¯, y¯) g1(x¯, y¯) . . . O
...
...
. . .
u¯p∇ygp(x¯, y¯) O .. . gp(x¯, y¯)

[
∇s(x¯)
∇u(x¯)
]
=

∇2xxL(x¯, y¯, u¯)
u¯1∇xg1(x¯, y¯)
...
u¯p∇xgp(x¯, y¯)
 (3.30)
cf. [11, Chapter 3]. Under additional invertibility assumptions, complete expressions
of ∇s(x¯) can be written in terms of the problem data; see, e.g., [23, Chapter 7]. If the
SCC is dropped from the statement above, the best we can generally get is the locally
Lipschtz continuity of the optimal solution function s, which however remains locally
single-valued; see, e.g., [18], where the LICQ is further relaxed to assume that the
MFCQ holds together with the constant rank constraint qualification (CRCQ). Under
the latter class of assumptions, s is in fact a piecewise continuously differentiable
(PC1) function [6, Chapter 4]. Hence, its Clarke subdifferential can be obtained as
∂¯s(x¯) = co
{
si(x¯)| i s.t. x¯ ∈ cl int Supp
(
s, si
)}
, (3.31)
where cl int denotes the closure of the interior of Supp
(
s, si
)
:=
{
x| s(x) = si(x)
}
, cf.
[6, Chapter 4]. A more detailed expression of (3.31) in terms of the corresponding
problem data can be found in the latter reference. Further details on PC1 functions
can also be found in [22].
As for the mapping Λ, note that the formula in (3.30) leads to the Lagrange multi-
plier only as a function of x. We are not aware of any publication deriving differentia-
tion properties for this mapping as a “function” of both x and y. It is well-known that
Λ will be single-valued at any point (x¯, y¯) where the LICQ is satisfied. However we
limit our scope of analysis for this mapping to its coderivative and Lipschitz-likeness,
as discussed in Proposition 3.2. Locally unique, possibly differentiable or locally Lip-
schitz continuity counterparts of Λ (i.e., λ) will be studied in a future work. For the
results of Subsections 4.2 and 4.4, we assume that these properties can hold.
4. Generalized Hessian estimates for the optimal value function
4.1. Case where the feasible set is unperturbed. In this subsection, we assume that
the feasible set of problem (1.2) is independent of x. More precisely, for g : Rm→ Rp,
our attention here will be on the following function assumed to be finite-valued:
ϕ(x) :=min
y∈Y
f (x,y) with Y := {y ∈Rm| g(y) ≤ }. (4.1)
Theorem 4.1. Suppose that Y is a convex and compact set and let the function f be
concave-convex. Then for x ∈ ∂ϕ(x¯) and x∗ ∈Rn, we have (1.8).
Proof. Note that under the assumptions of the theorem, we have equality (3.5) from
Theorem 3.1. This equality can equivalently be written as ∂ϕ(x) = ∇xf ◦Ψ(x),where
Ψ(x) := {x} × S(x). Further observe that the set-valued map Ψ is closed, given that
the counterpart of S (1.3) for (4.1) can take the form S(x) := {y ∈ Y | f (x,y) = ϕ(x)},
and is thus closed as ϕ is locally Lipschitz continuous under the imposed continuous
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differentiability of the function f and compactness of the set Y . Also note that the
set-valued mappingM(x,z) := {(a,b)|a = x, b ∈ S(x), ∇xf (a,b) = z} is locally bounded
around (x¯,x), given thatM(X ×Z) ⊆ X ×Y, for some neighborhoods X and Z of x¯ and
x, respectively, with assumed X to be bounded. Hence, we have
∂2ϕ(x¯|x)(x∗) ⊆
⋃
y∈S(x¯): x=∇xf (x¯,y)
[
D∗Ψ(x¯|x¯,y)
([
∇2xxf (x¯,y)x
∗
∇2yxf (x¯,y)
⊤x∗
])]
(4.2)
from the chain rule in Theorem 2.2. Finally, for the right-hand-side of (4.2), it follows
that since S is closed as shown above, applying Theorem 2.3 toΨ leads to
D∗Ψ (x¯ |x¯,y )
([
∇2xxf (x¯,y)x
∗
∇2yxf (x¯,y)
⊤x∗
])
⊆ ∇2xxf (x¯,y)x
∗+D∗S(x¯|y)
(
∇2yxf (x¯,y)
⊤x∗
)
(4.3)
given that the corresponding counterpart of qualification condition (2.9) is automat-
ically satisfied, as  ∈ D∗S(x¯|y¯)() by the positive homogeneity of the coderivative
mapping. The proof is then completed by combining (4.2) and (4.3). 
Corollary 4.2. Let the assumptions of Theorem 4.1 hold. Furthermore, suppose that
for all y ∈ S(x¯) such that ∇xf (x¯,y) = x, the MFCQ holds at y and the matrix ∇
2
yxf (x¯,y)
is full rank. Then for x ∈ ∂ϕ(x¯) and x∗ ∈ Rn, it holds that
∂2ϕ(x¯|x)(x∗) ⊆
⋃
y∈S(x¯): x=∇xf (x¯,y)
⋃
u∈Λ(x¯,y)
⋃
(a,c)∈℧(x¯,y,u,)
{
∇2xxf (x¯,y)x
∗+∇2yxf (x¯,y)
⊤a
∣∣∣
∇2xyf (x¯,y)x
∗+∇2yyL(x¯,y,u)a+∇g(y)
⊤c = 
}
.
Next, we drop the concave-convex assumption made in Theorem 4.1. Then we have
the following result, where
Γ
◦(x¯,x) :=
{
(a,z) ∈Rn+1 ×
∏n+1
s=1 R
m
∣∣∣ a ≥ , ∑m+1s=1 as = 1,∑m+1
s=1 as∇xf (x¯, z
s) = x, z ∈
∏n+1
s=1 S(x¯)
}
and
∆
◦(x¯, zs) := {y ∈Rm| y ∈ S(x¯) : ∇xf (x¯,y) = ∇xf (x¯, z
s)} .
Theorem 4.3. Suppose that Y is a compact set and consider a point (x¯,x) such that
x ∈ ∂ϕ(x¯) and the implication∑m+1s=1 vs = , vs ∈ ⋃
y∈∆◦(x¯,zs)
D∗S (x¯|y)(), s = 1, . . . ,n+ 1

=⇒ v1 = . . .= vn+1 =  (4.4)
is satisfied at all (a,z) ∈ Γ◦(x¯,x). Then, for all x∗ ∈Rn, it holds that
∂2ϕ(x¯|x)(x∗) ⊆
⋃
(a,z)∈Γ◦(x¯|x)
{∑n+1
s=1
 ⋃
y∈∆◦(x¯,zs)
[
as∇
2
xxf (x¯,y)x
∗+D∗S(x¯|y)
(
as∇
2
xyf (x¯,y)x
∗
)]
}
.
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Proof. Let us first recall that under the compactness of Y and the continuously differ-
entiability of f , we have from (3.4) that ∂¯ϕ(x) = co ∇xf ◦Ψ(x)withΨ(x) := {x}×S(x).
Next, recall that Ψ is closed, following the discussion in the proof of Theorem 4.1.
Furthermore, one can easily check thatΨ is locally bounded around any point in Rn.
Now, consider a sequence {(ak, ck)} with ck ∈ ∇xf ◦Ψ(a
k) such that ak → a¯ and ck → c¯.
Obviously, we can find a sequence {bk} with bk ∈ Ψ(ak) such that ∇xf (b
k) = ck for
all k. By the local boundedness of Ψ, {bk} admits a convergent subsequence that we
denote similarly, provided there is no confusion. By the closedness of Ψ, we have
bk → b¯ ∈Ψ(a¯), for some b¯ ∈Rn+m. Additionally, note that ∇xf (b¯) = c¯, as f is assumed
to be continuously differentiable throughout this paper. Thus c¯ ∈ ∇xf ◦Ψ(a¯); con-
firming that ∇xf ◦Ψ is a closed set-valued mapping. Next, we consider a sequence
xk → x¯ and any sequence zk ∈ ∇xf ◦Ψ(xk). Then, we can find a sequence {yk} such
that yk ∈ S(xk) and zk = ∇xf (x
k,yk). By definition of the counterpart of S (1.3) for
(4.1), it follows that yk ∈ Y for all k. Hence, as Y is compact, it follows from the
well-known Bolzano-Weierstrass Theorem that {yk} has a convergent subsequence,
that we denote similarly, provided there is no confusion. Let y¯ be the limit of this
subsequence. Then, we have y¯ ∈ S(x¯), given that S is closed as shown in Theorem
4.1. Subsequently, as f is continuously differentiable, the sequence {zk} converges to
∇xf (x¯, y¯). This shows that ∇xf ◦Ψ is locally bounded around x¯. It then follows from
Proposition 2.4 that if the counterpart of (2.9) for the mapping in (3.4) holds at all
(a,b) ∈ Γ(x¯,x), it holds that
∂2ϕ(x¯|x)(x∗) ⊆
⋃
(a,b)∈Γ(x¯|x)
n+1∑
s=1
D∗ (∇xf ◦Ψ)(x¯|bs)(asx
∗)
 . (4.5)
Note that the mapping Γ in (4.5) corresponds to the counterpart of (2.12) for the
convex hull set-valued mapping in (3.4). (4.5) leads to the estimate in the theorem,
considering inclusions (4.2) and (4.3) and the fact that (a,b) ∈ Γ(x¯,x) if and only if
∃z s.t. (a,z) ∈ Γ◦(x¯,x) with b =
[
∇xf (x¯, z
1)⊤, . . . ,∇xf (x¯, z
n+1)⊤
]⊤
.
Finally, observe that (4.4) is a sufficient condition for the counterpart of qualification
condition (2.9) for (3.4) to hold. 
Observe that based on the coderivative criterion (2.16), the qualification condition
(4.4) is automatically satisfied if S is Lipschitz-like around (x¯,y) for all y ∈ ∆(x¯, zs),
(a,z) ∈ Γ◦(x¯,x). Also, it is clear that the estimate of generalized Hessian of ϕ obtained
in Theorem 4.1 is much tighter than the one derived in Theorem 4.3.
4.2. Single-valued optimal solution and multipliers maps. We assume throughout
this subsection that the optimal solution mapping S (1.3) and the Lagrange multipli-
ers mapping Λ (1.5) are all single-valued. Before we move to the general case, note
that if s is single-valued in (4.1), we can get the following result, where the concave-
convexity of f or the qualification condition (4.4) are not necessary.
Theorem 4.4. Consider the optimal value function ϕ (4.1) and let the corresponding
optimal solution map S (1.3) be single-valued (i.e., S := s) and Lipschitz continuous
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around x¯, where s(x¯) = y¯. Then,
∂2ϕ(x¯)(x∗) ⊆ ∇2xxf (x¯, y¯)x
∗+∂
〈
∇2xyf (x¯, y¯)x
∗, s
〉
(x¯). (4.6)
Proof. Consider the function ψ : Rn → Rn+m defined by ψ(x) := (x⊤, s(x)⊤)⊤. Then
∂ϕ(x) := ∇xf ◦ψ(x) and we can check that
∂2ϕ(x¯)(x∗) ⊆ ∂
〈[
∇2xxf (x¯, y¯)x
∗
∇2xyf (x¯, y¯)x
∗
]
, ψ
〉
(x¯)
⊆ ∇2xxf (x¯, y¯)x
∗+∂
〈
∇2xyf (x¯, y¯)x
∗, s
〉
(x¯),
while respectively using the chain and product rules in Theorems 2.2 and 2.3. 
Obviously, if s is single-valued and continuously differentiable at x¯, we get the
equality in (1.7). Also, it can be useful to observe that (1.6) provides an upper bound
for the generalized Hessian of ϕ which is looser than the one in (4.6); cf. (2.5). Next,
we show that under additional assumptions, inclusion (1.9) is valid in the case where
the constraint function g effectively depends on both x and y.
Theorem 4.5. Consider ϕ (1.2) and suppose that gph K is compact and the MFCQ
holds at (x¯,y), for all y ∈ S(x¯). Further assume that the mappings S and Λ are single-
valued (i.e., S := s and Λ := λ) and Lipschitz continuous around x¯ and (x¯, y¯), respec-
tively, with y¯ = s(x¯) and u¯ = λ(x¯, y¯). Then, we have inclusion (1.9).
Proof. It is clear that with gph K compact and the MFCQ satisfied at (x¯,y), for all
y ∈ S(x¯), we have from [12] that
∂¯ϕ(x) ⊆ co
⋃
y∈S(x)
⋃
u∈Λ(x,y)
{
∇xf (x,y) +∇xg(x,y)
⊤u
}
(4.7)
holds near x¯. S and Λ being both single-valued around x¯ and (x¯, y¯), respectively,
it follows from inclusion (4.7) that we have ∂ϕ(x) = ∇xL ◦ φ ◦ ψ(x) with ψ and φ
respectively defined by φ(a,b) := [a⊤,b⊤,λ(a,b)⊤]⊤ and ψ(x) := [x⊤, s(x)⊤]⊤. Hence,
∂2ϕ(x¯|x)(x∗) = ∂〈x∗,∇xL ◦φ ◦ψ〉(x¯) (4.8)
⊆ ∂〈∇(∇xL)(φ ◦ψ(x¯))
⊤x∗, φ ◦ψ〉(x¯) (4.9)
⊆
⋃
y∗∈∂〈∇(∇xL)(φ◦ψ(x¯))⊤x∗, φ〉(ψ(x¯))
∂〈y∗,ψ〉(x¯) (4.10)
since the function ∇xL is differentiable and φ and ψ are Lipschitz continuous around
ψ(x¯) and x¯, respectively. One can easily observe that (4.9)–(4.10) result from the
chain rule in Theorem 2.2. It now remains to evaluate the subdifferentials involved
in (4.10). In fact, we can easily check that the following equalities hold:
∇(∇xL)(φ ◦ψ(x¯))
⊤x∗ =

∇2xxL(x¯, s(x¯),λ(x¯, s(x¯)))x
∗
∇2xyL(x¯, s(x¯),λ(x¯, s(x¯)))x
∗
∇xg(x¯, s(x¯))x
∗
 , (4.11)
∂〈ζ∗,φ〉(a,b) =
[
ζ∗xζ
∗
y
]
+∂〈ζ∗u ,λ〉(a,b), (4.12)
∂〈ζ∗,ψ〉(x¯) = ζ∗x +∂〈ζ
∗
y , s〉(x¯). (4.13)
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It then follows from (4.11) and (4.12) that we have
y∗ ∈ ∂
〈
∇(∇xL)(φ ◦ψ(x¯))
⊤x∗, φ
〉
(ψ(x¯))
⇐⇒

 y∗ =
[
∇2xxL(x¯, s(x¯),λ(x¯, s(x¯)))x
∗
∇2xyL(x¯, s(x¯),λ(x¯, s(x¯)))x
∗
]
+ ζ∗
with ζ∗ ∈ ∂〈∇xg(x¯, s(x¯))x
∗, λ〉(x¯, y¯).
Substituting this, together with (4.13), in (4.10), we arrive at inclusion (1.9). 
If in addition to the assumptions made Theorem 4.5, we suppose that the functions
s and λ are differentiable at x¯ and (x¯, y¯), respectively, then we have equality (1.10).
4.3. Single-valued optimal solutionmap. We assume here that the optimal solution
mapping S (1.3) is single-valued; i.e., S := s. On the other hand, we let Λ (1.5) be set-
valued. We can then estimate the generalized Hessian of ϕ (1.2) as follows.
Theorem 4.6. Suppose that gph K := {(x,y) ∈Rn+m| g(x,y) ≤ } is compact and S is
singled-valued (i.e., S := s) and Lipschitz continuous around x¯. Further assume that
the MFCQ holds at (x¯, y¯) with y¯ = s(x¯) and the qualification condition
−a∗ ∈ ∂〈b∗, s〉(x¯)
(a∗,b∗) ∈D∗Λ(x¯, y¯|u)()
}
=⇒{ a∗ = 
b∗ = 
(4.14)
holds at (x¯, y¯,u)with y¯ = s(x¯) for any u ∈ Λ(x¯, y¯). Then, for x ∈ ∂ϕ(x¯) and any x∗ ∈Rn,
we have the following estimate for the second order subdifferential of ϕ:
∂2ϕ(x¯|x)(x∗) ⊆
⋃
u∈Λ(x¯,y¯)
⋃
(ζ∗x ,ζ
∗
y)∈D∗Λ(x¯,y¯|u)(∇xg(x¯,y¯)x∗)
[
∇2xxL(x¯, y¯,u)x
∗+ ζ∗x
+ ∂
〈
ζ∗y +∇
2
xyL(x¯, y¯,u)x
∗, s
〉
(x¯)
]
. (4.15)
Proof. Obviously, under the assumptions made, we equality (3.6), which can be rewrit-
ten as ∂ϕ(x) = ∇xL ◦Φ ◦ψ(x) with ψ(x) := [x
⊤, s(x)⊤]⊤ and Φ(a,b) := {(a,b)}×Λ(a,b).
Consider the set-valued mappingM(x,z) := {(a,b,c) ∈Φ ◦ψ(x)| ∇xL(a,b,c) = z} and a
sequence {(xk, zk ,ak ,bk , ck)} with (ak ,bk , ck) ∈M(xk, zk). Then by definition,
ak = xk , bk = s(xk), zk = ∇xL(a
k,bk , ck),
∇yL(a
k,bk , ck) = , ck ≥ , g(ak ,bk) ≤ , g(ak ,bk)⊤ck = .
(4.16)
Suppose that xk → x¯, zk → x and ‖ck‖ ≥ k for all k ∈N. Then bk → s(x¯), given that s
is assumed to be locally Lipschitz continuous around x¯. We can find a subsequence
of {ck}, with the same notation, provided there is no confusion, such that ck/‖ck‖ con-
verges to some c¯ with ‖c¯‖ = 1. Inserting this subsequence in the second line of (4.16)
and dividing the terms containing ck by its norm, we arrive at (3.28) for the point
(x¯, y¯, c¯), as k→∞. Given that the MFCQ holds at (x¯, y¯), it follows that we must have
c¯ = . This contradicts the hypothesis that ‖ck‖ ≥ k for all k ∈N. Hence,M is is locally
bounded around (x¯,x). Therefore, by the chain rule in Theorem 2.2,
∂2ϕ(x¯|x)(x∗) ⊆
⋃
(a,b,u)∈Φ◦ψ(x¯)
x=∇xL(a,b,u)
[
D∗(Φ ◦ψ)(x¯|a,b,u)
(
∇(∇xL)(a,b,u)
⊤x∗
)]
(4.17)
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given that Φ ◦ψ is closed, as s is locally Lipschitz continuity around x¯ and the func-
tions f and g are continuously differentiable. Next, note that the set-valued mapping
defined by M◦(x,z) := {(a,b)| (a,b) = ψ(x), z ∈Φ(a,b)} is locally bounded around all
the points (x¯, z¯) with z¯ ∈Φ ◦ψ(x¯) and ∇xL(z¯) = x, given that s is Lipschitz continuous
around x¯ and for some neighborhoods X, A, B, C of x¯, a¯, b¯, and c¯, respectively, with
X being a bounded set while A is a compact set, we have
M(D) =
⋃
(x,a,b,c)∈D
{(α,β)|α = a = x,β = b = s(x), c ∈Λ(x,s(x)} ⊆ X × s(X),
where D := X ×A × B ×C. From the product rule in Theorem 2.3, it follows that for
any z∗ = (x∗,y∗,u∗) and some u¯ ∈Λ(a,b) such that z¯ = (a,b, u¯), we have
D∗Φ(a,b|z¯)(z∗) ⊆
[
x∗
y∗
]
+D∗Λ(a,b|u¯)(u∗), (4.18)
given that the counterpart of (2.9) is automatically satisfied. This obviously leads to
D∗Φ(a,b|z¯)() ⊆D∗Λ(a,b|u¯)(). Then considering the fact that
Ker D∗ψ(x¯|a,b) := {(a∗,b∗)| ∈ ∂〈(a∗,b∗),ψ〉(x¯)}= {(a∗,b∗)| − a∗ ∈ ∂〈b∗, s〉(x¯)} ,
it is clear that (4.14) is sufficient for D∗Φ(a,b|z¯)() ∩ Ker D∗ψ(x¯|a,b) = {} to hold.
Hence, from Theorem 2.2, take any (a,b,u) ∈ Φ ◦ψ(x¯) such that x = ∇xL(a,b,u),
D∗(Φ ◦ψ)(x¯|a,b,c)(∇(∇xL)(a,b,c)
⊤x∗)
⊆
⋃
ζ∗∈D∗Φ(x¯,y¯|x¯,y¯,u)(∇(∇xL)(x¯,y¯,u)⊤x∗)
∂
〈
ζ∗, ψ
〉
(x¯), (4.19)
given that (a,b,u) ∈ Φ ◦ ψ(x¯) is equivalent to a = x¯, b = y¯ and u ∈ Λ(x¯, y¯). Clearly,
since ∂〈(a∗,b∗),ψ〉(x¯) = a∗+∂〈b∗, s〉(x¯),we have (4.15) from a combination of inclusions
(4.17), (4.18), and (4.19). 
The result of this theorem is clearly an extension of Theorem 4.5, as both estimates
will coincide if Λ is locally single-valued and Lipschitz continuous. Note that the
latter property ensures that qualification condition (4.14) automatically holds.
Corollary 4.7. Let all the assumptions of Theorem 4.6 hold and suppose that (3.18)
is satisfied at (x¯, y¯,u) for all u ∈ Λ(x¯, y¯)with y¯ = s(x¯). Then, for x ∈ ∂ϕ(x¯) and x∗ ∈Rn,
∂2ϕ(x¯|x)(x∗) ⊆
⋃
u∈Λ(x¯,y¯)
⋃
(a,c)∈℧(x¯,y¯,u,∇xg(x¯,y¯)x∗)[
∇2xxL(x¯, y¯,u)x
∗+∇2yxL(x¯, y¯,u)a+∇xg(x¯, y¯)
⊤c
+∂
〈
∇2xyL(x¯, y¯,u)x
∗+∇2yyL(x¯, y¯,u)a+∇yg(x¯, y¯)
⊤c, s
〉
(x¯)
]
.
4.4. Single-valued Lagrange multipliers map. In this subsection, we suppose that
the Lagrange multipliers set-valued mapping Λ is single-valued; i.e., Λ := λ.
Theorem 4.8. Suppose that gph K is compact and the LICQ holds at (x¯,y) for all
y ∈ S(x¯). Further assume that Λ is singled-valued and Lipschitz continuous around
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(x¯,y) with u = λ(x¯,y) for all y ∈ S(x¯) such that ∇xL(x¯,y,u) = x. If S is closed and
locally bounded around x¯ and problem (1.1) is concave-convex, then for x∗ ∈Rn,
∂2ϕ(x¯|x)(x∗) ⊆
⋃
y∈S(x¯): ∇xL(x¯,y,u)=x
⋃
(ζ∗x ,ζ
∗
y)∈∂〈∇xg(x¯,y)x∗, λ〉(x¯,y)
[
∇2xxL(x¯,y,u)x
∗+ ζ∗x
+ D∗S(x¯|y)
(
ζ∗y +∇
2
xyL(x¯,y,u)x
∗
)]
. (4.20)
Proof. Under the assumptions made, (3.8) holds. Hence, ∂ϕ(x) = ∇xL ◦φ ◦Ψ(x) with
φ(a,b) := [a⊤,b⊤,λ(a,b)⊤]⊤ and Ψ(x) := {x}× S(x). For some neighborhoods X, U , V ,
W of x¯, u¯, v¯, and w¯, respectively, with X chosen such that it is bounded and S(X) ⊆ Y ,
Y being a bounded set being (this is possible considering the local boundedness of S
around x¯). We have can easily check that M(X ×U ×V ×W ) ⊆ X × S(X). Hence the
mapping M(x,z) := {(a,b) ∈Ψ(x)| ∇xL ◦φ(a,b) = z} is locally bounded around (x¯|x).
Then since ∇xL ◦φ is single-valued and locally Lipschitz continuous around x¯ andΨ
closed, as S is closed, it follows from Theorem 2.2 that
∂2ϕ(x¯|x)(x∗) ⊆
⋃
y∈S(x¯), ∇xL◦φ(x¯,y)=x
D∗Ψ(x¯|x¯,y) ◦∂
〈
x∗,∇xL ◦φ
〉
(x¯,y)
⊆
⋃
y∈S(x¯): ∇xL◦φ(x¯,y)=x
D∗Ψ(x¯|x¯,y) ◦∂
〈
∇(∇xL)(φ(x¯,y))
⊤x∗,φ
〉
(x¯,y).
Subsequently, by considering the estimate of the coderivative of φ and the one of Ψ
from (4.3) in the current context, we have inclusion (4.20). 
Corollary 4.9. Let the assumptions of Theorem 4.8 be satisfied and suppose that
the qualification condition (3.18) is satisfied at (x¯,y,u) for all y ∈ S(x¯) such that
∇xL(x¯,y,u) = x and u = λ(x¯, y¯). Then for x
∗ ∈Rn, it holds that
∂2ϕ(x¯|x)(x∗) ⊆
⋃
y∈S(x¯): ∇xL(x¯,y,u)=x
⋃
(ζ∗x ,ζ
∗
y)∈∂〈∇xg(x¯,y)x∗, λ〉(x¯,y)
⋃
(a,c)∈℧(x¯,y,u,){
ζ∗x +∇
2
xxL(x¯,y,u)x
∗+∇2xyL(x¯,y,u)
⊤a+∇xg(x¯,y)
⊤c
∣∣∣
ζ∗y +∇
2
xyL(x¯,y,u)x
∗+∇2yyL(x¯,y,u)a+∇yg(x¯,y)
⊤c = 
}
.
Similarly to Theorem 4.3, we now drop the concave-convex assumption made in
Theorem 4.8. Then we have the following result, where
Γ
λ(x¯,x) :=
{
(a,z,w) ∈ Rn+1 ×
∏n+1
s=1 R
m ×
∏n+1
s=1 R
p
∣∣∣ a ≥ , ∑n+1s=1 as = 1,∑n+1
s=1 as∇xL(x¯, z
s,ws) = x, z ∈
∏n+1
s=1 S(x¯), w ∈
∏n+1
s=1 {λ(x¯, z
s)}
}
and
∆
λ(x¯, zs,ws) :=
{
(y,u)| y ∈ S(x¯), u = λ(x¯,y), ∇xL(x¯,y,u) = ∇xL(x¯, z
s,ws)
}
.
Theorem 4.10. Suppose that gph K is compact and the LICQ holds at all (x,y) on
the graph of S. Further assume that Λ is singled-valued and Lipschitz continuous
around (x¯,y) with u = λ(x¯,y) for all y ∈ S(x¯) such that ∇xL(x¯,y,u) = x. If S is closed
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and locally bounded around x¯ and the qualification condition∑m+1s=1 vs = , vs ∈ ⋃
y∈∆(x¯,zs ,ws)
D∗S (x¯|y)(), s = 1, . . . ,n+ 1

=⇒ v1 = . . . = vn+1 =  (4.21)
holds at all (a,z,w) ∈ Γλ(x¯,x), where x ∈ ϕ(x¯). Then, for all x∗ ∈ Rn, it holds that
ϕ2(x¯|x)(x∗) ⊆
⋃
(a,z,w)∈Γλ(x¯,x)
{
n+1∑
s=1
 ⋃
(y,u)∈∆λ(x¯,zs ,ws)
⋃
(ζ∗x,ζ
∗
y)∈ as∂〈∇xg(x¯,y)x∗ , λ〉(x¯,y)
[
as∇
2
xxL(x¯,y,u)x
∗+ ζ∗x+D
∗S(x¯|y)
(
ζ∗y + as∇
2
xyL(x¯,y,u)x
∗
)] 
}
.
Proof. Based on the compactness of gph K , the closedness of S and the Bolzano-
Weierstrass Theorem we can easily show that ∇xL◦φ◦Ψ is closed and locally bounded
around x¯, thanks to the locally Lipschitz continuity of φ. The rest of the proof follows
the steps of that of Theorem 4.3. 
5. Applications to linear programming
5.1. LHS perturbation. Consider the following optimal value function with left-
hand-side (LHS) perturbation:
ϕ(x) :=min
y
{x⊤y| Ay ≤ b}.
Suppose that Y := {y| Ay ≤ b} is compact and the matrix A is full rank. For a couple
(x¯,x), we have x ∈ ϕ(x) if and only if x ∈ S(x). We also have u¯ = λ(x¯,x), as A is
full rank. For (x¯,x, u¯), consider the definitions of ν, η, and θ given in (3.16) for the
constraint set Y , and introduce the corresponding set
Ξ(A) :=
{
(a,c)|Aνa = , cη = , ∀i ∈ θ : (Aia > ∧ ci > ) ∨ ci (Aia) = 
}
.
Further note that the qualification condition (3.18) holds at the point (x¯,x, u¯), as A
has full rank. It therefore follows from Corollary 4.2 that
∂2ϕ(x¯|x)(x∗) ⊆
{
a| (a,c) ∈ Ξ(A), A⊤c+ x∗ = 
}
.
5.2. LHS and RHS perturbations. Here, we consider the following optimal value
function with both left-hand-side (LHS) and right-hand-side (RHS) perturbations:
ϕ(x) :=min
y
{x⊤y| Ay ≤ x}.
Suppose that the set {(x,y)| Ay ≤ x} is compact and the matrix A is full rank. For a
couple (x¯,x) such that x ∈ ϕ(x), take y ∈ S(x). Then, as in the previous case, introduce
ν, η, and θ at the point (x¯,y,u). Then, at this point, we consider the set Ξ(A) defined
as in the previous subsection. It follows from Corollary 4.9 that
∂2ϕ(x¯|x)(x∗) ⊆
⋃
(y,u)∈Ω(x¯,x)
⋃
(ζ∗x ,ζ
∗
y)∈∂〈−x∗, λ〉(x¯,y)
⋃
(a,c)∈Ξ(A)
{
ζ∗x − c| ζ
∗
y +A
⊤c = 
}
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given that as A has full rank, the qualification condition (3.18) holds at any point
(x¯,y,u) with (y,u) ∈Ω(x¯,x) := {(y,u)| y ∈ S(x¯), u = λ(x¯,y) = −x}.
6. Conclusions and future work
We have provided estimates for the generalized Hessian/second order subdifferen-
tial (1.4) of the optimal value (1.2) for the parametric optimization (1.1). The focus
here was on four scenarios: (a) the case where the feasible set of problem (1.1) is inde-
pendent of the parameter x (cf. Subsection 4.1); (b) the optimal solution S (1.3) and
Lagrange multipliers mappings Λ (1.5) are single-valued (cf. Subsection 4.2); (c) S is
single-valued andΛ is set-valued (cf. Subsection 4.3) and ; (d) S is set-valued andΛ is
single-valued (cf. Subsection 4.4). From the exposition done in this paper, it is clear
that there are still at least two gaps in the literature that need to be filled. The first
one is a detailed study on conditions tailored to the Lagrange multipliers mapping Λ
to ensure that it is locally single-valued and Lipschitz continuous, as a “function” of
(x,y). Note that it is obvious that this mapping can be written as
Λ(x,y) := {u ∈Rp |  ∈ ψ(x,y,u) +Φ(u)} ,
where the function ψ and the set-valued mapping Φ are respectively defined by
ψ(x,y,u) := −
[
∇yL(x,y,u)
⊤,g(x,y)⊤
]⊤
and Φ(u) := {m}×NRp+
(u). Many papers have
been devoted to conditions ensuring that general mappings of the above form are
locally single-valued and Lipschitz continuous; see, e.g., [10, 19]. As for the appli-
cations of such results to problems of the form (1.1), focus has mostly been on the
deriving conditions where the Lagrange multipliers (and also the optimal solution)
mapping is locally single-valued and Lipschitz continuous, as a “function” of x and
not necessarily of (x,y), as needed in the context of this paper. We have provided an
estimate of the coderivative of Λ in this paper, deduce conditions ensuring that it is
Lipschitz-like, and also establish a nice relationship between the latter properties for
Λ and those of the optimal solution mapping S (1.3); cf. Section 3.
Another open question from the work in this paper is how to derive estimates for
the generalized Hessian of ϕ in the case where both S andΛ are set-valued mappings.
In this case, it is well-known that the subdifferential of ϕ can be estimated as in (4.7).
If additionally, problem (1.1) is concave-convex, then proceeding as in the case of
Theorem 3.1(iii), it should be possible to prove that the convex hull operator can be
dropped from (4.7). But the question is whether we can have equalities in the latter
inclusions. If (4.7) holds as equality in some neighborhood of x¯, where we are able
to drop the convex hull operator, then under appropriate extensions of the results in
this paper, it should be possible to prove that
∂2ϕ(x¯|x)(x∗) ⊆
⋃
(y,u)∈∆(x¯,x)
⋃
(ζ∗x ,ζ
∗
y)∈D∗Λ(x¯,y|u)(∇xg(x¯,y)x∗)[
ζ∗x+∇
2
xxL(x¯,y,u)x
∗+D∗S(x¯|y)
(
ζ∗y +∇
2
xyL(x¯,y,u)x
∗
)]
with∆(x¯,x) := {(y,u) ∈Rm ×Rp| y ∈ S(x¯), u ∈ Λ(x¯,y), x = ∇xL(x¯,y,u)}. The aforemen-
tioned points will be explored more carefully in future works.
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