The third-generation long reads sequencing technologies, such as PacBio and Nanopore, have great advantages over second-generation Illumina sequencing in de novo assembly studies. However, due to the inherent low base accuracy, third-generation sequencing data cannot be used for k-mer counting and estimating genomic profile based on k-mer frequencies. Thus, in current genome projects, second-generation data is also necessary for accurately determining genome size and other genomic characteristics. We show that corrected third-generation data can be used to count k-mer frequencies and estimate genome size reliably, in replacement of using second-generation data. Therefore, future genome projects can depend on only one sequencing technology to finish both assembly and k-mer analysis, which will largely decrease sequencing cost in both time and money. Moreover, we present a fast light-weight tool kmerfreq and use it to perform all the k-mer counting tasks in this work. We have demonstrated that corrected third-generation sequencing data can be used to estimate genome size and developed a new open-source C/C++ k-mer counting tool, kmerfreq, which is freely available at https://github.com/fanagislab/kmerfreq. Naive method directly uses total number of k-mers divided by the major peak value in the k-mer frequency curve.
In recent years, third-generation sequencing (TGS) technologies, such as Pacific Biosciences (PacBio), have become dominant in de novo assembly of large genomes. TGS is typically known as real-time single-molecule sequencing, which uses native DNA fragments to sequence instead of template amplification, avoiding copying errors, sequence-dependent biases and information losses (1) . The development of TGS assembly algorithms is also blooming, and several TGS assembly tools such as HGAP (2) , Canu(3), Falcon(4), Miniasm (5) , MECAT (6) , wtdbg2 (7) and Flye (8) , have become mature and been widely adopted. Utilizing advantages of even genomic coverage and ultra-long read length, continuity of TGS assembly has surpassed any sequencing technology developed before.
Although assembly quality has been largely improved with TGS, until now, there is no assembler that can generate complete genome for large plant or animal genomes with complex structure, and most genome projects still need to perform an assembly-independent estimation of genomic characteristics based on k-mer frequencies. With k-mer frequencies counted from raw reads, probability models can be built to estimate genome size, repeat content, and heterozygous rate (9, 10) . In addition, it has been reported that accuracy of this method is higher than that of traditional golden standard with DNA flow cytometry (11) , making it a necessary and valuable analysis in de novo genome studies.
However, due to inherent low base accuracy (2, 12, 13) , TGS data cannot be used for k-mer counting and estimating genomic profile based on k-mer frequencies. In fact, k-mer related analysis has always been dominated by second-generation sequencing (SGS) data, especially Illumina. Thus, in current genome projects, SGS data is also necessary for accurately estimating genome size and other genomic characteristics, increasing cost of both time and money. Even though raw TGS reads have much lower base accuracy than Illumina raw reads, the accuracy of TGS reads could be significantly improved by error correction, utilizing the multiplicity and consensus information in TGS data (14) .
Here, we propose a k-mer frequency based genome size estimation method with corrected TGS reads, in replacement of using SGS reads traditionally. To confirm the feasibility, we tested this method on both simulated and real data. Moreover, we present a light-weight k-mer counting program, kmerfreq, to facilitate k-mer counting in this work.
Methods and Results
Overview and working principle of kmerfreq k-mer counting that aims to determine the frequency of k-length substrings (k-mers) in the sequencing data, is a basic tool for k-mer frequency based estimation and also a frequent job in many bioinformatics applications. There are several available tools, which can be classified into 4 major types by underlying algorithms, including hash table, sorting, burst tries and enhanced suffix array (15) . Although the efficiency of recently published tools such as KMC3 have been largely improved, counting k-mers from large amount of reads data is still not a trivial task. For genomic characteristics estimation, de novo genome studies often use smaller k-mer size, mostly 17. One reason is that the total k-mer space (4 17 =16 G) is enough larger than the genome size of most common genomes and thus has the ability to store all the k-mers derived from the genomes; Another reason is that using a larger k-mer size will result in more erroneous k-mers caused by sequencing errors and then decrease efficiency of this method. In other words, the higher error rate in the sequencing data, the smaller k-mer size should be used. For this purpose, we developed a fast light-weight tool, kmerfreq, to perform k-mer counting specialized for smaller k-mer sizes (< 19), and use it to count all the k-mer frequencies shown in this work. kmerfreq operates with a fixed memory size in parallel computational mode. It adopts a dynamic array to store the frequency value of all potential k-mers with size k, using two-bytes to store each frequency value, and taking the k-mer bit-value converted from the k-mer sequence as index of the frequency array, so the total memory usage is 2´4 k bytes. It uses the main thread to load data from disk into memory, and multiple children threads to count k-mers frequency with lock-free CAS (compare and swap) operations simultaneously. Moreover, the k-mer chopping and bit-value converting method are also optimized by exploiting the property that two successive k-mers share a (k -1) bases to enhance speed efficiency.
We compared the performance of kmerfreq with other published tools at k-mer size 17, using 30 X (90 G) human Illumina data simulated by pIRS (16) . kmerfreq uses moderate 32 G memory, and its speed is much higher than most published tools and commensurate with that of KMC3 (17) , which has been the fastest k-mer counting tool available (Table 1 and Supplementary Table 1 ). It is worth to note that kmerfreq does not utilize disk to process temporary results and do not output any middle result into disk. As a result, it has higher disk efficiency than KMC3 and other tools, and is more convenient for users.
Genome size estimation for synthetic datasets
The distribution of k-mer frequencies is highly influenced by the level of sequencing errors. As we known, there is a huge gap between accuracy level of TGS and SGS data, and it is not sure what level of base accuracy could be suitable for k-mer frequency based estimation. Theoretically, if signal-tonoise ratio is high enough, i.e. if peaks that formed by random sampling of genomic k-mers could be clearly observed from k-mer frequency curve, then k-mer frequency based estimations would work. To evaluate, we simulated a set of human PacBio data with gradient accuracy by PBSIM (18) and counted k-mer frequencies (k = 17) independently. From the distribution curves ( Fig. 1a ), we can infer, when base accuracy level is higher than 96%, sequencing data could be potentially used for k-mer frequency based estimations. Further analysis confirmed this hypothesis and showed that the higher base accuracy, the more accurate genome size estimation (Supplementary Table 2 ). Furthermore, we also confirmed that PacBio circular consensus sequencing (CCS) reads with over 99% average base accuracy can be used to estimate genome size with high accuracy ( Supplementary Fig. 1 , Supplementary Table 2 and 6).
On the contrary, current TGS data only has 85% base accuracy, and error correction that aims to increase accuracy level must be performed, in order to use TGS data for k-mer frequency based estimations.
Luckily, there are already several available tools for TGS error correction, such as the built-in tool in Canu package (3) .
Firstly, we applied this method to simulated data of 9 model species, including 1 bacterium (Escherichia coli), 1 fungus (Saccharomyces cerevisiae), 5 animals (Caenorhabditis elegans, Drosophila melanogaster, Danio rerio, Gallus Gallus, Homo sapiens), and 2 plants (Arabidopsis thaliana, Oryza sativa) (Supplementary Table 3 ). Considering no heterozygosity, Illumina data were simulated by pIRS, PacBio data were simulated by PBSIM ( Supplementary Table 4 ), and corrected PacBio data were generated by a built-in tool in Canu. On distribution curves of k-mer frequency, there is no obvious peak for raw PacBio data, in contrast, clear peaks could be observed for corrected PacBio data, similar to that of Illumina data ( Fig. 1b and Supplementary Fig. 2 ). Genome size estimations with GCE method(9) and a naive method that directly uses total k-mer individuals divided by the major peak value, both produced highly accurate genome sizes, almost all with error rate less than 3%, and the difference between using corrected PacBio and Illumina data is also less than 3% (Supplementary Table   5 ), suggesting that this method is highly accurate for simulated data.
Genome size estimation for genuine datasets
Next, we extended this method to real sequencing data of 11 Table 6 and 7). Besides sequencing errors, real sequencing data also has heterozygosity and coverage bias problems, which complicated kmer frequency curves. As expected, all curves of PacBio data do not show any peak, while corrected PacBio curves show similar peaks to that of Illumina data ( Fig. 1c and Supplementary Fig. 3 ). However, there is a bigger difference on the curve shapes for real data than simulated data. Genome size estimations with naive and GCE method also showed larger difference between using corrected PacBio and Illumina data, but for most genomes corrected PacBio data can produce reliable genome size estimations ( Supplementary Table 8 ), except for some genomes with extremely complex structure, such as Durio zibethinus and Mikania micrantha, due to high heterozygous rate, suggesting that this method is also feasible for real sequencing data of most species.
Discussion
The cost and throughput of TGS technologies have been dramatically improved (19) , approaching to that of SGS technologies. Thus, large-scale replacement of SGS with TGS occurs in most bioinformatics applications, especially in de novo genome studies. Although assembly continuity has been greatly enhanced with TGS data, k-mer frequency based estimations can still provide a beneficial supplementary information for genome profile. Here, we only tested with PacBio technology, but there should be no problem to extend the method to Oxford Nanopore Technologies (ONT) or other TGS technologies. The key and speed-limited step is error correction of TGS data, however, this situation may be changed by the endeavor to increase base accuracy of TGS, such as CCS achieved by Sequel System 6.0, and ONT R10 with a longer barrel and dual reader head. With increased base accuracy of raw data, it will become easier for error correction of TGS data, making k-mer frequency based estimation more practicable and accurate in the near future.
Conclusion
We proposed and demonstrated that corrected TGS data can be applied for k-mer counting and genomic profile estimation, in replacement of using SGS data traditionally. Therefore, future genome projects can depend on only one TGS technology to finish both major assembly and supplementary k-mer frequency analysis, which will largely decrease sequencing cost in both time and labour. Moreover, we present a fast light-weight k-mer counting tool, kmerfreq, which is comparable in speed to the fastest kmer counting tool available and also have several additional advantages to facilitate genome estimation.
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Supplementary materials 1. Supplementary methods
1.1 k-mer counting method kmerfreq counts k-mer (with size k) frequency from the input sequence data, typically sequencing reads data, and reference genome data is also applicable. The forward and reverse strand of a k-mer are taken as the same k-mer, and only the k-mer strand with smaller bit-value is used to represent the k-mer. It adopts a 16-bit integer with max value 65535 to store the frequency value of a unique k-mer, and any k-mer with frequency larger than 65535 will be recorded as 65535. The program stores all k-mer frequency values in a 4^k size array of 16-bit integer (2 bytes), using the k-mer bit-value as index, so the total memory usage is 2*4^k bytes. For k-mer size 15, 16, 17, 18, 19, it will consume constant 2G, 8G, 32G, 128G, 512G memory, respectively. kmerfreq works in a highly simple and parallel style, to achieve as fast speed as possible.
One of noteworthy method is k-mer bit calculation, which exploits the property that two successive k-mers share a (k -1) bases, to transfer read sequence into k-mer bit value. For each read, the first k-mer sequence is chopped and transferred into bit value. For next k-mer in this read, we do not chop sequence and only need to transfer the newly added base into bit value and combine with the last bit value with bit operations.
In summary, kmerfreq has some important features:
(1) Fixed memory: stores all k-mer frequency values in a 4^k size array of 16-bit integer (2 bytes), using the k-mer bit-value as index. adopts a 16-bit integer with max value 65535 to store the frequency value of a unique k-mer.
(2) Highly parallel: main thread load data, while the children threads simultaneously count kmers without waiting, using lock free technology as Jellyfish.
(3) k-mer operation: advanced method of chopping reads into k-mers, and converting k-mer sequence to k-mer bit values. Note: A. aeg and P. pec have very high heterozygous rate, thus we run GCE with "-H 1 -c peak". Here, "peak" means homogenous peak of k-mer frequency curve. Naive method directly uses total number of k-mers divided by the major peak value in the k-mer frequency curve. For real datasets, accurate genome size could not be known, and we just took the estimation in published papers as a comparison. % of difference = 
