Abstract-We present a simulation-based algorithm called "Simulated Annealing Multiplicative Weights" (SAMW) for solving large finite-horizon stochastic dynamic programming problems. At each iteration of the algorithm, a probability distribution over candidate policies is updated by a simple multiplicative weight rule, and with proper annealing of a control parameter, the generated sequence of distributions converges to a distribution concentrated only on the best policies. The algorithm is "asymptotically efficient," in the sense that for the goal of estimating the value of an optimal policy, a provably convergent finite-time upper bound for the sample mean is obtained.
we take the bound to be 1=H, i.e., sup x2X;a2A;w2[0;1] R(x; a; w) 1=H, so 0 V 1.
The problem we consider is estimating the optimal value over a given finite set of policies 5 V 3 := max 25 V : (2) Any policy 3 that achieves V 3 is called an optimal policy. Our setting is that in which explicit forms for f and R are not available, but both can be simulated, i.e., sample paths for the states and rewards can be generated from a given random number sequence fw0; . . . ; wH01g.
We present a simulation-based algorithm called "simulated annealing multiplicative weights" (SAMW) for solving (2) , based on the "weighted majority algorithm" of [12] . Specifically, we exploit the recent work of the "multiplicative weights" algorithm studied by Freund and Schapire [7] in a completely different context: noncooperative repeated two-player bimatrix zero-sum games. At each iteration, the algorithm updates a probability distribution over 5 by a multiplicative weight rule using the estimated (from simulation) value functions for all policies in 5, requiring j5j sample paths.
With a proper "annealing" of the control parameter associated with the algorithm as in simulated annealing (SA) [10] , the sequence of distributions generated by the multiplicative weight rule converges to a distribution concentrated only on policies that achieve V 3 , motivating our choice of SAMW for the name of the algorithm.
The algorithm is "asymptotically efficient," in the sense that a finite-time upper bound is obtained for the sample mean of the value of an optimal policy, and the upper bound converges to V 3 with rate O(1= p T ), where T is the number of iterations. A sampling version of the algorithm that does not enumerate all policies in 5 at each iteration, but instead samples from the sequence of generated distributions, is also shown to converge to V 3 . The sampling version can be used as an online simulation-based control in the context of planning.
SAMW differs from the usual SA in that it does not perform any local search; rather, it directly updates a probability distribution over 5 at each iteration and has a much simpler tuning process than SA. In this regard, it may be said that SAMW is a "compressed" version of SA with an extension to stochastic dynamic programming. The use of a probability distribution on the search space is a fundamentally different approach from existing "simulation-based" optimization techniques for solving MDPs, such as (basis-function based) neuro-dynamic programming [2] , model-free approaches of Q-learning [19] and TD()-learning [17] , and (bandit-theory based) adaptive multistage sampling [4] . Updating a probability distribution over the search space is similar to the learning automata approach for stochastic optimization [13] , but SAMW is based on a different multiplicative weight rule. Ordinal comparison [9] that simply chooses the current best 2 5 from the sample mean of V does not provide a deterministic upper-bound even if a probabilistic bound is possible (see, e.g., [6, Th. 1] with letting each arm of the bandit into a policy). Furthermore, it is not clear how to design a variant of ordinal comparison that does not enumerate all policies in 5. This is also true for the recently proposed online control algorithms, parallel rollout and policy switching [5] , for MDPs.
This note is organized as follows. In Section II, we present the SAMW algorithm and in Sections III and IV, we analyze its convergence properties. We conclude in Section VI with some remarks.
II. BASIC ALGORITHM DESCRIPTION
Let 8 be the set of all probability distributions over 5. For 2 8 and 2 5, let () denote the probability for policy . The goal is to con-0018-9286/$25.00 © 2007 IEEE centrate the probability on the optimal policies 3 in 5. The SAMW algorithm iteratively generates a sequence of distributions, where i denotes the distribution at iteration i. Each iteration of SAMW requires H random numbers w0; . . . ; wH01, i.e., i.i.d. U (0; 1) and independent from previous iterations. Each policy 2 5 is then simulated using the same sequence of random numbers for that iteration (different random number sequences can also be used for each policy, and all of the results still hold) in order to obtain a sample path estimate of the value function (1):
t R(x t ; t (x t ); w t ) (3) where the subscript i denotes the iteration count, which has been omitted for notational simplicity in the quantities x t and w t . The estimates fV i ; 2 5g are used for updating a probability distribution over 5 at each iteration i. Note that 0 V i 1 (a.s.) by the boundedness assumption. Note also that the size of 5 in the worst case can be quite large, i.e., jAj jXjjHj , so that we assume here that 5 is relatively small. In Section IV, we study the convergence property of a sampling version of SAMW that does not enumerate all policies in 5 at each iteration.
The iterative updating to compute the new distribution i+1 from i and fV i g uses a simple multiplicative rule
where i > 1 is a parameter of the algorithm, the normalization factor Z i is given by Z i = 25 i () V i , and the initial distribution 1 is the uniform distribution, i.e., 1 () = 1=j5j 8 2 5.
T is the sample mean estimate for the value function of policy . Again, note that (a.s.) 0 Vi() 1 for all 2 8. We remark that V i () represents an expected reward for each fixed (iteration) experiment i, where the expectation is w.r.t. the distribution of the policy.
The following lemma provides a finite-time upper bound for the sample mean of the value function of an optimal policy in terms of the probability distributions generated by SAMW via (4).
Lemma 3.1:
For i = > 1;i = 1; . . . ; T , the sequence of distributions 1 ; . . . ; T generated by SAMW via (4) satisfies (a.s.)
for any optimal policy 3 .
Proof:
The proof idea follows that [7, Th. 1], for which it is convenient to introduce the following measure of "distance" between two probability distributions, called the relative entropy (also known as Kullback-Leibler entropy):
p;q2 8:
Although D(p; q) 0 for any p and q, and D(p; q) = 0 if and only if p = q, the measure is not symmetric, hence not a true metric. Consider any Dirac distribution 3 2 8 such that for an optimal policy 3 in 5; 3 ( 3 ) = 1, and 3 () = 0 for all 2 5 0 f 3 g.
We first prove that
where i and i+1 are generated by SAMW via (4) and i > 1.
From the definition of D given by (5)
where the first inequality follows from the property a 1+( 01)a for 0;a 2 [0; 1], and the last inequality follows from the property ln(1 + a) a for a > 01. Solving for V i (recall > 1) yields (6). Summing the inequality (6) over i = 1; . .
where the second inequality follows from D( 3 ; T +1 ) 0, and the last inequality uses the uniform distribution property that 1 () = 1 j5j 8 =) D( 3 ; 1 ) ln j5j:
Dividing both sides by T yields the desired result.
If ( 0 1)=ln is very close to 1 and at the same time ln j5j=(T ln ) is very close to 0, then the above inequality implies that the expected per-iteration performance of SAMW is very close to the optimal value. However, letting ! 1; ln j5j= ln ! 1.
On the other hand, for fixed and T increasing, ln j5j= ln becomes negligible relative to T . Thus, from the form of the bound, it is clear that the sequence T should be chosen as a function of T such that T ! 1 and T ln T ! 1 in order to achieve convergence.
Define the total variation distance for probability distributions p and . . . ; T generated by SAMW via (4) satisfies (a.s.)
and i ! 3 2 8, where 3 () = 0 for all such that V < V 3 . Proof: Using x 0 1 x ln x for all x 1 and Lemma 3.1,
In the limit as T ! 1, the left-hand side converges to V 3 by the law of large numbers, and in the rightmost expression in (7), (T) ! 1 and the second term vanishes, so it suffices to show that
is bounded from above by V 3 (in the limit). 
Vi
the last inequality following from max 25 j i+k ()0 i ()j and V i 1 8i > T 0 8k 1; 2 5. As T ! 1, the first term of (8) vanishes, and the second term converges by the law of large numbers to V ; T , which is bounded from above by V 3 . Since can be chosen arbitrarily close to zero, the desired convergence follows. The second part of the theorem follows directly from the first part with Lemma 3.2, with a proof obtained in a straightforward manner by assuming there exists a 2 5 such that 3 () 6 = 0 and V < V 3 , leading to a contradiction. We skip the details.
An example of a decreasing sequence f (T)g;T = 1; 2; . . . ; that satisfies the condition of Theorem 3.1 is (T) = 1 + 1=T; T > 0.
IV. CONVERGENCE OF THE SAMPLING VERSION OF THE ALGORITHM
Instead of estimating the value functions for every policy in 5 according to (3), which requires simulating all policies in 5, a sampling version of the algorithm would sample a subset of the policies in 5 at each iteration i according to i and simulate only those policies (and estimate their corresponding value functions). In this context, Theorem 3.1 essentially establishes that the expected per-iteration performance of SAMW approaches the optimal value as T ! 1 for appropriately selected tuning sequence fig. Here, we show that the actual (distribution sampled) per-iteration performance also converges to the optimal value using a particular annealing schedule of the parameter . For simplicity, we assume that a single policy is sampled at each iteration (i.e., subset is a singleton). A related result is proven by Freund and Schapire within the context of solving two-player zero-sum bimatrix repeated game [7] , and the proof of the following theorem is based on theirs.
Theorem 4.1: Let T k = k j=1 j 2 . For i = 1 + 1=k; T k01 < i T k , let f i g denote the sequence of distributions generated by SAMW via (4), with "resetting" of i () = 1=j5j 8 at each i = T k . Let ( i ) denote the policy sampled from i (at iteration i). Then (a.s. as k ! 1)
Proof: The sequence of random variables i = V ( ) 
The sum of the probability bound in (9) over all k from 1 to 1 is finite.
Therefore, by the Borel-Cantelli Lemma, (a.s.) all but a finite number of I k 's (k = 1; . . . ; 1) satisfy
so those I k that violate (9) can be ignored (a.s.). 
where the last inequality follows from Vi() 1 8 2 8 and jI k j = k 2 .
Combining (10) and (11) 
Because T k is O(k 3 ), the term on the right-hand side of (12) 
: (13) Letting T ! 1, the first term on the right-hand side of (13) vanishes, and the second term is bounded from above by V 3 , because the second term converges to V ; T , from the law of large numbers. We know that for all i > T 0 in I k ; 0 + i () i+j () i () + for all 2 5 and any j. Therefore, as can be chosen arbitrarily close to zero, f i g converge to the distribution T , making the last term vanish (once each policy is sampled from the same distribution over 5, the simulated value would be the same for the same random numbers), which provides the desired convergence result.
V. A NUMERICAL EXAMPLE
To illustrate the performance of SAMW, we consider a simple finitehorizon inventory control problem with lost sales, zero-order lead time, and linear holding and shortage costs. Given an inventory level, orders are placed and received, demand is realized, and the new inventory level is calculated. Formally, we let D t , a discrete random variable, denote the demand in period t; x t the inventory level at period t; a t the order amount at period t; p the per period per unit demand lost penalty cost, h the per period per unit inventory holding cost, and M the inventory capacity. Thus, the inventory level evolves according to the following dynamics: x t+1 = maxf0;x t +a t 0D t g. The goal is to minimize, over a given set of (nonstationary) policies 5, the expected total cost over the entire horizon from a given initial inventory level x0, i.e., min 25 E[ H01 t=0 [h maxf0;x t + t (x t )0D t g+pmaxf0;D t 0 x t 0 t (x t )g] j x 0 = x].
The following set of parameters is used in our experiments: M = 20;H = 3;h = 0:003;p = 0:012;x 0 = 5 and x t 2 f0; 5; 10; 15; 20g for t = 1; . . . ; H; a t 2 f0; 5; 10; 15; 20g for all t = 0; . . . ; H 0 1, and Dt is a discrete uniformly distributed random variable taking values in f0; 5; 10; 15; 20g . The values of h and p are chosen so as to satisfy the one-period reward bound assumed in the SAMW convergence results. Note that since we are ignoring the setup cost (i.e., no fixed-order cost), it is easy to see that the optimal order policy follows a threshold rule, in which an order is placed at period t if the inventory level xt is below a certain threshold St, and the amount to order is equal to the difference maxf0;S t 0 x t g. Thus,
by taking advantage of this structure, in actual implementation of SAMW, we restrict the search of the algorithm to the set of threshold policies, i.e., 5 = (S 0 ; S 1 ; S 2 );S t 2 f0; 5; 10;15;20g;t = 0; 1; 2, rather than the set of all admissible policies.
We implemented two versions of SAMW, i.e., the fully sampled version of SAMW, which constructs the optimal value function estimate by enumerating all policies in 5 and using all value function estimates, and the single sampling version of SAMW introduced in Theorem 4.1, which uses just one sampled policy in each iteration to update the optimal value function estimate; however, updating i requires value function estimates for all policies in 5. For numerical comparison, we also applied the adaptive multistage sampling (AMS) algorithm [4] and a nonadaptive multistage sampling (NMS) algorithm. These two algorithms are simulation-tree based methods, where each node in the tree represents a state, with the root node being the initial state, and each edge signifies the sampling of an action. They both use forward search to generate sample path from the initial state to the final state, and update the value function backwards only at those visited states. The difference between the AMS and NMS algorithms is in the way actions are sampled at each decision period: AMS samples actions in an adaptive manner according to some performance index, whereas NMS simply samples each action for a fixed number of times. A detailed description of these approaches can be found in [4] . Fig. 1 shows the performance of these algorithms as a function of the total number of periods simulated, based on 25 independent replications. The results indicate convergence of both versions of SAMW; however, the two alternative benchmark algorithms AMS and NMS seem to provide superior empirical performance over SAMW. We believe this is because the annealing schedule for used in SAMW is too conservative for this problem, thus leading to slow convergence. To improve the empirical performance of SAMW, we also implemented both versions of the algorithm with being held constant throughout the search, i.e., independent of T . The = 2 case is included in Fig. 1 , which shows significantly improved performance. Experimentation with the SAMW algorithm also revealed that it performed even better for cost parameters values in the inventory control problem that do not satisfy the strict reward bound. One such example is shown in VI. CONCLUDING REMARKS SAMW can be naturally parallelized to speed up its computational cost. Partition the given policy space 5 into f1 j g such that 1 j \1 j = ; for all j 6 = j 0 and j 1j = 5, and apply the algorithm in parallel for T iterations on each 1 j . For a fixed value of > 1, we have the following finite-time bound from Lemma 3.1:
Vi( i j )(x i j ) + ln j1 j j T ln where i j is the distribution generated for 1 j at iteration i. (3) . An extension of this is to use a threshold on i to determine which policies will be simulated. Since the sequence of the distributions generated by SAMW converges to a distribution concentrated on the optimal policies in 5, as the number of iterations increases, the contributions from nonoptimal policies get smaller and smaller, so these policies need not be resimulated (and value function estimates updated) very often. Specifically, algorithm may work well outside the boundaries of the assumptions under which theoretical convergence is proved, specifically the bound on the one-period reward function and the value of the cooling parameter . We suspect this has something to do with the scaling of the algorithm, but more investigation into this phenomena is clearly warranted.
Finally, we presented SAMW in the MDP framework for optimization of the sequential decision making processes. Even though the idea is general, the actual algorithm depends on the sequential structure of MDPs. The general problem given by (2) takes the form of a general stochastic optimization problem, so SAMW can also be adapted to serve as a global stochastic optimization algorithm for bounded expected value objective functions.
