Let α be an algebraic number of degree d ≥ 3 having at most one real conjugate and let K be the algebraic number field Q(α). For any unit ε of K such that Q(αε) = K, we consider the irreducible polynomial
|N K/Q (x − αεy)| ≥ κ 2 max{|x|, |y|, e h(αε) } κ3 with two effectively computable positive constants κ 2 and κ 3 depending only on α.
If the algebraic number field K has a unique real embedding into C, the degree d of K is odd and K has (d − 1)/2 pairs of complex embeddings. In the particular case d = 3, namely for a cubic field K, the hypothesis that there is only one real embedding boils down to requiring that the unit rank of K be 1, and this particular case of Theorem 2 was obtained in [2] .
When K has no real embedding, namely when K is totally imaginary, the degree d of K is even and K has d/2 pairs of complex embeddings. It looks like the totally imaginary case of Theorem 2 is not trivial and requires a diophantine argument. Only the case of a Thue equation is elementary (and not a family of such equations). , which concludes the proof.
The hypothesis that there is at most one real embedding will play an essential role in the proof of Theorem 2. However, a significant part of the proof is valid without this hypothesis, and we plan to pursue our work on the subject. 
so that
Let m be a rational positive integer. Denote by
the set of solutions of the Thue inequality |F n (X, Y )| ≤ m. Then from Theorem 2 we deduce the upper bound
where κ 6 and κ 7 are positive constants depending only on D.
Let us denote by Φ = {σ 1 , . . . , σ d } the set of embeddings of K into C. Let us write the irreducible polynomial f of α over Z as
and the irreducible binary form associated to
Let us denote by h the absolute logarithmic height and by M the Mahler measure. Hence,
Tools
In this section, let us put together the auxiliary lemmas which will prove useful. We will use some results in geometry of numbers to establish an equivalence of norms (Lemma 5). Then we state in Lemma 6 what is Lemma 2 of [2] . Finally in Proposition 8 and in Corollaries 9 and 10 we exhibit some lower bounds of linear forms of logarithms of algebraic numbers.
Equivalence of norms
Let K be an algebraic number field of degree d. We denote by 1 , . . . , r a basis of the unit group of K modulo K × tors and we suppose r ≥ 1. Let us recall that the house of the algebraic number γ, denoted γ , is the maximum of the absolute values of the conjugates of γ.
Let us first remark that there exists a positive constant κ 8 , depending only on 1 , . . . , r , such that, if c 1 , . . . , c r are rational integers and if we let
for any embedding ϕ of K into C. More precisely, the inequalities
(note that i ≥ 1) suggest to take
The following result, Lemma 5, is a variant of Lemma 5.1 of [3] . It shows that the two inequalities of (4) are optimal. They make C appear as an upper bound, while the two inequalities of the conclusion of Lemma 5 make C appear as a lower bound. Obviously, κ 9 ≤ κ 8 . Let us take for σ an element of Φ such that |σ(γ)| be maximal:
This leads to C ≤ κ 10 log |σ(γ)|, providing the conclusion for σ with κ 9 = κ −1
10
. We next apply this result to
If τ is an element of Φ such that |τ (γ)| be minimal, namely
then we have C ≤ κ 10 log |τ γ −1 |.
Remark. Under the hypotheses of Lemma 5, if γ 0 is a nonzero element of K and if we let γ 1 = γ 0 γ, we deduce
and e κ9C ≤ max
To benefit from these inequalities, we will use the estimates
and h γ
from which we deduce
The term dh(γ 0 ) always appears as an upper bound, and as an error term. Note also that the constant κ 8 is large (it appears in the upper bounds), while the constant κ 9 is small (it comes into play in some lower bounds).
Upper bound involving the norm
Given an algebraic number γ of degree ≤ d and norm ≤ m, there exists a unit ε in the field Q(α) such that the conjugates of εγ are bounded from above by a constant times m 1/d . This is a consequence of Lemma A.15 of [3] , a result which we want to state; (this is also Lemma 2 of [2] ).
Lemma 6. Let K be an algebraic number field of degree d with regulator R and let γ be a nonzero element of Z K whose norm in absolute value is m. Then there exists a unit ε ∈ Z × K such that
is bounded from above by an effectively computable constant depending only on d.
Remark. The unit ε ∈ Z × K may come from the group generated by the basis of the unit group modulo the torsion. In other words, the torsion elements do not come into play because of the absolute values which appear in |σ j (εγ)|.
We use this lemma in the same way we did in [2] : there exists an effectively computable constant κ 11 , which is a function of d and R, such that, if γ is a nonzero element of Z K whose norm has an absolute value ≤ m, then there exists
We will suppose m ≥ 2 and we will rather use the weaker upper bound
with κ 12 , an effectively computable constant which can be calculated as a function of d and R.
Diophantine tools
In this section, we are given two positive integers s and D; the constants κ 13 , κ 14 and κ 15 depend only on s and D and are effectively computable.
Here are the hypotheses and notations common to Proposition 8 and to Corollaries 9 and 10. Let γ 1 , . . . , γ s be algebraic numbers in an algebraic number field of degree ≤ D. Let c 1 , . . . , c s be rational integers. Suppose γ 
We will use the following particular case of Theorem 9.1 of [5] (see Proposition 9.21 of [5] ).
Proposition 8. Let λ 1 , . . . , λ s be complex numbers such that γ j = e λj for all j ∈ {1, . . . , s}. Put
Suppose H j ≥ e |λj | for j = 1, . . . , s. Let C 0 be a real number satisfying
Note that the hypothesis γ c1 1 · · · γ cs s = 1 implies Λ = 0. Proposition 8 will be used via the following corollary.
Proof. Under the hypotheses of Corollary 9, we choose an embedding of the algebraic number field K = Q(γ 1 , . . . , γ s ) into C. From the definition of the absolute logarithmic height h, we deduce |γ j | ≤ e Dh(γj ) for j = 1, . . . , s. We introduce some real numbers ν 1 , . . . , ν s via the conditions
and we put
In other words, λ j is the main determination of the logarithm of γ j . In particular, e λj = γ j and |λ From the upper bound |Λ| ≤ 1, we deduce
Therefore the inequalities
allow us to use Proposition 8 with s replaced by s + 1 and 4sDC 1 playing the role of C 0 . This concludes the proof.
The following particular case of Corollary 9 is also deduced from Corollary 9.22 of [5] .
Corollary 10. Let C 2 be a real number satisfying
The reciprocal polynomial
Let us show that there is no restriction, for the statement of Theorem 2, to suppose |x| ≤ |y|. Suppose that Theorem 2 is proved in the particular case |x| ≤ |y| with the constant κ 1 replaced by κ 16 (α). Suppose now that we are under the hypotheses of Theorem 2 and consider a solution (x, y, ε) ∈ Z 2 × Z × K of the inequality |F ε (x, y)| ≤ m with xy = 0 and |x| > |y|. Write α = α −1 ; let g ∈ Z[Y ] be the irreducible polynomial of α :
Consequently, (y, x, ε ) is a solution of the Thue inequality
Since h (αε) −1 = h(αε), we deduce from Theorem 2 applied to G ε , with the condition |y| < |x|, max{|x|, e h(αε) } ≤ m
which allows us to draw the conclusion, by taking κ 1 = max{κ 16 (α), κ 16 (α −1 )}.
From now on, we fix an element (x, y, ε) ∈ E with |x| ≤ |y|. The constants κ 17 , κ 18 , . . . , κ 63 which will appear, depend only on h(α), d and m; they are easy to calculate explicitly. The upper bound h(αε) ≤ κ 17 A follows from (4); more precisely, we may take
The lower bound h(αε) ≥ κ 18 A follows from Lemma 5. Consequently,
Since |F ε (x, y)| ≤ m, it follows from (7), (11) and Lemma 6 that there exists ∈ Z K satisfying h( ) ≤ κ 19 log m and such that η = β/ belongs to the subgroup of the unit group of Z K generated by 1 , . . . , r . Write η = By using the hypothesis xy = 0, we verify that the condition Q(αε) = K which appears in the definition of E implies Q(β) = Q(β/αε) = K. Consequently, for ϕ and σ in Φ, we have
Elimination

Expressions of x and y in terms of αε and β
Let ϕ 1 , ϕ 2 be two distincts elements of Φ, i.e., two distinct embeddings of K into C. Let us eliminate x (resp. y) between the two equations ϕ 1 (β) = x − ϕ 1 (αε)y and ϕ 2 (β) = x − ϕ 2 (αε)y, .
This leads to
y = ϕ 1 (β) − ϕ 2 (β) ϕ 2 (αε) − ϕ 1 (αε) , x = ϕ 1 (β)ϕ 2 (αε) − ϕ 2 (β)ϕ 1 (αε) ϕ 2 (αε) − ϕ 1 (αε) ·(12)
A Siegel unit equation
Let ϕ 1 , ϕ 2 , ϕ 3 be three elements of Φ, i.e., three embeddings of K into C.
We can eliminate x and y between the three equations
by writing that the determinant
is equal to 0, and this leads to the unit equationà la Siegel
Four privileged embeddings
Let us denote by σ a (resp. σ b ) an embedding ϕ of K into C having the property that |ϕ(αε)| (resp. |ϕ(β)|) be maximal among all the elements |ϕ(αε)| (resp. |ϕ(β)|) when ϕ runs through all the embeddings of Φ. Let us denote by τ a (resp. τ b ) an embedding ψ of K into C having the property that |ψ(αε)| (resp. |ψ(β)|) be minimal among all the elements |ψ(αε)| (resp. |ψ(β)|) when ψ runs through all the embeddings of Φ. We may suppose τ b = σ b , τ b = σ b , together with τ a = σ a , τ a = σ a .
These four embeddings will be used in the unit equation in many different ways.
About the parameters A and B
It turns out that if we are under the hypothesis max{A, B} ≤ κ log m, we can easily prove Theorem 2.
Proof of Theorem 2 if max{A, B} ≤ κ log m
We indeed have a short proof of Theorem 2 in this case.
Lemma 14.
If κ is a real number such that max{A, B} ≤ κ log m, then the conclusion of Theorem 2 holds true with a constant κ 1 depending not only on α but also on κ.
Proof. In this proof, the constants κ 22 , κ 23 , κ 24 , κ 25 , κ 26 depend not only on α but also on κ. We use (12) with the estimates
and the estimates
to successively obtain the upper bounds |y| ≤ m κ25 and then |x| ≤ m κ26 . Therefore it follows that, if an upper bound of both A and B is κ log m, the proof of Theorem 2 is secured.
The goal is now to show that we can assume that we always are under the hypothesis max{A, B} ≤ κ log m. In the next two subsections, we show that this goal is achieved if we assume that an upper bound of either A or B is given by a constant times log m. This will mean that there is no restriction in supposing A and B larger than κ 27 log m with a constant κ 27 we may assume to be sufficiently large. Once more, we could produce a convenient explicit value for this constant which will make valid the arguments which will be used.
Proof of Theorem 2 if A ≤ κ log m
In the next lemma, we prove that if A ≤ κ log m, then we have the inequality max{A, B} ≤ κ log m, whereupon Lemma 14 states that Theorem 2 holds true.
Lemma 15. If κ > 0 is a constant such that A ≤ κ log m, then the hypothesis max{A, B} ≤ κ log m of Lemma 14 holds true with a constant κ depending upon α and κ .
Proof. In this proof, the constants κ 28 , κ 29 , κ 30 , κ 31 , κ 32 depend not only on α but also on κ . Let us use the unit equation (13) 
The member on the right side is nonzero, since ϕ = σ b ; it has a modulus ≤ e −κ28B e κ29A , since
Put s = r + 1, and
The upper bound
is still valid for j = s since c s = 1. Corollary 9 shows that a lower bound of the left member of (16) is given by exp{−κ 31 H s log C 1 }, whereupon the above upper bound and the last lower bound lead to exp{−κ 31 H s log C 1 } ≤ exp{−κ 28 B + κ 29 A}.
which shows that B ≤ κ 32 log m, which is what we wanted to establish.
From now on, without loss of generality we may assume that A is sufficiently large, say, A ≥ κ 27 log m.
Proof of Theorem 2 if B ≤ κ log m
In the next lemma, we prove that if B ≤ κ log m, then we have the inequality max{A, B} ≤ κ log m, whereupon Lemma 14 states that Theorem 2 holds true.
Lemma 17. If κ > 0 is a constant such that B ≤ κ log m, then the hypothesis max{A, B} ≤ κ log m of Lemma 14 holds true with a constant κ depending on α and κ .
Proof. In this proof, the constants κ 33 , κ 34 , κ 35 , κ 36 , κ 37 depend not only on α but also on κ .
Assume B ≤ κ log m. Let us use the unit equation (13) with the two embeddings σ a , τ a and a third one ϕ distinct from σ a and τ a :
The member on the right side is nonzero, since ϕ = σ a ; it has a modulus ≤ e −κ33A e κ34B since
Put s = r + 1 and
Now put
Corollary 9 shows that a lower bound of the left member of (18) is given by exp{−κ 36 H s log C 1 }, whereupon the above upper bound and the last lower bound lead to exp{−κ 36 H s log C 1 } ≤ exp{−κ 33 A + κ 34 B}.
We conclude A ≤ κ 37 log m, which is what we wanted to achieve.
Consequences
From now on, without loss of generality, we may assume that both A and B are larger than κ 27 log m. Since A is sufficiently large, we have |σ a (αε)| ≥ 2 and |τ a (αε)| ≤ 1/2. Similarly, since B is sufficiently large, we have |σ b (β)| ≥ 2 and |τ b (β)| ≤ 1/2.
By using Lemma 5 with the bounds (4), we deduce that there exist some constants κ 38 et κ 39 such that
Remark. Note that the constant κ 39 is sufficiently small (it comes into play as a lower bound) while κ 38 is sufficiently large (it comes into play as an upper bound).
Lemma 20. We have
Proof. On the one hand, we have
and since |x| ≤ |y|, we get
On the other hand, upon using |x| ≤ |y| and |σ a (αε)| ≥ 2, we find
8 An upper bound for A, |x|, |y| involving B
From the relation (12), we will deduce in an elementary way the following upper bound.
Lemma 21. We have
A ≤ κ 41 B and log max{|x|, |y|} ≤ κ 42 B.
Proof. Since A is sufficiently large, we have |σ a (αε)| ≥ 2|τ a (αε)|. We then deduce
Let us use (12) with ϕ 2 = σ a and ϕ 1 = τ a :
The very definition of σ b gives the upper bound
The inequalites
The upper bound for |x| follows from |x| ≤ |y|. This concludes the proof of Lemma 21.
9 On the unicity of τ b
We plan to show that the embedding τ b , that we have defined, is unique. 
We have
we deduce
Let us write the member on the left in the form |γ 
From Corollary 10 with
(note that C 2 ≥ 2 since A is sufficiently large) we deduce
The above upper bound and the last lower bound lead to Proof. We use the relation (13) with
and we divide by σ b (β) σ b (αε) − τ b (αε) (which is not 0):
The member on the right of (25) is nonzero since σ b = σ b . Let us show that its modulus is bounded from above by
On the one hand, we have
on the other hand, an upper bound for the absolute logarithmic height of the number
is given by κ 50 A, hence |δ| ≤ e κ48A .
Let us write the term
which appears on the left side of (25) in the form γ 
We have h(γ s ) ≤ κ 51 A.
we have, using Lemma 21,
Moreover, with
we obtain from Corollary 10 that a lower bound of the modulus of the left member of (25) is given by exp{−κ 54 H s log C 1 }. The above upper bound and the last lower bound lead to exp{−κ 54 H s log C 1 } ≤ exp{−κ 49 B + κ 48 A}.
Consequently, κ 49 B ≤ κ 48 A + κ 54 H s log C 1 .
Therefore, 2 + B A = C 1 ≤ κ 55 log C 1 , which allows to conclude C 1 ≤ κ 56 , namely B/A ≤ κ 47 .
Ultimate diophantine argument
We will use the strategy of §5.2 with the three embeddings σ a , σ a , τ b .
Lemma 26. We have A + B log m ≤ κ 57 log A + B 1 + log m · Proof. We use the relation (13) with ϕ 1 = σ a , ϕ 2 = σ a , ϕ 3 = τ b under the form σ a (αε)σ a (β) σ a (αε)σ a (β)
The left member of (27) is not 0 since σ a = σ a . The inequalities (19) and Lemma 20 indicate that we have
Since max σ a (αε) σ a (αε)
we deduce that each of the two terms τ b (β) σ a (β) σ a (αε) σ a (αε) − 1 and
of the right member of (27) has a modulus bounded from above by e −κ58A .
Let us write σ a (αε)σ a (β) σ a (αε)σ a (β) = γ The absolute logarithmic height of γ s is bounded from above by h(γ s ) ≤ κ 59 log m.
Let us also write H 1 = · · · = H r = κ 60 , H s = κ 60 (1 + log m), C 1 = 2 + A + B 1 + log m · Corollary 10 implies that the modulus of the left member of (27) has a lower bound given by exp{−κ 61 H s log C 1 }. The above upper bound and the last lower bound lead to exp{−κ 61 H s log C 1 } ≤ 2 exp {−κ 58 A} .
Consequently,
A + B log m ≤ κ 62 log C 1 .
This completes the proof of Lemma 26. 
