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ABSTRACT
The evolution of electronic computers seems to have now reached the ubiq-
uitous realm of wearable computing. Although a vast gamut of systems has
been proposed so far, we believe most systems lack proper feedback for the
user. In this dissertation, we not only contribute to solving the feedback
problem, but we also consider the design of a system to acquire and repro-
duce the sense of touch. In order for such a system to be feasible, a few
important problems need to be considered. Here, we address two of them.
First, we know that wireless streaming of high resolution video to a head-
mounted display requires high compression ratio. Second, we know that the
choice of a proper feedback for the user depends on his/her ability to perceive
it confidently across different scenarios.
In order to solve the first problem, we propose a new limit that promises
theoretically achievable data reduction ratios up to approximately 9:1 with
no perceptual loss in typical scenarios. Also, we introduce a novel Gaussian
foveation scheme that provides experimentally achievable gains up to approx-
imately 2 times the compression ratio of typical compression schemes with
less perceptual loss than in typical transmissions. The background material
of both the limit and the foveation scheme includes a proposed pointwise
retina-based constraint called pixel efficiency, that can be globally processed
to reveal the perceptual efficiency of a display, and can be used together with
a lossy parameter to locally control the spatial resolution of a foveated image.
In order to solve the second problem, we provide an estimation of differ-
ence threshold that suggests that typically humans are able to discriminate
between at least 6 different frequencies of an electrotactile stimulation. Also,
we propose a novel sequence of experiments that suggests that a change from
active touch to passive touch, or from a visual-haptic environment to a hap-
tic environment, typically yields a reduction of the sensitivity index d′ and
in an increase of the response bias c.
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CHAPTER 1
INTRODUCTION
Over the last fifty years computers have evolved significantly in terms of size,
power and usability. There has been a long line of hardware and software im-
provements from the colossal mainframes that extended across entire rooms
to our current, compact, powerful, and efficacious computers. The long road,
that passed through minicomputers, desktops, and laptops, among others,
seems to have now reached the ubiquitous realm of wearable computing.
The usefulness of wearable computers, or simply just wearables, is so aston-
ishingly broad that a vast gamut of systems has been proposed so far. A few
examples include: SixthSense [2]; Foot Menu [3]; OmniTouch [4]; GazeCloud
[5]; Google Glass [6]; and MYO [7]. As in [8], we believe wearers should re-
ceive feedback about their wearable’s activities. However, we are convinced
that, in general, those systems lack proper feedback for the user, especially
when hand gestures come into play.
We not only intend to solve the feedback problem, but we aspire to take
advantage of the wearable technology to push our sensory perception of the
world to the next level. More specifically, considering the sense of sight, we
can nowadays acquire and reproduce images and videos through devices such
as cameras and displays. Regarding the sense of hearing, the same can be
done to audio through the use of microphones and sound systems. We want to
do the same for the sense of touch. Apropos, wearables technologies provide
us a perfect opportunity to achieve such goal, since they are inherently worn
on the human body, and thus, potentially on the skin.
The question which emerges from all the above is: How can we design
a wearable system that achieves our main goal? Typically, the design of a
wearable system focuses on the creation of one single device. The problem is
that, as a consequence, such a system will probably be not as efficient, com-
fortable, and practical as it could be. In order to avoid that issue, we plan
to design a wearable system as illustrated in Figure 1.1. This system is com-
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Figure 1.1: Proposed wearable system.
posed of three wearable components: a head-mounted display (HMD) with
eye tracking for real-time augmented reality (AR) or virtual reality (VR); a
sensor for real-time hand/finger tracking; and a tactile display for real-time
haptic feedback. Also, we use a remote computer to receive information from
the wearable devices, perform some computation, and communicate back to
wearable components, all in real-time.
In order for this system to be feasible, a few important problems need to
be considered. In this dissertation, we address two of them. First, we know
that wireless streaming of high resolution video to a HMD would require
high compression ratio due to limitations on the bandwidth. Second, we
know that the choice of a proper feedback for the user depends on his/her
ability to perceive it confidently across different scenarios.
In order to solve the first problem, we focus on finding a perceptually effi-
cient way of representing images and determining its theoretical limitations.
For that, we present and develop new models, limits, and filters, and also
make use of a technique known as foveation [9]. Our main contributions
for this matter are a retina-based perceptually lossless limit and a Gaussian
foveation scheme with resolution control.
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In order to solve the second problem, we focus on finding a perceptually
efficient way of stimulating the human skin and determining its important
limitations. For that, we present and develop new models and limits, and
also make use of a device known as electrotactile display [10]. Our main
contributions for this matter are an estimation of difference threshold in
terms of frequency for electrotactile stimulation and comparisons of active
touch versus passive touch and a visual-haptic environment versus a haptic
environment.
The outline of this dissertation is as follows.
In Chapter 2, we propose a new limit that promises theoretically achievable
data reduction ratios up to approximately 9:1 with no perceptual loss in
typical scenarios. The proposed limit is based on the following background
material: a model of image projection onto the retina; a model of cone
distribution; and, subsequently, a proposed pointwise retina-based constraint
called pixel efficiency. Quantitatively, the lattermost is globally processed to
reveal the perceptual efficiency of a display. Analytical results indicate that
in general the perceptual efficiency of displays is low for typical image sizes
and viewing distances.
In Chapter 3, we introduce a novel Gaussian foveation scheme that provides
experimentally achievable gains up to approximately 2 times the compression
ratio of typical compression schemes with less perceptual loss than in typical
transmissions. The foveation scheme shares the same background material
of the previous chapter. Qualitatively, the pixel efficiency is used together
with a lossy parameter to locally control the spatial resolution of a foveated
image. Practical results show that proper use of the lossy parameter in the
foveation filtering can increase the subjective quality of images.
In Chapter 4, we provide an estimation of difference threshold that sug-
gests that typically humans are able to discriminate between at least 6 differ-
ent frequencies of an electrotactile stimulation. The estimation is obtained
through a series of three experiments: first, a version of the classical psy-
chophysical method of adjustment is utilized to find an initial estimation of
the absolute threshold in terms of pulse width; next, such results are used
to initialize a Bayesian adaptive psychometric method to find an estimation
of the absolute threshold in terms of pulse width; finally, such data is linear
interpolated and the same method is employed to find an estimation of the
difference threshold in terms of pulse frequency.
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In Chapter 5, we propose a novel sequence of experiments that suggests
that a change from active touch to passive touch, or from a visual-haptic
environment to a haptic environment, typically yields a reduction of the
sensitivity index d′ and in an increase of the response bias c. The results are
obtained through a series of three signal detection experiments: first, data is
collected in the context of active touch in a visual-haptic environment and
the experiment is recorded; next, the experiment is played back so data is
acquired in the context of passive touch in a visual-haptic environment; lastly,
the experiment is played back again, but this time with no visual feedback
during the stimulation, so data is gathered in the context of passive touch
in a haptic environment. The results are then compared so the variations of
the sensitivity index d′ and the response bias c can be analyzed across the
three different contexts.
Finally, in Chapter 6, we summarize the conclusion of the dissertation.
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CHAPTER 2
A RETINA-BASED PERCEPTUALLY
LOSSLESS LIMIT
2.1 Introduction
Knowledge of human visual perception has always been an object of desire.
Through the ages, humankind has sought for answers about how we per-
ceive the world. Along with the evolution of science, a substantial number
of theories arose attempting to explain how our different modalities of per-
ception work. However, due to lack of supporting evidence, many theories
were considered erroneous. One good example is Hering’s Color Opponency
theory [11]. After the successful outcome of Young’s Trichromatic theory
[12], Hering’s theory fell into disfavor.1
In order to give grounds for a perception related theory and avoid discredit,
three complementary approaches can be taken [13]: psychological, biological,
or theoretical. Here, we will use mostly the third method to justify our work,
and, whenever it is necessary, we will utilize results provided by the other
two to make a point satisfactorily clear.
Our main objective in this chapter is to put some of those theoretical
aspects together and, thereby, present and develop new models and limits
regarding the human visual system (HVS). More specifically, we want to
find a perceptually efficient way of representing images and determine its
theoretical limitations. In order to achieve this objective, we need to have a
good understanding of human visual perception [13, 14].
The main motivation behind this objective is unfolded when we recognize
the substantial contributions it can give to many different applications. Well
known examples include: eyeglasses [15, 16] (which exploit a good under-
standing and modeling of the eye optics), halftone printing [17, 18] (which
1Relatively recent studies consider that both theories are actually correct, they just
take place in different stages of the human visual processing.
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exploits a good understanding and modeling of the eye resolution), and tele-
vision [19, 20] (which also exploits a good understanding and modeling of
the eye resolution in addition to a good understanding of the trichromatic
theory). The usefulness of these inventions reveals the relevance of our re-
search.
In order to find a perceptually efficient way of representing images, this
chapter makes use of a technique known as foveation [9], which exploits the
fact that, in human color vision, visual resolution decays spatially from a
spot in the human retina called the fovea. Typically, foveation is used to
improve video quality in low bit rate transmissions [21, 22, 23, 24]. However,
it is unclear whether or not there is a way to quantify how much one image
can be compressed with no perceptual loss.
Our main contribution in this chapter is a new limit (perceptual effi-
ciency) to precisely quantify the maximum sampling rate reduction based
on foveation with no perceptual loss (we also compute this perceptual effi-
ciency for a number of recent displays to show the potential gain by such
resampling).
Details about the derivation of the limit, together with some additional
contributions, are provided throughout the text. We believe the present
study is very timely since display resolutions are increasing at a fast pace
[25, 26] and, as we will show later, the higher the resolution, the more valuable
the presented work.
The outline of this chapter is as follows. Section 2.2 provides the problem
statement. Section 2.3 reviews the related work. Section 2.4 shows the neces-
sary background to understand our work. Section 2.5 describes the proposed
material which includes: a model of image projection onto the retina, a model
of cone distribution, and perceptual limits. Section 2.6 discusses important
points of our results. Finally, section 2.7 summarizes the conclusion of the
chapter.
2.2 Problem Statement
Let Q(x) denote the perceptual quality of an image (or video frame) x, and
x˜ denote an approximation of x. In Figure 2.1(a), x is transmitted and,
due to lossy compression, x˜ is received. Then, the received approximation is
6
x - - -Transmission
x˜
HVS Q(x˜)
(a) Typical scenario.
x Preprocessing
y
- - - -Transmission
y˜
HVS Q(y˜)
(b) Proposed solution.
Figure 2.1: Perceptual quality of transmitted images.
processed by the HVS and its perceptual quality is assessed. The problem
is that, in practice, limits on transmission bit rates significantly affect the
quality of x˜. As a result, Q(x˜) < Q(x), and often Q(x˜) Q(x).
In order to solve this problem, we propose a solution shown in Figure
2.1(b). Our objective is to preprocess x by reducing its amount of data as
much as possible so that, with no increase in the bit rate, (ideally) Q(y) =
Q(x).
The question now is whether such a solution is possible. In order to answer
that question, we can split it into two parts:
1. Is it possible to preprocess an image x yielding an image y so that
Q(y) = Q(x)?
2. If so, how much data in the image x can be reduced this way?
This chapter is devoted to addressing these two questions and to showing
through theoretical results that such achievements are possible.
2.3 Related Work
Arguably the first work on foveation was done in [27], where an image is first
decomposed into a multiresolution image pyramid and then reconstructed
with different resolutions for different parts of the image. The idea of locally
varying the spatial resolution of an image was employed shortly after in
a few applications, including: sensing [28, 29], where some space-variant
visual sensor schemes based on foveation are proposed; displaying [30], by
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means of a description of how to acquire and display foveated images with
shift-varying sampling densities; visual recognition [31], through the use of
a framework with only two levels of details; rendering [32], performed with
only three different resolutions; and image compression [33, 34], where the
former uses a log polar mapping which resamples imagery at peripherally
decreasing resolution, and the latter utilizes a foveation criterion to locally
select spatial resolution for image coding.
In terms of applications, video compression is the one that has received
the most attention in the literature over the years. One of the major contri-
butions to the field can be found in [21], where a neurobiological model of
visual attention is applied to automatically select regions of high saliency in
videos. This technique can be combined with virtually all foveation methods
to promote automatic prediction of gaze, including ours.
Recently, foveation principles have been used to achieve some fairly dis-
tinctive goals. In [35], the falloff of acuity in the visual periphery is exploited
to accelerate graphics computation. In [36], a novel algorithm attention em-
phasized bit arrangement approach for human vision on wavelet-based video
coding is proposed. A more extensive exploitation of perceptual features is
observed in [37], where a human perceptual visual quality-oriented saliency
is proposed. Such saliency takes into account the influences of the visual
stimuli, the limited human capacity of spatial-temporal resolution, and the
visual sensory memory collectively.
Finally, we are not aware of any studies which report whether or not there is
a way to quantify how much one image can be compressed with no perceptual
loss.
2.4 Background
The HVS is known to be one of the most complex structures in the human
brain. Among all of the five senses, sight is probably the most complex.
Consequently, many different subdivisions can be found in the literature
regarding the human visual processing. Here, we consider the subdivision
between early vision and late vision. Early vision can be defined as all the
stages of visual processing up to and including the primary visual cortex [38],
whereas late vision is all the stages of visual processing after the primary vi-
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sual cortex. A block diagram that expresses this idea can be seen in Figure
2.2, which gives us an important clue about how to answer the first question
of our problem statement. Although the HVS assesses the perceptual qual-
ity of x, such perceptual quality is actually a function of x′ (considering no
feedback in the model).
HVS
Early
vision
x - - -
x′ Late
vision
Q(x) = f(x′)
Figure 2.2: Subdivision of the HVS into early vision and late vision.
It is clear that a better understanding of how early vision works is desired
to address the questions we are concerned about. It is known [13] that the
first stage of human visual processing occurs on the photoreceptor cells at
the back of the human retina and a later stage of the early vision occurs on
the retinal ganglion cells.
Regarding the first stage, one can basically separate the photoreceptors
into two groups: cones and rods. Rods are very sensitive to light, so they
cease responding if light intensity reaching them is too high [13]. In partic-
ular, we will only deal with cones, since the applications we will make use
of provide light intensities higher than what is necessary to cease the rods’
response.
Regarding the later stage, each retinal ganglion cell gathers the signals
transmitted by the cones located in its receptive field [13]. It is important
to know that the number of cones in each receptive field is not the same
for all retinal ganglion cells. Also, both the distribution of cones and the
distribution of retinal ganglion cells are nonuniform across the human retina.
Cones are mostly concentrated in the fovea. When staring at a point, the
projection onto the retina of the point lies in the fovea. Also, the greater
the distance from the fovea, the fewer the cones (for the most part). Such
distance is commonly referred in the literature as eccentricity, and it is usually
measured in terms of degrees or millimeters. In particular, we will always
measure the eccentricity in terms of millimeters.
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2.5 Proposed Material
We start the proposed material addressing the first question of our problem
statement. Specifically, if an image x is preprocessed yielding an image y such
that x′ = y′, i.e., the early vision output of the former equals the early vision
output of the latter, then Q(x) = Q(y). This can be verified by inspection
of Figure 2.2.
Now, in order to understand how can we preprocess an image in such a
way, we need to understand first how an image is projected onto the retina.
2.5.1 Model of Image Projection onto the Retina
We want to map every point in the viewing scene to a point on the retina.
After making the map, we need to perform a non-uniform sampling of the
image projected onto the retina. Hence, we have a problem of non-uniform
sampling of a 2-D continuous signal.
In order to transform this problem into an easier problem, we can exploit
the fact that a uniform sampled version of a 2-D continuous signal completely
describes such a signal (once the Nyquist rate is respected when performing
the sampling). Yet, we know that in practice the 2-D continuous signal is not
bandlimited, nor is the sampling frequency above the Nyquist rate. However,
for practical reasons, it is quite reasonable to assume that in general such
a sampling process does not yield significant enough aliasing (to be noticed
by the HVS) in the spectrum of the discrete version of the 2-D continuous
signal.
Now, we have a problem in which we are given a set x of regular samples of
a 2-D continuous signal from which we wish to obtain amplitudes for a set x′
of irregularly spaced samples, i.e., we have a resampling problem from a reg-
ular grid to an irregular grid. Zeevi and Shlomot [39] show that this problem
can be solved by using a projection filter fR (that means fR(x) = fR(fR(x)))
to the space of locally bandlimited signals corresponding to the irregular sam-
pling grid to obtain x′ = R{fR(x)}, where R{·} denotes a resampling opera-
tor. Consequently, assuming that the HVS performs such projection filtering
in the first stage of the human visual processing (i.e, fHV S = fR), then from
Figure 2.3 we have Q(x) = Q(fR(x)) since fHV S(x) = fHV S(fR(x)). Thus,
we address the first question of our problem statement, i.e. we can preprocess
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an image x yielding an image y so that Q(y) = Q(x).
So, before addressing the second question of our problem statement, we
need to understand how the samples of the 2-D continuous signal are pro-
jected onto the retina. Here, we consider that the human eye is shaped like
a perfect sphere with retinal radius of 11.06 mm, as in [40]. Also, we assume
that the image plane is perpendicular to the line that passes through the
fovea and the point we are staring at, as illustrated in Figure 2.3. Conse-
quently, the distance dD(l1, l2) between P
′ (the projection onto the retina of
point P ) and the fovea (the projection onto the retina of point S) can be
given by:
dD(l1, l2) = 2r arctan
(√
l1
2 + l2
2
D
)
,
where r = 11.06 mm, arctan(·) is in radians, l1 and l2 are the distances
between P and S projected onto the horizontal and vertical axis, respectively,
and D is the viewing distance.
Equivalently, dD[p1, p2] can be given by:
dD[p1, p2] = 2r arctan
 1
D
√(
p1
Γ1
)2
+
(
p2
Γ2
)2 , (2.1)
where p1 and p2 are the distances (in pixels) between P and S projected onto
the horizontal and vertical axis, respectively, Γ1 and Γ2 are the horizontal
and the vertical pixel densities of the display (in pixels per unit of length of
D), respectively, and everything else is defined as before.
The proposed model of image projection onto the retina considers that
there is only one point where the light passes through the eye, and that such
point, P , and P ′ are three collinear points. Such considerations, together
with our previous ones, can be used to show that there is a bijection between
the set of all the points in the image plane and the set of all the points in
the retina. In order to understand the form of such bijection, we can use the
following demonstration.
Let l be the distance between P and S, and let everything else be defined
as before. Then the distance between P ′ and the fovea is given by dD(l) =
2r arctan
(
l
D
)
. Now, consider the set of points P which are all the same
distance l from S, i.e., a circle of radius l in the image plane. For every
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P ′
fovea
D
l
P
S
Figure 2.3: Model of image projection onto the retina.
point of such set there is a point P ′ in the retina whose distance from the
fovea is given by the same distance dD(l). Hence, the locus of all P
′ is also
a circle and it lies on a plane parallel to the image plane. This means that
there is a bijection between the circle in the image plane and the circle in
the retina, since they can be seen as two sections of the same conic. Now,
consider the set of all the possible circles in the image plane centered at S,
which can be called concentric set. By the same reasoning, there exists a
bijection between any circle of radius l, where 0 ≤ l < ∞, in the concentric
set and a circle in the retina whose points are all the same distance dD(l)
from the fovea. The set of all such circles in the retina can be called parallels
of longitude, since they lie on planes parallel to the image plane. Now, since
the function arctan(·), with domain [0,∞) and codomain [0, pi
2
)
, is a bijective
function, then there is a bijection between the concentric set and the parallels
of longitude. Also, since 0 ≤ l < ∞, then 0 ≤ dD(l) < pir, which is exactly
the set of all the possible distances between a point in the retina and the
fovea (the point where dD(l) = pir is not in the retina since it represents the
pupil, i.e., the point where the light passes through the eye). This means
that there is a bijection between the set of all the points of all the circles in
the concentric set and the set of all the points in the retina. Finally, since
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the set of all the points of all the circles in the concentric set is actually the
set of all the points in the image plane, then there is a bijection between the
set of all the points in the image plane and the set of all the points in the
retina.
From the preceding demonstration we can see that a circle in the image
plane centered at S will be projected to a circle in the retina centered at
the fovea. This means that the only spatial information from a pixel P
that is relevant for us is actually its distance from S. Additionally, this
demonstration can be used to show how a non-linear mapping from the image
plane to the retina behaves in terms of such distance.
In practice, however, a pixel is not an ideally impulsive source of light
that is projected onto a point at the retina. Instead, it has a support region
and it is projected onto an area at the retina containing a certain number of
cones. Hence, considering a regular 2-D grid of rectangular pixels, the area
AD[p1, p2] of the projection onto the retina of a pixel centered at P can be
approximated by:
AD[p1, p2]
≈ 4r2
[
arctan
(
p1 + 0.5
DΓ1
)
− arctan
(
p1 − 0.5
DΓ1
)]
×
[
arctan
(
p2 + 0.5
DΓ2
)
− arctan
(
p2 − 0.5
DΓ2
)]
, (2.2)
where everything is defined as before.
Now, in order to find the number of cones in such area, we need to under-
stand first how the cones are distributed over the retina.
2.5.2 Model of Cone Distribution
We want to find the areal number density nc of cones per square millimeter
in every point on the retina. Since we consider that the human eye is shaped
like a perfect sphere, we can make use of a spherical coordinate system to
determine nc. In this case, the coordinate surface is a sphere with radius r,
and consequently nc is a function of only two variables.
It is possible to go even further and consider nc to be a function of the
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eccentricity only. Therefore, based on a study with a vast number of mea-
surements performed on human subjects [40], we believe that, when drawn
directly from such study, the areal number density nc(d) of cones per square
millimeter can be approximated by:
nc(d) ≈ kc1λe−λd + kc2 , d ≥ 0, (2.3)
where kc1 = 45000, kc2 = 5000, λ = 0.5, and d is the eccentricity (in millime-
ters).
Figure 2.4 shows the areal number density nc of cones per square millimeter
plotted as a function of eccentricity.
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Figure 2.4: Model of cone distribution.
It follows that the precise number of cones per pixel qD[p1, p2] of a pixel
centered at P can be given by:
qD[p1, p2] =
∫∫
SP
nc dS,
where SP is the surface defined by the projection onto the retina of a pixel
centered at P , dS is a surface element, and everything else is defined as
before.
In order to make the task of calculating qD[p1, p2] easier, we can assume
that over a small surface SP on the retina, nc variates little and can be
approximated by nc(dD[p1, p2]) at all the points of such surface. So:
qD[p1, p2] ≈ nc(dD[p1, p2])
∫∫
SP
dS.
Also, we can use (2.2) to approximate AD[p1, p2] =
∫∫
SP
dS, i.e., the area
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of the projection onto the retina of a pixel centered at P. Hence, the number
of cones per pixel qD[p1, p2] of a pixel centered at P , can be approximated
by:
qD[p1, p2] ≈ nc(dD[p1, p2])AD[p1, p2], (2.4)
where dD[p1, p2] is given by (2.1), AD[p1, p2] is given by (2.2), and nc(d) is
given by (2.3).
2.5.3 Perceptual Limits
We want to give an answer to the second question of our problem statement.
In order to do so, we could find a ratio between the total number of cones
stimulated by an image and the total number of pixels in such image. This
ratio would give us an idea of what fraction of the total number of pixels we
would be able to fully process in our HVS.
In order to find such a ratio, we could use the aforementioned bijection,
between the set of all the points in the image plane and the set of all the
points in the retina, to guarantee there would be neither overlaps nor gaps
among the projections onto the retina of all pixels in an image. Then we
could sum the number of cones per pixel qD over all pixels in that image to
find the total number of cones stimulated by such image. Finally, we could
divide this number by the total number of pixels in the image to find the
desired ratio.
However, we believe this ratio would not be a good measurement of effi-
ciency, since we can have images where the ratio is bigger than 1 while having
many pixels not fully processed by the HVS, i.e., many pixels where qD < 1.
In order to overcome this issue, we propose the following material.
As can be seen from the proposed model of image projection onto the
retina, in one given image there are possibly some pixels that contain more
information than the HVS can process. This means that possibly such an
image representation is not 100% perceptually efficient. More specifically, if
a pixel is projected onto an area at the retina with one or more cones, then
that pixel is 100% perceptually efficient. On the other hand, if two or more
pixels are projected onto an area at the retina with just one cone, then those
pixels cannot be totally processed by the HVS.
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Based on this information, we can use the number of cones which a pixel
is projected onto as a measure of the efficiency of such pixel. Hence, we can
say that the perceptual efficiency of a pixel can be determined by qD[p1, p2].
Formally, the pixel efficiency eD[p1, p2] of a pixel centered at P can be defined
as:
eD[p1, p2] ,
{
1 , if qD[p1, p2] ≥ 1
qD[p1, p2] , else,
(2.5)
where qD[p1, p2] is given by (2.4).
The pixels where eD = 1 are located around S, i.e., the point where we are
staring at. We call the image formed only by such pixels the macular image,
inspired by the fact that macula is the region where cone photoreceptors are
concentrated [13]. A macular image represents a section of an image whereas
an image in curvilinear coordinates [24] represents a whole image. There is
no coordinate transformation in the process of generating a macular image.
The main purpose of a macular image is to enable the visualization of which
pixels in an image we are able to fully process in our HVS. The size of the
macular image will basically depend on the viewing distance D and on the
horizontal and vertical pixel densities Γ1 and Γ2, respectively, of the display.
Figure 2.5 shows the macular images and the pixel efficiencies of every
pixel, where the pixel efficiency of a pixel can vary from 0 (displayed as
black) to 1 (displayed as white), of an image of resolution 352 × 288, for
a display of pixel density Γ1 = Γ2 = 200 pixels per inch (PPI), and S at
coordinates (176, 144), under four different viewing distances D in inches.
Based on the work presented so far, we can now propose a limit that
assesses the efficiency of a display under a perceptual point of view. This limit
considers the best case scenario of such efficiency, i.e., S is considered to be at
the center of the image. Formally, the perceptual efficiency EΓ1×Γ2,N1×N2(D)
of a display of pixel density Γ1 × Γ2 that can display an image of resolution
up to N1 ×N2, and is viewed at a distance D, can be defined as:
EΓ1×Γ2,N1×N2(D)
, 1
N1N2
N1∑
n1=1
N2∑
n2=1
eD
[∣∣∣∣n1 − ⌈N12
⌉∣∣∣∣ , ∣∣∣∣n2 − ⌈N22
⌉∣∣∣∣] , (2.6)
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(a) Macular image for D =
10.
(b) Macular image for D =
15.
(c) Macular image for D =
20.
(d) Pixel efficiency for D =
10.
(e) Pixel efficiency for D =
15.
(f) Pixel efficiency for D =
20.
Figure 2.5: Macular images and the pixel efficiencies of every pixel of an
image of resolution 352× 288, for a display of pixel density Γ1 = Γ2 = 200
PPI, and S at coordinates (176, 144), under four different viewing distances
D in inches.
where eD[p1, p2] is given by (2.5).
Inspection of (2.6) shows that the value range of the perceptual efficiency
E is given by 0 < E ≤ 1. Also, such limit, together with our previous con-
siderations, answers the second question of our problem statement. More
precisely, the data in the image x can be reduced to E times its original
amount with no visual perceptual loss. So, for example, an image of resolu-
tion N1 ×N2, i.e., an image containing N1N2 samples can be processed and
reduced to EN1N2 samples with no perceptual loss. Finally, it is important
to notice that such limit is actually an upper bound of the actual HVS limit,
since later stages of the human visual processing can reduce even more the
amount of information we can process from an image.
Figure 2.5 considers a display of density Γ1 = Γ2 = 200 (PPI) presenting
images of resolution 352×288. If we consider such image size as the maximum
resolution of the display, then N1 = 352 and N2 = 288. In this case, the
perceptual efficiency of the display at viewing distances D = 10 in, D = 15
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Table 2.1: Perceptual efficiency of a display for phones.
Near Typical Far
5” 10” 15”
Samsung Galaxy SIII 99% 59% 33%
Apple iPhone 5 99% 58% 32%
LG Optimus G LS970 98% 55% 31%
Typical (480× 800, 260 PPI) 100% 87% 53%
in, D = 17.5 in, and D = 20 in would be approximately 100%, 97%, 81%,
and 65%, respectively.
Finally, in a special case when Γ1 = Γ2 = Γ and N1 = N2 = N , the
perceptual efficiency EΓ1×Γ2,N1×N2(D) given by (2.6) can be expressed simply
as EsΓ,N(D) and defined as:
EsΓ,N(D) , EΓ×Γ,N×N(D). (2.7)
2.6 Results
Tables 2.1–2.4 show the perceptual efficiency of a display for different kinds
of devices. For every table we show the perceptual efficiency of a display of
three current top seller devices in addition to a typical device, i.e., a display
whose specifications can be considered typical among a comprehensive list of
devices.2 All displays are analyzed under three different viewing distances:
near, typical, and far. For phones, tablets, and notebooks, the typical viewing
distance was extracted from information related to top seller devices.3 For
TVs we used an approximation of the average viewing distance reported in
[41]. For near and far viewing distances we used appropriate common sense
measurements.
As we can see from Tables 2.1–2.4, values for the perceptual efficiency
of a display can be considered low for typical viewing distances, and even
lower for far viewing distances. Specifically, results show that we can achieve
data reduction ratios up to approximately 3:1, 9:1, and 16:1 with no visual
perceptual loss under near, typical, and far viewing distances, respectively.
Figure 2.6 shows how the perceptual efficiency of a display varies according
2http://en.wikipedia.org/wiki/List of displays by pixel density
3http://en.wikipedia.org/wiki/Retina Display
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Table 2.2: Perceptual efficiency of a display for tablets.
Near Typical Far
10” 15” 20”
Apple iPad Retina display 48% 29% 19%
Amazon Kindle Fire HD 8.9” 55% 33% 22%
Samsung Galaxy Tab 10.1 100% 78% 59%
Typical (1920× 1200, 200 PPI) 71% 45% 31%
Table 2.3: Perceptual efficiency of a display for notebooks.
Near Typical Far
10” 20” 30”
Apple MacBook Pro 13-inch Retina display 53% 22% 12%
Sony Vaio Z Series 85% 40% 23%
Toshiba Porte´ge´ 100% 74% 47%
Typical (1366× 768, 130 PPI) 100% 67% 41%
Table 2.4: Perceptual efficiency of a display for televisions.
Near Typical Far
50” 100” 150”
TV 32” 31% 12% 6%
TV 42” 55% 22% 12%
TV 50” 65% 28% 16%
Typical (1920× 1280, 45 PPI) 64% 27% 15%
to its parameters. Basically, according to (2.6), the perceptual efficiency of
a display can vary according to the pixel densities Γ1 and Γ2, the image size
N1×N2, and the viewing distance D. However, it can be hard to analyze how
the proposed limit changes in terms of five parameters. So, for simplicity, we
display the results according to (2.7), i.e., considering only three parameters:
Γ = Γ1 = Γ2, N = N1 = N2 and D. Since we have three parameters to vary,
we need three 3-D plots to display the results. For each plot, we keep one
of the parameters constant, and vary the other two, so we can see how E
changes in terms of its parameters. In Figure 2.6(a), we conveniently kept
D = 15 inches since it can be considered to be the typical viewing distance
for tablets (Table 2.2) and it can also be considered to be an approximation
to the standard reading distance [42]. In Figure 2.6(b), we held N = 512
since it can be considered one of the most common image sizes [43]. Finally,
in Figure 2.6(c), we made Γ = 200 PPI since it can be considered the pixel
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Figure 2.6: Perceptual efficiency of a display for different values of
Γ = Γ1 = Γ2, N = N1 = N2, and D.
density of a typical tablet (Table 2.2).
Results from Figure 2.6 show how E drops for big enough values of its
parameters, since the proposed limit is not monotonically decreasing in terms
of D, nor in terms of Γ. Also, we can see that, in general, E falls slower in
terms of N than in terms of its other two parameters. In fact, it turns out
that Γ and D play the same role in the evaluation of the perceptual efficiency
of a display. According to (2.1), if Γ = Γ1 = Γ2, then:
dD[p1, p2] = 2r arctan
(√
p21 + p
2
2
DΓ
)
.
Also, according to (2.2), if Γ = Γ1 = Γ2, then:
AD[p1, p2]
≈ 4r2
[
arctan
(
p1 + 0.5
DΓ
)
− arctan
(
p1 − 0.5
DΓ
)]
×
[
arctan
(
p2 + 0.5
DΓ
)
− arctan
(
p2 − 0.5
DΓ
)]
.
This means that the values of D and Γ are completely interchangeable.
Moreover, in this case, dD[p1, p2] and AD[p1, p2] depend only on the product
DΓ.
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2.7 Conclusion
The main objectives of finding a perceptually efficient way of representing im-
ages and determining its theoretical limitations were satisfactorily achieved.
Under reasonable considerations, the proposed material combined with re-
lated theories successfully answered the two questions of our problem state-
ment. Although we could use mostly background information to promptly
answer the first of the two questions, showing that we can preprocess an im-
age without changing its perceptual quality, the other two demanded more
effort on our end.
In order to answer the second question, we developed a theory that ul-
timately led to the proposed retina-based perceptually lossless limit. The
theory showed that the data in any image can be reduced to E times its
original amount with no visual perceptual loss. Results considering real de-
vices showed that we can achieve data reduction ratios up to approximately
3:1, 9:1, and 16:1 with no visual perceptual loss under appropriate near,
typical, and far viewing distances, respectively. In general, results showed
that values for the perceptual efficiency of a display of real devices can be
considered low.
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CHAPTER 3
A GAUSSIAN FOVEATION SCHEME
WITH LOSS CONTROL
3.1 Introduction
Continuing the work presented in the previous chapter, we will now use
foveation to promote the reduction of image resolution through the use of a
shift-varying low-pass filter in a process called foveation filtering.
Our main contributions in this chapter are a new foveation scheme with
an adjustable parameter to control the amount of foveation-based informa-
tion reduction in lossy compression, depending on the target amount of bits,
and an extensive subjective testing with 1080p frames to verify the percep-
tual lossless property and gain in lossy coding of our proposed methods in
comparison with standard coding and other foveation coding schemes.
Details about the derivation of the foveation scheme, together with some
additional contributions, are provided throughout the text. As in the previ-
ous chapter, we believe the present study is very timely since display reso-
lutions increase at a fast pace [25, 26] and, as we will show later, the higher
the resolution, the more valuable the presented work.
The outline of this chapter is as follows. Section 3.2 provides the problem
statement. Section 3.3 reviews the related work. Section 3.4 describes the
proposed material which includes: foveation filters, a comparison between
foveation filtering methods, and an experiment. Section 3.5 discusses the
important points of our results. Section 3.6 summarizes the conclusion of
the chapter. Finally, Section 3.7 exposes our plans for future work.
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3.2 Problem Statement
Based on Section 2.2, now our objective is to preprocess x by reducing its
amount of data as much as possible so that, with no increase in the bit rate,
Q(y˜) > Q(x˜) and (ideally) Q(y) = Q(x).
The question is whether such solution is possible. This chapter is devoted
to addressing this question and to showing through practical results that
such achievement is possible.
3.3 Related Work
Basu and Wiebe [44] were among the first to propose using spatially varying
sampling due to foveation to improve image and video compression. Another
substantial contribution was given in [22], where a wavelet-based method is
employed to perform scalable video coding. The method was even further
extended in [23], when it was combined with an automated foveation point
selection scheme and an adaptive frame prediction algorithm.
The previous method, however, is often referred to as a multiresolution
method, whereas ours is based on foveation filtering. One of the major contri-
butions given by a filtering-based method is found in [24], where foveation is
exploited as a tool for exploring methods for optimal rate control of foveated
video. Such work is based on a foveation scheme previously described in
[45], which is further used by Lee et al. as an inspiration to achieve several
different goals, including the development of: methods for foveated image
and video quality assessment [46], efficient algorithms for foveated image
and video compression [1], foveation-based error resilience and unequal error
protection schemes [47], and an end-to-end foveated visual communication
system [48]. Ho et al. [49] propose to use a foveation model to reduce rate
of a compressed video.
Particularly, we believe better results can be achieved when more complete
and accurate information regarding the HVS is taken into consideration. One
good example of such thinking is found in [50], where a Gaussian foveation
method, based on the receptive fields of ganglion cells, improves upon a
graph-based method [51] in terms of the quality of image reconstruction.
Examples like this show that not only knowledge regarding photoreceptors
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distribution [40] should be used, but also information about subsequent layers
of the HVS, such as retinal ganglion cells distribution [52, 53] and receptive
fields sizes [53], should be considered.
3.4 Proposed Material
3.4.1 Foveation Filters
As mentioned before, the main motivation for the use of the proposed filters
is that, according to [39], the problem of resampling from a regular grid to an
irregular grid can be solved by using a projection filter. Also, it is important
to notice that the information about D and S should be available in order
to properly design such a filter.
Specifically, the task of finding D can be considered an easier assignment
than determining S, and can be done through the use of depth cameras.
The consideration of tracking for fixation point S that may be a key factor
of the proposed method deserves considerably more attention. In order to
solve that issue we could, as mentioned before, promote automatic predic-
tion of gaze by combining our method with a neurobiological model of visual
attention that is applied to automatically select regions of high saliency in
videos [21]. Alternatively, we could use eye tracking systems to determine S
since, as mentioned in [24], several real-time/nonreal-time visual communi-
cation systems associated with eye trackers have already been proposed and
demonstrated in the field of visual communications as well as virtual real-
ity. Finally, we could even provide such information about D and S by the
manual use of a mouse.
In this chapter however, it is assumed that the information about D and
S is available. The decision of which filter is going to be used is what plays a
major role on the overall purpose of this chapter. With that in mind, a few
reasons led us to choose a Gaussian filter.
First, striate cells behave much as would be predicted if the receptive fields
approximated a two-dimensional Gabor function [54]. This indicates that a
Gaussian filter is well-suited to filter the image in a way that the whole
human visual processing can be preserved.
Second, Gaussians provide the largest amount of low-pass filtering for the
24
smallest spatial support (modulated Gaussians have a minimum joint time-
frequency localization), thus making Gaussians ideal in terms of minimizing
computations for the same bandwidth [50].
Third, Gaussian filters can be both separable (which helps improving the
implementation regarding the computational time) and isotropic (which ac-
cording to [45] can provide more symmetric frequency response associated
with the local bandwidth).
Now, proceeding to the implementation of the filtering scheme, according
to [55] a 2-D shift-varying filtering can be defined as:
y[n1, n2] =
∞∑
m1=−∞
∞∑
m2=−∞
x[m1,m2]hm1m2 [n1, n2]. (3.1)
For many applications, the algorithm that implements such filtering scheme
may be considered too slow. A common way to solve this problem is to make
a separable implementation of the filter described by (3.1). The problem is:
even if the filter hm1m2 [n1, n2] is separable at every point, i.e., hm1m2 [n1, n2] =
hm1m2 [n1]hm1m2 [n2], the whole filtering process is not, since the double sum-
mation is in terms of the filter location, not the filter arguments, as we can
see from (3.1). To overcome this problem we locally approximate the 2-D
shift-varying filters by separable shift-varying filters (see Appendix A.1 for
details).
Regarding the design of the filter, we use a 2-D discrete shift-varying Gaus-
sian filter with: zero mean, standard deviation σp1p2 = −0.38 ln eD[p1, p2] at
P (see Appendix A.2 for details), and a squared support region centered at
P of size Kp1p2 × Kp1p2 varying from −d3σp1p2e to d3σp1p2e in both vertical
and horizontal directions. The filter is applied in each component of a color
image.
We also consider a case where visual perceptual loss is allowed. In this
case, a more complete version of the low-pass shift-varying filter includes a
lossy parameter ∆, such that ∆ ≥ 0. The inclusion of such a parameter is
inspired by the fact that the HVS reduces the amount of visual information
not only in the photoreceptors layer, but also in subsequent layers of the
human visual processing.
For example, according to [52], although the distribution of photoreceptors
sets the upper limit on the range of spatial frequencies available to the retina,
the distribution of ganglion cells sets the upper limit on the proportion of this
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information that is ultimately transmitted to the brain. More specifically,
again according to [52]: comparison of ganglion cell topography with the
visual field representation in V1 reveals similarities consistent with the idea
that cortical magnification is proportional to ganglion cell density throughout
the visual field; ganglion cell density decreases smoothly with eccentricity
from about 1 mm radius of the foveal center; low convergence of foveal cones
onto individual ganglion cells is an important mechanism for preserving high
resolution at later stages of neural processing; and the number of cones per
ganglion cell can increase smoothly with eccentricity from 1 mm radius of
the foveal center.1
However, still according to [52], there is substantial individual variability
in the number of ganglion cells, and substantial individual differences in the
local number of cones per ganglion cell, whereas individual variability in the
peripheral cone distribution is small. Then, since some of the fundamental
pillars of visual acuity seem to vary substantially among individuals, for
simplicity, we decided to model the aforementioned proportion of information
that is ultimately transmitted to the brain by some power of a previously
calculated monotonically decreasing function normalized by its peak value.
Formally, the information reduction factor gD,∆[p1, p2] of a pixel centered at
P can be defined as:
gD,∆[p1, p2] ,
(
qD[p1, p2]
qD[0, 0]
)∆
, (3.2)
where qD[p1, p2] is given by (2.4).
Since such reduction does not change the retinotopic behavior of the im-
ages formed in the primary visual cortex, we believe foveated images are more
pleasant and more naturally processed by the human brain than typical com-
pressed images. With that in mind, we modify a few entities presented so far
in order to allow visual perceptual loss. We start by the ∆-modified number
of cones per pixel qD,∆[p1, p2] of a pixel centered at P that can be defined as:
qD,∆[p1, p2] , qD[p1, p2]gD,∆[p1, p2], (3.3)
where qD[p1, p2] is given by (2.4) and gD,∆[p1, p2] is given by (3.2).
This modified version of the number of cones per pixel just reduces its
1The number of cones per ganglion cell is a measure of potential convergence only.
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value pointwisely according to the information reduction factor gD,∆[p1, p2].
Such change consequently impacts on the pixel efficiency, as the ∆-modified
pixel efficiency eD,∆[p1, p2] of a pixel centered at P can be defined as:
eD,∆[p1, p2] ,
{
1 , if qD,∆[p1, p2] ≥ 1
qD,∆[p1, p2] , else,
(3.4)
where qD,∆[p1, p2] is given by (3.3).
Figure 3.1 shows the ∆-modified macular images and the ∆-modified pixel
efficiencies of every pixel, where the pixel efficiency of a pixel can vary from
0 (displayed as black) to 1 (displayed as white), of an image of resolution
352× 288, for a display of pixel density Γ1 = Γ2 = 200 PPI, S at coordinates
(176, 144), and viewing distance D = 15 in, for four different values of ∆.
(a) Macular image for ∆ = 1. (b) Macular image for ∆ =
2.5.
(c) Macular image for ∆ =
150.
(d) Pixel efficiency for ∆ = 1. (e) Pixel efficiency for ∆ =
2.5.
(f) Pixel efficiency for ∆ =
150.
Figure 3.1: ∆-modified macular images and the ∆-modified pixel
efficiencies of every pixel of an image of resolution 352× 288, for a display
of pixel density Γ1 = Γ2 = 200 PPI, S at coordinates (176, 144), and
viewing distance D = 15 in, for four different values of ∆.
When comparing Figures 2.5 and 3.1, we can see that for a fixed value
of ∆ the macular images can vary from the whole image (Figure 2.5(a)) to
no image (Figure 2.5(c)) as D increases, whereas for a fixed value of D, the
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∆-modified macular images can vary from a macular image (Figure 2.5(b))
to a single pixel (Figure 3.1(c)) at S as ∆ increases.
Finally, σp1p2 = −0.38 ln eD,∆[p1, p2] becomes the standard deviation of the
new filter for a pixel centered at P . Making a simple analysis of this new
version of the filter we can see that: when ∆ = 0 we have loss, however,
it may be considered perceptually lossless; and when ∆ > 0 we have visual
perceptual loss. In conclusion, through the use of the lossy parameter ∆, the
proposed Gaussian foveation scheme permits controlling the strength of the
foveation filtering, i.e., how much visual perceptual loss will be allowed.
3.4.2 Comparison between Foveation Filtering Methods
The following material provides a comparison between the proposed method
and a method introduced by Lee et al. in a series of work [24, 46, 1, 47, 48].
Model of Image Projection onto the Retina
Lee et al. calculate the eccentricity ex (in degrees) at a point x = (x1, x2) in
[1, 45] as:
ex = tan
−1
(
iddx
vdip
)
, (3.5)
where ip is the image size (in pixels), id is the image size (in units of length),
vd is the distance from the viewer to the image (in the same units of length),
and dx is the distance (in pixels) from the foveation point in the image to a
pixel at x.
From the equation (3.5), one can see that apparently [1, 45] considers
the pixel density the same for horizontal and vertical directions, whereas we
consider that the pixel density can be different for horizontal and vertical
directions. Furthermore, we can see that the projection model of Lee et al.
can be considered a subset of our projection model if: Γ1 = Γ2 =
ip
id
, D = vd,
and dx =
√
p21 + p
2
2. When such conditions hold, we have
dD[p1,p2]
2r
≡ piex
180
,
which shows that our model is more flexible regarding pixel density.
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Model of Cones Distribution
The compared method uses a plot about the human visual detectable fre-
quencies derived based on the photoreceptor density that can be seen in
[1, 45]. A model for the mentioned plot is proposed, and is given by:
fdx =
γ
ex + η
, (3.6)
where ex is given by equation (3.5), and, according to [45], the parameters
γ = 18 and η = 0.2 were chosen experimentally such that the human eye
could not discriminate the foveated image from the original image for a given
fixation point.
Considering [45], one could say the model given by equation (3.6) was
fitted with the photoreceptor density by its peak. According to [40], this
does not seem to be the best way to proceed, since the region of the retina
with the highest variation on the number of cones across different subjects
is the fovea, i.e., the region corresponding to the peak of the mentioned plot.
This plays a major role in the modeling if we observe the high relative error
between the curve based on the density2 and the curve based on the model
found in [1, 45]. Regarding our modeling, one can say that the relative error
between the distributions found in [40] and the model itself is smaller.
Regarding both methods, those models are used to determine the param-
eters of the filters in different ways. The compared method uses local band-
width in cycles per pixel, while we use cones per pixel. Yet, we will show
that both approaches share the same idea.
The compared method uses a conversion factor βx [45], to convert fdx
(in cycles/degree) into fpn (in cycles/pixels). It supposes each pixel forms
a square with the length of each side  = id
ip
. Then, βx in its corrected is
approximately:3
βx = tan
−1
(

2vd
+
dx
vd
)
− tan−1
(−
2vd
+
dx
vd
)
.
The conversion is given by fpn = βxfdx . Then, fpn is thresholded at the
maximum normalized frequency 0.5 and at a minimum bandwidth 0.07. A
plot of the resulting local bandwidth (in cycles/pixels) can be found in [1].
2Considering that such density refers to cones only.
3βx resembles AD[p1, p2] in a sense that they are both related to the size of a pixel.
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Thresholding fpn by a minimum bandwidth does not seem to be the best
approach for many different applications. When a subject is far enough from
a display, the resulting local bandwidth at various pixels can be smaller than
a given threshold value.
On the other hand, thresholding fpn at the maximum normalized frequency
seems to be very appropriate. When Lee et al. argue that fpn should be
thresholded at the maximum normalized frequency 0.5, we can assume they
are actually arguing that in order to “perceive” 1 cycle we would need two
samples, i.e., 2 photoreceptors, which is the same as arguing that every pho-
toreceptor can only “perceive” 0.5 cycles. They define the local bandwidth
for every pixel, while we define the number of samples for every pixel, which,
according to the Sampling Theorem, must be at least two times the band-
width of the signal. In a nutshell, we have that 2βxfdx should be equal to
qD[p1, p2].
Foveation Filters
The compared method uses an approximation h(i) of an ideal lowpass filter
h∗(i), while we use an approximation hm1m2 [n1, n2] of an ideal Gaussian filter.
The design in [1, 45] aims to minimize the total energy of the error signal e
between h∗(i) and h(i) given by:
e =
∞∑
i=−∞
[h∗(i)− h(i)]2.
In order to do so, h(i) must be:
h(i) =
ωcpi sinc(ωci) , if − N2 ≤ i ≤ N20 , else,
where ωc = 2pifpn and N is the length of filter minus 1.
Additionally, [1, 45] calculates the error ratio τ relative to the total energy
as:
τ =
epi
ωc
.
As we can see, for a given maximum error ratio τ , if ωc decreases, then e
must decrease as well, which implies an increase on the length of the filter.
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A plot showing the number of filter taps according to cutoff frequency for
different values of τ can be found in [1]. Also, since ωc = 2pifpn , we can see
that the length of the filter will vary according to the pixel location.
In order to implement the filters in a fast way, the compared method
uses two different approaches: one consisting on designing separable even
symmetric filters and the other on designing circularly symmetric filters. In
both approaches Lee et al. use Hamming windows to smooth the frequency
response of the filters. Ideally, such windowing technique would require a
new analysis on the filter approximation. We do not face this problem since
we do not use such windowing technique in our proposed method.
Also, the filtering scheme in [1] uses a filter bank with a limited number
(less than 25) of different filters for a given value of τ , while our method
does not have a limit on the number of filters, and can also be limited if
desired. Moreover, since we are using Gaussian filters, our approach for the
filter design is separable even symmetric and circularly symmetric at the
same time, while the compared approach can only be one or the other.
Finally, a crucial point regarding the comparison between methods is the
use of a lossy parameter. The filtering scheme presented by Lee et al. does
not consider the use of such artifice, while our method permits the use of the
lossy parameter ∆ to allow visual perceptual loss that might be necessary
due to bandwidth limitations on transmissions.
3.4.3 Experiment 1
In order to properly test the proposed method, we performed extensive view-
ing tests with human subjects. Ten subjects (five males and five females)
participated in this study. In such tests, each subject was asked to grade
each image x a few times in order to assess its perceptual quality Q(x).
In order to provide enough variety of content, the 10th frames of fourteen
different 1080p sequences s1, s2, . . . , s14 were preprocessed by two different
methods: the compared method L(·); and the proposed method T∆(·). Re-
garding each frame si, a total of twenty-three frames became available upon
such procedure: one original frame si; one frame preprocessed by the com-
pared method L(si); and twenty-one frames preprocessed by the proposed
method T0(si), T1(si), . . . , T20(si). Subsequently, each one of such twenty-
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three frames were compressed using the H.264/AVC reference software JM
version 18.5 using the same configuration4 CQP (·), for QP = 36, 37, . . . , 50.
Regarding each frame si, a total of three-hundred and forty-five compressed
frames became available upon such procedure: fifteen non-preprocessed com-
pressed frames C36(si), C37(si), . . . , C50(si); fifteen compressed frames prepro-
cessed by the compared method C36(L(si)), C37(L(si)), . . . , C50(L(si)); and
three-hundred and fifteen compressed frames preprocessed by the proposed
method C36(T0(si)), C37(T0(si)), . . . , C50(T0(si));C36(T1(si)), C37(T1(si)), . . . ,
C50(T1(si)); . . . ;C36(T20(si)), C37(T20(si)), . . . , C50(T20(si)). Now, regarding
each original frame si, and considering that each of the compressed frames
are associated to a bit rate B(·), the following thirteen frames were selected
to participate in the subjective experiments:
• si,
• T0(si),
• C50(si),
• Four frames from C36(si), C37(si), . . . , C49(si),
• CQP ∗i (L(si)), where QP ∗i is the smallest quantization pass possible such
that B(CQP ∗i (L(si))) < B(C50(si)),
• For each of five different values of ∆, i.e., ∆ = ∆i,j for j = 1, 2, . . . 5,
a frame CQPi,j(T∆i,j(si)), where QPi,j is the smallest quantization pass
possible such that B(CQPi,j(T∆i,j(si))) < B(CQP ∗i (L(si))).
Regarding the subjective test itself, we designed a software using the fol-
lowing algorithm for each subject:
1. Randomize the order of the frames.
2. Show a gray frame with a fixation point for 1250 ms.
3. Show a 10th frame for 300 ms.
4The configuration can be found in the file encoder.cfg (provided by the reference
software) with the following changes: FramesToBeEncoded = 15; FrameRate = 25 (for
frames s3, s4, s9, s14); SourceWidth = 352; SourceHeight = 288; LevelIDC = 42; IntraPe-
riod = 15; QPISlice = QP ; QPPSlice = QP ; SearchRange = 16; NumberReferenceFrames
= 4; NumberBFrames = 2; QPBSlice = QP ; and HierarchicalCoding = 0.
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4. Show a gray frame asking the subject to press a key to judge the image
quality. The possible grades are 1, 2, . . . , 9, where 1 is poor and 9 is
undistorted.5
5. Show a gray frame for 750 ms.
6. Repeat steps 2–5 one-hundred and eighty-one more times such that
each one of the 182 selected frames receive grades.
7. Show a gray frame saying the subject can take a break.
8. Repeat steps 1–7 two more times, just to get a reliability measure.
3.5 Results
Figure 3.2 shows compression results for a frame of the CIF sequence foreman.
All compressed frames were encoded using the H.264/AVC reference software
JM version 18.5. Except for the quantization pass QP , they were all encoded
using the same configuration.6 We wanted to verify how much foveation
filtering could possibly improve the perceptual quality of an uncompressed
frame, so we first encoded it using QP = 50 with no foveation scheme.
Then, we performed foveation filtering in the original frame and encoded it.
In order to provide a better comparison between methods, we will assume
the conditions in Section 3.4.2 hold, i.e., Γ1 = Γ2 =
ip
id
, D = vd, and dx =√
p21 + p
2
2. So, for the method developed by Lee and Bovik [1] we made
DΓ = 3000. For the proposed method we also made DΓ = 3000 and chose
appropriate values for ∆ and QP . Results display the 10th frames. The
point S for the 10th frame is marked with a green cross7 in Figure 3.2(a).
For convenience, we made Γ = 200 PPI so that D = 15 in becomes the actual
viewing distance for the reader.
As we can see from Figure 3.2, the result regarding the proposed prepro-
cessing method can clearly enhance the perceptual quality of an image (if we
5We did not label the values between 1 and 9 since people use the scale differently, and
labeling does not help. When we analyzed their ratings, we standardized the ratings to
account for individual differences in how people use the scale.
6The only differences between this configuration and the previous one are the following:
SourceWidth = 352; and SourceHeight = 288.
7S is at coordinates (238, 200).
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(a) Original. (b) At 0.015 bpp (QP = 50).
(c) Preprocessed by Lee et al.
[1] at 0.016 bpp (QP = 50).
(d) Preprocessed by the pro-
posed method (∆ = 40) at
0.015 bpp (QP = 46).
Figure 3.2: Compression results for the 10th frame of the CIF sequence
foreman, for Γ = Γ1 = Γ2 = 200 PPI, and D = 15 in.
consider that the region of interest in such image is centered at S) under the
bit rate restriction. In Figures 3.2(b) and 3.2(c) we can clearly see blocking
artifacts around S, whereas in Figure 3.2(d) we can see a much smoother
image around the same point. Such results indicate that the question of our
problem statement can be answered positively. Moreover, the result regard-
ing the proposed method can also be considered better than the one provided
by Lee and Bovik [1].
Figure 3.3 shows compression results for a frame of the 720p sequence
parkrun. Again, all compressed frames were encoded using the H.264/AVC
reference software JM version 18.5, and, except for the quantization pass QP ,
they were encoded using the same configuration.8 Once again, we wanted
to verify how much foveation filtering could possibly improve the perceptual
quality of an uncompressed frame. In order to do so, we proceeded like before.
Results display the 10th frames. Since the displayed frames have much more
pixels than the ones shown in Figure 3.2, we also displayed magnified macular
8The only differences between this configuration and the previous one are the following:
FrameRate = 50; SourceWidth = 1280; and SourceHeight = 720.
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(a) Original. (b) At 0.019 bpp (QP =
50).
(c) Preprocessed by the pro-
posed method (∆ = 7) at
0.014 bpp (QP = 42).
(d) Magnified macular im-
age of the frame in Figure
3.3(a).
(e) Magnified macular im-
age of the frame in Figure
3.3(b).
(f) Magnified macular image
of the frame in Figure 3.3(c).
Figure 3.3: Compression results for the 10th frame of the 720p sequence
parkrun, for Γ = Γ1 = Γ2 = 750 PPI, and D = 4 in.
images of such frames in order to facilitate the visualization of the results.
The point S for the 10th frame is located at the center of its macular image.9
For convenience, we now made Γ = 750 PPI so that D = 4 in becomes the
actual viewing distance for the reader (note that the product DΓ is still the
same).
Again, as we can see from Figure 3.3, the result regarding the proposed
preprocessing method can clearly enhance the perceptual quality of an image
(if we consider that the region of interest in such image is centered at S)
under the bit rate restriction. Although we can see a substantial amount of
visual perceptual loss in Figures 3.3(b) and 3.3(c) when compared to Figure
3.3(a), when we look at the magnified macular images in Figures 3.3(e) and
3.3(f) we can clearly see that the latter looks much better than the former,
implying that the perceptual quality of the frame in Figure 3.3(c) can be
considered better than the perceptual quality of the frame in Figure 3.3(b).
Such results corroborate the claim that the question of our problem statement
9S is at coordinates (616, 396).
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can be answered positively. It also becomes clear that the enhancement of
the perceptual quality is highly dependent on the source complexity.
Figure 3.4 shows subjective results for the original frames si and the pre-
processed frames T0(si), for i = 1, 2, . . . , 14. For each subject, we discarded
the first block of trials, i.e., the first 182 out of 546 grades. Then we cal-
culated the z-score for each one of the remaining 364 trials. Finally, we
averaged the two z-scores of each image, so that we generate an intermediate
z-score per image per subject. As an important note, different people can
use different ranges of the scale (e.g., 1–9, 4–8, 1–5, 6–9). By standardizing
each subject’s ratings, we put them onto the same scale before comparing
different methods. If we do not do that, then ratings from someone who uses
the full scale will be weighted more than those from someone who does not.
Normalizing reduces the noise from differences in how people use the scale
to our estimates of the relative quality of the different methods.
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Figure 3.4: Box plot results for intermediate z-scores of the frames si and
the preprocessed frames T0(si), for i = 1, 2, . . . , 14.
As we can see from Figure 3.4, the intermediate z-scores of the frames si
and T0(si) are fairly close to each other for each i, especially if we consider
that they were displayed together with all the other ones in completely ran-
dom orders to the subjects. We believe such results give enough psychological
evidence to answer positively the first question of our problem statement of
the previous chapter, i.e., it is possible to preprocess an image x yielding an
image y so that Q(y) = Q(x).
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Table 3.1: MOS results and their 95% confidence intervals for the
non-preprocessed compressed frames C50(si), the compressed frames
preprocessed by Lee and Bovik [1] CQP ∗i (L(si)), and one of the compressed
frames preprocessed by the proposed method CQPi,j(T∆i,j(si)), for
i = 1, 2, . . . , 14.
Non-preprocessed Lee and Bovik [1] Proposed
blue sky 1.88 ± 0.48 2.55 ± 0.57 2.89 ± 0.53
crowd run 2.87 ± 0.53 2.86 ± 0.48 3.00 ± 0.45
dance kiss 1.80 ± 0.57 1.75 ± 0.49 2.02 ± 0.50
flag shoot 2.29 ± 0.35 2.52 ± 0.50 2.68 ± 0.43
in to tree 2.55 ± 0.51 2.78 ± 0.50 2.76 ± 0.47
old town cross 2.24 ± 0.36 2.00 ± 0.42 2.54 ± 0.33
park joy 1.61 ± 0.32 2.24 ± 0.30 2.70 ± 0.31
pedestrian area 1.48 ± 0.32 1.59 ± 0.31 1.88 ± 0.73
princess run 1.78 ± 0.42 2.23 ± 0.33 2.67 ± 0.56
riverbed 1.80 ± 0.46 1.88 ± 0.66 1.96 ± 0.73
rush hour 1.93 ± 0.40 2.11 ± 0.53 2.13 ± 0.40
station2 1.58 ± 0.66 1.48 ± 0.28 1.96 ± 0.59
tractor 2.45 ± 0.55 2.30 ± 0.55 2.56 ± 0.37
tree tilt 2.05 ± 0.42 2.43 ± 0.55 2.60 ± 0.42
Table 3.1 shows subjective results for the non-preprocessed compressed
frames C50(si), the compressed frames preprocessed by the compared method
CQP ∗i (L(si)), and one of the compressed frames preprocessed by the proposed
method CQPi,j(T∆i,j(si)), for i = 1, 2, . . . , 14. In order to generate the results,
we proceed like before. Then we calculated a mean across all subjects for each
compressed image. Finally, we scale the mean intermediate z-scores to 1–5
range so that we have a mean opinion score (MOS) and its 95% confidence
interval for each compressed image.
As we can see from Table 3.1, the MOS of CQPi,j(T∆i,j(si)) is better than
the MOS of C50(si) for every i, including 5 cases with statistical significance
(for frames s1, s4, s7, s9, and s14), even with a small subject pool of 10
people. We believe such results give enough psychological evidence to answer
positively the question of our problem statement, i.e., such preprocessing can
make Q(y˜) > Q(x˜) without increasing the bit rate. Moreover, the MOS of
CQPi,j(T∆i,j(si)) is better than the MOS of CQP ∗i (L(si)) in every case but one,
including 2 cases with statistical significance (for frames s7 and s9), meaning
that results regarding the proposed method can also be considered better
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than the ones provided by Lee and Bovik [1].
Finally, Figure 3.5 shows results for the 10th frame of the 1080p sequence
park joy. Again, we also displayed magnified macular images of such frames
in order to facilitate the visualization of the results. The point S for the 10th
frame is located at the center of its macular image.10
As we can see from Figure 3.5, the perceptual quality of the frames s7
(Figure 3.5(a)) and T0(s7) (Figure 3.5(g)) are arguably the same, especially
when we look at their respective magnified macular images in Figures 3.5(d)
and 3.5(j). Moreover, although we can see a substantial amount of visual
perceptual loss in Figures 3.5(b), 3.5(c), 3.5(h), and 3.5(i) when compared
to Figure 3.5(a), when we look at the magnified macular images in Figures
3.5(e), 3.5(f), 3.5(k), and 3.5(l) we can clearly see that the lattermost looks
better than any of the first three, implying that the perceptual quality of the
frame C40(T15(s7)) (Figure 3.5(i)) can be considered better than the percep-
tual quality of the frames C50(s7) (Figure 3.5(b)), C47(L(s7)) (Figure 3.5(c)),
and C47(s7) (Figure 3.5(h)). This means that the proposed method: can en-
hance the perceptual quality of an image under the bit rate restriction; can
be considered better than the one provided by Lee and Bovik [1]; and, most
importantly, while increasing the perceptual quality of a frame, can permit
gains of approximately 2 times the compression ratio of a typical compression
scheme.
3.6 Conclusion
In order to answer the question of our problem statement, we developed a
Gaussian foveation scheme with resolution control to process images prior
to their transmissions. This preprocessing method can be adjusted through
a lossy parameter to fit limits on transmission bit rates. Results consider-
ing real images showed that the proposed preprocessing method can make
Q(y˜) > Q(x˜) without increasing the bit rates. Moreover, while increasing the
perceptual quality, the proposed method achieved gains up to approximately
2 times the compression ratio of a typical compression scheme. However,
both the enhancement of the perceptual quality and the gain relative to the
compression ratio turned out to be highly dependent on the source complex-
10S is at coordinates (948, 553).
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(a) Original. (b) At 0.029 bpp (QP =
50), MOS = 1.61.
(c) Preprocessed by Lee and
Bovik [1] at 0.024 bpp
(QP = 47), MOS = 2.24.
(d) Magnified macular im-
age of the frame in Figure
3.5(a).
(e) Magnified macular im-
age of the frame in Figure
3.5(b).
(f) Magnified macular image
of the frame in Figure 3.5(c).
(g) Proposed method (∆ =
0).
(h) At 0.049 bpp (QP =
47), MOS = 2.42.
(i) Preprocessed by the pro-
posed method (∆ = 15)
at 0.022 bpp (QP = 40),
MOS = 2.70.
(j) Magnified macular image
of the frame in Figure 3.5(g).
(k) Magnified macular im-
age of the frame in Figure
3.5(h).
(l) Magnified macular image
of the frame in Figure 3.5(i).
Figure 3.5: Compression results for the 10th frame of the 1080p sequence
park joy, for Γ = Γ1 = Γ2 ≈ 92 PPI, and D ≈ 22 in.
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ity.
Finally, we believe that as technology advances, image sizes are likely to
grow, and display pixel densities tend to increase. Both factors contribute
substantially to the benefits one can extract from the presented work, mak-
ing it increasingly valuable in the future. Overall, we believe the Gaussian
foveation scheme with resolution control proved to be a powerful tool for
compression purposes.
3.7 Future Work
Although we tried to be as complete as possible in our approach, a few
questions remain open. Clearly, how to obtain a good estimation for the
perceptual quality Q of an image is one of them. In order to help answer
this question, we want to make use of some previous works [56, 57]. Another
important question we want to answer is whether or not it is possible to find
an optimal value for the lossy parameter ∆, and, in case it is, how to find it.
Additionally, we want to use information from subsequent stages of the
human visual processing in future compression schemes. Ultimately, we have
a strong desire to expand our research to late vision so that we can provide
even more substantial contributions to the field.
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CHAPTER 4
AN ESTIMATION OF DIFFERENCE
THRESHOLD IN TERMS OF FREQUENCY
FOR ELECTROTACTILE STIMULATION
4.1 Introduction
Knowledge of human haptic perception has always been an object of desire.
But what does haptic actually mean? The word haptic itself derives from
a Greek word meaning “to lay hold of” and was introduced decades ago
to describe the process of actively examining a spatial layout or a shape
with hands [58]. However, its meaning changed slightly over time to also
incorporate tactile and kinesthetic sensations. Over the last few decades, a
substantial number of studies arose attempting to explain how our different
modalities of haptic perception work.
As mentioned in Chapter 2, in order to give grounds for a perception
related theory and avoid discredit, three complementary approaches can be
taken [13]: psychological, biological, or theoretical. Here, differently from
Chapter 2, we will use mostly the first method to justify our work, and,
whenever it is necessary, we will utilize results provided by the other two to
make a point satisfactorily clear.
Our main objective in this chapter is to put some of those psychological
aspects together and, thereby, present and develop new models and limits
regarding the human haptic system (HHS). More specifically, we want to find
a perceptually efficient way of stimulating the human skin and determine its
important limitations. In order to achieve this objective, we need to have a
good understanding of human haptic perception [13, 10].
The main motivation behind this objective is unfolded when we recognize
the substantial contributions it can make to many different applications,
including some of the most relevant ones in haptics: improving the quality
of sensory substitution [10, 59], providing a more realistic haptic feedback
in bilateral teleoperation [60, 61], enhancing the process of rehabilitation
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[62, 63], and giving more haptics cues to better support car drivers [64, 65].
The usefulness of these applications reveals the relevance of our research.
In order to find a perceptually efficient way of stimulating the human skin,
this chapter makes use of a device known as electrotactile display [10]. This
device exploits the fact that, in the human cutaneous sensory system, percep-
tion of surface roughness of objects can be simulated through electrotactile
displays [66]. More specifically, different levels of roughness can be simulated
using different frequencies and intensity levels on such device. However, it is
unclear how precise the parameters of a stimulus need to be in order for that
stimulus to not be confused with a different one.
Our main contribution in this chapter is an estimation of the difference
threshold (i.e., amount of change in a stimulus required to produce a just
noticeable difference (JND) in sensation [67]) in terms of pulse frequency for
a few different frequencies.
Details about the experiment performed to find the estimation for a few
different frequencies, together with some additional contributions, are pro-
vided throughout the text. We believe the present study is very timely since
wearable computers tend to make such finding more propitious to be used.
The outline of this chapter is as follows. Section 4.2 provides the prob-
lem statement. Section 4.3 reviews the related work. Section 4.4 shows the
necessary background to understand our work. Section 4.5 describes the pro-
posed material which includes experiments to find: an initial estimation of
the absolute threshold in terms of pulse width, an estimation of the abso-
lute threshold in terms of pulse width, and an estimation of the difference
threshold in terms of pulse frequency. Section 4.6 discusses important points
of our results. Finally, section 4.7 summarizes the conclusion of the chapter.
4.2 Problem Statement
Let Ψ(φ(f)) denote the perceived stimulus of an applied stimulus φ(f), and
let φ(f) be a function of the pulse frequency f . Our objective is to find an
estimation of the amount of change in φ(f) in terms of f required to produce
a JND in sensation, i.e., to find an estimation of the smallest value of ∆f
such that Ψ(φ(f)) 6= Ψ(φ(f + ∆f)).
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4.3 Related Work
Arguably the first work on tactile displays was done in [68], where a rigid
multi-node electrotactile display has been constructed and tested through
psychophysical experiments to stimulate the human skin. The idea of using
a tactile display to induce cutaneous perception was employed later through
different kinds of technologies and approaches, including: vibrotactile [69],
where a method for creating virtual textures is described; air-jet [70], creating
a lump percept by directing pressurized air through an aperture onto the
finger; functional neuromuscular stimulation, an approach that is debatable
since it is invasive, subjects are hard to find for experimentation, and it
involves extremely high liability [71]; and, of course, electrotactile [66], where
an electrotactile display that can be integrated into current handheld devices
with touch screens is presented.
In terms of applications, vibrotactile is the one that has received the most
attention in the literature over the years, especially on haptic-audio-visual
(HAV) environments [72]. However, since its spatial precision can be con-
sidered poor in comparison to the electrotactile approach, our study will
focus on the latter. One of the major contributions to the field can be
found in [10], where an impressive review on electrotactile and vibrotactile
displays is performed. Another substantial contribution was given in [73],
where a high voltage, constant current stimulator circuitry for electrocuta-
neous stimulation is provided. Many details about issues with power source,
skin impedance, and electrode sizes, among others, are described in such
work.
Recently, we believe some works have established themselves as landmarks
in terms of specific concepts and principles. In [74], the concept of trans-
parency in haptics is explained. The principles of another type of display
are provided in [75]: the thermal displays. The work in [67] reviews psy-
chophysical techniques to haptic perception. Finally, a specific review of
psychophysical dimensions of tactile perception of textures is performed in
[76].
Finally, we are not aware of any studies which report how precise the
parameters of a stimulus need to be in order for that stimulus to not be
confused with a different one.
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4.4 Background
The HHS is known to be physically one of the most complex modalities of
human perception. Consequently, many different subdivisions can be found
in the literature regarding the human haptic processing. Here, we consider
the subdivision between active touch and passive touch. Active touch occurs
when there is voluntary movement on the part of the subject, whereas passive
touch occurs when there is no voluntary movement [77]. We also consider the
concept of transparency, i.e., placing minimal load on the user’s attentional
resources [74].
In terms of anatomy, there are basically 4 types of skin mechanoreceptors,
each of those cells types can differ in terms of spatial distribution, spatial
resolution, percentage of cell count on the skin, and frequency response [10,
78, 71]. Also, for a given input stimulus, the output response of each receptor
decreases over time and this effect is called the stimulatory adaptation [71].
Finally, in order to understand the material presented in the next section, a
few definitions need to be made. The absolute threshold, which is sometimes
referred to as RL (from the German Reiz Limen), is defined as the smallest
amount of stimulus energy necessary to produce a sensation and may be
thought of as the resolution of the sensory system [67]. Also, the difference
threshold (DL for Differenz Limen) is defined as the amount of change in a
stimulus required to produce a JND in sensation [67].
4.5 Proposed Material
The following experiments were performed on the index finger tip of the right
hand of the subjects. In all experiments, a custom-built current-controlled
electrotactile system was used to control and apply the stimulation. Three
frequencies were chosen, f1 = 10Hz, f2 = 30Hz, and f3 = 80Hz.
4.5.1 Experiment 2
The goal of this experiment is to find an initial estimation of the absolute
threshold in terms of pulse width.
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In order to do so, a version of the classical psychophysical method of ad-
justment was used and extensive tests were performed with human subjects.
More precisely, eighteen subjects (ten males and eight females) participated
in this study.
The adopted procedure was as follows. First, a subject was instructed
that he/she had to report whenever he/she perceived a stimulus. Then, for
each frequency, instead of having a participant adjusting the intensity of the
stimulus, the experimenter was responsible to adjust it such that the subject
was completely unaware of its level. Finally, the following algorithm was
performed for each subject:
1. Choose a frequency f1.
2. The stimulus intensity level in terms of pulse width is initially set well
below threshold and the experimenter adjusts the intensity until the
stimulus is just perceptible.
3. The stimulus intensity level is set slightly above threshold and the
experimenter adjusts the intensity until the stimulus is no longer per-
ceived.
4. The stimulus intensity level is set slightly below threshold and the
experimenter adjusts the intensity until the stimulus is just perceptible.
5. Repeat steps 3–4 up to a few times.
6. The final value of the pulse width is set as the initial estimation of the
absolute threshold ŵRL(f1) for the chosen frequency f1.
1
7. Repeat steps 1–6 for two other frequencies f2 and f3.
4.5.2 Experiment 3
The goal of this experiment is to find an estimation of the absolute threshold
in terms of pulse width.
1In order to make sure the subject will not feel any uncomfortable sensations in subse-
quent experiments, the stimulus intensity level is gradually increased while the subject is
asked whether he/she feels uncomfortable or not with the stimulation. In case the subject
feels uncomfortable before the value of the pulse width exceeds 1.3ŵRL(f1), ŵRL(f1) is
replaced in subsequent experiments by the largest possible value it can be replaced by,
such that increasing it by 30% would produce no uncomfortable sensations.
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In order to do so, the Bayesian adaptive psychometric method QUEST
[79] was used and extensive tests were performed with human subjects. More
precisely, eighteen subjects (ten males and eight females) participated in this
study (the same subjects that participated in Experiment 2).
The adopted procedure was as follows. First, a subject was instructed that
he/she had to report whenever he/she perceived a stimulus. Then, based on
such report, the experimenter was responsible to provide an input to a custom
system such that the subject was completely unaware of when a stimulus was
applied. Finally, the following algorithm was performed for each subject:
1. Choose three different frequencies f1, f2, and f3.
2. Initialize a QUEST procedure for each frequency.
3. Randomly select a QUEST procedure.
4. Select a stimulus based on the recommendation provided by the selected
QUEST procedure.
5. Have no stimulus applied for up to 2 seconds.
6. Apply the selected stimulus for 3 seconds.
7. Input a “yes” response to the system in case the subject reports he/she
perceived a stimulus, otherwise input a “no” response.
8. Update the selected QUEST procedure with information regarding the
selected stimulus and the correspondent response.
9. Repeat steps 3–8 one-hundred and nineteen more times such that each
one of the three QUEST procedures runs for a total of forty trials each.
10. For each fi, i = 1, 2, 3, the mean of the posterior probability density
function (PDF) of its correspondent QUEST procedure is set as the
estimation of the absolute threshold ŵRL(fi).
4.5.3 Experiment 4
The goal of this experiment is to find an estimation of the difference threshold
in terms of pulse frequency.
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In order to do so, the Bayesian adaptive psychometric method QUEST
[79] was used and extensive tests were performed with human subjects. More
precisely, seven subjects (four males and three females) participated in this
study.
The adopted procedure was as follows. First, a subject was briefed that
he/she would be provided some time to actively explore a computer screen by
moving the cursor over it. Then, the participant was informed that instead of
using a mouse to control the cursor, this experiment would use a Leap Motion
controller so that he/she would control the cursor using hand motions only.2
Next, the subject was instructed that while the cursor was over the left half
of the screen, a stimulus φl would be applied, and while the cursor was over
the right half of the screen, a stimulus φr would be applied. The subject
was then directed that he/she would have to answer whether φl and φr were
perceived as different or not. Finally, the following algorithm was performed
for each subject:
1. Choose three different frequencies f1, f2, and f3.
2. Initialize two QUEST procedures for each fi, i = 1, 2, 3, one for the
estimation of the lower difference threshold and one for the estimation
of the upper difference threshold.
3. Show a gray frame with a red dot in its center asking the subject to
place the cursor in the center of the dot. Move to the next step only
after the cursor is over the red dot for 1 second.
4. Randomly select a QUEST procedure.
5. Select a stimulus φl based on the frequency associated to the selected
QUEST procedure.
6. Select a stimulus φr based on the recommendation provided by the
selected QUEST procedure.
7. Show a yellow frame with a number 2 in its center for 1 second.
8. Show a yellow frame with a number 1 in its center for 1 second.
2The Leap Motion controller is a computer hardware sensor device that supports hand
and finger motions as input, analogous to a mouse, but requires no hand contact or
touching.
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9. Show a green frame with a vertical black line from top to bottom in the
middle of the frame for 7 seconds. While the cursor is over the left half
of the screen, the selected stimulus φl is applied, and while the cursor
is over the right half of the screen, the selected stimulus φr is applied.
10. Show a gray frame asking the subject to press y for yes or n for no. The
subject has to answer whether φl and φr were perceived as different or
not.
11. Update the selected QUEST procedure with information regarding the
selected stimuli and the correspondent response.
12. Repeat steps 3–11 nine more times.
13. Show a gray frame saying the subject can take a break.
14. Repeat steps 3–13 twenty-three more times such that each one of the
six QUEST procedures runs for a total of forty trials each.
15. For each fi, i = 1, 2, 3, the mean of the PDF of one of its correspon-
dent QUEST procedures is set as the estimation of the lower difference
threshold ∆̂f−DL(fi) and the mean of the PDF of the other of its cor-
respondent QUEST procedures is set as the estimation of the upper
difference threshold ∆̂f+DL(fi).
4.6 Results
Table 4.1 shows results of different subjects for initial estimations of the
absolute thresholds in terms of pulse width ŵRL(fi) in µs, for i = 1, 2, 3.
As we can see from Table 4.1, ŵRL(f1) is bigger than ŵRL(f2) for 12 out of
18 subjects, equal for 4 out 18 subjects, and smaller for 2 out of 18 subjects.
Also, ŵRL(f2) is bigger than ŵRL(f3) for 6 out of 18 subjects, equal for 9 out
18 subjects, and smaller for 3 out of 18 subjects.
Figure 4.1 shows results of different subjects for initial estimations of the
absolute thresholds in terms of pulse width ŵRL(fi) in µs, for i = 1, 2, 3.
As we can see from Figure 4.1, the results vary remarkably across subjects,
which makes it very difficult to draw any conclusion. This is probably be-
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Table 4.1: Results of different subjects for initial estimations of the
absolute thresholds in terms of pulse width ŵRL(fi) in µs, for i = 1, 2, 3.
ŵRL(f1) ŵRL(f2) ŵRL(f3)
Subject A 29 19 18
Subject B 38 37 37
Subject C 25 25 24
Subject D 22 20 19
Subject E 25 21 21
Subject F 36 27 31
Subject G 39 37 37
Subject H 35 25 24
Subject I 15 19 19
Subject J 34 28 26
Subject K 22 19 21
Subject L 19 19 19
Subject M 19 17 17
Subject N 18 19 20
Subject O 31 27 26
Subject P 32 32 32
Subject Q 25 24 24
Subject R 18 18 18
cause in comparison to the other classical methods for determining absolute
thresholds, the method of adjustment is considered the least precise [67].
Table 4.2 shows results of different subjects for estimations of the absolute
thresholds in terms of pulse width ŵRL(fi) in µs, for i = 1, 2, 3. All esti-
mations were calculated using the Bayesian adaptive psychometric method
QUEST described in [79]. Except for the best guess of the location of thresh-
old Tprior, they were all calculated using the same configuration.
3 For each
frequency, Tprior was given by the initial estimations of the absolute thresh-
olds in terms of pulse width found in the previous experiment.
As we can see from Table 4.2, ŵRL(f1) is bigger than ŵRL(f2) for 14 out
of 18 subjects, and equal for 4 out 18 subjects. Also, ŵRL(f2) is bigger than
ŵRL(f3) for 11 out of 18 subjects, equal for 6 out 18 subjects, and smaller
for 1 out of 18 subjects.
Table 4.3 shows means and their 95% confidence intervals of the results
3The configuration parameters were as follows: β = 3.5; γ = 0; δ = 0.01; a grain of
0.01; a range of 200; standard deviation of the Gaussian prior density of 2; number of
trials of 40; and T as the 75% correct point.
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Figure 4.1: Plot results of different subjects for initial estimations of the
absolute thresholds in terms of pulse width ŵRL(fi) in µs, for i = 1, 2, 3.
across all subjects for estimations of the absolute thresholds in terms of pulse
width ŵRL(fi), for i = 1, 2, 3.
As we can see from Table 4.3, on average, ŵRL(f1) is bigger than ŵRL(f2).
Also, on average, ŵRL(f2) is bigger to ŵRL(f3). All of the results are sta-
tistically significant, even with a relatively small subject pool of 18 people.
We believe such results give enough psychological evidence to state that, on
average, wRL(f) is statistically monotonic for the frequencies studied. Such
statement means that wRL(f) could be modeled as a monotonically decreas-
ing function. However, more extensive experiments taking into account other
frequencies are necessary to make a more rigorous affirmation.
Figure 4.2 shows results of different subjects for estimations of the absolute
thresholds in terms of pulse width ŵRL(fi) in µs, for i = 1, 2, 3.
As we can see from Figure 4.2, the results across subjects still vary, but
less significantly than in the previous experiment. Moreover, we can see that,
with the exception of one case, the estimations of the absolute thresholds in
terms of pulse width ŵRL(fi) are all monotonically non-increasing functions
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Table 4.2: Results of different subjects for estimations of the absolute
thresholds in terms of pulse width ŵRL(fi) in µs, for i = 1, 2, 3.
ŵRL(f1) ŵRL(f2) ŵRL(f3)
Subject A 33 20 18
Subject B 43 37 37
Subject C 24 24 24
Subject D 25 22 23
Subject E 26 22 21
Subject F 33 31 30
Subject G 37 37 37
Subject H 39 28 25
Subject I 19 18 17
Subject J 33 29 28
Subject K 23 23 13
Subject L 21 20 20
Subject M 22 18 17
Subject N 21 20 19
Subject O 32 31 29
Subject P 36 35 34
Subject Q 25 25 25
Subject R 20 18 18
Table 4.3: Means and their 95% confidence intervals of the results across all
subjects for estimations of the absolute thresholds in terms of pulse width
ŵRL(fi), for i = 1, 2, 3.
ŵRL(f1) ŵRL(f2) ŵRL(f3)
28.44± 3.66 25.44± 3.25 24.17± 3.53
(the exception case could be associated to the noisy nature of the process).
Table 4.4 shows results of different subjects for estimations of the differ-
ence thresholds in terms of pulse frequency ∆̂f−DL(fi) in Hz, for i = 1, 2, 3.
Again, all estimations were calculated using the Bayesian adaptive psycho-
metric method QUEST described in [79], and, except for the best guess of
the location of threshold Tprior, they were calculated using the same config-
uration.4
As we can see from Table 4.4, ∆̂f−DL(f1) is smaller than ∆̂f
−
DL(f2) for 5 out
of 7 subjects, and bigger for 2 out of 7 subjects. Also, ∆̂f−DL(f2) is smaller
4The configuration parameters were the same as in the previous experiment, the pulse
width was set to 1.3ŵRL(f), and for each one of the QUEST procedures Tprior was given
by 2.5, 5, 10, 15, 20, and 30.
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Figure 4.2: Plot results of different subjects for estimations of the absolute
thresholds in terms of pulse width ŵRL(fi) in µs, for i = 1, 2, 3.
Table 4.4: Results of different subjects for estimations of the difference
thresholds in terms of pulse frequency ∆̂f−DL(fi) in Hz, for i = 1, 2, 3.
∆̂f−DL(f1) ∆̂f
−
DL(f2) ∆̂f
−
DL(f3)
Subject A 3.89 7.35 38.35
Subject B 9.39 8.02 67.96
Subject C 4.53 6.33 57.73
Subject D 5.76 5.10 52.75
Subject E 3.54 16.74 30.25
Subject Q 4.04 6.27 40.03
Subject R 2.35 13.50 32.87
than ∆̂f−DL(f3) for 7 out of 7 subjects.
Table 4.5 shows results of different subjects for estimations of the difference
thresholds in terms of pulse frequency ∆̂f+DL(fi) in Hz, for i = 1, 2, 3.
As we can see from Table 4.5, ∆̂f+DL(f1) is smaller than ∆̂f
+
DL(f2) for 7
out of 7 subjects. Also, ∆̂f+DL(f2) is smaller than ∆̂f
+
DL(f3) for 6 out of 7
subjects, and bigger for 1 out of 7 subjects.
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Table 4.5: Results of different subjects for estimations of the difference
thresholds in terms of pulse frequency ∆̂f+DL(fi) in Hz, for i = 1, 2, 3.
∆̂f+DL(f1) ∆̂f
+
DL(f2) ∆̂f
+
DL(f3)
Subject A 3.76 22.35 17.39
Subject B 6.19 27.52 102.26
Subject C 2.76 16.10 41.84
Subject D 5.99 29.22 65.28
Subject E 3.78 5.54 27.76
Subject Q 3.18 9.40 23.52
Subject R 10.62 12.03 99.85
Table 4.6: Results of different subjects for thresholds in terms of pulse
frequency f∓i in Hz, for i = 1, 2, 3.
f−1 f1 f
+
1 f
−
2 f2 f
+
2 f
−
3 f3 f
+
3
Subject A 6.11 10 13.76 22.65 30 52.35 41.65 80 97.39
Subject B 0.61 10 16.19 21.98 30 57.52 12.04 80 182.26
Subject C 5.47 10 12.76 23.67 30 46.10 22.27 80 121.84
Subject D 4.24 10 15.99 24.90 30 59.22 27.25 80 145.28
Subject E 6.46 10 13.78 13.26 30 35.54 49.75 80 107.76
Subject Q 5.96 10 13.18 23.73 30 39.40 39.97 80 103.52
Subject R 7.65 10 20.62 16.50 30 42.03 47.13 80 179.85
Table 4.6 shows results of different subjects for thresholds in terms of pulse
frequency f∓i = fi ∓ ∆̂f∓DL(fi) and in Hz, for i = 1, 2, 3.
Careful analysis of Table 4.6 tells us that Subject A can discriminate at
least six different frequencies, Subject B three, Subject C five, Subject D
five, Subject E six, Subject Q seven, and Subject R six.
Figure 4.3 and Figure 4.4 show subjective results of different subjects for
estimations of the difference thresholds in terms of pulse frequency ∆̂f∓DL(fi)
in Hz, for i = 1, 2, 3. In such results, as in the previous experiments we
linearly interpolated the results for each subject.
4.7 Conclusion
The main objectives of finding a perceptually efficient way of stimulating
the human skin and determining its important limitations were satisfactorily
achieved. Results suggest that the absolute thresholds in terms of pulse
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Figure 4.3: Plot results of different subjects for estimations of the difference
thresholds in terms of pulse frequency ∆̂f−DL(f) in Hz, for i = 1, 2, 3.
width could be modeled as a monotonically decreasing function. In addition,
a close analysis of the results showed that subjects are able to discriminate
between at least three different frequencies, but in general six different ones,
due to the non overlap of some of the thresholds in terms of pulse frequency.
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Figure 4.4: Plot results of different subjects for estimations of the difference
thresholds in terms of pulse frequency ∆̂f+DL(f) in Hz, for i = 1, 2, 3.
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CHAPTER 5
ACTIVE TOUCH VERSUS PASSIVE
TOUCH AND VISUAL-HAPTIC
ENVIRONMENT VERSUS HAPTIC
ENVIRONMENT
5.1 Introduction
Continuing the work presented in the previous chapter, we will now compare
different stimulation modalities, namely active touch and passive touch, as
well as different stimulation environments, namely visual-haptic environment
and haptic environment.
Our main contributions in this chapter are independent measures of sen-
sitivity index and response bias for the different aforementioned stimulation
modalities and environments. In order to do so, extensive novel subjective
tests are performed through recording and playback of simulated active touch
in a visual-haptic environment.
Details about the experiments performed to find the independent measures
of sensitivity index and response bias, together with some additional contri-
butions, are provided throughout the text. As in the previous chapter, we
believe the present study is very timely since wearable computers tend to
make such findings more propitious to be used.
The outline of this chapter is as follows. Section 5.2 provides the prob-
lem statement. Section 5.3 reviews the related work. Section 5.4 describes
the proposed material which includes experiments to find estimations of the
sensitivity index and the response bias for three different contexts: active
touch in a visual-haptic environment, passive touch in a visual-haptic envi-
ronment, and passive touch in a haptic environment. Section 5.5 discusses
the important points of our results. Section 5.6 summarizes the conclusion
of the chapter. Finally, Section 5.7 exposes our plans for future work.
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5.2 Problem Statement
Let d′(K) denote the sensitivity index under a context K, and let c(K)
denote the response bias under the same context. Now let K be one of the
following:
• Active touch in a visual-haptic environment (KAVH),
• Passive touch in a visual-haptic environment (KPV H),
• Passive touch in a haptic environment (KPH).
Our objective is to find the relations between d′(KAVH), d′(KPV H), and
d′(KPH), as well as the relations between c(KAVH), c(KPV H), and c(KPH).
5.3 Related Work
One of the major contributions to the field can be found in [80], where 73
separate comparisons of active and passive touch from 47 years of research
were analyzed. Eighteen studies detailing 36 active-passive comparisons were
considered sufficiently consistent in their definitions and comparable in their
methods; 11 of the comparisons (31%) indicated that active touch was su-
perior, nine (25%) found passive superiority, and 16 (44%) concluded no
difference. Clearly the question is far from settled [81].
A problem when comparing active and passive tactile perception of two-
dimensional (2-D) stimuli is matching the active and passive tasks on all
variables except the one of interest—active versus passive touch [82]. A
few works on force displays take this problem into consideration. In [83],
a one degree-of-freedom custom-built impedance-type haptic device displays
forces on a palm grip handle. In [84], active subjects freely explored virtual
three-dimensional geometric shapes using a Phantom force-feedback device.
However, we are not aware of any similar studies for electrotactile displays.
Particularly, we believe better results can be achieved when more complete
and accurate information regarding the psychophysics of the HHS is taken
into consideration. Also, another key point on the feasibility of tactile sys-
tems is the circuitry models underlying them. Kaczmarek et al. study those
two main areas in [10] and in [85], respectively, to use them as foundations
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to achieve several different goals, including: a study of the polarity effect
in electrovibration [86], a design of a high-voltage bipolar transconductance
amplifier for electrotactile stimulation [87], and a study of the effect of stim-
ulation waveform on pattern perception [88]. Kajimoto et al. also follow the
same path to achieve goals very similar to ours, including: the SmartTouch
[89, 90], an electrotactile display with real-time impedance feedback [91], and
a tactile display that independently stimulates a variety of mechanoreceptors
[92].
Finally, we are not aware of any studies about electrotactile displays that
concretely quantify the differences between different contexts.
5.4 Proposed Material
The settings for the following experiments are the same as those described
in Section 4.5.
5.4.1 Experiment 5
The goal of this experiment is to find an estimation of the sensitivity in-
dex and the response bias in the context of active touch in a visual-haptic
environment.
In order to do so, signal detection theory methods were used and extensive
tests were performed with human subjects. More precisely, eleven subjects
(six males and five females) participated in this study.
The procedure adopted for this experiment was the same as that used for
Experiment 4. However, this time no adaptive procedure is performed and
instead the samples are predefined using the following criteria.
In order to provide enough variety of content, the means f−DL(fi) and
f+DL(fi) as well as the standard deviations σf−DL
(fi) and σf−DL
(fi) from Ex-
periment 4 were calculated across subjects A, B, C, D, and E, for i = 1, 2, 3.
For each i, the lower frequency associated with fi was defined as f
−
i =
f−DL(fi) − σf−DL(fi) and the upper frequency associated with fi was defined
as f+i = f
+
DL(fi) + σf+DL
(fi). Finally, a sample pair was defined as {fl, fr},
where fl is the frequency that determines stimulus φl and fr is the frequency
that determines the stimulus φr.
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Now, regarding each selected frequency fi, the following thirty-six sample
pairs were selected to participate in the subjective experiments:
• Six s−−i = {f−i , f−i },
• Nine s×−i = {fi, f−i },
• Six s××i = {fi, fi},
• Nine s×+i = {fi, f+i },
• Six s++i = {f+i , f+i }.
Finally, regarding the subjective test itself, we designed a software using
the following algorithm for each subject:
1. Randomize the order of the sample pairs.
2. Show a gray frame with a red dot in its center asking the subject to
place the cursor in the center of the dot. Move to the next step only
after the cursor is over the red dot for 1 second.
3. Show a yellow frame with a number 2 in its center for 1 second.
4. Show a yellow frame with a number 1 in its center for 1 second.
5. Show a green frame with a vertical black line from top to bottom in
the middle of the frame for 7 seconds. While the cursor is over the left
half of the screen, a stimulus φl is applied, and while the cursor is over
the right half of the screen, a stimulus φr is applied.
6. Show a gray frame asking the subject to press y for yes or n for no. The
subject has to answer whether φl and φr were perceived as different or
not.
7. Repeat steps 2–6 nine more times.
8. Show a gray frame saying the subject can take a break.
9. Repeat steps 2–8 nine more times and then steps 2–6 eight more times
such that all of the 108 selected sample pairs receive answers.
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5.4.2 Experiment 6
The goal of this experiment is to find an estimation of the sensitivity in-
dex and the response bias in the context of passive touch in a visual-haptic
environment.
In order to do so, signal detection theory methods were used and extensive
tests were performed with human subjects. More precisely, eleven subjects
(six males and five females) participated in this study (the same subjects
that participated in Experiment 5).
The adopted procedure was as follows. First, a subject was informed that
the previous experiment was recorded and it would play back in this exper-
iment. As a consequence, the subject was instructed to not move his/her
hand since the software would reproduce the exact same visual-haptic expe-
rience the participant had before. The subject was then directed that he/she
would have to answer whether φl and φr were perceived as different or not.
Finally, the same algorithm described in Experiment 5 was performed for
each subject.
5.4.3 Experiment 7
The goal of this experiment is to find an estimation of the sensitivity index
and the response bias in the context of passive touch in a haptic environment.
In order to do so, signal detection theory methods were used and extensive
tests were performed with human subjects. More precisely, eleven subjects
(six males and five females) participated in this study (the same subjects
that participated in Experiments 5 and 6).
The adopted procedure was as follows. First, a subject was informed that
the previous experiment would play back again, but this time the partic-
ipant would have no visual feedback during the stimulation. The subject
was again instructed to not move his/her hand since the software would re-
produce the exact same haptic experience he/she experienced before. The
subject was then directed that he/she would have to answer whether φl and
φr were perceived as different or not. Finally, the same algorithm described
in Experiment 5 was performed for each subject.
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5.5 Results
Figures 5.1–5.11 show subjective results of each subject for all the experi-
ments of this chapter. Each figure shows the results of a different subject,
and in each one of them, the histograms show the percentage of answer “yes”
of each sample pair. In order to improve visualization of the results, bins as-
sociated to sample pairs where fl 6= fr are represented by orange rectangles
and bins associated to sample pairs where fl = fr are represented by black
rectangles.
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Figure 5.1: Subjective results of subject F for Experiments 5, 6, and 7.
As we can see from figures 5.1–5.11, different subjects have fairly distinct
results. However, it is possible to notice that, in general, when moving from
active to passive touch, subjects tend to reduce their ability to discriminate
between sample pairs where fl 6= fr from sample pairs where fl = fr. Also,
they tend to answer “no” more often. Additionally, when moving from a
visual-haptic to a haptic environment, subjects tend to reproduce the same
behavior as when moving from active to passive touch. Finally, we can see
that such rule does not apply for all subjects, but instead, presents a tendency
of behavior across different contexts.
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Figure 5.2: Subjective results of subject G for Experiments 5, 6, and 7.
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Figure 5.3: Subjective results of subject H for Experiments 5, 6, and 7.
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Figure 5.4: Subjective results of subject I for Experiments 5, 6, and 7.
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Figure 5.5: Subjective results of subject J for Experiments 5, 6, and 7.
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Figure 5.6: Subjective results of subject K for Experiments 5, 6, and 7.
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Figure 5.7: Subjective results of subject L for Experiments 5, 6, and 7.
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Figure 5.8: Subjective results of subject M for Experiments 5, 6, and 7.
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Figure 5.9: Subjective results of subject N for Experiments 5, 6, and 7.
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Figure 5.10: Subjective results of subject O for Experiments 5, 6, and 7.
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Figure 5.11: Subjective results of subject P for Experiments 5, 6, and 7.
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Table 5.1: Sensitivity index d′ for different subjects and different contexts.
d′(KAVH) d′(KPV H) d′(KPH)
Subject F 0.96 0.76 0.27
Subject G 0.43 0.34 0.24
Subject H 2.49 2.10 0.83
Subject I 0.71 0.24 0.28
Subject J 1.23 1.26 0.75
Subject K 1.22 1.41 1.54
Subject L 0.78 0 0.27
Subject M 0.86 0.61 0.25
Subject N 1.03 0.84 0.83
Subject O 1.94 1.42 0.54
Subject P 1.26 0.95 0.28
Table 5.2: Response bias c for different subjects and different contexts.
c(KAVH) c(KPV H) c(KPH)
Subject F 0.96 1.97 2.22
Subject G 0.17 0.26 0.31
Subject H -0.54 0.08 0.55
Subject I 0.07 0.71 1.18
Subject J 0.71 0.96 0.75
Subject K 0.61 0.89 0.68
Subject L 0.58 1.33 1.46
Subject M 0.34 0.40 0.41
Subject N 0.19 0.90 1.18
Subject O -0.07 -0.12 0.32
Subject P 0.20 0.29 0.90
Tables 5.1–5.2 show independent measures of sensitivity index d′ and re-
sponse bias c for different subjects and for the different studied contexts.
As we can see from Table 5.1, when moving from active to passive touch,
9 out of 11 subjects reduced their ability to discriminate between sample
pairs where fl 6= fr from sample pairs where fl = fr. Also, when moving
from a visual-haptic to a haptic environment, the same happened for 8 out
of 11 subjects. Finally, when moving from active touch in a visual-haptic
environment to passive touch in a haptic environment, 10 out of 11 subjects
followed the same path.
As we can see from Table 5.2, when moving from active to passive touch,
10 out of 11 subjects answered “no” more often. Also, when moving from
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Table 5.3: Means and their 95% confidence intervals of the sensitivity index
d′ across all subjects for different contexts.
d′(KAVH) d′(KPV H) d′(KPH)
1.17± 0.39 0.90± 0.41 0.55± 0.27
Table 5.4: Means and their 95% confidence intervals of the response bias c
across all subjects for different contexts.
c(KAVH) c(KPV H) c(KPH)
0.29± 0.28 0.70± 0.41 0.91± 0.39
a visual-haptic to a haptic environment, the same happened for 9 out of 11
subjects. Finally, when moving from active touch in a visual-haptic environ-
ment to passive touch in a haptic environment, 11 out of 11 subjects followed
the same path.
Tables 5.3–5.4 show means and their 95% confidence intervals of indepen-
dent measures of sensitivity index d′ and response bias c across all subjects
for the different studied contexts.
As we can see from Tables 5.3 and 5.4, in average, when moving from active
to passive touch, subjects reduced their ability to discriminate between sam-
ple pairs where fl 6= fr from sample pairs where fl = fr and they answered
“no” more often. Also, on average, subjects followed the same path when
moving from a visual-haptic to a haptic environment. As a consequence, the
same happened when moving from active touch in a visual-haptic environ-
ment to passive touch in a haptic environment. All of the results are statis-
tically significant, even with a small subject pool of 11 people. We believe
such results give enough psychological evidence to state that, on average,
d′(KAVH) > d′(KPV H) > d′(KPH) and c(KAVH) < c(KPV H) < c(KPH).
5.6 Conclusion
The main objective of finding independent measures of sensitivity index and
response bias for the different studied contexts were satisfactorily achieved.
Statistically significant results showed that, on average, when moving from
active to passive touch, subjects tend to reduce their ability to discriminate
between different and same stimulation and tend to answer “no” more often.
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Also, on average, subjects tend to follow the same path when moving from
a visual-haptic to a haptic environment.
5.7 Future Work
Although we tried to be as complete as possible in our approach, a few
questions remain open. Clearly, how to design an experiment to compare
active touch in a haptic environment to the studied contexts is one of them.
Another important question we want to answer is how sensitivity indexes
and response biases in audio related contexts compare to the ones in this
chapter.
Additionally, all the proposed material in this chapter and the previous
one is relative to a single node electrotactile stimulation. With that in mind,
we plan to move the research to a multi-node approach.
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CHAPTER 6
CONCLUSION
In Chapter 2, the main objectives of finding a perceptually efficient way of
representing images and determining its theoretical limitations were satis-
factorily achieved. Under reasonable considerations, the proposed material
combined with related theories successfully answered the two questions of
our problem statement. Although we could use mostly background informa-
tion to promptly answer the first of the two questions, showing that we can
preprocess an image without changing its perceptual quality, the other one
demanded more effort on our end. In order to answer the second question,
we developed a theory that ultimately led to the proposed retina-based per-
ceptually lossless limit. The theory showed that the data in any image can
be reduced to E times its original amount with no visual perceptual loss.
Results considering real devices showed that we can achieve data reduction
ratios up to approximately 3:1, 9:1, and 16:1 with no visual perceptual loss
under appropriate near, typical, and far viewing distances, respectively. In
general, results showed that values for the perceptual efficiency of a display
of real devices can be considered low.
In Chapter 3, we developed a Gaussian foveation scheme with loss control
to process images prior to their transmissions. This preprocessing method
can be adjusted through a lossy parameter to fit limits on transmission bit
rates. Results considering real images showed that the proposed preprocess-
ing method can make Q(y˜) > Q(x˜) without increasing the bit rates. More-
over, while increasing the perceptual quality, the proposed method achieved
gains up to approximately 2 times the compression ratio of a typical compres-
sion scheme. However, both the enhancement of the perceptual quality and
the gain relative to the compression ratio turned out to be highly dependent
on the source complexity. Finally, we believe that as technology advances,
image sizes are likely to grow, and display pixel densities tend to increase.
Both factors contribute substantially to the benefits one can extract from
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the presented work, making it increasingly valuable in the future. Overall,
we believe the Gaussian foveation scheme with loss control proved to be a
powerful tool for compression purposes.
In Chapter 4, the main objectives of finding a perceptually efficient way of
stimulating the human skin and determining its important limitations were
satisfactorily achieved. In order to answer the question of our problem state-
ment, we designed three different experiments. First, we utilized a version of
the classical psychophysical method of adjustment to find an initial estima-
tion of the absolute threshold in terms of pulse width. Next, we used such
results to initialize a Bayesian adaptive psychometric method to find an es-
timation of the absolute threshold in terms of pulse width. Finally, we linear
interpolated such data and employed the same method to find an estima-
tion of the difference threshold in terms of pulse frequency. Results suggest
that the absolute thresholds in terms of pulse width could be modeled as a
monotonically decreasing function. Moreover, a close analysis of the results
suggests that humans are able to discriminate between at least 3 different
frequencies of an electrotactile stimulation, but typically 6 different ones.
In Chapter 5, we proposed a novel sequence of three signal detection ex-
periments to find independent measures of sensitivity index and response
bias for three different contexts: active touch in a visual-haptic environment,
passive touch in a visual-haptic environment, and passive touch in a haptic
environment. First, we collected data in the context of active touch in a
visual-haptic environment and we recorded the experiment. Next, we played
back the experiment so we acquired data in the context of passive touch in a
visual-haptic environment. Lastly, we played back the experiment again, but
this time with no visual feedback during the stimulation, so we gathered data
in the context of passive touch in a haptic environment. Results suggest that
a change from active touch to passive touch, or from a visual-haptic environ-
ment to a haptic environment, typically yields a reduction of the sensitivity
index d′ and in an increase of the response bias c.
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APPENDIX A
FOVEATION FILTER DESIGN
A.1 On Filter Approximation
For the filter approximation, we assume that if two points Pa and Pb are close
enough to each other, then the impulse response of the filter at Pa can be
approximated by the impulse response of the filter at Pb. Also, we assume
that whenever a point Pa is in the support region of a filter at Pb, then both
points are considered to be close enough to each other.
Now, since a Gaussian filter is a circularly symmetric filter, then we have
hm1m2 [n1, n2] ≈ hn1n2 [m1,m2] for all (m1,m2) and (n1, n2) close enough to
each other. Consequently, (3.1) becomes:
y[n1, n2] ≈
∞∑
m1=−∞
∞∑
m2=−∞
x[m1,m2]hn1n2 [m1,m2], (A.1)
for all (m1,m2) and (n1, n2) close enough to each other.
Finally, since a Gaussian filter is also a separable filter, i.e., hn1n2 [m1,m2] =
hn1n2 [m1]hn1n2 [m2], then (A.1) becomes:
y[n1, n2] ≈
∞∑
m1=−∞
hn1n2 [m1]
∞∑
m2=−∞
x[m1,m2]hn1n2 [m2],
for all (m1,m2) and (n1, n2) close enough to each other.
A.2 On Filter Standard Deviation
For the filter design, we need to describe its only parameter σp1p2 at every P .
In order to do so, we can assume that σp1p2 is somehow related to eD[p1, p2].
Then, we can analyze some specific cases to understand how we can use the
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information about eD[p1, p2] to determine σp1p2 . In order to make our point
more clear, we consider the cases shown in Figure A.1.
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Figure A.1: Three different cases of image projection onto the retina, where
a dot represents a pixel and a circle represents a cone.
When eD[p1, p2] =
1
M
, it means that we have a proportion of M pixels to 1
cone.1 In other words, it means that the signal is locally downsampled by a
factor of M . So, considering the cases shown in Figure A.1, in order to avoid
aliasing, we could locally filter the image by a separable ideal low-pass filter.
Hence, the cutoff frequency of this filter would be pi
√
eD in both horizontal
and vertical directions. However, we are designing a Gaussian filter, and
therefore we decided to approximate the 1-D filters by Gaussian filters whose
Fourier transforms are of the form:
H(ω) = e
− ω2
2σ2ω ,
where σω is the standard deviation of such filter in the frequency domain.
In order to perform the approximation, we can use the 3 dB criterion
to determine the cutoff frequency of the proposed filter, i.e., we can make
H(ωc) =
√
2
2
, where ωc is the cutoff frequency of the 1-D ideal low-pass filter.
Hence:
σω =
ωc√
2 ln
√
2
.
Finally, considering only the cases shown in Figure A.1, and knowing that
the relation between σn, the standard deviation of a Gaussian filter in the
discrete-time domain, and σω, the standard deviation of such filter in the
frequency domain, is given by σn =
1
σω
, then:
1For points where eD[p1, p2] = qD[p1, p2].
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σn =
1
pi
√
2 ln
√
2
eD
.
For such cases, i.e., when eD = 0.25, eD = 0.1, and eD = 0.0625, we have
σn = 0.53, σn = 0.8, and σn = 1.06, respectively. Also, we know that when
eD = 1, σn = 0 since no downsampling is performed and thus no filtering is
required.
Now we can use those four values of σn to estimate its value for all the
other more challenging cases. In order to do so, we can choose a function
that satisfactorily fits those four points and can be used to estimate σn at
all other points. We are interested in a function fσ(eD) that equals 0 when
eD = 1 and increases as eD decreases such that fσ(eD) → ∞ as eD → 0. A
function that fits well with our objective is fσ(eD) = −kσ ln eD.
After fitting the data, we found that kσ = 0.38 minimized both the mean
absolute error and the mean squared error between fσ(eD) and σn for those
four points. Therefore, we finally made:
σp1p2 = −0.38 ln eD[p1, p2].
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