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This work defines a new nonlinear adaptive filter based 
on a feed-forward neural network with the capacity of 
significantly reducing the additive noise of an image. 
Even though measurements have been carried out using 
x-ray images with additive white Gaussian noise, it is 
possible to extend the results to other type of images. 
Comparisons have been carried out with the Weiner filter 
because it is the most effective option for reducing Gaus­
sian noise. In most of the cases, image reconstruction 
using the proposed method has produced satisfactory 
results. Finally, some conclusions and future work lines 
are presented.
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1. Introduction
Digital image recovery entails a process which 
is meant to recover the original image data con­
sidering the degradation (noise in the acquisi­
tion, transmission problems, etc.) that this im­
age has undergone. Its use is of utmost impor­
tance for several disciplines such as: Medicine, 
Biology, Physics, and Engineering.
The term noise in digital images refers to any 
pixel value of an image which does not match 
the reality quite exactly. Image acquisition is 
generally corrupted (noise) by the electronic 
equipment used for its capture (quantification 
noise, fog effect, etc.) and by the distortions 
generated in the transmission (possible inter­
ferences or errors in the transmission of data 
bits) [5].
Noise suppression is important since previous 
analysis referring to pattern recognition and seg­
mentation are based on intensity value handling.
If conventional solutions are analyzed, it can be 
noticed that there exist specific filters for each 
type of noise [2], [9]. For instance, in the “salt 
and pepper” noise, the mean filter is the mostly 
used [1], [3], [10]; in the case of the Gaussian 
noise, Weiner filter is used.
It is important to notice that the application of 
a low-pass filter, like Weiner, despite being an 
effective way of reducing Gaussian noise in an 
image, does not produce good results with im­
pulsive noise. This leads to the analysis of the 
noisy signal and considering, in each case, the 
solution to apply [8].
On the other hand, adaptive solutions exist that 
try to solve this kind of problems [6], [7].
This paper presents a new nonlinear adaptive 
filter capable of deleting additive noise based 
on neural networks. Its adaptive capacity to the 
input signal allows the network’s training from 
generic-noisy signals thus avoiding the analysis 
of the type of filter to use in each case.
This paper is organized as follows: Section 2 
describes the way in which the filter is applied 
to a noisy image. The neural network training is 
described in Section 3. Section 4 describes the 
result. And, finally, Section 5 presents the de­
tails of the conclusion together with some future 
work lines.
2. Nonlinear Filter Based on a 
Feed-forward Neural Network
The filter proposed in this paper is based on a 
feed-forward neural network which, after being 
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trained, has the capacity of indicating the cor­
rection to be carried out in each pixel. This 
means that image recovery is carried out adding 
to each pixel the value obtained as result by the 
neural network.
The network has three layers: input, hidden, and 
output. The first one is made up by 8 neurons, 
the second by 5, and the third by a single neuron 
that indicates the correction to be carried out.
NI refers to the noisy image with n x m dimen­
sion to be recovered using the neural network.
In order to ease the computations corresponding 
to each pixel’s environment, the following four 
additional matrices are used:
The pseudo code corresponding to the previ­
ously described process is as follows:
NI <— Noisy Image
BPN <— Load the NN already trained 
for row = 1 to Height(NI)
for col = 1 to width(NI) 
input(i,j) <— input vector 
for NI(i,j) 
value(i,j) <— output value for 
input(i,j) 
output(i,j) = NI(i,j) + value(i,j) 
end
end
//output represents the recovered image.
E=(l -1)®NZ,
S = ( ® NI,
sw={~o i) ®NI’ (1) 
NW = ( 0 -1 ) ® NI
The symbol ® represents the matrix convolu­
tion.
For each pixel (z, y) of the NI image, the input to 
the network is an eight-component vector made 
up as follows:
input(i,j) =
/ E(i,j — E)
E(i,f)
SW(z-lj-l) 
SW(z,j) 
NW(z-l,y) 
\ NW(i,j—V)
\
(2)
/
This input vector spreads along the network as 
usual. The activation function for those hidden 
layer neurons is:
- 1 <3’
For the single neuron of the output layer, a linear 
activation function is applied:
f°(x)=x
The result of the network is directly added to 
the noisy image pixel value, thus achieving its 
recovery.
3. Neural Network Training
For its training the neural network uses the back 
propagation algorithm [4] taking as error mea­
sure the mean square error (MSE).
Since it is a supervised learning, test images to 
which additive noise has been applied have been 
used.
Each noise image pixel will be entered into the 
network as a vector - as indicated in the previ­
ous section - whose associated output value is 
the corresponding correction factor. Such factor 
is computed as follows:
= IM(i,f) - NI(i,f) (5) 
Notice that in this case the original image (IM) 
is available since the noise was introduced in­
tentionally.
The selection of images used for training must 
assure the maximum coverage of all possible 
input patterns because the network is capable of 
interpolating missing information from these, 
but not extrapolating it. For this reason, one 
of the images used was Barbara because of its 
richness in different patterns.
4. Results
In order to train the neural network, images with 
Gaussian additive white noise were used. This 
type of noise is characterized by a continuum 
energy spectrum for all the frequencies. When 
this problem arises, the exact value of any pixel 
is different each time the same image is cap­
tured.
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Ulis effect adds or subtracts a given value at a 
real gray level and is independent of the values 
taken by the image.
Hie information used in the network training 
must assure the representation of the different 
intensity combinations that may arise in a noisy 
image. For this reason, the images Lena and 
Barbara, both with size 512x512 pixels, were 
used.
Given that in the training stage those matrices 
of (1) are used and that they do not take into 
account the border values of the noisy image, 
die network input vectors are obtained from a 
510x510 pixels region obtained by the original 
noisy image clipping.
The neural network was trained during 50 iter­
ations with Barbara by means of the procedure 
described in Section 2. The Gaussian noise was 
applied with zero mean and 0.01 variance.
Table 1 shows the results obtained when apply­
ing the input neural network to a set of standard 
testing images, which are shown in Figure 1.
Table 1. Results for each filter.
Noisy Network Wiener Median
Barbara 20.12 25.86 25.51 23.21
Lena 20.06 27.37 27.20 26.78
Boat 20.13 26.78 26.65 25.71
Peppers 20.15 26.48 27.17 26.12
Barbara
Boat
Each value in Table 1 is the best behavior of 20 
different neural networks, each of which was 
obtained from an independent training. Figure 
2 shows the results of applying different filters 
of Lena.
As it can be seen, the nonlinear adaptive filter 
based on neural networks proposed in this paper 
shows better results than the Weiner and Median 
filters in almost all the images. The shown num­
bers correspond to the peak signal-to-noise ratio 
defined in equation (4.1).
It is important to emphasize that the neural net­
work has a general training and can be applied 
to any type of image with Gaussian noise. As 
counterpart, conventional methods should be 
selected according to the image intensity val­
ues and its distortion type. This leads us to 
obtain solutions that depend on the observer’s 
appreciation.
Lena
Peppers
Fig. 1. Test Images.
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a) Noisy Image.
On the other hand, the neural network allows 
implementing a more general filter, applicable 
to different situations. For instance, Table 2 
shows the nonlinear adaptive filter based on the 
trained neural network with Barbara applied to 
the four x-ray images of Figure 3 to which Gaus­
sian noise with zero mean and 0.005 variance 
was introduced. Table 3 shows the result of ap­
plying Gaussian noise with zero mean and 0.01 
variance.
b) Filtered image using the network.
PSNR = 20 log10
5. Conclusions
1
y\
EEMUHfW)’
' j
N /
(4.1)
c) Filtered image using Wiener.
A new nonlinear adaptive filter based on a feed­
forward neural network has been presented. It 
has shown satisfactory results in its application 
to images with additive noise.
Although this filter was proposed to be applied 
to x-ray image with additive white Gaussian 
noise, experience shows good results when it is 
applied to other type of images.
It only remains to measure the neural network 
adaptive capacity to different parameters when 
generating the image with Gaussian noise.
We are currently working on the generalization 
of this filter application to other types of noises, 
apart from the Gaussian additive white noise.
d) Filtered Image using Median.
Fig. 2. Results of applying different filters to the same 
noisy image.
Table 2. Gaussian noise with 0.005 variance.
Noisy Network Wiener Median
Image 1 20.18 27.62 27.26 26.37
Image 2 20.04 27.94 26.23 27.54
Image 3 20.31 28.51 26.75 28.16
Image 4 20.24 26.97 26.18 26.52
Table 3. Gaussian noise with 0.01 variance.
Noisy Network Wiener Median
Image 1 20.36 28.05 27.96 27.62
Image 2 20.14 28.51 27.68 27.66
Image 3 20.45 26.42 26.34 25.42
Image 4 20.59 28.87 27.67 27.28
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