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1. INTRODUCTION 
If f  = f(x) and g = g(x) are polynomials with coefficients in a field A,, 
then f  0 g shall denote the polynomialf(g(x)). The set k,[.~] of polynomials is 
an associative monoid under this operation; the linear polynomials are the 
units; one defines primes (= indecomposable polynomials), prime factoriza- 
tions (= maximal decompositions) and associated primes and equivalent 
decompositions just as in any noncommutative monoid. 
In 1922 J. F. Ritt [9] proved fundamental theorems about such polynomial 
decompositions, which we restate here in Section 2. He took k, to be the 
complex field and used the language of Riemann surfaces. In 1941 and 1942, 
H. T. Engstrom [4] and Howard Levi [7], by different methods, showed that 
these results hold over an arbitrary field of characteristic 0. We show here 
that, contrary to appearances, Ritt’s original proof of Theorem 3 does not 
make any essential use of the topological manifold structure of the Riemann 
surface; it consists of combinatorial arguments about extensions of primes 
to a composite of fields, and depends on the fact that the completion of a field 
k,(t), at each of its prime spots, is quasifinite when k, is algebraically closed 
of characteristic 0. Our Lemma 1 below contains all the basic information 
which Ritt gets by use of Riemann surfaces. Since his methods are extremely 
interesting and probably have further useful applications we give in Section 3 
a simplified version of his proof in the language of valuation theory. 
In Section 4 we discuss polynomial decompositions over a field of charac- 
teristic p + 0, give counter-examples for several results which hold in 
characteristic 0, and prove that every decomposition of an additive polynomial 
is equivalent to a decomposition into additive polynomials. 
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2. RITT'S RESULTS 
Let k, be any algebraically closed field of characteristic 0. In Theorem I, 
Ritt used the “monodromy group off-‘(x)” instead of the one we mention; 
it is easy to show that these are equivalent permutation groups. 
THEOREM 1. Let f(x) E kO[x], let u = f(x), and let G be the Gulois gro+ 
of the splitting field D off(X) - w oaep k,,(w). Then f(x) is indecomposable in 
k,[x] e the representation of G as a group qf permutations of the Toots of 
f(X) - w = 0 is a pGnitive permutation group. 
THEOREM 2. Let f(x) E k,[x] and Zet 
be maximal decom$ositions. Then T = s. The decompositions (1) and (2) are 
equivalent o degree fi(x) = degree gi(x) f OY each i. The sequence (degree gl) is 
a permutation of (degree fi}. And one can get from (I) to (2) by a chain of maximal 
decompositions saclz that at each step onl$ two adjacent conapoT:ents are ch.azged. 
DEFINITION 1. Call an identity fi o fz = g, o g, a bidecom9ositioz if theji I 
gi are indecomposable and fi is not an associate of g, . (We say j and g are 
associates of = Gr 0 g 0 [a where the ki are linear.) Call two bidecompositions 
equivalent if corresponding components in them are associates or if this is so 
after interchanging the two sides of one of them. Call a bidecomposition 
exponential if it is equivalent to one of the form 
and trigonometric if it is equivalent to one of form 
t&g 0 t,,(x) = t&z) 0 t&v), (4) 
where the polynomials t,,(x) are defined by the identities 
or 
(2” + x-m)/2 = fm((z + .+)/2j (5) 
cos 7n.x = t,(cos x). 16) 
THEOREM 3. Every bidecomposition is either exponential OY trigonometric. 
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3. PROOFS 
Let K, be any field and t an element which is algebraically independent 
of k, . If k = k,(t) let Jl(k) denote the set of all prime spots of k; i.e., the set 
of all equivalence classes of valuations of iz which are trivial on k, or, equiva- 
lently, the set of equivalence classes of places of k into k~lg”‘os u {mf (see [I]), 
and let p(a) denote the prime spot corresponding to the valuation with 
1 t 1 > 1, or the place with t -j co. Of course p(a) depends on our choice 
of the generator t of k. 
Let K = k,( 7) Th x w ere K, is algebraically closed. By Luroth’s theorem (see 
van der Waerden’s “Modern Algebra,” Vol. I, for an elementary proof) 
every subfield L contained in K and different from k, is of form L = k,(w) 
where w E K is a rational function of X. If p E M(L) and p has extensions 
P, E M(K), with ramification numbers e(l),..., e(r) we write as usual 
;e;'i;]) p = p;u,p;ca ... P:Ir). It is easy to check that a subfield L of K,(X) 
is of form k,(w) with w a polynomial in i, if and only if the prime P(W) of 
12,(x) is totally ramified in K/L; i.e., there is a prime p(a) E flf(L> with 
p(m) = P”(a). 
Suppose f = f(x) h as a decomposition (I). Then there is a chain of fields 
k,,(x) 3 Kl 3 K, --- 3 K, = k,(w), (7) 
Ki = ko(fi(fi-1 ‘-- U&4 ->)s where fJJ =f(x); (8) 
degree Kg/K,+, = degree fi and P(W) is totally ramified in K/K, . Conversely, 
suppose w = j(x) is a polynomial and me have a chain of fields (7). It is well 
known that every k,-automorphism of k,(t) maps t into some element 
(at + @l(ct + 4, and every k,-automorphism which leaves the prime p(a) 
fixed maps t into an element f(t) = at + b. Using these facts it is easy to 
show that from any chain of fields (7) in which P(W) is totally ramified we 
can produce a sequence of polynomialsfi satisfying (8) and (l), and that any 
two decompositions off(x) d erived in this way from the same chain of fields 
(7) are equivalent, Unfortunately it does not, in general, work in the other 
direction; in Section 4 we shall give an example of two equivalent decom- 
positions which give different chains of fields. However it follows from 
Theorem 2 that if k,, is algebraically closed of characteristic 0 then there is 
a one-one correspondence between equivalence classes of decompositions (1) 
and chains of fields (7). 
In the situation described in Theorem 1 let K = k,,(x) be the fixed point 
field of the subgroup H C G = Galois group of Q/k. From the above 
discussion it follows thatf is indecomposable o there is no group H’, different 
from G and H, with H C H’ C G. It is a well-known theorem of group theory 
that this is so o the representation of G as a group of permutations of the 
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left cosets of H, (which is equivalent to the representation as a group of 
permutations of the roots) is primitive [13]. This proves Theorem 1. Unfor- 
tunately this criterion for indecomposability is not of much use. 
To prove Theorem 2 consider the lattice 9 of all fields L with k,(w) = 
k CL C K = k,(x) where w = f(x), and for each L let L* denote its com- 
pletion under the valuation corresponding to P(W). If  L = kO(zl) where ?I is 
a polynomial in x then L* may be identified with the field k,(zl-‘) Gf formal 
power series in u-l. The mapping L ---f L", of the lattice 9 of fields between k 
and K into the lattice 59 of fields between K” and K* preserves containment 
and degree? because P(a) is totally ramified, so if Ll CL, then L,* CL,” 
and degree L,/L, = degree L,*/L, *. From this it follows that L* is isomorphic 
as a .&*-algebra to L ok R* so from properties of tensor products it follows 
that our mapling preserves intersections and composites. Hence, it is one-one. 
This much of the proof is valid for any field of constants k, . Assume now 
that k, is algebraically closed of characteristic 0. Then h* is isomorphic to a 
formal power series field k,(t) and is quasifinite, i.e., it has a cyclic extension 
of degree rz for every n and no other finite algebraic extensions. So in this case 
9* is isomorphic to the lattice of subgroups of a cyclic group whose order 
is the degree of BY/k*. In this lattice deg(L,* n L,*)/k = g.c.d.(dsg L,*/~Y, 
deg L,“/ii*‘): it follows that these relations hold also in 9 aithough in general 
the fields in 8 may not even be normal over k. Moreover, in this case the 
fields in (7) are completely determined by the degrees of the polynomials .l” 
because the fields in 9* are completeiy determined by their degrees over k*. 
We finish the proof of Theorem 2 by the method used to prove the finite 
Jordan-Holder theorem: Let 
be maximal chains of fields. Assume r < s and use induction on P. IfL, = Ml 
we are done. If  not let La = L, n M1 and let La r) ~. . r) I, = k be a maximal 
chain. Then 
are also maximal chains; if L were strictly between L, and Ia then L/U, would 
be strictly between K and A/f1 because this is so for the corresponding fields 
in dp*. So induction, comparison (9) and (11) of (10) and (12), and the 
observation that passage from (11) to (12) h, g c ?n es only two adjacent fields, 
completes the proof. 
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Now let c 0 a = d 0 b = F be a bidecomposition. Let K = k,,(x), 
A = $(a(~)), B = k&b(x)), k = k,,(F(x)), m = degree K/A, n = degree K/B. 
K 
k 
The definition implies that A f B and that no intermediate fields can be 
inserted anywhere in the lattice consisting of K, A, B, and k, so K = AB 
and k = A n B. Mapping as before into the lattice 8* where all the field 
extensions are cyclic shows that nz and n are relatively prime and m = 
degree B/k = degree d(x) and H = degree A/k = degree C(X). 
LEMMA 1. Assume k, is algebraically closed of characteristic 0. Let p E M(k) 
with 
p = P;‘l’P;‘2’ . . . Py, Pi E MW; 
(13) 
p = q;“l’ . . . q;:w), 
qj E WB). 
Then for each i = 1 ... g, j = I ... g’, there are exactly g(i, j) =g.c.d.(e(i), e’(j)) 
primes 5&y E M(K) which divide pi and qj; each of them is rami$ed in K/k 




Thus the factorization of p in K/k, and of the pi in K/A and the qj in K/E?, is 
completely determined by (13). Moreover, 
4) = n; ,=F.,, e’(j) = m; C e(i, j)g(i, j) = mfz. (15) 
9 i=1...g j=l...g’ 
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PVOO$ Notation: If  E is any field and p a prime spot of E (or of any field F 
containing E) then E, shall denote the completion of E at the valuation 
corresponding to p. By [l, pp. 223-41, if F/E is finite algebraic the extensions 
of a prime p of E to F are in one-one correspondence with the maximal ideals 
of F [BE E, . When F/E is separable this tensor product is a direct sum of 
fields and there is a one-one correspondence between extensions of p and 
these fields. If  Pi corresponds to the field Fi then the local degree of P, i 
which equals the ramification number in our case, equals degree F,iE, . 
Choose a fixed i and write p = pi . The completion k, (which we shall 
sometimes denote by k” to simplify printing) is isomorphic to k j;, k, . 
From the factorization of p in B we see that B I& k, is the direct sum of 
fields B, ,..., B,, where degree B,/k, = e,‘. Since K = B . A z B ,& d 
we see that K @.4 d, z B c$& A, s (B &. k,) @a- d, which is a direct 
sum of the algebras Bj & A, . Since k, is quasifinite and A, is of degree 
e(i) over k, it follows that Bj @jt:- A, is a direct sum of fields of degree 1.c.m. 
(e(i), e’(j)) over k,; since Bj &.* A, is a k,-algebra of dimension e(i) e’(J) 
it is the direct sum of g.c.d. (e(i), e’(j)) = e(i) e’(j),T.c.m.(e(i), e’(j)) such 
fields. Our statements about factorization follow from -this. Equation (i 5) 
is just the statement that degree equals sum of local degrees which is obvious 
here because the extensions are separable. 
DEFINITION 2. If  E/F is finite algebraic and p E M(F) with 
its decomposition into primes in M(E) then we define ;(p, E/F) to be 
Csr;i(e(*$!, E/F) - 1) and call it the indeex of p in E/F. 
If  n is the degree of E/F and g(p, E/F) th e number of E-primes which 
divide p then i(p, E/F) = n - g(p, E/F) by (15). 
LEnrn,r.z 2. If  E = k,(x) and F = k,( f(x)) where J(x) is a polynorniai of 
degree d then 
Proof 1. From the Hurwitz genus formula 
2g, - 2 = c i(p, E/F) + d(2g, - 2) 
P 
where g, = genus of E and g, = genus of F. Substituting g, = gF = 0 
gives the result. 
94 DOREY AND WHAPLES 
This formula is valid when K, is algebraically closed and has characteristic 0, 
or E/F is separable and there are no wildly ramified primes in E (a prime p is 
wildly ramified if char F/e(p)). 
Proof 2. There is also an elementary proof. Let 
(d/dx) f (x) = y JJ (x - cq”). 
It is easy to check that the E-primes !$3 with e(‘$?, E/F) > 1 are exactly the 
primes !#!, which correspond to the places x--f 01~ , together with ‘$3,; each 33, 
has e(‘$, , E/F) = z(v) + 1; and e(‘Qa , E/F) = d. Since k, has characteristic 0 
the degree of (d/dx) f (x) is d - 1 = x:y i(v) so our result follows. 
Ritt provesTheorem 3 by determining all possible factorizations of K-primes 
in K, A, and B by combinatorial methods. The main tool is his notion of an 
“extra prime.” 
DEFINITION 3. In the notation of Lemma 1, let p be a K-prime and 
define i( p, K/A) to be xp l9 i($J, K/A) (where p E M(A)). Call p extra in B 
provided i( p, K/A) < i( p, B/K). Similarly, call p extra in A when z( p, K/B) < 
i( P, -qq. 
LEMMA 3. There is at most one k-prime which is extra i?a both A and B. 
Proof. Use the notation of Lemma 1. In sums, the index v shall run 
from 1 to g and p from 1 to g’. Let G = Cy,, g.c.d.(e(v), e(p)) = x,, g(v, p); 
it is the number of factors of p in K. Since each B prime has at most n 
factors we see that G < ng’; similarly, G < mg. We have 
i(p, B/k) = c (e’(p) - 1) = m -g’ 
IL 
(17) 
i(p, K/A) = 1 g(v, P) (e(v, d/e(v) - 1) = w - G. 
Y,P 
i(p, K/A) =1 (44 -gh ~4) =c (44 - w.d.W), e'(d). (19) ",!J Y,LL 
(a> Supposee(l) = 1. ThenC,g(l, p)(eU, ,4/e(l)> - 1) =C,(+) - 1) 
already hence p cannot be extra in B. So we see: 
(p) Ifp is extra in B then e(i) > 1 for all i. 
When this is so then g < n/2 so G < mg < mn/2 and then i( p, K/k) > 
mn/2 : 
(r) Ifp is extra in A or in B then i( p, K/k) > mn/2. 
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Obviously p( co) is not extra in either A or B. Since the sum of i(q, K/k) 
over all finite k-primes q is only 112n - 1 we see from (yj that 
(6) There is at most one k-prime p which is extra in either A or B. 
Now we claim the following. 
(e) If  p is extra in B then the e(v) have a common factor > k which 
divides one of the e’(j). 
Pr@ of (6). By (17) and (19) we see that if 
1 (e’(j) - g.c.d.(e(v), e’(j)) 3 e’(j) - I (20) 
should hold for eachj = l,..., g’ thenp could not be extra in E. But (20) does 
hold whenever g.c.d.(e(l), e(2) ,..., e(g)) is relatively prime to e’(j). Namely, 
if this is so then either g.c.d.(e(i), e’(j)> = 1 f  or some 2’ or there are two values 
of i with g.c.d.(e(i), e’(j)) < e’(j)/2. 
Suppose p is extra in both A and B. Then there exist positive prime 
integers I’ and $IJ such that all the e(z) are divisible by P and all the e’(j) by 9. 
Then all the e(i, j) in (14) are divisible by PQ. 
Suppose p assigns the value a to F(x). Then the Pv,lh assign to x the roots 
of F(x) - a = 0 and the eVU are their multiplicities so F(X) - a = g(s)PQ 
for some polynomial g(x). Thus 
F(x) = g(x)PQ + a = (xQ + u) 13 xp og(x). 
Then g(x) must be linear because Ii’(x) has only 2 components and we may 
take g(*x) = x so F(x) = ;vPQ + a. By differentiation we see that this is 
ramified only at p(co) and the prime p (whose only factor in K is the prime 
x ---f 0) and that there is no extra prime. This proves Lemma 3. 
Now we can completely determine all possible factorizations of primes in 
M(k). Assume the field B has no extra prime: i( p, K/A) 3 ;( p, B/k) for 
every k-prime p. Therefore we have the following. 
(0) i( p, K/A) = i( p, B/k) for every k-prime because the sum over ali 
p E 31(k) is 2nz - 2 in either case. Let p be a k-prime which is ramified in 
B/k. From (a) and (5) it follows that p can have at most one unramified factor 
in A/k. Then p has at most (n - 1)/2 = 1 factors in Aik so i(p, A/k) > 
(E - 1)/2. Since the sum of i( p, A/k) over all finite p E M(k) is only II - I 
we see the following. 
(T) If  B has no extra prime then, at most, 2 finite k-primes are ramified 
in B/k. 
Case P. There is only one finite k-prime ramified in S/k By applying 
96 DOREP AND WHAPLES 
suitable linear transformations to our original bidecomposition c o a = 
d 0 b = F we may assume that this finite ramified prime is p: F(x) -+ 0. 
Its index in B/k must be m - 1 so it is pure ramified in B/k; by further 
linear transformations we may assume F(x) = b(x)l”. 
In A/k the prime p has extensions pi with ramification numbers e(i). I f  two 
of the e(i) were not divisible by m we would have i( p, K/A) > 2 (m/2) 
(see (19)) which is impossible: hence all but one of the e(i) are divisible by m 
and that one, say it is e(l), must be prime to m because XV e(v) = n which is 
prime to m. Then the A-prime pr is ramified of degree m in K/A. Since K/A 
is of degree m we see as before that pr is the only finite A-prime ramified 
in K/A so by further linear transformations we may assume a(x) = xii?. Our 
bidecomposition is now of form c 0 A+ = X” 0 6; i.e., c(.P) = (b(x))“‘. 
Replacing x by <X where 5 is a primitive m-th root of unity we see that 
b([x) = @(x) for an integer r; all exponents in b(x) are congruent to P mod m; 
so b(x) = xTg(xrn) and we have the exponential decomposition (3). 
Case 2. Two finite k-primes are ramified in B/k. I f  p denotes either of 
them then as before it follows that p has at most one unramified factor in A/k 
and then that i( p, A/k) > (n - 1)/2. S’ mce the sum of indexes in A/k of all 
finite primes is n - 1 it follows that the equality holds for both primes and 
they are the only finite prime ramified in A/k. It is easy to see that this 
requires that n is odd and each of our two primes has the factorization 
P = P1P22P32 ... l&-l, I2 
in 3/k. 
Now we find how our primes factor in B/k. I f  p again denotes either 
of them then i(p, B/k) = i( p, K/A). Now p has one unramified factor pr 
in A/k and the sum of (17) equals the sum of the terms in (19) which have 
v  = 1. So all terms in (19) with v  > 1 must be 0; i.e., e’(p) = g.c.d.(2, e’(p)) 
for each p; so e’(p) is always either 1 or 2. Let S be the set of all B-primes 
which divide either of our two ramified k-primes. The sum of the indices 
of these primes is m - 1 so m - 1 = 2112 - #S so #S = m + 1 while the 
sum of the ramification numbers of primes in S is 2m. So m - 1 of these 
ramification numbers equal 2 and the other two are equal to 1. Denoting 
our two primes byp andp* and recalling that the sum of ramification numbers 
is m the only possibilities are 
p = ulu,r,2 ... 
rS-li if m = 2s is even, 
p* = q,2q.22 .‘. qs2 ! 
p = u& ‘.. r,2 
P” = ueq1 2... 2 9s I 
if m = 2s + 1 is odd. 
(22) 
(23) 
PRIME AND COMPOSITE POLYNOMIALS 97 
From Lemma 1, (21), (22), and (23) we see that in K/k the primes p and px 
split according to (22) (with mn instead of ?n) when WZ~Z is even, and according 
to (23) when mn is odd. By applying linear transformations to F(x) and 
to x we may assume p: F(x) + 1, p*: E(x) - --I; ur: .x 4 I, z2: x -4 -1. 
LEMMA. In tlze above situation F(x) equals the tr.igmowzetric polpomial 
Lnb). 
Proof. The following elementary proof seems shorter than those of ;7] 
or [9]. 
Let ~~z~z = M. If  M = 2s + 1 is odd then (23) implies. 
F(x) = 1 + (x - 1) g”(x) = - 1 + (x - 1) I?(x) where g and h are p5iy- 
nomials of degree S. If  M = 2S is even then 
F(x) = 1 + (x’ - 1) g”(x) = -1 + P(x) 
where g has degree S - 1 and iz has degree S. In both cases substituting 
(z $ z-l)/2 = x gives 
f ((x + +)/2) = 1 + z-,“G2(z) = - 1 + ,z-WP(z), (24) 
where G and H are polynomials of degree M and G(1) = 0, because 
.T-+(Z+Z -I)/2 = (2” + 1)/2x takes x - 1 into (x - I)“,% and .x + 4 
into (2 + 1)“/2;2. 
From (24) we get 2 = z+(H2 - G”), i.e., 
(H(x) - G(x))(H(x) + G(x)) = 2.~9. (25) 
Since G and H both have degree M one of the factors already has that 
degree so we may assume H(x) = G(x) + lo. where 01 is a constant. Then 
a(2G(x) + m) = 22” and since G(1) = 0 we see x2 = 2. From (24) we get 
f(cz + ,+p) = 1 + ,pypg4 - aypa)2 = 1 + +f((p - l)jtiy = 
(z” + x+7/2. 
This proves something a little bit stronger: the prinnes q, and ri in (22) and 
(23) need not be assumed to be distinct. Of course we could now compute 
them by a minor exercise in trigonometry. 
Since i,,, does have the decompositions t,, 0 t, and t,,? 3 t,& and decomposi- 
tion-classes are uniquely determined by degrees, this completes the proof of 
Theorem 3. 
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4. THE GENERAL CASE 
It has been observed [3, 4, 5, 71 that the known proofs of the theorems in 
Section 2 fail when the field R, has characteristic p # 0 but counterexamples 
have been lacking. Our proof remains valid as long as the field extensions 
being considered are separable and there are no wildly ramified primes. 
This would be the case for example if the degree of the polynomial F(x) 
were less than the characteristic of R, . We now give a counterexample to the 
general situation. 
Let p be any positive prime integer, II, any field of characteristic p, and let 
f(x) = xp+1 0 (a-” + x) 0 (9 - x), 
= @!P? -x)P+l = (x"" - NP)(& - x), 
= (XP' - &-P+l - XP + x) 0 .$yfl. 
(26) 
I f  a polynomial of degreepz is decomposable it is of form 
(ax” + 6xP-1 $ -..) 0 (CXP + &P-l + . ..) 
= ac%P* + (ad” + bc”+r) xP’-p + lower degree terms; 
it cannot contain any term in h: p”-D+l: the polynomial of degree p” in the last 
line of (26) is indecomposable. So in characteristic p f  0 it is not alzays true 
that two maximal decompositions of a polynomial have the same number of 
components, or that the sequences of degrees are the same except for order. 
Over a field of characteristic p # 0 the additive polynomials, or p-poly- 
nomials-namely those satisfying the identity f(~ + y) = f(x) + f( y) 
have been much studied (see [2, 8, 121 and the references given there), but 
the following result seems to be new. 
THEOREM 4. Over any jield k of characteristic p 3f 0, every decomposition 
of an additive polynomial into arbitrary polynomials is equivalent to a decom- 
position into additive polynomials. 
Proof. Suppose we have a counterexample: f(x) = g(lz(az)) where g(x) 
and h(x) are not both a.p. but f (x) is an a.p. Then f(x) = x a,xp” and the 
ordinary formal derivative f’(x) is a, . It is a formal algebraic identity that 
f’(x) = g’(h(x)) K(X). Suppose f ‘(x) = 0. Then either g’(x) = 0 or h’(x) = 0. 
If  h’(x) = 0 we easily see that we can write f(x) =fi(zc) 0 XP and h(x) = 
h,(x) o .c*p so that fr(x) o XP = g(x) o &(x) o XV and we have a counter- 
example jr(~) = g(x) 0 h,(x) of lower degree. If  g’(x) = 0 then g(x) = 
gl(x) 0 a+’ so g(h(x)) = g,((h(x))P); since (h(x))p = h,(xP) (where the coeffi- 
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cients of h,(x) are the p-th powers of those of h(x)) we get fi(~vj c YP = 
gr(s) o h,(x) 0 XP so again we have a counterexample of lower degree. Hence 
we may assume thatf’(x) f  0. 
Moreover, let h(x) = h,(x) + a where k,(O) = 0, and let t’(x) = x + LZ. 
Then g(x) 0 /z(xj = g(x) 0 d(x) 0 h,(x); letting gr(xj = g(x) 0 L(x) we get the 
equivalent decomposition f(x) = g,(lz,(.r)) with h,(O) = 0. Then also 
g,(O) = 0 because f(0) = 0. 
So assume we have a counterexample f(x) = &h(x)) with f’(x) f  0 and 
g(0) = h(O) = 0. 
Let K be the splitting field of f( *) A over k; it is normal separable over k 
becauseS is a separable polynomial. Let 22, be the Galois group of K//C. 
Every automorphism 8 E H, can be uniquely extended to an automorphism 
also called 0 of K(x) over k(x) by defining 6(x) = x: if H is the group of these 
automorphisms it is easy to see that k(x) is the fixed point field for N in K(x). 
Let A be the set of all a: E K withf(ol) = 0. Sincef(xj is an a.p., it is easy 
to see that A is a group under addition and, sincef(x) = 0 has no multiple 
root, #A = degreef(x); it is of course a power of p. For each 01 E A let 7, be 
the isomorphism of K(r) which is the identity on K and maps x into x + ci. 
Let T be the set of all these automorphisms; it is isomorphic to d because 
- Tata . 
Yi$-&) 
Since T~(~(x)) = f(x + a) = f(x) + f(a) = f(x) the subfield 
IS contained in the fixed point field of T, and indeed equals this fixed 
point field because #T = degf(x) = degree K(xj/K(J(.x)). I f  6 E N and 
T, E T then 
One easily checks that T n H = (I) and the Galois group of K(x)Ik(f(xjj is 
G = TN = HT. 
The field R(h(ol)) is between k(x) and k(f(xjj so it is fixed point field for 
a group G’ with H C G’ C G. If  T’ = T n G’ then G’ = T’H. Let A’ be 
the set of 01 E -4 with 7, E T’. It is an additive subgroup of A and T,h(xj = 
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h(x + a) = h(x) for all 01 E A’ so nolEA, (x - a) divides /z(w); in fact it equals 
a constant times h(x) because #A’ = degree K(x)/R(h(x)) = degree /z(x). 
From [8, Chap. 1, Theor. 71 or [12, Theor. 21 it follows that /z(x) is an 
additive polynomial. Then g(h(x) + h(y)) = g(h(x)) + g(h( y)) for alge- 
braically independent x and y  so g(x) is also an additive polynomial. 
COROLLARY. Every decomposition of an a.p. f(x) is of form f(x) = 
(g(x) - g(a)) 0 (h(x) + a) where g(x) and h(x) are a.~. 
Theorem 4 shows that if K has characteristic p and f  (x) is an a.p. which is 
not decomposable into a.p. over K then f(x) is indecomposable over K. 
Together with results in [12] this shows that there exist examples of poly- 
nomials indecomposable over K but decomposable over some algebraic 
extension of K. H. Levi [7, Section 21 and M. Fried [6, Theorem 3.51 have 
shown this cannot happen in characteristic 0. 
Finally we show that for fields of characteristic + 0 there can exist equiva- 
lent decompositions (1) off(x) which g ive rise to different chains of fields (7). 
Let F be the field with 4 elements, let K be any field (of characteristic 2) 
containing F, and let f(x) = (9 - x)” be the polynomial (21). Then 
K(x)/k( f  (x)) is normal separable with Galois group isomorphic to A, = the 
alternating group on 4 letters. (Let w be a primitive cube root of unity 
contained in F. One easily checks that f  (wx) = f (x f  a) = f(x) for all a E F 
and that the transformations x + mix + 01 form a group isomorphic to 8, 
because they induce 12 different even permutations of the 4 elements of F). 
Now A, contains 4 conjugate subgroups of order 3: namely the subgroups 
generated by /\,: x + wx + 01 with 01 E F. These correspond to the 4 chains 
of fields K(x) 1 k(x3 + WO~X + ,w2) 3 K( f  (x)) and the 4 different but 
equivalent decompositions 
f(X) = (x” - 2 - x2 + x) 0 (x” + 0JOL.X + OId). 
For p > 2 the polynomial (21) gives an example in an exactly similar way. 
k(x)/K( f (x)) is always normal separable provided K contains the field with 
pz elements and their Galois groups are the groups of p”( p + 1) auto- 
morphisms CT: x -+ px + 01 with p a (p + 1) root of unity and a: contained 
in the field with p2 elements, i.e., a nonabelian group extension whose normal 
subgroup is abelian of type ( p, p) and whose factor group is cyclic of order 
p + 1. Again this contrasts with the situation when K has characteristic 0. 
In that case, if f (x) is a polynomial and K(x)/K(f(x)) is normal, the Galois 
group can only be a cyclic group or a dihedral group. 
Theorem 2 gives another proof of this fact. Namely, if r(x) is any rational 
function then by Felix Klein’s well-known result the only possible Galois 
groups for k(x)/K(r(x)) are (a) cyclic groups, (/3) dihedral groups, (y) symmetric 
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group on 4 letters, (8) alternating group on 4 letters, or (c) alternating group 
on 5 letters. By Theorem 2, if Y(X) is a polynomial the Galois group must 
have the property that for every maximal chain of subgroups (not necessarily 
normal) of G the indices must be a permutation of the same set of integers. 
This rules out all possibilities except (CX) and (fi) both of which we have seen 
ems. 
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