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Nonlinear waves in the terrestrial quasi-parallel foreshock
B. Hnat,∗ D. Y. Kolotkov, D. O’Connell, V.M. Nakariakov, and G. Rowlands
CFSA, Physics Department, University of Warwick, Coventry, CV4 7AL, UK.
(Dated: May 17, 2016)
We study the applicability of the derivative nonlinear Schro¨dinger (DNLS) equation, for the
evolution of high frequency nonlinear waves, observed at the foreshock region of the terrestrial
quasi-parallel bow shock. The use of a pseudo-potential is elucidated and, in particular, the im-
portance of canonical representation in the correct interpretation of solutions in this formulation
is discussed. Numerical solutions of the DNLS equation are then compared directly with the wave
forms observed by Cluster spacecraft. Non harmonic slow variations are filtered out by applying the
empirical mode decomposition. We find large amplitude nonlinear wave trains at frequencies above
the proton cyclotron frequency, followed in time by nearly harmonic low amplitude fluctuations.
The approximate phase speed of these nonlinear waves, indicated by the parameters of numerical
solutions, is of the order of the local Alfve´n speed.
PACS numbers: Valid PACS appear here
Introduction. Magnetised plasmas constitute a dielec-
tric medium in which finite amplitude fluctuations expe-
rience nonlinear evolution and interactions. This can lead
to wave steepening [1], self-focusing [2, 3] and to paramet-
ric instabilities, which may proceed towards fully devel-
oped turbulence [4]. Understanding the nonlinear evolu-
tion of large amplitude Alfve´n and the fast magnetosonic
waves, their transition to quasi-parallel turbulence as well
as their coexistence with the oblique strong turbulence,
is fundamental to the physics of astrophysical collision-
less shocks [5] and solar wind turbulence [6, 7]. Large
amplitude magnetic field fluctuations have been directly
observed in the terrestrial [8] and interplanetary [9] fore-
shocks, but are also important for supernova shocks and
the acceleration of galactic cosmic rays [10]. The parallel
wave vector component of solar wind turbulence is poorly
understood and its clear detection remains elusive [11].
Various nonlinear equations have been constructed
for magnetohydrodynamic (MHD) waves in the past.
In a weakly dispersive medium, nonlinear propagating
waves evolve according to the Korteweg-de Vries (KdV)
equation and historically, this model attracted most
studies. For example, finite amplitude slow and fast
MHD waves propagating across, or at large oblique an-
gles with respect to the magnetic field, were shown to
obey the KdV equation [12]. For MHD fluctuations
propagating parallel, or nearly parallel, to the back-
ground equilibrium magnetic field, the derivative non-
linear Schro¨dinger equation (DNLS) proved to be a good
description [1, 5, 13, 14]. The DNLS equation has been
studied analytically [15] for homogeneous media and nu-
merically for the inhomogeneous case, e.g [16]. A range of
numerical studies was also performed for the cases with
dissipation [17] and heat flux [18]. Beyond MHD approx-
imations, high-frequency nonlinear fluctuating structures
on the whistler dispersion branch, exhibiting soliton-like
features, have been identified in numerical and analytical
studies, e. g. [19, 20].
Upstream regions of quasi-parallel astrophysical shocks
are among the most complex plasma systems. The lack
of collisions requires multi-scale collective dynamics to
mediate energy dissipation and isotropy in these regions.
The terrestrial foreshock offers an opportunity to vali-
date predictions of theoretical shock models against in
situ spacecraft observations [21, 22]. The presence of
nonlinear waves in quasi-parallel foreshocks has impor-
tant implications. Wave collapse and self-focusing gen-
erate strong electrostatic fields on kinetic scales, which
accelerate particles, modifying their velocity distribution
function [23, 24]. Increased viscous and Ohmic dissipa-
tion may occur in these regions dominated by strong gra-
dients and shocks. In a warm plasma and for oblique-
propagating waves, the magnetic field fluctuations inter-
act with density and velocity perturbations and therefore
affect the wave propagation speed as well as the wave evo-
lution. Nonlinear interactions among the waves generate
low frequency harmonics (condensate) and these may in
turn become unstable to modulation instability.
We examine the foreshock region of the quasi-parallel
terrestrial bow shock and, for the first time, quantify
propagation characteristics and spatial structure of non-
linear high frequency waves by direct comparison of ex-
perimental observations and numerical solutions. First,
we discuss the importance of canonical representation of
the first integral of the DNLS in the correct interpreta-
tion of the solutions, based on a functional form of the
pseudo-potential. In contrast with previous presentation
[15] we obtain a pseudo-potential which diverges to in-
finity when its argument approaches zero or infinity, a
behaviour which guarantees the existence of large ampli-
tude oscillatory solutions. We then examine observations
from the Cluster spacecraft and perform direct compar-
ison of the nonlinear wave forms found in observations
and these obtained from the numerical solutions of the
DNLS.
Exact solutions of the DNLS. Consider a magnetised
2plasma with elliptically polarised Alfve´n waves propagat-
ing in the quasi-parallel z-direction with the transverse
components, b = bx + iby. We define two characteris-
tic speeds: sound speed, c2s = γkBT/mi and the Alfve´n
speed c2A = B
2
0
/(µ0nimi), where γ is the adiabatic index,
T is the temperature, ni is the proton number density and
mi is the proton mass. The evolution of these left and
right-hand polarised modes, is described by the DNLS
equation [15]:
∂b
∂t
+ α
∂
∂z
(
b|b|2)− iµ∂2b
∂z2
= 0. (1)
In (1) the temporal and spatial variables have been nor-
malised by the ion gyro-frequency, ωi ≡ eB0/mi, and
the ion inertial length cA/ωi, respectively. The constant
α ≡ c2A/[4(c2A−c2s)], and µ = ±1/2 corresponds to left (-)
and right-hand (+) polarised mode. Writing the trans-
verse components as b = b exp(iΘ), equation (1) sepa-
rates into two equations for the fluctuating field ampli-
tude, b(φ(t, z)) and its phase Θ(t, φ(t, z)):
∂b
∂t
+ 3αb2
∂b
∂z
+
µ
b
∂
∂z
(
b2
∂Θ
∂z
)
= 0, (2)
∂Θ
∂t
+ αb2
∂Θ
∂z
+ µ
(
∂Θ
∂z
)2
− µ
b
∂2b
∂z2
= 0. (3)
Following [15], the phase angle is assumed to separate
into its functional dependence such that Θ(t, φ) = −Ωt+
P (φ), where Ω is a constant and P is an a priori unknown
function of φ. In the frame of reference travelling with
the phase velocity of the perturbation, V (normalised
by the Alfve´n speed), that is taking φ = (1/µ)(z − V t),
which eliminates temporal variations, one finds the first
integral of (3) to be 2sdP/dφ = C + V s − 3s2, where
s = αb2/2 and C is a constant.
Equation (2), expressed in the new variable s, takes
the following form:
F (s)
d2s
dφ2
+
dF (s)
ds
(
ds
dφ
)2
= −
√
2s
α
G(s), (4)
where F (s) = 1/2s and G(s) = Ωµ + V dP/dφ −
2sdP/dφ − (dP/dφ)2. The first integral of (4) can then
be found using Bernoulli’s method, which gives:
1
2
(
1√
2αs
ds
dφ
)2
+ Ub = Cb, (5)
where
Ub =
1
4α
[
s3 − 2V s2 + (4Ωµ+ V 2 + 2C)s+ C
2
s
]
, (6)
and Cb is a new constant of integration. Treating s and φ
as a generalised coordinate and time of a pseudo-particle,
the first and second terms on the left hand side of (5) rep-
resent generalised kinetic and potential energies written
in the canonical form, and the constant of integration Cb
can be interpreted as the total energy of a particle, which
depends only on the initial conditions. This subtle point
is important because it is only the canonical functional
form of the potential Ub that can be used to predict the
type of solutions of (1) [25]. If (5) is multiplied by s, as
was done in [15], it is no longer in the canonical form.
The new potential loses its 1/s dependence, and the con-
stant of motion Cb loses its traditional meaning. The
new potential Un = Ubs suggests that there is a finite
initial energy for which solutions of (1) are no longer os-
cillatory, since Un appears to have a finite value when
s → 0. The coefficients which describe the behaviour of
Un when s→ 0 are in this case no longer related only to
the initial condition. In contrast, the form of Ub clearly
shows that Ub → ∞ when s → 0 and when s → ∞,
so the solutions of (1) are oscillatory for the arbitrar-
ily large amplitudes. In order to compare the oscillatory
solutions of (1) with the nonlinear wave forms found in
the terrestrial foreshock we will solve (4) numerically, for
different initial conditions and using experimentally mea-
sured plasma parameters.
Experimental Data and Methodology. The dataset cor-
responds to a foreshock crossing on 20/02/2002 at 16:56-
17:52UT. We examine three sub-intervals, hereafter re-
ferred to as I1, I2 and I3, each a few tens of seconds
long. This foreshock crossing has been studied before
in the context of wave characteristics and temperature
anisotropy [22, 26]. We use magnetic field measure-
ment of ∼ 22.4 samples per second from Cluster FGM
instrument [27] and 4 second averaged measurements of
plasma parameters from the CIS-HIA instrument [28].
The transverse magnetic field fluctuations, described by
(1), are obtained using minimum variance coordinates,
which is equivalent to solving an eigen-value problem for
the measured magnetic field variance matrix [29].
Magnitude of the transverse magnetic field observa-
tions is processed using the Hilbert-Huang transform
(HHT) spectral technique [30], which is suitable for
analysing non-stationary and non-harmonic fluctuations.
Unlike traditional spectral methods based on the Fourier
decomposition and wavelets, which are restricted by an
a priori assignment of harmonic basis functions, the
HHT technique uses the empirical mode decomposition
(EMD), which expands the given signal onto a basis de-
rived directly from the data. The stability of intrinsic
modes detected with the EMD is evaluated using the
noise–assisted ensemble empirical mode decomposition
(EEMD) [31]. We note that we do not examine each
empirical mode separately, but rather use this technique
as a filter allowing us to find a non-harmonic trend in
the signal, which can then be subtracted. This filtered
signal is used to produce phase space portraits, which
are compared directly to the ones obtained by numerical
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FIG. 1: Nonlinear wave forms in the magnitude of the trans-
verse magnetic field fluctuations for interval I1. Panel (a):
original squared magnitude of transverse fluctuations (solid
black) and a non-harmonic trend (solid red). Panel (b):
normalised and de-trended signal with colour dots marking
the start of nonlinear waves (red), the end of the nonlinear
waves/start of nearly harmonic waves (blue) and the end of
nearly harmonic waves (green). The frequency of the red sig-
nal, in the spacecraft frame, is given in the top right corner.
Panel (c): hodograms of the transverse components used in
(a). Panel (d): the phase space of the signal shown in (b)
(solid black) and the equivalent trajectories obtained from the
numerical solutions of (4) for parameters: Cb = 7.84, V = 4.3,
C = 3.7 (nonlinear solution, red line) and Cb = 3.91, V = 8,
C = 7.2 (linear solution, green line).
integration of the second order equation (4).
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FIG. 2: Same as figure 1 for interval I2. Parameters of nu-
merical solutions: Cb = 25.08, V = 4.3, C = 3.7 (nonlinear
solution, red trace) and Cb = 5.31, V = 8, C = 7.2 (linear
solution, green trace).
Results and Discussion. Figures 1-3 show nonlinear
large amplitude quasi-parallel transverse waves for inter-
vals I1, I2 and I3, respectively. Panel (a) of each fig-
ure shows the squared magnitude of the original trans-
verse fluctuations, B2t (t), in black and a non-harmonic
trend, T (t), determined with the EEMD technique, in
red. We subtract this trend from the original signal
and normalise the residue by the mean value of the
first and the last point of the trend. This new signal,
S(t) = 2[B2t (t) − T (t)]/[T (1) + T (N)], where N is the
number of points in the signal, is plotted in panel (b) of
each figure. We determine the frequency in the spacecraft
frame, in units of ωci, for the nonlinear (red) signal and
these are given in the top right-hand corner of each panel
(b). Colour dots mark the start of the nonlinear waves
(red), end of nonlinear waves and transition to nearly
harmonic fluctuations (blue) and the end of nearly har-
monic fluctuations (green). Panels (c) show hodograms
of the minimum variance transverse components of the
magnetic field, which are left-hand polarised for all inter-
vals, in the spacecraft frame of reference. Previous stud-
ies found modes propagating predominantly away from
the bow shock for this foreshock crossing [26], which im-
plies reversed sense of polarisation with respect to the
plasma frame of reference, indicating that the observed
fluctuations are fast magnetosonic waves. This is consis-
tent with µ = 1/2, which we will use in the numerical so-
lution presented below. Panels (d) show the phase space
of the signal in black and the equivalent trajectories ob-
tained from numerical solutions of (4) in red and green.
First, we comment on the non-harmonic trends identified
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FIG. 3: Same as figure 1 for interval I3. Parameters of nu-
merical solutions: Cb = 16.13, V = 5.5, C = 4.8 (nonlinear
solution, red trace) and Cb = 7.33, V = 9, C = 8.4 (linear
solution, green trace).
using the EEMD technique in each example. These have
the variability of tens of seconds, which coincides with the
period of the ultra low frequency (ULF) waves [32] as well
as with the typical size of the short large-amplitude mag-
netic non linear structures (SLAMS) typically found in
the quasi-parallel foreshock [33]. We emphasise the im-
portance of the EMD technique and its ability to extract
this non-harmonic trend, which is critical in obtaining
stationary nonlinear wave trains presented here.
The main results of this work are contained in panels
(b) and (d) of each figure. In each example, we are able to
identify large amplitude nonlinear wave forms (red lines)
which are approximately circularly polarised and span
up to several cycles. These nonlinear fluctuations have
a characteristic shape, with round minima and narrowly
4peaked maxima, their amplitude is a factor 2−3 times
larger than the background magnetic field and their peri-
ods (in the spacecraft frame of reference) are shorter than
that of the ion cyclotron motion. For all three examples,
the nonlinear wave train is followed by small amplitude
nearly harmonic oscillations (green lines). However, since
the solar wind velocity is of the order of 400km/s, that
is much higher than the local Alfve´n speed, the Taylor’s
hypothesis implies that we do not observe the temporal
evolution of these waves, rather their spatial variation.
Panels (d) in each figure show a direct comparison of
the numerical and experimental phase space trajectories.
Multiple solid red lines, as well as the solid green lines,
correspond to numerical solutions with different initial
energies, Cb, and with µ=1/2, Ω=1 and α=1. The ex-
act values of the initial energy Cb, phase velocity V and
constant C are given in the caption of each figure. We
note that Cluster measurements give plasma β≈ 2.5 for
these intervals, which would lead to a negative value of α.
However, these measurements are likely contaminated by
a dense energetic ion beam reflected from the bow shock.
The NASA OMNI data (http://omniweb.gsfc.nasa.gov),
which gives solar wind values time-shifted to the Earth’s
bow shock gives plasma β in the range 0.75−0.9, which is
consistent with the value of α used in numerical solutions.
Clearly, there is a good agreement between experimen-
tal and numerical solutions, indicating that the observed
fluctuations are consistent with nonlinear waves, rather
than superposition of harmonic signals. The speed, V ,
used in the numerical solutions is modified by the solar
wind speed. Recalling that V is normalised to the Alfve´n
speed, assuming that the true phase speed of the wave
is given by Vph = V VA − Usw and using averaged val-
ues (in km/s) of VA = 86, Usw = 420 for I1, VA = 110,
Usw = 430 for I2 and VA = 110, Usw = 420 for I3, we
obtain V I1ph = −53 km/s, V I2ph = 43 km/s and V I3ph = 180
km/s. These are of order of the local Alfve´n speed in
each case.
Figure 4 shows normalised functional forms of the
pseudo-potential (6), which correspond to solutions plot-
ted in the phase space panels. Dashed lines in each panel
correspond to the initial condition for the red trajectory
and the green trajectories shown in panels (d) of figures
1-3. The outermost nonlinear trajectories, plotted as a
solid red line in panels (d) of figures 1-3 correspond to
the pseudo-potentials with a single local minimum, which
likely are transient states between the single and the dou-
ble well potentials. The energy of the observed nonlinear
fluctuations are still much higher than any local extrema
or plateau visible in the red curve of figure 4(c). In the
classification given in [15] these fluctuations were called
algebraic soliton solutions. In contrast, the solid green
trajectories of figures 1-3 represent solutions near the lo-
cal equilibrium of a double-well potential. The pseudo-
potential reflects the properties of the medium in which
the wave propagates. The change of the potential may
be interpreted as the feedback of nonlinear waves on the
background plasma. This results in a double-well po-
tential, a solution corresponding to a large limit in the
phase speeds V , however the available energy in the sys-
tem can only sustain small amplitude oscillations (green
trajectories), near one of the equilibrium points.
s/s0
0 2 4 6 8
U b
/s
03
0
2
4
6
8 (a)
s/s0
0 2 4 6 8
U b
/s
03
0
5
15
25 (b)
s/s0
0 2 4 6 8
U b
/s
03
0
5
10
15 (c)
FIG. 4: The form of potential function Ub in canonical rep-
resentation for I1 (a), I2 (b) and I3(c). In all cases µ = 1/2,
Ω = 1 and α = 1 and other parameters are these specified in
captions of figures 1-3. Red and green curves correspond to
the outermost nonlinear trajectory and the small amplitude
fluctuations, respectively, as shown in panel (c) of figures 1-3.
Conclusions. We presented the first explicit detection
of nonlinear waves with frequencies higher than that of
the ion cyclotron and have shown that these waves are
consistent with analytical predictions and numerical so-
lutions of the DNLS equation. The phase speed of the
large amplitude nonlinear waves is approximately equal
the local Alfve´n speed. Obtained solutions are consis-
tent with parallel propagating fast magnetosonic waves,
given their sense of polarisation and previously obtained
direction of propagation [26]. The impact of the nonlin-
ear waves on the background plasma has been quantified
by the change of the pseudo-potential, which shows a
transition from a double well to a single well form. The
presence of a double-well potential could, in principle,
support a super-nonlinear wave [34].
As these fluctuations are further advected towards the
bow shock, they refract and their greater oblique prop-
agation angle leads to faster steepening [15]. Thus the
applicability of the DNLS evolution equation may depend
on the distance from the origin of the fluctuations. Since
the quasi-parallel component of plasma turbulence may
be treated as interactions between multiple solitary non-
linear waves, further studies are needed to understand
the temporal evolution of these fluctuations.
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