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a b s t r a c t
Let G be a graph that admits a perfect matching M . A forcing set S for a perfect matching
M is a subset of M such that it is contained in no other perfect matchings of G. The
smallest cardinality of forcing sets of M is called the forcing number of M . Computing the
minimum forcing number of perfect matchings of a graph is an NP-complete problem. In
this paper, we consider boron–nitrogen (BN) fullerene graphs, cubic 3-connected plane
bipartite graphs with exactly six square faces and other hexagonal faces. We obtain the
forcing spectrum of tubular BN-fullerene graphs with cyclic edge-connectivity 3. Then we
show that all perfectmatchings of any BN-fullerene graphs have the forcing number at least
two. Furthermore, we mainly construct all seven BN-fullerene graphs with the minimum
forcing number two.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
A set of independent edges of a graph G is called a matching of G. A perfect matching (or Kekulé structure in chemical
literature)M of G is a matching such that every vertex of G is incident with an edge inM . A forcing set for a perfect matching
M of graph G is a subset S ofM such that S is contained in no other perfect matchings of G. The smallest cardinality of forcing
sets ofM is called the forcing number (or degree of freedom) ofM , and is denoted by f (G,M). Theminimum (resp.maximum)
forcing number of G is the minimum (resp. maximum) value of forcing numbers of all perfect matchings of G, denoted by
f (G) (resp. F(G)). The forcing spectrum for a graph G is defined as
Spec (G) = {f (G,M)| M is a perfect matching of G}.
The concept of the forcing number for a graph was originally introduced for benzenoid systems by Harary et al. [6]. The
same idea appeared in an earlier paper [8] of Klein and Randić by the name ‘‘innate degree of freedom’’. The benzenoid
systems with minimum forcing number one (i.e. with a forcing edge, contained in exactly one perfect matching) were
determined in [5,11,20,19,21], as well as plane bipartite graphs [23]. Zhang and Li [20] gave an efficient algorithm to
recognize the forcing bonds of benzenoid systems. Recently, the minimum forcing numbers of some bipartite graphs
[1,2] have been extensively studied, such as square grids [14], the stop signs [10], tori and hypercubes [15,1,9], toroidal
polyhexes [18], etc. Adams et al. [1] showed that determining smallest forcing set of a perfect matching of a bipartite
graph with maximum degree 3 is an NP-complete problem. By applying this result, Afshani et al. [2] proved that smallest
forcing number is NP-complete for bipartite graphs withmaximum degree 4. Pachter and Kim [14] established a connection
between the forcing problem and the minimum feedback set problem. Riddle [15] proposed a ‘‘trailing-vertex’’ method to
estimate the minimum forcing number of bipartite graphs.
For non-bipartite graphs, Zhang et al. [22] proved that the minimum forcing numbers of fullerene graphs are no less
than three by applying 2-extendability and cyclic edge-connectivity 5, and the lower bound can be achieved for infinite
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Fig. 1. Illustration for T3 in T , layer and traversed edge.
many fullerene graphs. Li [12] obtained that the forcing spectrum of Cartesian product C3 × P2n is the integer interval:
n−  n3 , 2n.
In recent years, a related concept-global forcing number, which is the smallest cardinality of subsets of edges that can
distinguish all perfect matchings of a graph, was proposed and some results were obtained, such as benzenoid graphs [4],
triangular grid [17], grid graph [16].
In this paper we consider boron–nitrogen fullerene graphs, the molecular graphs of boron–nitrogen fullerenes. In fact, a
boron–nitrogen fullerene graph (in short BN-fullerene) is a 3-connected cubic planar graph, all of whose faces are squares
and hexagons. Hence any BN-fullerene graph is bipartite, and by Euler’s formula we have that any BN-fullerene has exactly
six squares.
In the next sectionwe give some properties of BN-fullerene graphs. In Section 3we obtain the forcing spectrumof tubular
BN-fullerene graph Tn with cyclic edge-connectivity 3, which is an integer interval
 2n+6
3

, n+ 2. In the fourth section,
we obtain that the minimum forcing numbers of any BN-fullerene graphs are no less than two, and we mainly construct all
BN-fullerene graphs with the minimum forcing number two, which includes seven graphs in all.
2. Some properties of BN-fullerene graphs
In this section, we give some structural properties of BN-fullerene graphs. We denote a type of tubular BN-fullerene
graphs by Tn, which consists of n concentric layers of hexagons (i.e. each layer is a cyclic chain of three hexagons), capped on
each end by a cap formed by three quadrangles. For example, see Fig. 1 for T3. Note that in a drawing of Tn the three dangling
edges on the outside are actually connected to the same vertex. In the degenerate case n = 0, we get the ordinary cube. Let
T := {Tn : n ≥ 1}.
A graph is said to be cyclically k-edge-connected, if at least k edgesmust be removed to disconnect it into two components,
each containing a cycle. Došlić [3] computed the cyclic edge-connectivity of BN-fullerene graphs (or (4, 6)-cages).
Theorem 2.1 ([3]). For BN-fullerene graph G, if G ∈ T , the cyclic edge-connectivity of G is 3; Otherwise, the cyclic edge-
connectivity of G is 4.
A connected graph G with at least 2n + 2 vertices is said to be n-extendable if every matching of size n is contained in a
perfect matching [13].
Lemma 2.2 ([7]). If G is an (n+ 1)-regular, (n+ 1)-connected bipartite graph with cyclic edge-connectivity at least n2, then G
must be n-extendable.
By Lemma 2.2, we have the following corollary.
Corollary 2.3. For BN-fullerene graph G, if G ∉ T , then G is 2-extendable.
Lemma 2.4. If C is a 4-cycle of a BN-fullerene graph, then C is the boundary of a face.
Proof. Since G is bipartite, C has no chords (such edges joining two non-adjacent vertices on C). If C is not the boundary
of any face, by the 3-regularity of G, exactly four edges which are not on C and incident with the vertices of C form two
edge-cuts inside and outside C , one of which contains at most two edges, contradicting that G is 3-connected. 
Lemma 2.5. For BN-fullerene graph G ∉ T , if C is a 6-cycle of G, then C is either
(i) the boundary of a hexagonal face, or
(ii) the boundary of two adjacent square faces, or
(iii) the boundary of three square faces with a common vertex.
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Proof. Let C be a cycle of G with length 6. Suppose that none of (i) and (ii) holds. We want to show that (iii) holds. If C
has a chord e, then e joins a pair of diametrical vertices of C . Hence C bounds two adjacent square faces, contradicting the
supposition; otherwise an edge-cut of at most two edges appears, contradicting 3-connectivity. Hence the six edges which
are not on C and incident with six vertices of C form two edge-cuts inside or outside C respectively. Since G is 3-connected,
each of such two edge-cuts contains exactly three edges. We claim that C has exactly one vertex inside (outside) C and
(iii) holds. We only consider the subgraph G1 induced by the vertices inside C . Let G1 have n1 vertices and m1 edges. Then
3n1− 3 = 2m1,m1 = 3n1−32 ≥ n1. If n1 ≥ 3, there must be a cycle inside C , contradicting cyclic 4-edge-connectivity. Hence
n1 = 1. 
3. The forcing spectrum of Tn
In this section, we first compute the minimum and maximum forcing number of Tn ∈ T (n ≥ 1), then we obtain the
forcing spectrum of Tn.
If cycle C of graph G is the boundary of some face, we call it face-cycle.
We now give a decomposition of Tn according to its concentric layers. The 1-layer is the cap on one end formed by three
quadrangles, the 2-layer is obtained from the cyclic chain of three hexagons adjoining to the 1-layer by deleting the three
vertices which have degree 3 on the 1-layer. Edges between two concentric 6-cycles (non-facial cycles, which is not the
boundary of a face) are called traversed edges. In other words, 2-layer is a 6-cycle together with attached three traversed
edges toward 1-layer. In this way we can define similarly i-layer, 2 ≤ i ≤ n + 1. The (n + 2)-layer is the claw (the central
vertex with three edges) on the cap on another end. In each i-layer three traversed edges form a matching, and in each of
1-layer and (n+ 2)-layer the three traversed edges are joined to the central vertex. For example, see Fig. 1.
Lemma 3.1. Let M be any perfect matching of Tn. Then M contains exactly one traversed edge in each layer. Conversely, any set
containing exact one traversed edge from each layer is extended to a unique perfect matching.
Proof. LetM be any perfect matching of Tn. Let E ′ be the set of three traversed edges in any layer of Tn. Then E ′ is an edge-cut
of Tn which separates it into two odd components G1 and G2. Clearly, the difference between the numbers of vertices with
different colors in G1 and G2 are one. Hence |M ∩ E ′| = 1.
Let C be any concentric 6-cycle, non-facial cycle. Two traversed edges incident with vertices in C inside and outside C
respectively are chosen arbitrarily as matching edges, which uniquely determine the matching way on the 6-cycle. So the
remaining holds. 
Corollary 3.2. Tn has 3n+2 perfect matchings.
Lemma 3.3. f (Tn) =
 2n+6
3

.
Proof. Let S be a forcing set of any perfectmatchingM of Tn. Let Si be the set of edges in S that are in i-layer. Then s1s2 · · · sn+2
is a sequence of non-negative integers, where si = |Si|. This sequence has the following properties.
Property 1. There are no two consecutive zeros.
Suppose, to the contrary, that si = si+1 = 0. That is, S has no edges in i-layer and (i + 1)-layer. If 1 ≤ i ≤ n, let H be
the subgraph induced by the vertices of two 6-cycles of the two layers except vertices a and b on these cycles. Here a (resp.
b) is an endvertex of the traversed edge of i-layer ((i+ 2)-layer) inM (by Lemma 3.1). We can see that H has three perfect
matchings and S is a subset of M|G–H , which is a perfect matching of G–H . Hence S is contained in at least three perfect
matchings of Tn, contradicting that S is a forcing set. If i = n+ 1, let H be a subgraph obtained from the cap on another end
of Tn by deleting an endvertex of the traversed edge of (n+ 1)-layer inM . The similar contradiction would occur.
Property 2. si + si+1 + si+2 ≥ 2 for every 1 ≤ i ≤ n.
If not, suppose that there is i (1 ≤ i ≤ n) such that si+ si+1+ si+2 < 2. By Property 1, we know that si+ si+1+ si+2 = 1,
and S has one edge in (i+1)-layer but has no edges in i-layer or (i+2)-layer. If 1 ≤ i < n, let H be the subgraph induced by
the vertices of the three 6-cycles in i-layer, (i+ 1)-layer and (i+ 2)-layer except for a and b. Here a (resp. b) is an endvertex
of the traversed edge of i-layer (resp. (i + 3)-layer) in M (by Lemma 3.1). Now we will show that there are more than one
perfect matching of H containing e, where e is the edge of S in (i + 1)-layer. If e is traversed edge, we choose this edge
as matched edge, and select arbitrarily any traversed edge of (i + 2)-layer as matched edge, then we can obtained three
perfect matchings of H containing e; if e is not traversed edge, but on the concentric 6-cycle, we choose any traversed edge
of (i+ 2)-layer which is not adjacent to the edge of S as matched edge, and obtain two perfect matchings of H containing e.
In either case, we obtain two perfect matchings of H containing edge e, and S \ {e} is a subset of M|G–H , which is a perfect
matching of G–H . Hence S is contained in at least two perfect matchings of Tn, contradicting that S is a forcing set. If i = n,
let H be the subgraph induced by the vertex in the center of (n + 2)-layer and the vertices of the two 6-cycles in n-layer
and (n + 1)-layer except for a. Here a is an endvertex of the traversed edge of n-layer in M (by Lemma 3.1). The similar
contradiction would occur.
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(a) n ≡ 0 (mod 3). (b) n ≡ 1 (mod 3). (c) n ≡ 2 (mod 3).
Fig. 2. Illustration for the perfect matchingM0 and forcing set S0 achieving the lower bound.
Property 3. s1 + s2 ≥ 2.
If not, s1+ s2 < 2. By Property 1 s1+ s2 = 1. Let H be the subgraph induced by the vertices of two 6-cycles in 1-layer and
2-layer except for a. Here a is an endvertex of the traversed edge of 3-layer inM (by Lemma 3.1). No matter that it is s1 = 1
or s2 = 1, we can see that H has at least two perfect matchings containing edge e of S, where e is on the first two layers, and
S \ {e} is a subset ofM|G–H , which is a perfect matching of G–H . Hence S is contained in at least two perfect matchings of Tn,
contradicting that S is a forcing set.
According to the distribution of the edges in S among the n + 2 layers, we compute the size of S as follows: let the first
and second terms of the sequence of S be a group, beginning with the third term, let every three terms be a group, and the
rest be the last group. By Properties 1–3, we can obtain that the sum of all terms of any group except for the last is at least
2. If the last group contains one term, it is at least zero; if the last group contains two terms, it is no less than one.
So let n = 3k+ r (0 ≤ r ≤ 2), then
|S| =
n+2−
i=1
si = s1 + s2 +
n+2−
i=3
si = s1 + s2 +
3k+2+r−
i=3
si ≥ 2+

2k, r = 0, 1;
2k+ 1, r = 2.
That is
|S| ≥

2+ 2n− 2r
3
, r = 0, 1;
3+ 2n− 2r
3
, r = 2.
Hence |S| ≥  2n+63 .
On the other hand, we can find a subset S0 ⊂ E(Tn) which can be extended to a unique perfect matchingM0 of Tn, such
that |S0| arrives in the lower bound. Let n+ 2 = 3p+ q (0 ≤ q ≤ 2). S0 can be found as below (see Fig. 2): select one edge
from (3i + 1)-layer and (3i + 2)-layer (0 ≤ i ≤ p − 1), respectively, such that the two edges are the opposite edges of a
face-cycle of size 6; for (3p + j)-layer (1 ≤ j ≤ q), select arbitrarily one traversed edge. We can see that every two edges
which are opposite edges of a facial cycle of size 6 can determine a unique perfect matching of three layers. Thus S0 can
determine a unique perfect matchingM0 of Tn, that is S0 is a forcing set ofM0. And
|S0| = 2× p+ q = 2× n+ 2− q3 + q =
2n+ 4+ q
3
.
If n = 3k, then q = 2 and
|S0| = 2n+ 4+ q3 =
2n+ 6
3
=

2n+ 6
3

.
If n = 3k+ 1, then q = 0 and
|S0| = 2n+ 4+ q3 =
2n+ 4
3
=

2n+ 6
3

.
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Fig. 3. The perfect matchingM0 of T4 and forcing set S with size 6.
If n = 3k+ 2, then q = 1 and
|S0| = 2n+ 4+ q3 =
2n+ 5
3
=

2n+ 6
3

.
Hence S0 arrives in the lower bound. 
Lemma 3.4. F(Tn) = n+ 2.
Proof. For any perfect matchingM of Tn, by Lemma 3.1, we know thatM contains n+ 2 traversed edges, and S ⊂ M which
consists of the n+ 2 traversed matched edges is a forcing set ofM , so f (Tn,M) ≤ n+ 2. By the arbitrariness ofM , we know
that F(Tn) ≤ n+ 2. Thus we obtain the upper bound of forcing number of Tn.
In the following, we will show that the upper bound can be achieved. We can find a perfect matchingM0 of Tn such that
f (Tn,M0) ≥ n+ 2. Fig. 3. shows an example. Here all traversed edges inM0 are on a line. Let S0 be the minimum forcing set
ofM0. We claim that |S0| ≥ n+ 2. The sequence of S0 has the following properties.
Property 1. There does not exist two consecutive zeros, and s1 ≥ 1.
By Property 1 of Lemma 3.3, we obtain that there does not exist two consecutive zeros. Suppose, to the contrary, that
s1 = 0, then select arbitrarily traversed edge of 1-layer as matched edge and the other traversed edges do not change, we
will obtain three perfect matchings of Tn containing S0, a contradiction.
Property 2. There does not exist i such that si = 1 and si+1 = 0 (1 ≤ i ≤ n+ 1).
If not, there will be two cases, first when the unique edge of S0 on i-layer is traversed edge, select arbitrarily a traversed
edge of (i + 1)-layer as matched edge and the other traversed edges in M0 do not change, that will result in three perfect
matchings of Tn containing S0, contradicting S0 is a forcing set; On the other hand, when the unique edge of S0 on i-layer is
not traversed edge, select any traversed edge of (i + 1)-layer which is not adjacent to the matched edge in S0 of i-layer as
matched edge, we can also obtain two perfect matchings of Tn containing S0, a contradiction.
From left to right of the sequence of S0, if the ith term of the sequence si (i ≥ 2) is 0, then there will be si−1 ≥ 2 by
Properties 1 and 2. Suppose that there are x ‘‘0’’ in the sequence, then
|S0| =
n+2−
i=1
si ≥ 2× x+ (n+ 2− 2x)× 1 = n+ 2.
So f (Tn,M0) ≥ n+ 2. Since F(Tn) ≤ n+ 2, then F(Tn) = n+ 2. 
Theorem 3.5. Spec(Tn) =
 2n+6
3

, n+ 2.
Proof. To prove this conclusion, we will show that for any forcing number x ∈ Spec(Tn), we first find a subset S ⊂ E(Tn)
with size x which can be extended to a unique perfect matching M0, that is S is a forcing set of M0, then we prove that S is
the smallest forcing set ofM0.
We find S as below:
for the (3i+ 1)-layer and (3i+ 2)-layer (0 ≤ i ≤ n+ 1− x), we select one edge, respectively, such that the two selected
edges are the opposite edges of a face-cycle of size 6, thus the traversed matched edges of first 3(n + 2 − x) layers are
determined; for j-layer (3(n + 2 − x) + 1 ≤ j ≤ n + 2), select the traversed edge which parallels the traversed matched
edge of the 3(n + 2 − x)-layer. And |S| = 2(n + 2 − x) + (n + 2) − 3(n + 2 − x) = x. Obviously S determines the n + 2
traversed matched edges. By Lemma 3.1, S can be extended to a unique perfect matchingM0. Fig. 4 shows an example.
Nowweonly need to explain that S is aminimum forcing set ofM0. Let S0 be aminimum forcing set ofM0. According to the
property ofM0, for first 3(n+2−x) layers, since 3(n+2−x) ≡ 0 (mod 3), by the Properties 1 and 2 of Lemma 3.3, that needs
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3 (n+2–x) – layer
Fig. 4. The perfect matchingM0 of T7 and forcing set S with size 7.
the number of edges of S0 is at least 2+ 3(n+2−x)−33 ×2 = 2(n+2−x). For last (n+2)−3(n+2−x) layers, by the Properties
1 and 2 of Lemma 3.4, that needs at least (n+2)−3(n+2−x) edges of S0. So |S0| ≥ 2(n+2−x)+(n+2)−3(n+2−x) = x.
Thus S is minimum forcing set ofM0 and f (Tn,M0) = x. 
4. The forcing number of BN-fullerene graph G ∉ T
Let G ∉ T be a BN-fullerene graph. According to the 2-extendability of BN-fullerene graph G ∉ T , for any edge e ∈ E(G),
we can easily find distinct edges f and g incident with the same vertex, such that e and f , e and g can extend to perfect
matching of G, respectively. Thus e is in two distinct perfectmatchings. By the arbitrariness of e, any edge of G is not a forcing
edge; that is f (G) ≥ 2. So it is interesting to construct the BN-fullerene graphs with forcing number 2. In this section, we
beginwith twomatched edges e1 and e2 ofG and discuss the adjacent relation of the twomatched edges, then by Lemma 4.2,
from the local structure of BN-fullerene graph, to arrive in the aim to construct the BN-fullerene graphswith forcing number
2 which are not in T .
From the proof of Lemma 4.3.1 of [13], we can easily obtain the following lemma.
Lemma 4.1. For a bipartite graph G, if G has unique perfect matching M, thenM must contain at least two vertices with degree 1.
By Lemma 4.1, we have:
Lemma 4.2. Let H be an induced subgraph of bipartite graph G, and M ′ be perfect matching of H, which can be extended to
perfect matching M of G. If G–H has at most one vertex with degree 1, then S ⊂ M ′ is not forcing set of M.
Lemma 4.3. For BN-fullerene graph G ∉ T , if {e1, e2} is a forcing set of some perfect matching of G, then e1 and e2 have two or
four common adjacent vertices.
Proof. If e1 = u1v1, e2 = u2v2 have at most one common adjacent vertex, let H be the subgraph induced by u1, v1, u2, v2.
Then G–H has at most one vertex x with degree 1. Since for any vertex u in G–H except x, u cannot be both adjacent to u1
and v1 (or u2 and v2), which will lead to triangle. Without losing generality, suppose that x is adjacent to u1 and u2, then u
cannot be adjacent to v1 and v2 (or u1 and u2), which contradicts the condition of Lemma 4.2. So the degree of u is at least 2,
that is, there is one vertex with degree 1 in G–H . By Lemma 4.2, we obtain that {e1, e2} is not forcing set of G.
If e1 and e2 have three common adjacent vertices, without loss of generality, suppose that u1 and u2 have common
adjacent vertex a, and v1 and v2 have common adjacent vertices b and c , see Fig. 5. By Lemma 2.4, 4-cycle v1bv2c is a
face-cycle. We obtain that b can only be adjacent to a except v1 and v2 by Lemma 2.5. Since u1v1bv2u2a is a 6-cycle, if it is
the boundary of three squares with a common vertex, u1 and u2 will have two common adjacent vertices, a contradiction.
Hence it is the boundary of two adjacent squares. Then edges ab and cd are forced by e1 and e2. LetH be the subgraph induced
by {u1, v1, a, b, u2, v2, c, d}. Color the vertices of it by black and white, and it is easy to see that G–H has no other vertices
with degree 1. By Lemma 4.2, {e1, e2} is not forcing set of G. 
Lemma 4.4. For BN-fullerene graph G ∉ T , if e1 and e2 are two matched edges of G and have four common adjacent vertices,
then G is isomorphic to Q3 (B4N4) with forcing set {e1, e2}.
Proof. If e1 = u1v1 and e2 = u2v2 have four common adjacent vertices, then it must be that u1 and u2 have two common
adjacent vertices a and b, and v1 and v2 have two common adjacent vertices c and d. Thus u1au2b (v1cv2d) is the boundary
of a square face by Lemma 2.4 (see Fig. 6). By Lemma 2.5, bc and admust be edges and forced by e1 and e2. Then we obtain
Q3 which has forcing set {e1, e2}. 
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Fig. 5. Illustration for the proof of Lemma 4.3.
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Fig. 6. Illustration for the proof of Lemma 4.4.
9 9NB4 4NB 6 6NB 8 8NB
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Fig. 7. The seven BN-fullerene graphs with minimum forcing number 2.
Lemma 4.5. For BN-fullerene graph G ∉ T , if e1 and e2 are two matched edges of G and have two common adjacent vertices,
then G is isomorphic to one of the seven graphs shown in Fig. 7 with forcing set {e1, e2}.
Proof. If e1 = u1v1 and e2 = u2v2 have two common adjacent vertices a and b, there are two cases about the location of a
and b as shown in Fig. 8.
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Fig. 8. The two cases of the relation of e1 and e2 .
a b
2e
1e
1f 2f
3f4f
1u
1v
2u
2v
1b a b
2e
1e
1f 2f
3f4f
1u
1v
2u
2v
w
d
a b
2e
1e
1f 2f
3f4f
1u
1v
2u
2v
a b
2e
1e
1f 2f
3f4f
1v
2u
2v
1a
1b 1
b
1b1a 1a1a
1u
( )i ( )ii ( )iii ( )iv
Fig. 9. Illustration for the proof of Lemma 4.5(a).
(a) a and b are adjacent to the same endpoints v1 and u2 (see Fig. 8(a)). Thus av1bu2 is the boundary of a square face by
Lemma 2.4. Then e3 and e4 are forced by e1 and e2. Denote the faces containing e1 and e3, e1 and e4, e2 and e4, e2 and e3 by
f1, f2, f3 and f4, respectively. Color all the vertices on the boundary of the four faces by white and black. It is easy to verify
that f1, f2, f3 and f4 are distinct and independent faces by the definition of BN-fullerene graphs. If more than two faces of
f1, f2, f3 and f4 are squares, there will be other common adjacent vertex of e1 and e2. Hence at most two of them are squares.
Since f1, f2, f3 and f4 are symmetric, there are four cases in all (see Fig. 9). For any one of the four cases, let H be the subgraph
induced by {a, b, v1, u1, u2, v2, a1, b1}. Clearly in G–H , the degree of every vertex is two or three. So {e1, e2} is not forcing
set of G by Lemma 4.2.
(b) a is the common adjacent vertex of u1 and u2, b is the common adjacent vertex of v1 and v2. Then u1, v1, u2, v2, a, b
are on a 6-cycle C . (See Fig. 8(b)). For convenience, color the vertices by black and white.
If C is not a face-cycle, by Lemma 2.5, we know C is the boundary of two adjacent squares or the boundary of three
squares which have a common vertex. If C is the boundary of three squares which have a common vertex, then e1 and e2
will have the third common adjacent vertex, a contradiction. If C is the boundary of two adjacent squares, there are two
cases. First we see Fig. 10(a), ab is the chord of C . Let H0 be the subgraph induced by u1, v1, u2, v2, a and b. It is easy to see
that only a1 which is adjacent to u1 and u2, or b1 which is adjacent to v1 and v2 will be vertex with degree 1 in G–H0, but
it contradicts the condition of the lemma that e1 and e2 have two common adjacent vertices. Otherwise, there is no vertex
with degree 1 in G–H0. By Lemma 4.2, {e1, e2} is not forcing set of G. Secondly we see Fig. 10(b), u1v2 (or u2v1) is the chord
of C . Then aa1 and bb1 are forced. If there are no other vertices in G, we can connect b1 and u2, b1 and a1, a1 and v1, then
obtain B4N4 with forcing set {e1, e2}. If there are some other vertices in G (see Fig. 10(b1)), let H0 be the subgraph induced
by u1, v1, u2, v2, a, a1, b, b1. Then in G–H0 there are at most two vertices with degree 1. If there are two vertices w1 and
w2 with degree 1 in G–H0, where w1 is adjacent to v1 and b1, w2 is adjacent to a1 and u2. Path a1au1v1w1 must be on the
boundary of some 6-face f1 and pathw2u2v2bb1 must be on the boundary of some 6-face f2, moreover,w1w3 andw2w4 are
forced. Lastw3 andw4 must be joined by an edge, otherwise, there will be 2-edge-cut. Thus we obtain B6N6 with forcing set
{e1, e2}. If there is at most one vertex with degree 1 in G–H0, {e1, e2} is not forcing set of G by Lemma 4.2.
If C is a face-cycle, then aa1 and bb1 are forced by e1 and e2. LetH0 be the subgraph induced by {u1, v1, u2, v2, a, b, a1, b1}.
We consider the number of vertices with degree 1 in G–H0. In G–H0 there are at most four vertices with degree 1. If G–H0
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Fig. 10. Illustration for the proof of Lemma 4.5(b).
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Fig. 11. Illustration for the proof of Case 1.
has at most one vertex with degree 1, by Lemma 4.2, {e1, e2} is not forcing set of G. In the following, we discuss the other
cases.
Case 1. G–H0 has four verticesw1, w2, w3,w4 with degree 1 (see Fig. 11).
Denote the face containing {w1, u1, v1, w3} on its boundary by f1 and the face containing {w2, u2, v2, w4} on its boundary
by f2.
Subcase 1.1. f1, f2 are both 4-faces, then we obtain B6N6 and {e1, e2} is its forcing set.
Subcase 1.2. One of f1 and f2 is 4-face, without loss of generality, suppose that f1 is 4-face and f2 is 6-face and the boundary
of it is u2v2w4w6w5w2, then {w2w5, w4w6} is a 2-edge-cut, a contradiction.
Subcase 1.3. f1 and f2 are both 6-faces. Suppose that the face-cycles of f1 and f2 are u1v1w3w8w5w1 and u2v2w4w7w6w2,
respectively. If f1 and f2 are adjacent, that is, w5 coincides with w6 and w7 coincides with w8, we can only connect w5 (w6)
and w7 (w8). But that results in an edge-cut {u1v1, u2v2, w5w7}, contradicting the cyclical edge-connectivity 4. So f1 and
f2 are not adjacent. And w1w5, w3w8, w2w6, w7w4 are forced. By planarity, w6, w2, a1, w1, w5 must be on the boundary of
6-face f3. Similarly,w7, w4, b1, w3, w8 must be on the boundary of 6-face f4. Then there must be an edge joiningw9 andw10
andw9w10 is forced, otherwise, there will be a 2-edge-cut. Thus we obtain B9N9 with forcing set {e1, e2}.
Case 2. G–H0 has three vertices with degree 1. Without loss of generality, suppose that they are w1, w2, w3, shown as in
Fig. 12. Denote the face containingw1, u1, v1, w4 on its boundary by f1 and the face containingw2, u2, v2, w3 on its boundary
by f2. Now let us discuss the size of f1 and f2.
Subcase 2.1. If f1 and f2 are both square faces (see Fig. 12(a)), then {w4w5, w6b1} is a 2-edge-cut, a contradiction. {e1, e2} is
not forcing set of G.
Subcase 2.2. If f1 is of 4-size and f2 is of 6-size (see Fig. 12(b)), f1 and f2 are distinct and independent by definition of BN-
fullerene graphs. Thenw1w4, w2w8, w3w7 are forced.w8, w2, a1, w1, w4, w5 must be on the boundary of a face with size 6,
andw5w6 are forced. Last, there must be an edge joining verticesw6 andw7, otherwise, there will be a 2-edge-cut. Thus we
obtain B8N8 with forcing set {e1, e2}.
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Fig. 12. Illustration for the proof of subcases 2.1, 2.2 and 2.3.
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Fig. 13. Illustration for the proof of subcase 2.4.
Subcase 2.3. If f1 is of 6-size and f2 is of 4-size (see Fig. 12(c)), w6, b1, w3, w2, a1, w1, w9 are on the boundary of a face with
size more than 6, contradicting the definition of BN-fullerene graph.
Subcase 2.4. Both f1 and f2 are of 6-size (see Fig. 13). If f1 and f2 are adjacent, that will lead to a cyclical 3-edge-cut, a
contradiction. So f1 and f2 are independent. Then w1w9, w2w5, w3w4 are forced. The face f3 with w9, w1, a1, w2 and w5
on its boundary must be of 6-size and denote the face-cycle of f3 by w9w1a1w2w5z1, then edge z1z2 is forced. Let H1 be the
subgraph induced by V (H0)
{w1, w2, w3, w4, w5, w9, z1, z2}. In G–H1, only z2 joining z3 or w4 joining w6 will result in
vertex with degree 1, that is, f4 or f5 is of 4-size. If f4 and f5 are both of 4-size, then z3z8 and w6w7 are forced, there must
be an edge joining z2 and w7, otherwise, there will be a 2-edge-cut. Thus we obtain B10N10. If at most one of f4 and f5 is of
4-size, there is at most one vertex with degree 1 in G–H1, by Lemma 4.2, {e1, e2} is not forcing set of G.
Case 3. If G–H0 has two vertices with degree 1, there are three cases. See Fig. 14.
(i) Let w1u1v1w4 be on the boundary of f1, and w2u2v2w3 be on the boundary of f2. Now we discuss the size of f1 and f2.
See Fig. 15.
Subcase 1. If f1 and f2 are both of 4-size (see Fig. 15(a)), f1 and f2 are distinct independent faces by definition of BN-fullerene
graphs. By planarityw5, w3, w2, a1, w1, w4, w8 will be on the boundary of a face with size more than six, a contradiction.
Subcase 2. If one of f1 and f2 is of 4-size, without loss of generality, suppose f1 is of 4-size and f2 is of 6-size (see Fig. 15(b)), then
f1 and f2 are distinct independent faces by definition of BN-fullerene graphs. Thus w1w4 and w2w9 are forced. Moreover, f3
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Fig. 15. Illustration for the proof of case 3(i).
which containsw9, w2, a1, w1, w4, w8 on its boundarymust be of 6-size andw7w8 is forced. LetH1 be the subgraph induced
by V (H0)
{w1, w2, w4, w9}, then onlyw8 is vertex with degree 1 in G–H1. By Lemma 4.2, {e1, e2} is not forcing set of G.
Subcase 3. f1 and f2 are both of 6-size (see Fig. 15(c)). If f1 and f2 are adjacent, that is, z1 coincides with w9 and z4 coincides
with z5, then there will lead to a cyclical 3-edge-cut, a contradiction. So f1 and f2 are independent.w1z1 andw2w9 are forced.
Let H1 be the subgraph induced by V (H0)
{w1, w2, w9, z1}. In G–H1, only z2 which is adjacent to z1 and w9 will be vertex
with degree 1. By Lemma 4.2, {e1, e2} is not forcing set of G.
(ii) Letw1u1v1w4 be on the boundary of f1, andw2u2v2w3 be on the boundary of f2. Now we discuss the size of f1 and f2.
Subcase 1. f1 and f2 are both of 4-size. f1 and f2 are distinct independent faces by definition of BN-fullerene graphs. Then let
H1 be the subgraph induced by V (H0)
{w1, . . . , w4}, thus G–H1 has no vertex with degree 1. See Fig. 16(a).
Subcase 2. One of f1 and f2 is of 4-size. Without losing generality, suppose that f1 is of 4-size (see Fig. 16(b)).
f1 and f2 are distinct independent faces by definition of BN-fullerene graphs. Let H1 be the subgraph induced by
V (H0)
{w1, w2, w3, w6}. In G–H1, there is at most one vertex b2 with degree 1 when w4w6 is an edge. By Lemma 4.2,
{e1, e2} is not forcing set of G.
Subcase 3. Both f1 and f2 are of 6-size (see Fig. 16(c)). If f1 and f2 are adjacent, that is, w7 coincides with w9 and z1 coincides
with w6, then that will result in a 2-edge-cut. Hence f1 and f2 are independent. Then w1w7, w2w6 are forced. Let H1 be
subgraph induced by V (H0)
{w1, w7, w2, w6}. Only when w5 joins w7 or w4 joins w6, there will be vertex with degree 1
in G–H1. If w5 joins w7 and w4 joins w6, then w4b2, w3z1, w5z2 and w8w9 are forced. Now if there is no other vertices in G,
connect z1 and z2, b2 and w9, which will result in B10N10 with forcing set {e1, e2}; If there are some other vertices in G (see
Fig. 16(d)), let H2 be subgraph induced by V (H1)
{w3, w4, w5, w8, w9, b2, z1, z2}. In G–H2, only z3 which is adjacent to z1
and b2, and z4 which is adjacent to z2 and w4 will be vertices with degree 1. Then there must be edge incident with z3 and
z4 and z3z4 is forced, otherwise, there will be 2-edge-cut. Thus we obtain B11N11 with forcing set {e1, e2}.
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(iii) Letw1u1v1w2 be on the boundary of f1. In the following, we discuss the size of f1.
Subcase 1. If f1 is of 4-size, w1w2 is forced. Let H1 be the subgraph induced by V (H0)
{w1, w2}, then G–H1 has no vertex
with degree 1 (see Fig. 17(a)).
Subcase 2. If f1 is of 6-size, then w1w3 and w2w4 are forced. Let H1 be subgraph induced by V (H0)
{w1, . . . , w4}. Only w5
joining w3 or w4 joining w6 will lead to a vertex with degree 1 in G–H1. That is f2 or f3 is of 4-size. If f2 and f3 are both of
4-size, then w5z1 and w6z2 are forced. z1, w5, w3, w4, w6, z2 must be on the boundary of some 6-face. z3u2v2z4 must be of
4-size, otherwise, there will be a 2-edge-cut, contradicting connectivity 3. Thus we obtain B9N9 with forcing set {e1, e2} (see
Fig. 17(b)). If at most one of f2 and f3 is of 4-size, there will be at most one vertex with degree 1 in G–H1, by Lemma 4.2,
{e1, e2} is not forcing set of G. 
By Lemmas 4.3 and 4.5, we can obtain the main theorem of this section.
Theorem 4.6. For any BN-fullerene graph G ∉ T , if the forcing number of G is 2, then G is isomorphic to one of the seven graphs
showed in Fig. 7.
Remark. From Lemmas 4.3 and 4.5, we can obtain all forcing sets with size 2 about the seven graphs showed in Fig. 7.
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