Abstract. In this paper we give necessary and sufficient conditions for convergence of continuous collocation approximations of solutions of first kind Volterra integral equations. The results close some longstanding gaps in the theory of polynomial spline collocation methods for such equations. The convergence analysis is based on a Runge-Kutta or ODE approach.
Introduction
In this paper we consider first kind Volterra integral equations of the form t 0
K(t, s)y(s) ds = g(t), t∈I = [0, T ]. (1.1)
Here g and K are supposed to be sufficiently smooth functions satisfying g(0) = 0 and |K(t, t)| ≥ κ > 0 for all t ∈ I.
The (unique) solution of (1.1) is to be approximated in certain polynomial spline spaces. In the case where this space is S (−1) m (Π N ), the space of discontinuous polynomial spline functions of degree m, the relationship between the choice of the collocation parameters and the (order of) convergence of the collocation solution is well understood (compare [2] , [4] ). The picture is much more complex for the space S (0) m (Π N ) of continuous polynomial splines, especially when the set of collocation points does not contain the mesh points. It is the purpose of this paper to develop a convergence theory analogous to the one for S (−1) m (Π N ). It has been shown in [12] that methods based on splines with full continuity and of degree greater than one are divergent.
We also discuss the corresponding fully discretized collocation methods. These methods were introduced in [10] , [11] , and their place within the framework of polynomial spline collocation methods was described in [1] , [2] (compare also [4] ).
In Section 2, we define the continuous collocation approximations in S
m (Π N ). Section 3 contains some preliminary and technical results concerning properties of the coefficients of the implicit Runge-Kutta method defined by the collocation parameters. The main convergence results are presented in Section 4 where we give proofs for equations with constant kernel. The convergence analysis for equations with non-constant kernel is carried out in Section 5. In Section 6 we briefly discuss the fully discretized collocation approximations and give a numerical illustration. Finally Section 7 contains some concluding remarks.
Continuous collocation approximations
Consider the subdivision Π N of the interval I = [0, T ] defined by t n = nh, n = 0, . . . , N, where the (constant) stepsize is given by h = T /N (N > 0). Let 0 < c 1 < c 2 < . . . < c m ≤ 1 (m ≥ 1) be the collocation parameters and t nj = t n + c j h, j = 1, . . . , m, n = 0, . . . , N − 1, the collocation points.
We seek an approximation u in the spline space S Here u n denotes the restriction of u to the subinterval [t n , t n+1 ]. The initial value is u(0) = y(0) = g (0)/K(0, 0).
On each subinterval [t n , t n+1 ], n = 0, . . . , N − 1, the approximation u is a polynomial of degree m and is represented by the interpolation formula
where the Lagrange polynomials L , = 0, . . . , m, are defined by
The collocation approximation u is obtained by solving on each subinterval [t n , t n+1 ], n = 0, . . . , N − 1, the following system:
. This system has a unique solution if h is sufficiently small and if the matrix
is invertible (see Section 3). Having solved this system, one obtains the approximation at t n+1 by
Preliminary considerations
We define c 0 = 0 and consider the m + 1-stage implicit Runge-Kutta method which is equivalent to the collocation method characterized by c i , i = 0, . . . , m. The coefficients of this method are then given by
It follows from Theorem II.7.8 of [8] 
We recall that an s-stage Runge-Kutta method satisfies
(see e.g. [8, p. 208 
. . . 
Relation 
This leads to
We solve (3.12) for V and insert into (3.13). Thuŝ
We now have to find
k+1 . By (3.15) we thus seek p such that
and q is the solution of the interpolation problem
One easily verifies that
We now have
and find that
e) We have γ = V u where V Ju = m (see (3.12) and (3.14)).
where p and q are as in part d) and the desired result is readily obtained.
f) The proof is similar to that of part d). One hasb A −1ĉ = q (1) where q is the solution of the interpolation problem
This completes the proof of the lemma.
Convergence analysis
We now return to the collocation method. The exact solution of (1.1) can be written on [t n , t n+1 ] as
where the interpolation error is
It follows from (4.1) and (2.3) that the collocation error e = y − u is given by
We have in particular that e n (t n ) = e n−1 (t n ), with e n denoting the restriction of e to [t n , t n+1 ]. Subtracting the collocation equation (2.1) from (1.1), we obtain the error recursion
We first consider the case of constant kernel K(t, s) ≡ 1. This case already contains all important ideas. The convergence analysis for equations with non-constant kernels is carried out in Section 5. We rewrite (4.4) with n replaced by n − 1 and with j = m and subtract it from (4.4). We obtain cj 0 e n (t n + τh) dτ
We have to distinguish between two cases: c m = 1 and c m < 1.
Case I: c m = 1. This case has already been studied in [2] . The techniques employed here are different and rely on an "ODE approach". Equation (4.5) now reduces to
Inserting (4.3) into (4.6), we obtain
Since, with c m = 1, e n−1 (t n−1m ) = e n−1 (t n ), the last equation becomes
where r nj = − cj 0 r n (τ ) dτ . In matrix notation
where E n = (e n (t n1 ), . . . , e n (t nm )) , A = (a j ) m j, =1 , R n = (r n1 , . . . , r nm ) and
Part c) of Lemma 1 implies that
The only non-zero eigenvalue of this matrix is −d m . Note that
(see parts a) and c) of Lemma 1). It is easy to show that
It follows from (4.7) that
With (4.9) this equation becomes 
With e(0) = 0 it is easy to show that .2)). Finally there exists a constant C such that
From (4.3) we then obtain that
and m is odd), (4.10) becomes
If d m = −1 (i.e. R(∞) = 1 and m is even), (4.10) becomes
and the method converges only with order m, i.e.
If |d m | > 1, the method diverges. For the convergence analysis in the case of a general, non-constant kernel, we refer to Section 5. We have the following theorem, based on our "ODE approach" (compare with Theorem 5.5.1b of [4] ). 
and the collocation error e = y − u satisfies
Case II: c m < 1. Inserting (4.3) into (4.5) we obtain for j = 1, . . . , m,
a m e n−1 (t n−1 ) − r n−1m − b 0 e n−2 (t n−1 )
where
(4.12)
These equations give in matrix notation 
In a more compact form AE n = BE n−1 + R n , or
where E n = (e n (t n ), e n (t n1 ), . . . , e n (t nm )) and 
14)
Proof. Since B is of rank 2, the same holds for A −1 B. Therefore A −1 B has exactly two nonzero eigenvalues λ 1 and λ 2 . It follows from elementary linear algebra that λ 1 + λ 2 is equal to the trace of A −1 B. Then
With (2.4) and (3.7) it is now easy to verify that
Together with part d) of Lemma 1 we obtain
Since the proof of (4.15) is rather technical we will not present it here; instead, we sketch the main ideas. Consider the matrix X = (x ij ) m i,j=0 and the corresponding characteristic polynomial det(X − λI) = (−1) 
which one proves using parts f) and e) of Lemma 1, one finally obtains
The eigenvalues are real since (tr(
2 > 0 and we have
We can now state 
Theorem 2. Let u be the collocation approximation in S
Therefore the error recursion (4.13) cannot be stable since at least one eigenvalue has absolute value strictly greater than 1. For m = 1, the eigenvalues of A −1 B are 
Proof. We prove the result for constant kernel K(t, s) ≡ 1. For non-constant kernel we refer to Section 5. Since A −1 B is diagonalizable, there exists a nonsingular matrix P such that A −1 B = P DP −1 with D = diag(λ 1 , λ 2 , 0, . . . , 0). We next multiply the recursion (4.13) by P −1 and define Z n = P −1 E n . We find that
We conclude as in the case c m = 1. Figure 1) . d) A necessary and sufficient condition similar to (4.22) for convergence of piecewise polynomial spline approximations with possible jump discontinuities for solving (1.1) with K(t, t) = 0, t ∈ I, g(0) = g (0) = 0, has been given in [5] .
Convergence for general kernels
In this section we prove the results of Theorems 1 and 3 for general, non-constant kernels. We first rewrite (4.4) for n − 1 with j = m and subtract it from (4.4). We obtain cj 0 K(t nj , t n + τh)e n (t n + τh) dτ
We again have to distinguish between the two cases c m = 1 and c m < 1. We investigate in detail the case c m < 1. The "easier" case c m = 1 can be treated quite similarly. We next rewrite (5.1) with n replaced by n − 1 and subtract it from (5.1). This yields
We now use
where t n−1m < ξ n < t nj , t n−2m < η n < t nj and the α mj are constants depending only on the parameters c j and insert (4.3) in the above equation. According to (3.1) we may write the integrals of the kernel multiplied by a Lagrange polynomial as 
etc. and divide by K(t n , t n ) which is possible because we assumed that |K(t, t)| ≥ κ > 0. For j = 1, . . . , m, we obtain
where r nj contains all the remainder terms and satisfies
2)). Next we rewrite (4.12) for n − 1 and subtract it from (4.12). Using the same notations as in Section 4, Case II, we finally obtain the error recursion for E n = (e n (t n ), e n (t n1 ), . . . , e n (t nm )) ,
with R n = O(h m+2 ) and with bounded matrices D nν (whose meaning is clear from the above). If h is sufficiently small, the matrix A + O(h) is invertible and it follows that
where G nν , V n and W n are bounded matrices and R n = O(h m+2 ). We now define
and obtain
If −1 ≤ λ 1 , λ 2 < 1, the matrix F is diagonalizable and there exists a nonsingular matrix T such that 
Taking norms, we arrive at an inequality of the form
Lemma 6 of [7] shows that Z n = O(h m+1 ) and the result of Theorem 3 immediately follows.
It remains to show convergence of order m if λ 1 = 1. This can be done in the following way. We first write the collocation approximation u n on [t n , t n+1 ] in the form
whereL (τ ), = 1, . . . , m, are the Lagrange polynomials of degree m − 1 defined with respect to the points 0 < c 1 < . . . < c m < 1, i.e.
The exact solution can be written in a similar way, namely
such that the error on [t n , t n+1 ] can be expressed as
We now proceed as in the convergence proof of collocation approximations in the spline space S
. . ,b m ) be the coefficients of the implicit Runge-Kutta method defined bȳ
Since this Runge-Kutta method satisfies condition C(m) (see Theorem II.7.8 of [8] ), the matrixĀ is invertible. We insert (5.3) into (5.1) and proceed as previously. We obtain the following recursion for E n = (e n (t n1 ), . . . , e n (t nm )) :
If h is sufficiently small,Ā + O(h) is invertible and it follows that Proof. M 0 has rank one because m (e mĀ −b ) has rank one. Therefore the nonzero eigenvalue of M 0 is equal to its trace. LetĀ
The result now follows from Theorem IV.3.9 of [9] .
Since M 0 is diagonalizable, there exists a nonsingular matrix P such that M 0 = P DP −1 with D = diag(R(∞), 0, . . . , 0). We now multiply (5.4) by P −1 and define
Since λ 1 = 1, by Lemma 3 and (4.15) it now holds that
and applying Lemma 6 of [7] we conclude that Z n = O(h m ). Thus E n = O(h m ) and the result follows from (5.3). In the case λ 1 = 1 the estimate e ∞ = O(h m ) is optimal, the order of convergence does not exceed m. This has been confirmed in numerous numerical experiments.
Discretized collocation and numerical illustration
The integrals in (2.5) can in general not be computed explicitly, and thus one has to use appropriate quadrature formulas to approximate them. Since the collocation methods are convergent of order m + 1 (see Theorems 1 and 3), one has to choose quadrature formulas of order at least m + 1 (i.e. of degree of precision at least 
This again leads to recursions of the form encountered in Sections 4 and 5. We omit the details. The convergence analysis of the fully discretized method in the case c m = 1 can be found in [11] . To illustrate the theoretical findings of the preceding sections, we solved (1.1) on I = [0, 1] with K(t, s) = exp(−ts) and g(t) such that y(t) = exp(−t) cos(t). We used the quadrature formulas (6.1) and (6.2) to approximate the integrals in (2.5). In Figure 2 we represented the maximal error on [0, 1] versus the stepsize h = 1/N with N = 2, 4, 8, . . . , 256. We used double logarithmic scales such that one observes the slope p for a method whenever this method has order p. We employed the following methods, those with c m = 1 are represented in Figure 2 .a), those with c m < 1 in Figure 2 .b).
Method 1 : m = 1, c 1 = 1, (o in Fig. 2.a) ). Method 2 : m = 2, c 1 = 1/2, c 2 = 1, (× in Fig. 2.a) ). Method 3 : m = 2, c 1 = 2/3, c 2 = 1, (+ in Fig. 2.a) ). Method 4 : m = 3, c 1 = 1/3, c 2 = 2/3, c 3 = 1, ( * in Fig. 2.a) ). Fig. 2.b) ). Method 6 : m = 2, c 1 = 3/4, c 2 = (3 + √ 13)/8, (× in Fig. 2.b) ). Method 7 : m = 3, c 1 = 3/7, c 2 = 4/5, c 3 = 8/9, (+ in Fig. 2.b) ). Method 8 : m = 4, c 1 = 4/10, c 2 = 7/10, c 3 = 8/10, c 4 = 9/10, ( * in Fig. 2.b) ). It can be seen that methods 1, 3, 4, 5, 7 and 8 converge with order m + 1. For methods 2 and 6 one observes an order reduction: these methods only converge with order m. For method 2, R(∞) = 1, for method 6, 0 < λ 2 < λ 1 = 1. m (Π N ) established in [3] .
2) The results of this paper can be extended to nonlinear first kind Volterra equations 
