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Abstract
In this paper, we study the maximum principles for optimal control problems governed by the damped
Klein–Gordon equations with state constraints. And we prove the existence of the optimal parameter and
deduce the necessary conditions on the optimal parameter.
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1. Introduction
We study the optimal control problems for the damped Klein–Gordon equation
∂2y
∂t2
+ α ∂y
∂t
− βy + δ|y|γ y = Bu+ f, (1.1)
where α,β, γ, δ are physical constants and f is a forcing function. This Klein–Gordon equation
is known as one of the nonlinear wave equation arising in relativistic quantum mechanics and
has been studied extensively [7,10]. We also could find the trace by using the following method
in Ahmed [1]. Then we may rewrite the state system (1.1) as
y′′ + αy′ + βAy + δk(y) = Bu+ f, (1.2)
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V = H 10 (Ω), U a real Hilbert space, A ∈ L(V ,V ∗), B ∈ L(U,H), k :V → H : a nonlinear oper-
ator and f ∈ L2(0, T ;H).
Recently, many mathematicians have discussed the optimal control problems governed by
linear and nonlinear parabolic differential equations. Barbu made many contributions in this
field [3]. Lie and Yong studied the maximal principle for optimal control governed by some
nonlinear parabolic equations with two point boundary state constraints [9]. Pavel discussed the
necessary conditions for optimal control governed by linear parabolic equations with two-point
boundary constraints [12]. Wang also dealt with the necessary conditions of optimality for some
optimal control problems governed by some parabolic differential equations involving monotone
graphs and discussed the two point boundary state constraints [14].
The present work in this paper is concerned with the maximum principles for optimal control
problems governed by the damped Klein–Gordon equations.
The paper is organized as follows. In Section 2, we present some preliminaries that are used in
the subsequent section. In Section 3, we derive the Pontryagin’s maximum principle for optimal
control of the damped Klein–Gordon equation (1.1).
2. Preliminaries
Let Ω be an open bounded set of the n-dimensional Euclidean space Rn with the piecewise
smooth boundary Γ = ∂Ω . Let Q = (0, T ) × Ω , Σ = (0, T ) × Γ , R = (−∞,∞) and R+ =
[0,∞).
We consider the following control system for the damped Klein–Gordon equation described
by
∂2y
∂t2
+ α ∂y
∂t
− βy + δ|y|γ y = Bu+ f in Q, (2.1)
y = 0 on Σ, (2.2)
y(0, x) = y0(x), ∂y
∂t
(0, x) = y1(x) in Ω, (2.3)
where α,β, γ, δ ∈ R are constants and y0, y1, f are given functions. We set H = L2(Ω),
V = H 10 (Ω) and endow these spaces with the usual scalar products and norms (φ,ψ) =∫
Ω
φ(x)ψ(x)dx, |φ| = (φ,φ) 12 for φ,ψ ∈ H 10 (Ω). By V ∗ and 〈·,·〉 denote the dual space of V
and the duality pairing between V and V ∗, respectively. Let A ∈ L(V ,V ∗) be defined by the
bilinear form 〈Aφ,ψ〉 = (φ,ψ). Then A is considered as a self-adjoint operator with domain
D(A) = H 10 (Ω)∩H 2(Ω) and for φ ∈ D(A), Aφ = −φ. It is clear that D(A) ⊂ V ⊂ H ⊂ V ∗
and each space is dense in the following one and the injections are continuous.
We recall the Sobolev embeddings
H 10 (Ω) ↪→ Lq(Ω), ∀q < ∞ if n = 1,2,
q = 6 if n = 3, (2.4)
H 1(Ω) ↪→ C(Ω¯) if n = 1, (2.5)
H 2(Ω) ↪→ C(Ω¯) if n = 2,3. (2.6)
For the exponent γ , we assume that
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0 γ  2 if n = 3. (2.7)
We define the nonlinear scalar function k :R → R by k(s) = |s|γ s, γ ∈ R+. Then it is
easy to see that k ∈ C1(R) and k′(s) = (γ + 1)|s|γ . Under the assumption (2.7) with (2.4),
for any φ ∈ H 10 (Ω) the convolution k ◦ φ is square integrable, i.e., for the nonlinear oper-
ator k :H 10 (Ω) → L2(Ω), u → k ◦ u is well defined. Here we assume that B ∈ L(U,H),
f ∈ L2(0, T ;H), where U is a real Hilbert space with norm denoted by | · |U and the scalar
product (·,·)U .
Now problem (2.1)–(2.3) is formulated as the control system described by the abstract second-
order differential systems in H :
y′′ + αy′ + βAy + δk(y) = Bu+ f on (0, T ),
y(0) = y0, y′(0) = y1, (2.8)
where ′ = d
dt
and ′′ = d2
dt2
. We shall denote by Y the space W 1,2([0, T ];H) ∩ L2(0, T ;D(A)),
where W 1,2([0, T ];H) is the space of all absolutely continuous functions y : [0, T ] → H such
that y′ = dy
dt
∈ L2(0, T ;H). We have that Y ⊂ C([0, T ];V ) [5]. We shall denote by W(0, T )
the space {y: y ∈ L2(0, T ;V ), y′ ∈ L2(0, T ;H), y′′ ∈ L2(0, T ;V ∗)} endowed with the norm
‖y‖W(0,T ) = [
∫ T
0 ‖y‖2 dt +
∫ T
0 |y′|dt +
∫ T
0 ‖y′′‖V ∗ dt]
1
2
. We have that W(0, T ) ⊂ C([0, T ];H)
[6, Chapter 4].
Definition 2.1. A function y is said to be a weak solution of (2.8) if y ∈ W(0, T ) and〈
y′′(·),φ〉
(V ∗,V ) + α
〈
y′(·),φ〉+ β〈y(·),φ〉+ δ〈∣∣y(·)∣∣γ y(·),φ〉
= 〈Bu(·),φ〉+ 〈f (·),φ〉 for all φ ∈ V,
y(0) = y0, y′(0) = y1.
We note that |y(t)|γ y(t) ∈ H a.e. t ∈ [0, T ] if y ∈ W(0, T ).
Remark 2.1. The existence and uniqueness of strong solution of (2.8) follows from Theorem 4.1
in Teman [13, p. 214].
The cost functional we shall study in this paper is as follows:
L(y,u) =
T∫
0
[
g
(
t, y(t)
)+ h(u(t))]dt + dW (F(y)), (2.9)
where we assume the following:
(H1) g : [0, T ] × V → R+ is measurable in the first variable, g(t,0) ∈ L∞(0, T ) and for every
r > 0, there exists Lr > 0 independent of t such that∣∣g(t, y1)− g(t, y2)∣∣Lr‖y1 − y2‖, ∀t ∈ [0, T ],
‖y1‖ + ‖y2‖ r. (2.10)
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c1 > 0 and c2 ∈ R such that
h(u) c1|u|2U − c2, ∀u ∈ U. (2.11)
The optimal control problem (P ) we shall study in this paper is as follows:
infL(y,u) over all (y,u) ∈ Y ×L2(0, T ;U) (P )
subject to
y′′ + αy′ + βAy + δ|y|γ y = Bu+ f a.e. in (0, T ), ∀α ∈ R, β > 0, δ  0,
y(0) = y0, y′(0) = y1, (2.12)
with
F(y) ∈ W, (2.13)
where y0, y1 ∈ V and we assume the following:
(H2) F :L2(0, T ;V ) → X is continuously Fréchet differentiable, where X is a Banach space
with the dual X∗ strictly convex, W ⊂ X is a closed and convex subset and dW (F (y)) is
the distance of F(y) to W in X.
Theorem 2.1. Under the hypotheses (H1) and (H2), problem (P ) has a unique solution (y∗, u∗).
Proof. Since F(y) ∈ W , it follows that dW (F (y)) = 0. Let {yn,un} be a minimizing sequence
in problem (P ), i.e.,
inf(P )L(yn,un) inf(P )+ 1
n
, n = 1,2, . . . , (2.14)
y′′n + αy′n + βAyn + δ|yn|γ yn = Bun + f, a.e. in (0, T ),
yn(0) = y0, y′n(0) = y1. (2.15)
By (2.11), it follows that {un} is bounded in L2(0, T ;U) and therefore on a subsequence, again
denoted n, we have
un → u∗ weakly in L2(0, T ;U). (2.16)
Here and throughout the sequel we shall denote by C several positive constants independent of y
and n. From (2.15), we have
∣∣y′n(t)∣∣2 + β∥∥yn(t)∥∥2 + 2α
t∫
0
∣∣y′n(s)∣∣2 ds + 2δγ + 2
∥∥yn(t)∥∥γ+2Lγ+2(Ω)
 |y1|2 + β‖y0‖2 + 1
ε
t∫
0
∣∣Bun(s)∣∣2 ds + ε
t∫
0
∣∣y′n(s)∣∣2 ds
+ 1
η
t∫ ∣∣f (s)∣∣2 ds + η
t∫ ∣∣y′n(s)∣∣2 ds for any ε, η > 0. (2.17)0 0
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Gronwall’s inequality, we obtain
∥∥yn(t)∥∥2 + ∣∣y′n(t)∣∣2 +
t∫
0
∣∣y′n(s)∣∣2 ds + ∥∥yn(t)∥∥γ+2Lγ+2(Ω)  C. (2.18)
From (2.15) and (2.18) we see that
∥∥y′′n∥∥L2(0,T ;V ∗)  C. (2.19)
Thus by (2.16), (2.18), and (2.19), the Arzela–Ascoli theorem and the Aubin compactness theo-
rem, we conclude that there exist (y∗, u∗) ∈ Y ×L2(0, T ;U) and subsequences of {yn} and {un},
still denoted by themselves, such that, as n → ∞,
yn → y∗ strongly in C
([0, T ];H )∩L2(0, T ;V ),
weakly in L2
(
0, T ;D(A))∩L2(0, T ;V ), (2.20)
y′n → y∗ ′ weakly in L2(0, T ;H), (2.21)
y′′n → y∗ ′′ weakly in L2(0, T ;V ′), (2.22)
Ayn → Ay∗ weakly in L2(0, T ;V ′), (2.23)
|yn|γ yn →
∣∣y∗∣∣γ y∗ weakly in Lγ+2(0, T ;H), (2.24)
un → u∗ weakly in L2(0, T ;H). (2.25)
From (2.20)–(2.25) we may pass to the limn→∞ in (2.15) to derive that
y∗ ′′ + αy∗ ′ + βAy∗ + δ∣∣y∗∣∣γ y∗ = Bu∗ + f a.e. in (0, T ).
By (2.10) and (2.20) we obtain that
lim inf
n→∞
T∫
0
g
(
t, yn(t)
)
dt =
T∫
0
g
(
t, y∗(t)
)
dt.
Since h is convex and lower semicontinuous, it follows from (2.16) that
lim inf
n→∞
T∫
0
h(un) dt 
T∫
0
h
(
u∗
)
dt. (2.26)
From (2.14) and (2.16) we obtain
L
(
y∗, u∗
)= inf(P ).
Since the function k(y) = |y|γ y, γ ∈ R+, is locally Lipschitz, the uniqueness of solution of
problem (P ) can be proved as in Khalifa and Elgamal [8, pp. 451–475]. This completes the
proof. 
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Let (y∗, u∗) be optimal for problem (P ). In this section, we shall state and prove the necessary
conditions for (y∗, u∗). First we recall approximations gε of g and hε of h as follows:
For the details, we refer the reader to [3, Chapter 1]. Let Pm :V → Xm be the projection
operator, where Xm is the finite-dimensional space generated by {ei}mi=1 and {ei}∞i=1 is an ortho-
normal basis in V and
∧
m :R
m → Xm is defined by ∧m(τ) =∑mi=1 τiei , τ = (τ1, . . . , τm). Let
gε : [0, T ] × V → R+ be defined by
gε(t, y) =
∫
Rm
g
(
t,Pmy − ε
∧
m
τ
)
ρm(τ) dτ, ∀y ∈ V, (3.1)
where m = [ε−1], ρm is a mollifier on Rm, i.e., ρm(θ) = 0 for ‖θ‖m > 1, ρm > 0,∫
Rm
ρm(θ) dθ = 1 and ρm(θ) = ρm(−θ) for all θ ∈ Rm. Let hε :U → R be defined by
hε(u) = inf
{ |u− v|2U
2ε
+ h(v): v ∈ U
}
. (3.2)
Now, for each ε > 0, we define a penalty functional Lε :Y ×L2(0, T ;U) → R by
Lε(y,u) =
T∫
0
[
gε(t, y)+ hε(u)
]
dt + 1
2
T∫
0
∥∥y − y∗∥∥2 dt + 1
2
T∫
0
∣∣u− u∗∣∣2 dt
+ 1
2ε
T∫
0
∣∣y′′ + αy′ + βAy + δ|y|γ y −Bu− f ∣∣2 dt
+ 1
2ε
[
ε + dw
(
F(y)
)]2
, ∀α ∈ R, β > 0, δ  0, (3.3)
where dW (F (y)) denotes the distance of F(y) to W in X.
Since y ∈ Y ⊂ C([0, T ];V ), Lε is well defined and we may define
Y0 =
{
y ∈ Y : y(0) = y0, y′(0) = y1
}
.
Consider the approximation problem (Pε) as follows:
infLε(y,u) over all (y,u) ∈ Y0 ×L2(0, T ;U). (Pε)
We have the following existence and approximation results for problem (Pε).
Lemma 3.1. For each ε > 0, problem (Pε) has at least one solution.
Proof. It is clear that inf(Pε) > −∞. Let (yn,un) ∈ Y0 ×L2(0, T ;U) be such that
inf(Pε) Lε(yn,un) inf(Pε)+ 1
n
, n = 1,2, . . . , (3.4)
where yn,un depend on ε. By (3.3) and (3.4), we imply that
‖un‖L2(0,T ;U)  C (3.5)
and
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here and throughout the proof of Lemma 3.1, we shall denote by C several positive constants
independent of n. By (3.3) and (3.4) again, there exist fn ∈ L2(0, T ;H), n = 1,2, . . . , such that
‖fn‖L2(0,T ;H)  C (3.7)
and
y′′n + αy′n + βAyn + δ|yn|γ yn = Bun + fn a.e. in (0, T ), ∀α ∈ R, β > 0, δ  0,
yn(0) = y0, y′n(0) = y1. (3.8)
Multiplying (3.8) by y′n, integrating on (0, t), we get that
∣∣y′n(t)∣∣2 + β∥∥yn(t)∥∥2 + 2α
t∫
0
∣∣y′n(s)∣∣2 ds + 2δγ + 2
∥∥yn(t)∥∥γ+2Lγ+2(Ω)
= |y1|2 + β‖y0‖2 + 2
t∫
0
(
Bun(s), y
′
n(s)
)
ds + 2
t∫
0
(
fn(s), y
′
n(s)
)
ds
 |y1|2 + β‖y0‖2 + 1
ε
t∫
0
∣∣Bun(s)∣∣2 ds + ε
t∫
0
∣∣y′n(s)∣∣2 ds
+ 1
η
t∫
0
∣∣fn(s)∣∣2 ds + η
t∫
0
∣∣y′n(s)∣∣2 ds.
By Gronwall’s inequality, we obtain
∥∥yn(t)∥∥2 + ∣∣y′n(t)∣∣2 +
t∫
0
∣∣y′n(s)∣∣2 ds + ∥∥yn(t)∥∥γ+2Lγ+2(Ω)  C. (3.9)
From (3.8) and (3.9) we obtain that∥∥y′′n∥∥L2(0,T ;V ∗)  C. (3.10)
Thus by (3.5), (3.6), (3.9) and (3.10), the Arzela–Ascoli theorem and the Aubin compactness
theorem [2], we conclude that there exist (y¯, u¯) ∈ Y × L2(0, T ;U) and subsequences of {yn}
and {un}, still denoted by themselves, such that, as n → ∞,
yn → y¯ strongly in C
([0, T ];H )∩L2(0, T ;V ),
weakly in L2
(
0, T ;D(A))∩L2(0, T ;V ), (3.11)
y′n → y¯′ weakly in L2(0, T ;H), (3.12)
y′′n → y¯′′ weakly in L2(0, T ;V ′), (3.13)
Ayn → Ay¯ weakly in L2(0, T ;V ′), (3.14)
|yn|γ yn → |y¯|γ y¯ weakly in Lγ+2(0, T ;H), (3.15)
un → u¯ weakly in L2(0, T ;H). (3.16)
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lim
n→∞
T∫
0
∥∥yn − y∗∥∥2 dt 
T∫
0
∥∥y¯ − y∗∥∥2 dt (3.17)
and
lim
n→∞
T∫
0
∣∣y′′n + αy′n + βAyn + δ|yn|γ yn −Bun − f ∣∣2 dt

T∫
0
∣∣y¯′′ + αy¯′ + βAy¯ + δ|y¯|γ y¯ −Bu¯− f ∣∣2 dt. (3.18)
From (2.10), (3.1), (3.9) and (3.11) we have that
T∫
0
∣∣gε(t, yn)− gε(t, y¯)∣∣dt  L
T∫
0
‖yn − y¯‖dt
→ 0 as n → ∞, (3.19)
where L> 0 is independent of n. Since hε is convex and lower semicontinuous, it follows from
(3.16) that
lim
n→∞
T∫
0
hε(un) dt 
T∫
0
hε(u¯) dt. (3.20)
By (3.11) and (H2), F(yn) → F(y¯) as n → ∞. Thus we have
1
2ε
(
ε + dW
(
F(yn)
))2 → 1
2ε
(
ε + dW
(
F(y¯)
))2
as n → ∞. (3.21)
On the other hand, since yn(0) = y0, yn(0) → y¯(0) strongly in V and y′n(0) = y1,
y′n(0) → y¯′(0) weakly in H by (3.8) and (3.12) we have that y¯(0) = y0, which shows that y¯ ∈ Y0.
Thus it follows immediately from (3.4) and (3.17)–(3.21) that (y¯, u¯) is optimal for problem (Pε).
This completes the proof. 
Lemma 3.2. Let (yε, uε) be optimal for problem (Pε). Then there exists a generalized subse-
quence of (yε, uε), still denoted by itself, such that
uε → u∗ strongly in L2(0, T ;U),
yε → y∗ strongly in Y as ε → 0.
Proof. Since (yε, uε) is optimal for (Pε), it follows from (3.3) that
Lε(yε, uε)Lε
(
y∗, u∗
)

T∫ [
gε
(
t, y∗
)+ hε(u∗)]dt + ε2 . (3.22)
0
J.Y. Park, J.U. Jeong / J. Math. Anal. Appl. 334 (2007) 11–27 19By (3.1) and by the same argument as in [3, Chapter 3], we obtain∣∣gε(t, y∗)− g(t, y∗)∣∣L(∥∥y∗ − Pmy∗∥∥+ ε), (3.23)
where L > 0 is a constant independent of ε. By (3.22), (3.23) and the same argument as in [9],
we get that
lim
ε→0L(yε,uε) L
(
y∗, u∗
)
. (3.24)
On the other hand, it follows from (3.3) and (3.24) that
‖yε‖L2(0,T ;V ) + ‖uε‖L2(0,T ;U) C, (3.25)
T∫
0
∣∣y′′ε + αy′ε + βAyε + δ|yε|γ yε −Buε − f ∣∣2 dt  2C, (3.26)
and [
ε + dW
(
F(yε)
)]2  2C. (3.27)
Here and throughout the proof of Lemma 3.2, we shall denote by C several positive constants
independent of ε. By (3.3) and (3.24), there exists vε ∈ L2(0, T ;H) for each ε > 0 such that
‖vε‖L2(0,T ;H) → 0 as ε → 0 and
y′′ε + αy′ε + βAyε + δ|yε|γ yε = Buε + vε + f a.e. in (0, T ),
yε(0) = y0, y′ε(0) = y1. (3.28)
By (3.25) and (3.28), using the same argument as in the proof of Lemma 3.1, we obtain that there
exist y¯ ∈ Y , u¯ ∈ L2(0, T ;U) and subsequences of {yε} and {uε}, still denoted by themselves,
such that, as ε → 0,
yε → y¯ strongly in C
([0, T ];H )∩L2(0, T ;V ),
weakly in L2
(
0, T ;D(A)), (3.29)
‖yε‖C([0,T ];V )  C, (3.30)
y′ε → y¯′ weakly in L2(0, T ;H), (3.31)
y′′ε → y¯′′ weakly in L2(0, T ;V ′), (3.32)
and
uε → u¯ weakly in L2(0, T ;U). (3.33)
By (3.29) and (3.30), we see that
|yε|γ yε → |y¯|γ y¯ weakly in Lγ+2(0, T ;H) as ε → 0. (3.34)
From (3.29)–(3.34) we may pass to the limit for ε → 0 in (3.28) to derive that
y¯′′ + αy¯′ + βAy¯ + δ|y¯|γ y¯ = Bu¯+ f a.e. in (0, T ),
y¯(0) = y0, y¯′(0) = y1. (3.35)
It follows from (3.29) and (H2) that
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However, by (3.27), we have that dW (F (yε)) → 0 as ε → 0, which, combined with (3.36), indi-
cates that
F(y¯) ∈ W, (3.37)
since W is closed. Thus, by (3.35) and (3.37), we have
L
(
y∗, u∗
)
 L(y¯, u¯), (3.38)
because (y∗, u∗) is optimal for (Pε). Now from (2.10), (3.1), (3.29) and using the same argument
as in [4, Proposition 2.15], we get that∣∣gε(t, yε)− gε(t, y¯)∣∣ L‖yε − y¯‖, (3.39)
lim
ε→0g
ε
(
t, y¯(t)
)= g(t, y¯(t)), ∀t ∈ [0, T ], (3.40)∣∣gε(t, y¯(t))− g(t, y¯(t))∣∣ L(‖y¯ − Pmy¯‖ + ε), (3.41)
where L > 0 is independent of ε and Pm was given (3.1). Thus, by (3.39)–(3.41) and the
Lebesgue dominated convergence theorem, we obtain
T∫
0
∣∣gε(t, yε)− g(t, y¯)∣∣dt 
T∫
0
[∣∣gε(t, yε)− gε(t, y¯)∣∣+ ∣∣gε(t, y¯)− g(t, y¯)∣∣]dt

T∫
0
[
L
∥∥yε(t)− y¯(t)∥∥+ ∣∣gε(t, y¯)− g(t, y¯)∣∣]dt
→ 0 as ε → 0. (3.42)
By the same argument as in [3, Chapter 5], we deduce that
lim
ε→0
T∫
0
[
hε(uε)+ 12
∣∣uε − u∗∣∣2
]
dt 
T∫
0
[
h(u¯)+ 1
2
∣∣u¯− u∗∣∣2]dt. (3.43)
Now it follows from (3.38), (3.42) and (3.43) that
lim
ε→0
Lε(yε, uε) L(y¯, u¯) L
(
y∗, u∗
)
. (3.44)
Thus, from (3.24) and (3.44), we infer that u¯ = u∗, y¯ = y∗,
uε → u∗ strongly in L2(0, T ;U) as ε → 0, (3.45)
and
yε → y∗ strongly in L2(0, T ;U) as ε → 0. (3.46)
Finally, we shall prove that yε → y∗ strongly in Y as ε → 0. To this end, we first observe that(
yε − y∗
)′′ + α(yε − y∗)′ + βA(yε − y∗)+ δ(|yε|γ yε − ∣∣y∗∣∣γ y∗)= B(uε − u∗)+ vε
a.e. in (0, T ),(
yε − y∗
)
(0) = 0, (yε − y∗)′(0) = 0. (3.47)
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1
2
∣∣y′ε(t)− y∗(t)∣∣2 + α
T∫
0
∣∣yε − y∗∣∣2 dt + β2
∥∥yε − y∗∥∥
 α
2
T∫
0
∣∣y′ε − y∗∣∣2 dt
+Cα
[ T∫
0
{(|yε|γ + ∣∣y∗∣∣γ )∣∣yε − y∗∣∣+ ∣∣B(uε − u∗)∣∣2U + |Vε|2}dt
]
.
This together with (3.45) and (3.46) yields that
y′ε →
(
y∗
)′
strongly in L2(0, T ;H) as ε → 0.
Hence
yε → y∗ strongly in Y as ε → 0.
This completes the proof. 
Now we are in a position to state and prove the necessary conditions for (y∗, x∗). By [6,
Theorem 1.2, Chapter 3], the Cauchy problems
ϕ′′ + αϕ′ + βAϕ + (γ + 1)δ|y|γ ϕ = f a.e. in (0, T ),
ϕ(0) = x0, ϕ′(0) = x1, (3.48a)
and
ψ ′′ − αψ ′ + βAψ + (γ + 1)δ|y|γ ψ = f a.e. in (0, T ),
ψ(T ) = x0, ψ ′(T ) = x1, (3.48b)
have unique solutions ϕ and ψ in W(0, T ) for each f ∈ L2(0, T ;V ∗), x0 ∈ V and x1 ∈ H ,
respectively. Moreover,
‖ϕ′′‖L2(0,T ;V ∗) + |ϕ′|2L2(0,T ;V ) + ‖ϕ‖2L2(0,T ;V )  C
(‖f ‖2
L2(0,T ;V ∗) + ‖x0‖2 + |x1|2
)
and
‖ψ ′′‖L2(0,T ;V ∗) + |ψ ′|2L2(0,T ;H) + ‖ψ‖2L2(0,T ;V )  C
(‖f ‖2
L2(0,T ;V ∗) + ‖x0‖2 + |x1|2
)
.
In order to get the necessary condition for (y∗, u∗), we need one more assumption as follows.
(H3) The set F ′(y∗)Rr −W has finite codimensionality in X for some r > 0, where
M(0, r) = {v ∈ L2(0, T ;U): ‖v‖L2(0,T ;U)  r} (3.49)
and
Rr =
{
z ∈ Y : z′′ + αz′ + βAz+ (γ + 1)δ∣∣y∗∣∣γ z = Bv a.e. in (0, T )
and z(0) = 0 for some v ∈ M(0, r)}. (3.50)
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reader to [10]. Throughout what follows, we shall denote by ∂g(t, y∗) the generalized derivative
of g to the second variable at y∗ and by ∂h(u∗) the subdifferential of h at u∗. For the details, we
refer the reader to [3]. We denote by 〈·,·〉X∗,X the pairing between X∗ and X and by [F ′(y∗)]∗
and B∗ the adjoint operators of F ′(y∗) and B , respectively.
Theorem 3.1. Suppose that (H1)–(H3) holds. Let (y∗, u∗) be optimal for problem (P ). Then
there exists a triplet (λ0,p, ξ0) ∈ R ×L2(0, T ;V )∩W(0, T )×X∗ with (λ0, ξ0) = 0 such that
p′′ − αp′ + βAp + (γ + 1)δ∣∣y∗∣∣γ p + [F ′(y∗)]∗ξ0 ∈ −λ0∂g(t, y∗) a.e. in (0, T ),
p′(T ) = p(T ) = 0, (3.51)〈
ξ0,w − F
(
y∗
)〉
X∗,X  0, ∀w ∈ W, (3.52)
and
B∗p(t) ∈ λ0∂h
(
u∗(t)
)
a.e. in (0, T ). (3.53)
Moreover, if F ′(y∗) is injective, then (λ0,p) = 0.
Proof. Let Z = {y ∈ Y : y(0) = 0, y′(0) = 0}. For z ∈ Z, v ∈ L2(0, T ;U), we set yρε = yε +ρz,
u
ρ
ε = uε + ρv, where (yε, uε) is optimal for problem (Pε). It is clear that yρε ∈ Y ,
u
ρ
ε ∈ L2(0, T ;U),
yρε → yε strongly in Y as ρ → 0,
and
uρε → uε strongly in L2(0, T ;U) as ρ → 0.
One can easily check that(
δ
∣∣yρε ∣∣γ yρε − δ|yε|γ yε)/ρ → (γ + 1)δ|yε|γ z as ρ → 0. (3.54)
It follows from (3.54) that
1
2ερ
T∫
0
[∣∣(yρε )′′ + α(yρε )′ + βAyρε + δ∣∣yρε ∣∣γ yρε −Buρε − f ∣∣2
− ∣∣y′′ε + αy′ε + βAyε + δ|yε|γ yε −Buε − f ∣∣2]dt
→
T∫
0
〈
qε, z
′′ + αz′ + βAz+ δ(γ + 1)|yε|γ z−Bv
〉
dt as ρ → 0, (3.55)
where qε = 1ε [y′′ε +αy′ε+βAyε+δ|yε|γ yε−Buε−f ]. Since 〈Ay, z〉 = 〈y, z〉V for all y ∈ D(A),
z ∈ V , we infer that
lim
ρ→0
1
2ρ
T∫
0
[∥∥yρε − y∗∥∥2 − ∥∥yε − y∗∥∥2]dt =
T∫
0
〈
yε − y∗, z
〉
V
dt
=
T∫ 〈
A
(
yε − y∗
)
, z
〉
dt. (3.56)0
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lim
ρ→0
1
ρ
T∫
0
[
gε
(
t, yρε
)− gε(t, yε)]dt =
T∫
0
〈∇gε(t, yε), z〉dt (3.57)
and
lim
ρ→0
1
ρ
T∫
0
[{
hε
(
uρε
)− hε(uε)}+ 12
{∥∥uρε − u∗∥∥2 − ∥∥uε − u∗∥∥2}
]
dt
=
T∫
0
〈∇hε(uε)+ uε − u∗, u〉U dt. (3.58)
By the argument as in [15], we get that
lim
ρ→0
[(
ε + dW
(
F
(
yρε
)))2 − (ε + dW (F(yε)))2]
= ε + dW (F (yε))
ε
〈
ξε,F
′(yε)z
〉
X∗,X, (3.59)
where ∇gε(t, yε) denotes the gradient of gε to the second variable at yε and ∇hε(uε) denotes
the gradient of hε at uε , while ξε ∈ ∂dW (F (yε)). Moreover,{‖ξε‖X∗ = 1 if F(yε) /∈ W,
0 if F(yε) ∈ W, (3.60)
because W is convex and closed and X∗ is strictly convex [11, Chapter 5].
Since (Lε(yρε , uρε )−Lε(yε, uε))/ρ  0 for all ρ > 0, it follows from (3.3) and (3.55)–(3.59)
that
0 λε
T∫
0
{〈∇gε(t, yε), z〉+ 〈∇hε(uε), v〉U
+ ∥∥yε − y∗∥∥2〈A(yε − y∗), z〉+ 〈uε − u∗, v〉U}dt
+
T∫
0
〈
pε, z
′′ + αz′ + βAz+ δ(γ + 1)|yε|γ z−Bv
〉
dt
+
T∫
0
〈[
F ′(yε)
]∗
ξε, z
〉
dt, ∀z ∈ Z, v ∈ L2(0, T ;U), (3.61)
where
λε = ε
ε + dW (F (yε)) , pε = λεqε ∈ L
2(0, T ;H). (3.62)
By taking z = 0 in (3.61), we obtain
B∗pε = λε∇hε(uε)+ λε
(
uε − u∗
)
a.e. in (0, T ), (3.63)
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0 =
T∫
0
〈
λε∇gε(t, yε)+
(
F ′(yε)
)∗
ξε + λε
∥∥yε − y∗∥∥2A(yε − y∗), z〉dt
+
T∫
0
〈
pε, z
′′ + αz′ + βAz+ δ(γ + 1)|yε|γ z
〉
dt, ∀z ∈ Z. (3.64)
We may regard (3.63) and (3.64) as the necessary conditions for (yε, uε).
Now we are in a position to pass to the limit for ε → 0 in (3.63) and (3.64) to derive (3.53)
and (3.51), respectively.
First we deal with (3.63). Note that
αε ≡ λε∇gε(t, yε)+
(
F ′(yε)
)∗
ξε + λε
∥∥yε − y∗∥∥2A(yε − y∗) ∈ L2(0, T ;V ∗)
and {αε}ε>0 is bounded in L2(0, T ;V ∗). By (3.48b), we may let pε1 ∈ W(0, T ) be the solution
to
p′′ε1 − αp′ε1 + βApε1 + (γ + 1)δ|yε|γ yε1 = −αε a.e. in (0, T ),
p′ε1(T ) = pε1(T ) = 0. (3.65)
Multiplying (3.65) by z and integrating on (0, t), we have
T∫
0
〈
pε1, z
′′ + αz′ + βAz+ (γ + 1)δ|yε|γ z
〉
dt = −
T∫
0
〈αε, z〉dt.
This together with (3.64) implies that
T∫
0
〈
pε − pε1, z′′ + αz′ + βAz+ δ(γ + 1)|yε|γ z
〉
dt = 0, ∀z ∈ Z. (3.66)
By (3.48a), for each f ∈ L2(0, T ;H), there exists z ∈ Z such that
z′′ + αz′ + βAz+ (γ + 1)δ|yε|γ z = f
in (0, T ). Thus it follows from (3.66) that pε(t) = pε1(t) a.e. in (0, T ). So, pε ∈ W(0, T ) and
satisfies∥∥p′′ε∥∥2L2(0,T ;V ∗) + ∥∥p′ε∥∥2L2(0,T ;H) + ‖pε‖2L2(0,T ;V )  C. (3.67)
By the Aubin compactness theorem and the trace theorem [7, Theorem 3.1 of Chapter 1], there
exist p ∈ W(0, T ) and a subsequence of pε , still denoted by itself, such that
pε → p strongly in L2(0, T ;H),
weakly in L2(0, T ;V ) as ε → 0,
p′ε → p′ weakly in L2(0, T ;H) as ε → 0,
p′′ε → p′′ weakly in L2
(
0, T ;V ∗) as ε → 0,
pε(0) → p(0) weakly in V as ε → 0,
p′ε(0) → p′(0) weakly in H as ε → 0. (3.68)
J.Y. Park, J.U. Jeong / J. Math. Anal. Appl. 334 (2007) 11–27 25By (3.60) and (3.62), we have
1 λε + ‖ξε‖X∗  2, ∀ε > 0. (3.69)
Thus there exist generalized subsequences of {λε} and {ξε} such that
λε → λ0 as ε → 0, (3.70)
and
ξε → ξ0 weakly∗ in X∗ as ε → 0. (3.71)
By Lemma 3.2 and (3.68), using the same argument as in [4], we may pass to the limit for ε → 0
in (3.63) to derive (3.53).
Next we deal with (3.64), i.e., pass to the limit for ε → 0 in (3.64).
By Lemma 3.2 and by the same argument as in [3, Chapter 5], we infer that
∇gε(t, yε) → η weakly in L2
(
0, T ;V ∗)
and
η(t) ∈ ∂g(t, y∗(t)) a.e. in (0, T ). (3.72)
By (H2), Lemma 3.2 and (3.71), we obtain that[
F ′(yε)
]∗
ξε →
[
F ′
(
y∗
)]∗
ξ0 weakly in L2
(
0, T ;V ∗) as ε → 0. (3.73)
From Lemma 3.2 again, we obtain that∥∥yε − y∗∥∥2A(yε − y∗)→ 0 strongly in L2(0, T ;H). (3.74)
Moreover, we see that
|yε|γ pε →
∣∣y∗∣∣γ p weakly∗ in L2(0, T ;V ∗) as ε → 0. (3.75)
By (3.68), (3.70) and (3.72)–(3.75), we may pass to the limit for ε → 0 in (3.65) to obtain that
p ∈ W(0, T ) and satisfies (3.51).
On the other hand, since ξε ∈ ∂dW (F (yε)), we must have〈
ξε,w − F(yε)
〉
X∗,X  0, ∀w ∈ W,
where ∂dW denotes the subdifferential of dW . This implies that〈
ξε,w − F
(
y∗
)〉
X∗,X 
〈
ξε,F (yε)− F
(
y∗
)〉
X∗,X. (3.76)
Then, by Lemma 3.2, (H2) and (3.71), we may pass to the limit for ε → 0 in (3.76) to get (3.52).
We have proved (3.51)–(3.53). Now we are in a position to show that (λ0, ξ0) = 0. To this
end, we suppose that λ0 = 0. Then, by (3.69) and (3.70), there exist ε1 > 0 and δ > 0 such that
2 ‖ξε‖X∗  δ > 0, ∀ε < ε1. (3.77)
It follows from (3.61) and (3.76) that
−ηε(z, v)
〈
ξε,F
′(y∗)z−w + F (y∗)〉
X∗,X
+
T∫ 〈
pε, z
′′ + αz′ + βAz+ (γ + 1)δ∣∣y∗∣∣γ z−Bv〉dt (3.78)
0
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ηε(z, v) = λε
[ T∫
0
{〈∇gε(t, yε), z〉+ 〈∇hε(uε), v〉U}dt
+
T∫
0
〈∥∥yε − y∗∥∥2A(yε − y∗), z〉dt +
T∫
0
〈
uε − u∗, v
〉
U
dt
]
+
T∫
0
〈
pε, (γ + 1)δ
(|yε|γ − ∣∣y∗∣∣γ z)〉dt
+ 〈ξε, (F ′(yε)− F ′(y∗))z+ F(yε)− F (y∗)〉X∗,X. (3.79)
For each ε > 0 and v ∈ M(0, r), where M(0, r) was given in (3.49) and r > 0 was given in (H3),
let zε(v) be the solution to (3.48a) with f = Bv and x = 0. Then zε(v) ∈ Z and∥∥z′′ε (v)∥∥2L2(0,T ;V ′) + ∥∥z′ε(v)∥∥2L2(0,T ;H) + ∥∥zε(v)∥∥2L2(0,T ;V ) C, ∀v ∈ M(0, r), (3.80)
where C > 0 is independent of ε and v. Moreover, we see that
T∫
0
〈
pε, (γ + 1)δ
(|yε|γ − ∣∣y∗∣∣γ )zε(v)〉dt
 (γ + 1)δ‖pε‖L2(0,T ;V )
∥∥zε(v)∥∥L2(0,T ;V )(|yε| − ∣∣y∗∣∣)
× (|yε|γ−1 + |yε|γ−2∣∣y∗∣∣+ · · · + ∣∣y∗∣∣γ−1)
→ 0 as ε → 0. (3.81)
From (3.79)–(3.81) and Lemma 3.2, one can easily check that
ηε
(
zε(v), v
)→ 0 as ε → 0 uniformly in v ∈ M(0, r). (3.82)
Thus it follows from (3.9), (3.50) and (3.78) that
〈
ξε,F
′(y∗)z−w + F (y∗)〉
X∗,X −ηε, ∀z ∈ Rr, w ∈ W, (3.83)
where ηε → 0 as ε → 0. By (H3), F ′(y∗)Rr − W has finite codimensionality in X and so does
F ′(y∗)Rr − W + F(y∗). By [10, Lemma 3.6], we conclude from (3.77), (3.82) and (3.83) that
(λ0, ξ0) = 0.
Finally, if F ′(y∗) is injective and (λ0,p) = 0, then it follows from (3.51) that [F ′(y∗)]∗ = 0,
which implies that ξ0 = 0. This contradiction leads (λ0,p) = 0. This completes the proof. 
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