1 Linear algebra and geometry on R n , C n If m, n are positive integers, we shall denote by L(R m , R n ) the space of reallinear mappings from R m to R n , and by L(C m , C n ) the space of complexlinear mappings from C m to C n . In the special case where m = n, we may simply write L(R n ), L(C n ), respectively. Also when m = n, we write I for the identity mapping on R n or C n , as appropriate. Using the standard basis for real and complex Euclidean spaces, linear transformations can be identified with matrices in the usual manner. Let
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us write M r (m, n) and M c (m, n) for the spaces of m × n real and complex matrices, respectively. Thus L(R m , R n ), L c (C m , C n ) can be identified with Mr(m, n), M c (m, n), respectively, and in particular addition and scalar multiplication of linear transformations corresponds to componentwise addition and scalar multiplication of matrices.
When m = n we write M r (n) and M c (n) for the spaces of n × n real and complex matrices, respectively. Two elements of M r (n) or of M c (n) can be multiplied in the customary manner of "matrix multiplication", which corresponds exactly to composition of the associated linear transformations on R n or C n . The matrix associated to the identity transformation I has 1's along the diagonal and 0's elsewhere, and the product of this matrix with another matrix gives back that other matrix, just as the composition of the identity transformation with another transformation gives back that other transformation.
If x = (x 1 , . . . , x n ), y = (y 1 , . . . , y n ) are elements of R n , then their inner product is denoted x, y and is defined by In the complex case, the inner product of two vectors z = (z 1 , . . . , z n ) and w = (w 1 , . . . , w n ) is also denoted z, w and is defined by z, w = n j=1 z j w j , (1.2) where α is the usual complex conjugation of a complex number α, so that α = a − i b when α = a + i b, a, b ∈ R. In both cases the standard Euclidean norm of an element v of R n or C n is denoted |v| and is defined to be the nonnegative real number such that
Given a linear transformation T on R n or C n , there is a unique linear transformation T * on the same space such that T * (v), w = v, T (w) (1.4) for all v, w in R n or C n , as appropriate. This linear transformation T the transpose of the matrix associated to T , which is to say that the (j, l) component of the matrix associated to T * is equal to the (l, j) component of the matrix associated to T , 1 ≤ j, l ≤ n, and in the complex case the matrix associated to T * can be obtained by taking the complex conjugates of the entries of the transpose of the matrix associated to T .
A linear transformation T on R n or C n is said to be self-adjoint if T = T * , and the space of self-adjoint linear transformations on R n , C n is denoted S(R n ), S(C n ), respectively. The identity transformation is self-adjoint, and if T 1 , T 2 are elements of S(R n ) or of S(C n ), and if r 1 , r 2 are real numbers, then the linear combination
is also an element of S(R n ) or S(C n ), respectively. Note that it is important to use real numbers as scalars here even if one is working with linear transformations on C n . Let us write S r (n), S c (n) for the spaces of real and complex n×n matrices, respectively, that correspond to self-adjoint linear transformations. Thus S r (n) consists of the matrices in M r (n) which are symmetric, in the sense that the (j, l) and (l, j) entries are equal to each other. Similarly, S c (n) consists of the matrices in M c (n) such that the (l, j) entry is equal to the complex conjugate of the (j, l) entry, and in particular so that the diagonal or (j, j) entries are real numbers.
If x, y ∈ R n , then y, x = x, y , (1.6) while if z, w ∈ C n , then w, z = z, w . (1.7)
As a consequence, if T is a self-adjoint linear transformation on C n , and v is an element of C n , then
, v is a real number. Conversely, if T is a linear transformation on C n and T (v), v is a real number for all v ∈ C n , then T is self-adjoint. In fact, in the complex case a linear transformation T on C n can always be expressed as S 1 + i S 2 , where S 1 , S 2 are self-adjoint linear transformations on C n . Namely, one can take S 1 = (T + T * )/2 and S 2 = (T − T * )/(2i). It is easy to see that T (v), v is real for all v ∈ C n if and only if S 2 (v), v = 0 for all v ∈ C n . In both the real and complex cases we have the following fact. Suppose that S is a self-adjoint linear transformation on R n or C n such that
for all v in R n or C n , as appropriate. Then S is equal to the zero linear transformation.
More generally, suppose that S is a self-adjoint linear transformation on R n or C n , and that v is an element of R n or C n such that |v| = 1 and
is maximized, or minimized, or has a critical point at v, as a function on the unit sphere, consisting of the vectors w such that |w| = 1. As in vector calculus, one can check that v is an eigenvector for S, in the sense that there is a scalar λ such that
This scalar λ is called the eigenvalue of S associated to the eigenvector v, and for a self-adjoint linear transformation it is easy to verify that the eigenvalues must be real numbers, even in the complex case. This is the computation used in a standard proof of the fact that selfadjoint linear operators on R n or C n can be diagonalized in an orthonormal basis. In other words, if S is a self-adjoint linear transformation on R n or C n , then there are eigenvectors v 1 , . . . , v n for S which are orthonormal in the sense that v j , v l = 0 (1.12) when j = l and v j , v j = 1 (1.13) for each j. Let us also mention that if S is a self-adjoint linear transformation on R n , C n and v is an eigenvector for S, and if w is another vector in R n , C n which is orthogonal to v in the sense that v, w = 0, (1.14) then S(w) is also orthogonal to v.
A self-adjoint linear transformation T on R n or C n is said to be nonneg-
for all v in R n or C n , as appropriate. This is equivalent to the condition that the eigenvalues of T be nonnegative real numbers. If T 1 , T 2 are nonnegative self-adjoint linear transformations on R n or on C n and r 1 , r 2 are nonnegative real numbers, then
is also a nonnegative self-adjoint linear transformation.
A linear transformation A on R n or C n is said to be invertible if there is another linear transformation B on R n or C n , as appropriate, such that
It is easy to check that if B is a mapping on R n or C n which is the inverse of A as a mapping, then B must also be linear, so that A is invertible as a linear mapping. The inverse of a linear transformation A is unique when it exists, and is denoted A −1 . The kernel of a linear transformation A on R n or C n is the set of vectors v in R n or C n , as appropriate, such that A(v) = 0. The kernel of a linear transformation is automatically a linear subspace, which means that it contains the vector 0, the sum of two elements of the kernel again lies in the kernel, and any scalar multiple of a vector in the kernel is also an element of the kernel. The kernel of a linear transformation is said to be trivial if it contains only the vector 0.
If a linear transformation is invertible, then its kernel is trivial. Conversely, if A is a linear transformation on R n or C n whose kernel is trivial, then A is invertible. This is a well known fact from linear algebra, and similarly A is invertible if and only if it maps R n or C n onto itself, as appropriate. The statement that a linear transformation A on R n or C n is nontrivial is equivalent to the statement that A has a nonzero eigenvector with eigenvalue equal to 0. More generally, a scalar λ is an eigenvalue for a linear transformation A if and only if the linear transformation A − λ I (1.18) has a nontrivial kernel. For the record, a scalar λ is considered to be an eigenvalue of a linear transformation A only when there is a nonzero eigenvector for A with eigenvalue λ.
If A 1 , A 2 are invertible linear transformations on R n or on C n , then the composition A 1 • A 2 is also invertible. In this case we have that
Conversely, if A 1 and A 2 are linear transformations on R n or on C n such that A 1 • A 2 is invertible, then A 1 and A 2 are each invertible themselves, because A 1 maps R n or C n onto itself, as appropriate, and A 2 has trivial kernel. Suppose that T 1 , T 2 are linear operators on R n or on C n . One can check that
and in particular the inverse of an invertible self-adjoint linear operator is also self-adjoint.
A self-adjoint linear operator A on R n or C n is said to be positive-definite if
for all nonzero vectors v. Thus a positive-definite self-adjoint linear operator is invertible, because it has trivial kernel, and one can check that the inverse is also positive-definite. Also, a self-adjoint linear transformation is positivedefinite if and only if it is nonnegative and invertible.
Suppose that T is any linear transformation on R n or C n . Clearly T * • T is self-adjoint, and it is nonnegative as well. Moreover, T * • T is positive definite if and only if T is invertible.
If A is a self-adjoint linear transformation on R n or C n which is positivedefinite, and if α is a positive real number, then α A is also a self-adjoint linear transformation which is positive-definite. If A 1 , A 2 are two self-adjoint linear transformations on R n or on C n which are self-adjoint and nonnegative, and if at least one of A 1 , A 2 is positive-definite, then the sum A 1 + A 2 is a selfadjoint linear transformation which is positive-definite. In particular, the sum of two self-adjoint linear transformations which are positive-definite is again positive-definite.
A linear transformation T on R n or C n is said to be orthogonal or unitary, respectively, if T is invertible and
This is equivalent to saying that
for all vectors v, w in the domain. In fact, this is equivalent to
for all vectors v in the domain, as one can show using polarization.
A linear transformation A on R n or C n is said to be anti-self-adjoint if
Any linear transformation T can be written as S + A, with S a self-adjoint linear transformation and A an anti-self-adjoint linear transformation, simply by taking
In the complex case a linear transformation is anti-self-adjoint if and only if it is i times a self-adjoint linear transformation, and in both the real and complex cases it can be useful to observe that the square of an anti-selfadjoint operator is self-adjoint, and in fact it is −1 times a nonnegative self-adjoint operator.
As above, a subset L of R n or C n is said to be a linear subspace if 0 ∈ L, v, w ∈ L implies v + w ∈ L, and v ∈ L implies α v ∈ L for all scalars α, which is to say all real or complex numbers, as appropriate. In this case one can reduce the collection to a smaller one with the same span, at least if we consider the trivial subspace to be the span of the empty collection of vectors. Assuming that at least one of the vectors is nonzero, we can repeat the process to obtain a nonempty subcollection of vectors which is linearly independent and has the same span.
A basic result from linear algebra states that if L is a linear subspace of R n or C n which is spanned by a collection of m vectors, then every linearly independent collection of vectors in L has less than or equal to m elements. This comes down to the fact that a system of l homogeneous linear equations with more than l variables always has a nontrivial solution. One can turn this around and say that if L contains a set of k linearly independent vectors, then any collection of vectors which spans L has at least k elements.
The standard basis for R n or C n is the collection of n vectors, each of which has exactly one component equal to 1 and the others equal to 0. It is easy to see that this is a basis, which is to say that it is linearly independent and spans the whole space. Also, every linear subspace of R n or C n is spanned by a finite collection of vectors, and hence has a basis, using the empty collection of vectors for the trivial subspace.
The dimension of a linear subspace of R n or C n is equal to the number of elements of a basis in the subspace. By the earlier remarks this number is the same for each basis. The dimension can also be described as the maximum number of linearly independent vectors in the subspace, or the minimal number of vectors needed to span the subspace.
Let L be a linear subspace of R n or C n with dimension l. A collection of l linearly independent vectors in L also spans L, since otherwise one could add a vector in L not in the span of these vectors to get a collection of l + 1 linearly independent vectors in L. Similarly, a collection of l vectors in L which spans L is also linearly independent.
Suppose that T is a linear operator on R n or C n , and that L is a linear subspace of the same space. In this event T (L), the image of L under T , is also a linear subspace. If T is invertible, then the dimension of T (L) is equal to the dimension of L.
A collection of vectors v 1 , . . . , v m in R n or C n is said to be orthonormal if, as before,
and w is in their span, so that
for some scalars α j , then α j = w, v j (1.34) for each j, and in particular v 1 , . . . , v m are linearly independent. Also, we have that
in this case. Let us recall the Cauchy-Schwarz inequality, which states that if v, w are elements of R n or of C n , then
This can be shown using the fact that v + α w, v + α w = |v + α w| 2 ≥ 0 (1.37) for all scalars α. Using this inequality, one can also show that |v + w| ≤ |v| + |w|, (1.38) which is to say the triangle inequality.
As before, if v, w are two vectors in R n or C n , then we say that v, w are orthogonal if v, w = 0, (1.39) and in this case we write v ⊥ w. If v, w are orthogonal vectors in R n or in
and α v ⊥ β w for all scalars α, β. Conversely, notice that if v, w are two vectors in R n such that |v + w| 2 = |v| 2 + |w| 2 , then v ⊥ w, and if v, w are two vectors in C n such that |v + α w| 2 = |v| 2 + |w| 2 for all complex numbers α with |α| = 1, then v ⊥ w.
Suppose again that v 1 , . . . , v m is an orthonormal collection of vectors in
lies in the span of v 1 , . . . , v m , and one can check that u − u ′ is orthogonal to every vector in the linear span of v 1 , . . . , v m . In particular,
If T is a linear transformation on R n or C n , then the trace of T is denoted tr T and is defined to be the sum of the diagonal terms in the standard matrix associated to T . To be more explicit, let e 1 , . . . , e n denote the standard basis for R n or C n , as appropriate, so that e j has jth component equal to 1 and all other components equal to 0. The trace of a linear transformation T can then be expressed as
The trace is clearly linear in T , so that if T 1 , T 2 are linear transformations on R n or on C n and α 1 , α 2 are scalars, then
Another fundamental property of the trace is that
for all linear transformations T 1 , T 2 . This can be verified in a straightforward manner.
If T is a linear transformation on R n , then
where as usual e 1 , . . . , e n denotes the standard basis for R n or C n . This is the same as A(e j ), e l B(e j ), e l (1.51) in the complex case, which is to say that one takes the standard matrices of A, B, views them as elements of R n 2 or C n 2 , as appropriate, and then takes the usual inner product.
In particular, if T is a linear transformation on R n or C n , let T 2 be the nonnegative real number defined by
In other words, T 2 is the same as the usual Euclidean norm of the standard matrix associated to T . Observe that T 2 = 0 if and only if T = 0, α T 2 = |α| T 2 for all scalars α and all linear transformations T , T 1 + T 2 2 ≤ T 1 2 + T 2 2 for all linear transformations T 1 , T 2 , and that
If T is a linear transformation on R n or C n , then the operator norm of T is denoted T and defined to be the maximum of |T (v)| over all vectors v in the domain with |v| = 1, which exists by the extreme value theorem in calculus. In other words,
for all vectors w, and T is the smallest nonnegative real number with this property. One can check that T = 0 if and only if T = 0, α T = |α| T for all scalars α and all linear transformations T , T 1 + T 2 ≤ T 1 + T 2 for all linear transformations T 1 , T 2 , and
Alternatively, T can be described as the maximum of | T (v), w | over all vectors v, w in the domain such that |v| = |w| = 1, which is the same as saying that | T (v), w | ≤ T |v| |w| (1.56) for all vectors v, w in the domain, and that T is the smallest nonnegative real number with this property. In particular, it follows that
for all linear transformations T . It is easy to check as well that
for all linear transformations T .
Notice that | T (e j ), e k | ≤ T , (1.59) so that the operator norm of T is greater than or equal to the absolute values of the entries of the standard matrix associated to T . One can express T 2 by
|T (e j )| 2 , (1.60) from which it follows that T 2 ≤ n 1/2 T . From this formula it also follows that A • B 2 ≤ A B 2 , and similarly one has A • B 2 ≤ A 2 B for all linear transformations A, B.
Suppose that v 1 , . . . , v m is an orthonormal collection of vectors in R n or C m , and let L denote the span of this collection. As we have seen, if u is any vector in R n or C n , as appropriate, then there is a vector u ′ ∈ L such that u − u ′ is orthogonal to every element of L. These two properties characterize
is an element of L and is orthogonal to every element of L, including itself, so that u ′ − u ′′ = 0. In this situation let us write P L for the linear transformation on R n or C n , as appropriate, which sends u to u ′ . This is called the orhogonal projection of R n or C n , as appropriate, onto L. It is uniquely determined by L, which is to say that it does not depend on the choice of orthonormal basis for L.
Using these orthogonal projections, one can show that every orthonormal set of vectors in R n or C n can be extended to an orthonormal basis, and that every linear subspace of R n or C n has an orthonormal basis. This is basically the same as the Gram-Schmit process, in which a collection of vectors is orthonormalized one step at a time. In particular, for every linear subspace L of R n or C n there is a corresponding orthogonal projection P L , which one can also check is self-adjoint.
Let v 1 , . . . , v n and w 1 , . . . , w n be orthonormal bases of R n or of C n , respectively. If T is a linear transformation on R n or on C n , as appropriate, then one can check that
Suppose that L is a nontrivial linear subspace of R n or C n , and that P L is the corresponding orthogonal projection onto L. For each vector u in the domain, we have that P L (u) and u − P L (u) are orthogonal to each other, so that (1.63) and one can check that P L = 1. From the remarks in the previous paragraphs it follows that P L 2 is equal to the square root of the dimension of L.
In general, a projection on R n or C n is a linear operator P which is an "idempotent", which means that
Thus for instance the identity and the operator 0 are projections, and in general if P is a projection and L is the image of P , so that L consists of the vectors of the form P (v) for vectors v in the domain, then L is exactly the set of vectors w such that P (w) = w. If P is a projection and v is any vector in the domain, then P (v) lies in the image of P and v − P (v) lies in the kernel of P .
If L is a linear subspace of R n or C n , then the orthogonal complement of L is denoted L ⊥ and defined to be the linear subspace of vectors v such that v is orthogonal to w for all w ∈ L. From the earlier remarks it follows that every vector u in R n or C n , as appropriate, can be written in a unique way as the sum of vectors in L and
n with image L is equal to the orthogonal projection onto L if and only if the kernel of P is equal to L ⊥ . Also, a projection P is an orthogonal projection if and only if P is self-adjoint. The operator norm of a nonzero projection is automatically greater than or equal to 1, and one can check that it is equal to 1 if and only if the projection is an orthogonal projection. Now let us briefly review some aspects of determinants. We begin with some facts about permutations. Fix a positive integer n, and let Sym(n) denote the symmetric group on {1, . . . , n} consisting of the permutations on the set {1, . . . , n} of positive integers from 1 to n, which is to say the oneto-one mappings from this set onto itself, with composition mappings as the group operation, and inverses of mappings as inverses in the group.
A transposition is a permutation τ on {1, . . . , n} which interchanges two elements of the set and leaves the others fixed. A basic fact is that every element of the symmetric group can be expressed as a composition of finitely many transpositions. Of course such a product is not unique, and another important result is that the parity of the number of transpositions used is unique, i.e., it depends only on the original permutation.
In effect this is the same as saying that the identity permutation, which fixes all elements of the set, can be expressed as a composition of an even number of transpositions, and not an odd number of transpositions. An element of the symmetric group is said to be even or odd according to whether it can be expressed as the composition of an even or odd number of transpositions. The composition of two even permutations is even, the composition of two odd permutations is an odd permutation, the composition of an even and an odd permutation is an odd permutation, and the inverse of a permutation π has the same type as π does. Now let A be a linear transformation on R n or C n , and let (a j,l ) denote the corresponding n×n matrix of real or complex numbers. The determinant of A is denoted det A and is the real or complex number, respectively, given by det A = π∈Sym(n)
sign(π) a 1,π(1) a 2,π(2) · · · a n,π(n) , (1.65) where sign(π) is equal to +1 or −1 according to whether the permutation π is even or odd. Thus the determinant of A is a homogeneous polynomial of degree n as a function of the entries of the matrix (a j,l ).
When n = 1, the matrix associated to A is really just a single number, and the determinant of A is that number. In general we have that det I = 1, det A * = det A for all A, and det(A • B) = (det A)(det B) (1.66) for all linear transformations A, B on R n or on C n . It follows from this that if A is an invertible linear transformation, then det A = 0 and indeed
and conversely there is the well-known Cramer's rule, which states that a linear transformation with nonzero determinant is invertible.
Let v 1 , . . . , v n be a basis for R n or C n , and let A be a linear transformation on R n or C n . It is easy to see that A is uniquely determined by its values on v 1 , . . . , v n , and conversely that if w 1 , . . . , w n is any other collection of n vectors in R n or C n , as appropriate, then there is a linear transformation A such that A(v j ) = w j for each j. Also, A is an invertible linear transformation if and only if A(v 1 ), . . . , A(v n ) is a basis too.
For any choice of basis for R n or C n , there is a natural correspondence between linear transformations on R n or C n and matrices with real or complex entries, respectively, in such a way that the diagonal matrices correspond exactly to linear transformations for which the vectors in the basis are eigenvectors. Of course for any two choices of bases there is an invertible linear transformation which sends one basis to the other. For a single linear transformation, one gets two matrices associated to the two bases, and these two matrices are related by conjugation.
In particular, for a linear transformation A on R n or on C n and a choice of basis v 1 , . . . , v n , one gets a matrix associated to this linear transformation and basis, and one can take the trace or determinant of this matrix. It follows from the basic identities for the trace and determinant that the trace of this matrix is the same as for the matrix associated to any other choice of basis. As a special case, if the linear transformation is diagonalizable, in the sense that there is a basis of eigenvectors, then the trace is the same as the sum of the corresponding n eigenvalues, and the determinant is equal to the product of the eigenvalues.
As another basic example, if P is a projection on R n or on C n whose image is a linear subspace L of dimension l, then the trace of P is equal to l.
Exponentiation
Let us begin with exponentiation on the real line. The exponential function is denoted exp(x) and can be defined by the series expansion
Here x n is interpreted as being equal to 1 when n = 0, even if x = 0, and n! is "n factorial", the product of the positive integers from 1 to n, which is also interpreted as being equal to 1 when n = 0.
By standard results, this series converges for all x ∈ R, and converges absolutely, and it also converges uniformly on bounded subsets of R. The sum defines a real-valued function on the real line which is continuous and has continuous derivatives of all orders, with the derivatives being given by the series obtained by differentiating this one term by term. In this case we have the well-known identity .2) i.e., the derivative of the exponential function is itself.
A related identity is exp(x + y) = exp(x) exp(y). (2.3) Formally this can be derived by multiplying the series for exp(x) and exp(y), group terms of total degree n, and using the binomial theorem to identify them with the terms of exp(x + y). Convergence issues can be handled using absolute convergence of the series involved, by standard arguments.
Clearly exp(x) ≥ 1 when x ≥ 0. From the multiplicative identity it follows that exp(x) = 0 for all x ∈ R, and in fact that
It follows that exp(x) > 0 for all x ∈ R, and hence the derivatives of exp(x) are all positive as well, so that exp(x) is strictly increasing and strictly convex in particular. Now let us consider complex numbers. That is, we define exp(z) for z ∈ C by the same series as before, namely,
This series converges absolutely for all z ∈ C, it converges uniformly on bounded subsets of C, and it is continuously differentiable of all orders.
Again we have the identities exp ′ (z) = exp(z) (2.6) and exp(z + w) = exp(z) exp(w) ( 2.7) for all z, w ∈ C. The meaning of the differential equation for exp(z) is that exp(z) is a holomorphic function of z whose complex derivative is equal to exp(z). To put it another way, the differential of exp(z) at a point z is given by multiplication by exp(z), so that This is a well-known and striking formula, which can be seen by writing out the series expansions for the real and imaginary parts of exp(iy) and comparing them with the usual series expansions for the cosine and sine. Also, as a complex-valued function of a real variable, we have that d dy exp(iy) = i exp(iy) (2.10) and hence d 2 dy 2 exp(iy) = − exp(iy), (2.11) which correspond to standard formulas for the derivatives of the cosine and sine, including the second-order differential equations that they satisfy.
It is clear from the series expansion that exp(z) = exp(z) (2.12) for all z ∈ C. In particular, if z = x + i y with x, y ∈ R, then
The special case | exp(iy)| = 1 (2.14)
for all y ∈ R corresponds to the usual identity cos(y) 2 + sin(y) 2 = 1. Now let n be a positive integer, and suppose that A is a linear transformation on R n or on C n . We would like to define exp(A) by the series (2.15) where now A k denotes the k-fold composition of A as a linear transformation, interpreted as being the identity operator I when k = 0. The convergence of this series can be defined in terms of the convergence of the entries of the corresponding matrices, and as before we have absolute convergence for all linear transformations A, uniform convergence on bounded sets of such linear transformations, and that the exponential defines a continuous function from linear transformations to themselves which is continuously differentiable of all orders.
A convenient way to look at absolute convergence of series of linear transformations is in terms of convergence of the corresponding series of operator norms. In this case we have such convergence, because
where the right side refers to the exponential of the operator norm of A as a real number.
If A and B are linear transformations on R n or on C n which commute, then we still have that 
which is to say that the adjoint of the exponential of A is equal to the exponential of the adjoint of A.
If A is a linear transformation on R n or on C n , and if T is another linear transformation on R n or on C n , as appropriate, which commutes with A, then T also commutes with exp(A), and the directional derivative of exp(A) at A in the direction of T is given by multiplication by exp(A), so that
In particular, if A is a linear transformation on R n or on C n and we put
viewed as a function on the real line with values in linear transformations on R n or on C n , as appropriate, then this function is continuously differentiable of all orders and satisfies
These conditions characterize E A (t) uniquely, by standard results about ordinary differential equations.
What about the determinant of the exponential of a linear transformation? Notice first that the differential of the determinant as a function on linear transformations on R n or on C n and evaluated at the identity transformation is given by the trace. That is, if T is any linear transformation on R n or on C n , then
and of course this is just a simple algebraic statement, since the determinant of a linear transformation A is a polynomial in the entries of the matrix associated to A.
This implies that
More precisely, at t = 0 this follows exactly from the remarks of the preceding paragraph. In general, for any two real numbers r, s, we have that (2.28) and this permits one to derive the formula for the derivative at any real number t from the special case of t = 0.
Of course the determinant of exp(t A) at t = 0 is equal to 1, and it follows that det(exp(t A)) = exp(t tr A). (2.29)
The trace of A is a real or complex number, and the right side is the usual exponential of a scalar. We may as well apply this to t = 1 and say that det(exp(A)) = exp(tr A). (2.30) Suppose that A is a linear transformation on R n or on C n and that v is a vector in R n or in C n , as appropriate. Set
viewed as a function from the real line into R n or C n , i.e., where for each t we let h(t) be the image of v under exp(t A). As before we have that h ′ (t) = A(h(t)) and that h(0) = 0, and h(t) is characterized by these properties by standard results about ordinary differential equations.
Assume further that v is an eigenvector for A with eigenvalue λ, so that
where λ is a scalar. In this case
where exp(t λ) is the usual exponential mapping for scalars. One can see this either from the series expansion for the exponential or from the characterization in terms of ordinary differential equations.
It may be that A is diagonalizable, so that there is a basis of eigenvectors for A. The elements of this basis are then eigenvectors for exp(t A) too, with the eigenvalues for the exponential being given by the exponentials of the corresponding eigenvalues, as in the previous paragraph. In other words, the exponential is then also diagonalizable, and by the same basis as for A itself.
For that matter, suppose that A is a linear transformation on R n or on C n , and that L is a linear subspace of the same space which is invariant under A. This means that A(L) ⊆ L, (2.34) which is to say that A(v) ∈ L for all v ∈ L. In this event L is invariant under exp(t A) for all t as well, as one can see from either the series expansion for the exponential or the characterization in terms of ordinary differential equations.
Invertible matrices
Let us restrict our attention to complex numbers as scalars for the moment. If A is a linear transformation on C n , then the characteristic polynomial associated to A is defined by
Thus q A (z) is a polynomial of degree n whose leading coefficient is equal to 1 and which vanishes exactly at the eigenvalues of A.
The fundamental theorem of algebra states that every nonconstant polynomial on the complex numbers has a root. As a result, every linear transformation on C n has at least one eigenvalue. Recall as well that every nonconstant polynomial on the complex numbers can be factored as a nonzero complex number times a product of linear factors of the form (z − α), α ∈ C.
If p(z) is a polynomial,
c 0 , . . . , c m ∈ C, and A is a linear transformation on C n , then we can define p(A) to be the linear transformation on C n given by
Notice that if p 1 , p 2 are polynomials, so that the sum p 1 + p 2 and the product p 1 p 2 are also polynomials, then we have that
Moreover, the composition p 1 • p 2 is also a polynomial, and (
If A is a linear transformation on C n , v is a vector in C n which is an eigenvector for A with eigenvalue λ, and p(z) is a polynomial, then v is also an eigenvector for p(A), with eigenvalue p(λ). Conversely, if A is a linear transformation on C n and h(z) is a polynomial such that h(λ) = 0 for all eigenvalues λ of A, then h(A) is invertible. As a consequence, for a linear transformation A on C n and a polynomial p(z), if a complex number µ is an eigenvalue of p(A), then there is an eigenvalue λ of A such that p(λ) = µ.
The famous Cayley-Hamilton theorem states that for a linear transformation A on C n and its characteristic polynomial q A (z) as above, we have that q A (A) = 0. (3.6) It follows that p(A) = 0 (3.7) whenever p(z) is a polynomial which can be expressed as the product of the characteristic polynomial q A (z) and another polynomial. This holds when p(z) vanishes at each eigenvalue of A, and to at least the same order as q A does.
In particular, we have that A n can be expressed as a linear combination of A k , 1 ≤ k ≤ n − 1, and the identity operator. By repeating this, every positive integer power of A can be expressed as a linear combination of A k , 1 ≤ k ≤ n − 1, and the identity operator. To put it another way, for each polynomial p(z) there is a polynomial p(z) of degree at most n − 1 such that p(A) = p(A).
Also, the exponential of A can be expressed as p(A) for a polynomial p(z). It is enough to choose p(z) so that it agrees with the exponential function at the eigenvalues of A, and to sufficiently high order. Notice in particular that the eigenvalues of exp(A) are therefore all exponentials of eigenvalues of A.
We know that the exponential of a linear transformation is automatically invertible. Conversely, if B is an invertible linear transformation on C n , is there a linear transformation A on C n such that exp(A) = B? The answer is yes, and indeed one can take A = p(B), where p(z) is a polynomial on C which satisfies exp(p(z)) = z at the eigenvalues of B, and to sufficiently high order. Now let us consider the real case. We have seen that the determinant of the exponential of a linear transformation on R n is equal to the exponential of the trace of that linear transformation, and hence is a positive real number. This is a simple necessary condition for an invertible linear transformation on R n to be the exponential of another linear transformation. Let A be any linear transformation on R n , and let A denote the unique linear transformation on C n which agree with A on R n . To be more precise, A is complex-linear, so that A(i v) = i A(v), and this ensures that A is determined by its action on vectors with real coordinates. Also, A and A are associated to the same n × n matrix with real entries, with respect to the standard bases of R n and C n , respectively. For any polynomial p(x) with real coefficients, we can define p(A) in the usual manner, and it has the same basic properties as before. We can also think of p as a complex polynomial and consider p( A), and it is easy to see that this is the same as the complex-linear transformation on C n induced by p(A). In other words,
If λ is a real number which is an eigenvalue of A, then λ is also an eigenvalue of A, using the same eigenvector in fact, and conversely if λ is an eigenvalue of A which is a real number too, then one can check that λ is an eigenvalue for A. However, in general there can be complex eigenvalues for A, and one can check that if λ is an eigenvalue of A, then so is the complex conjugate λ, and with the same multiplicity as a zero of the characteristic polynomial q A . Notice that for x real the characteristic polynomial q A (x) of A is the same as the real version for A, (3.9) and in particular the two polynomials have the same coefficients, which are real numbers.
Suppose that B is an invertible linear transformation on R n . If, for instance, B has no eigenvalues which are negative real numbers, then there are polynomials p(z) with real coefficients such that exp(p(z)) = z to whatever order one might like at the eigenvalues of B. Consequently, B = exp(A) with A = p(B), and where A is a linear transformation on R n . This is certainly not the whole story however. Next we shall mention two basic examples of linear transformations with positive determinant and negative real eigenvalues which can and which cannot be represented as an exponential. We can look at this in terms of another correspondence between real and complex-linear transformations.
Namely, we can identify C n with R 2n in the obvious way, with the real and imaginary parts of the n complex components of a vector in C n being the 2n real components of the corresponding vector in R 2n . If A is a linear transformation on C n , let us write A • for the corresponding real-linear transformation on R 2n . Notice that
when α 1 , α 2 are real numbers and A 1 , A 2 are complex-linear transformations on C n , and that (A 1 A 2 )
2 , consider the linear transformation −I. This is a diagonalizable linear transformation with eigenvalue −1 of multiplicity 2, and the determinant is equal to 1. This linear transformation is the exponential of another linear transformation on R 2 , because one can think of it as a complex-linear transformation on C, and convert the realization as an exponential there to one on R 2 .
As a different example, suppose that B is a linear transformation on R 2 such that the two standard basis vectors e 1 = (1, 0) and e 2 (0, 1) are eigenvectors with eigenvalues λ 1 , λ 2 , respectively, and where λ 1 , λ 2 are distinct negative real numbers. If B = exp(A) for some real linear transformation A on R 2 , then A, B commute in particular, and it follows that A(e 1 ), A(e 2 ) are eigenvectors for B with eigenvalues λ 1 , λ 2 , respectively. Hence A(e 1 ), A(e 2 ) should be real multiples of e 1 , e 2 , this leads to a contradiction.
If A is any complex-linear transformation on C n and A • is the corresponding real-linear transformation on R 2n , then (3.11) i.e., the determinant of A
• as a real-linear transformation is equal to the absolute value squared of the determinant of A as a complex-linear transformation. This is not too difficult to show, starting with n = 1, for instance. In particular, A
• always has nonnegative determinant. There is another well-known simple trick for expressing a positive power of a linear transformation as a linear combination of lower powers. Namely, if T is a linear transformation on R n or C n , then there is a positive integer k ≤ n 2 such that T k is a linear combination of the identity operator and T j , 1 ≤ j < k, simply because the vector space of linear transformations on R n or C n has dimension n 2 . Of course the version of this from the CayleyHamilton theorem is more precise and explicit.
Orthogonal and unitary matrices
Suppose that A is a linear transformation on R n , and let A denote the corresponding complex-linear transformation on C n . Of course A 2 = A 2 , (4.1) since A and A correspond to the same n × n matrix of real numbers, and the norms in question are simply the square root of the sum of squares of these matrix entries. Moreover, one can check that (4.2) where the left side refers to the operator norm of A as a linear transformation on C n , and the right side refers to the operator norm of A as a linear transformation on R n .
Also,
In this case exp(A) is an orthogonal or unitary transformation, as appropriate. The adjoint of exp(A) is equal to exp(A * ), which is the same as exp(−A) in this case, which is the inverse of exp(A).
Let us consider next the question of when an orthogonal linear transformation on R n or a unitary transformation on C n can be expressed as the exponential of a self-adjoint linear transformation. To do this we digress a bit for some general matters about linear transformations. We begin with the complex case.
A linear transformation T on C n is said to be normal if T commutes with its adjoint, which is to say that
We can write any linear transformation T on C n as T 1 + i T 2 , where T 1 , T 2 are the self-adjoint linear transformations given by (4.11) and the condition of normality is equivalent to saying that T 1 , T 2 commute. Note that unitary transformations are normal.
We already know that if B is a self-adjoint linear transformation, then there is an orthonormal basis of the underlying vector space consisting of eigenvectors of B. Given two self-adjoint linear transformations which commute, one can find an orthonormal basis consisting of vectors which are eigenvectors for both linear transformations. Conversely, for a fixed basis, any two linear transformations for which vectors in the basis are eigenvectors clearly commute with each other.
As a result, if T is a normal linear transformation on C n , then there is an orthonormal basis of C n consisting of eigenvectors of T . In particular this applies to unitary transformations, for which the corresponding eigenvalues are complex numbers with modulus 1. As a result, if U is a unitary linear transformation on C n , then there is an anti-self-adjoint linear transformation A on C n such that exp(A) = U, and indeed one can take A to be diagonalized by the same basis as for U, with imaginary eigenvalues. Now let us consider the real case. For this we cannot use the trick of writing an anti-self-adjoint linear transformation as "i" times a self-adjoint linear transformation. There are other things that we can do, however.
Thus we let A be an anti-self-adjoint linear transformation on R n . Notice that A(v), v = 0 (4.12) for all vectors v ∈ R
