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Tree rearrangement operations are widely used to measure the
dissimilarity between phylogenetic trees with identical leaf sets.
The tree bisection and reconnection (tbr) distance for unrooted
trees can be equivalently deﬁned in terms of agreement forests.
For both the tbr distance and the less general subtree prune and
regraft (spr) distance, we use such forests to derive new upper and
lower bounds on the maximal possible distance between two trees
with n leaves.
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1. Introduction
Phylogenetic (leaf-labelled) trees are used in computational biology to show the evolutionary re-
lationships within a collection of species. For a number of reasons, such as incomplete or corrupted
data or reticulate evolution, there may be more than one tree that is hypothesised to display the
evolution of a given set of taxa. In these circumstances, it may be useful to quantify the level of sim-
ilarity between two different trees. One common way to do this is via tree rearrangement operations,
which change the topological structure of phylogenetic trees. Such operations have been widely used
in phylogenetics, for example to estimate the number of hybridisation events required to explain a
given data set [2], and in heuristic algorithms to escape from local optima when searching for an
optimal tree [4].
In this paper we are primarily concerned with unrooted trees. There are two rearrangement op-
erations that are of particular interest to us, namely subtree prune and regraft (spr) and tree bisection
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deleting an edge, and subsequently rejoining these components with a new edge to form a new tree.
The spr (resp. tbr) operation deﬁnes an adjacency graph having a set of trees as the vertices, with
an edge between two vertices if there is an spr (resp. tbr) operation that transforms one tree into
the other. It is known [1] that through a sequence of either spr operations or tbr operations, we can
reach any tree with the leaf set {1, . . . ,n} from any other tree on the same leaf set. That is, both the
spr and the tbr adjacency graphs are connected for any n.
The best current upper and lower bounds for the diameter, , of the spr and tbr adjacency graphs,
as established in [1], are
n
2
− o(n)spr(n) n − 3
and
n
4
− o(n)tbr(n) n − 3.
The purpose of this paper is to present improved bounds for the adjacency graph diameters with the
following theorem.
Theorem 1.1. For all n 4,
n − 2√n  + 1tbr(n)spr(n) n − 3−
⌊√
n − 2− 1
2
⌋
.
In Section 2, we deﬁne the terminology used in the remainder of the paper and give some prelim-
inary results. These ideas are then used in Section 3 to prove Theorem 1.1.
2. Preliminaries
A phylogenetic tree T = (T ;φ) is an acyclic graph T and a bijective function φ from a set X to
the degree one vertices of T . That is, T is a uniquely leaf-labelled tree. Slightly abusing terminology,
we will call X the set of leaves of T , denoted by L(T ) = X , and also use x ∈ X to refer to the
corresponding vertex φ(x). We are interested only in binary phylogenetic trees, in which all vertices
have degree one or three, with the leaf set {1, . . . ,n} for some n. The set of all such trees for some
ﬁxed n is denoted by Tn .
Let T be a phylogenetic tree with L(T ) = X , and let Y , Z ⊂ X . The restriction of T to Y is the
minimal connected subgraph of T that contains each leaf in Y , and in which all vertices of degree
two have been suppressed. Note that this is also a binary phylogenetic tree, which we denote by
T |Y , and that L(T |Y ) = Y . We refer to T |Y as a subtree of T . Two subtrees T |Y and T |Z of T are
vertex disjoint if, for all y1, y2 ∈ Y and z1, z2 ∈ Z , the paths from y1 to y2 and from z1 to z2 are
vertex disjoint in T . Moreover, Y is a cluster of T precisely if T |Y and T |(X − Y ) are vertex disjoint
subtrees of T .
An spr operation on T involves ﬁrst pruning a subtree from T by cutting an edge, and then
regrafting this subtree by the same edge to form a new tree T ′ . We may view the pruning step as
subdividing an existing edge {u, v} of T with a new vertex v ′ and deleting one of the newly formed
edges, say {v, v ′}, and the regrafting step as subdividing an edge (in the same component as v and not
incident with v) with v ′ . To preserve the property of being a phylogenetic tree, we supress any degree
two vertices. A tbr operation on T involves bisecting T by deleting an edge, subdividing one edge in
each component with vertices u′ and v ′ respectively, and then reconnecting these components with
a new edge {u′, v ′}. Again, vertices of degree two are supressed. If one of the components resulting
from the bisection consists of a single vertex, this vertex becomes an endpoint of the inserted edge
since in this case there is no edge to subdivide. Examples of both operations are visualised in Fig. 1.
The tbr distance between two trees T , T ′ is deﬁned to be the minimum number of tbr operations
required to transform T into T ′ , and is written dtbr(T , T ′). Similarly, the spr distance between T
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and T ′ is written dspr(T , T ′). It is immediate from the above deﬁnitions that spr is a special case of
tbr, and as a consequence we have the following inequality from [1]:
dtbr
(T , T ′) dspr(T , T ′).
We also remark that a tbr operation in which one of the components after the bisection contains at
most two leaves is also an spr operation, but that otherwise a tbr operation is not in general an spr
operation.
Suppose that T1, T2 ∈Tn for some n 4, and that the partition X0, . . . , Xk of X = {1, . . . ,n} satis-
ﬁes
(i) T1|X j = T2|X j for all j ∈ {0, . . . ,k}; and
(ii) the subtrees Ti |X j , where j ∈ {0, . . . ,k}, are vertex disjoint subtrees of Ti for i ∈ {1,2}.
Then we say that the forest
F = {Ti|X j: j ∈ {0, . . . ,k}}
is an agreement forest for T1, T2. Further, if k is the smallest such integer for which such a partition
exists, then we call F a maximum agreement forest for T1, T2, and write
m(T1, T2) = k.
Note that m(T1, T2) = |F | − 1. Allen and Steel proved in [1] that the size of a maximum agreement
forest for two trees is directly related to the tbr distance between them. We will use this result later,
and so include it here as a lemma.
Lemma 2.1. (See Theorem 2.4, [1].) Let T , T ′ ∈Tn for some n. Then
dtbr
(T , T ′)=m(T , T ′).
The proof of (Lemma 2.1) involves showing that an agreement forest induces a sequence of tbr
operations between two trees, and vice-versa, based on the observation that the construction of either
a tbr sequence or an agreement forest requires repeated bipartitioning of the leaf set for the trees.
With all this in mind, the notion of an agreement forest gives us additional traction on the prob-
lem of bounding the diameter of the tbr adjacency graph. It must be pointed out that the natural
correspondence between agreement forests and tree rearrangement is with the tbr operation, and so
as a general rule agreement forests are of limited use in studying spr-based problems. As an excep-
tion to this rule, based on our earlier observation that a tbr operation in which one part contains
at most two leaves is also an spr operation, we give an example of a result relating the size of an
agreement forest to spr distance in Lemma 2.2. This lemma is used in Section 3 in proving an upper
bound on spr(n).
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|L(ti)| 2 for all i ∈ {1, . . . ,k}. Then dspr(T , T ′) k.
Proof. We use an induction argument to construct a sequence of k spr operations to transform T ′
into T . Suppose ﬁrstly that k = 1. Then we perform an spr operation on T ′ by pruning t1 from T ′ ,
and then regrafting it to t0 to form T . That is, dspr(T , T ′) = 1, completing the basis for the induction.
Now suppose that k  2, and let Xi = L(ti) so that X0, . . . , Xk forms a partition of X . Then there
is some part Xk say, such that by setting X ′0 = X0 ∪ Xk and X ′i = Xi for all i  1, the partition of X
into X ′0, . . . , X ′k−1 satisﬁes the agreement forest condition that the collection of induced subtrees be
vertex-disjoint with respect to T . Let Y be the minimal cluster of T ′ that contains Xk but not X0.
We perform the spr operation that prunes the subtree T ′|Y from T ′ , and subsequently regrafts it to
T ′|(X − Y ) so that, in the resulting tree T ′′ we have
(i) T ′′|X ′i = T |X ′i for all i ∈ {0, . . . ,k − 1}; and
(ii) the subtrees T ′′|X ′i , where i ∈ {0, . . . ,k − 1}, are vertex disjoint subtrees of T ′′ .
By deﬁnition, the forest F ′ = {T |X ′i : i ∈ {0, . . . ,k− 1}} is an agreement forest for T , T ′′ . Also, F ′ sat-
isﬁes the conditions of the lemma for k−1, and as dspr(T ′, T ′′) = 1 this completes the induction. 
Since our primary interest with agreement forests in this paper is to bound the diameter of the
spr and tbr adjacency graphs, we require a further deﬁnition. For all n 4, we let m(n) be the least
positive integer k such that
m
(T , T ′) k
for all pairs of trees T , T ′ ∈Tn . It is easy to check by Lemma 2.1 that m(n) = tbr(n). As a further
consequence of the same lemma, we have one further result to end the section. The proof is routine.
Lemma 2.3. For all n 4, we have
m(n)m(n + 1)m(n) + 1.
Proof. Let T , T ′ be trees in Tn+1, and let X = {1, . . . ,n} and x denote the leaf with label n + 1.
Suppose ﬁrstly that F is an agreement forest for T , T ′ . Then F |X is an agreement forest for
T |X, T ′|X ∈ Tn , proving the ﬁrst inequality. If instead we suppose that F is an agreement forest
for T |X, T ′|X , then F ∪ {T |x} is an agreement forest for T , T ′ , from which the second inequality
follows. 
3. Main results
We devote this section to a proof of Theorem 1.1, ﬁrst showing that there is some constant c > 0
such that
tbr(n) n − c
√
n + O (1).
This is done constructively by proving that, for positive integers k, l 2, there is a pair of trees in Tkl
for which any agreement forest contains a large number of isolated vertices as components.
A caterpillar with n leaves {x1, . . . , xn} is a tree T in which, up to a suitable permutation of the
labels, {x1, . . . , xi} is a cluster for all i ∈ {2, . . . ,n−1}. We use [x1, . . . , xn] to indicate the label ordering
of this caterpillar, and note that swapping either the ﬁrst pair or the last pair in this ordering, or
reversing the entire ordering, yields the same caterpillar.
Lemma 3.1. Let k, l be positive integers such that 2  k  l, and let T , T ′ ∈ Tkl be caterpillars such that
T has the label ordering [1, . . . ,kl] and T ′ has the label ordering [1,k + 1, . . . ,k(l − 1) + 1,2,k + 2, . . . ,
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consecutive leaves in T of which k − 1 are isolated in F , or l consecutive leaves in T ′ of which l − 1 are
isolated in F .
Proof. We assume for contradiction that the lemma is false for some 2  k  l. Then there is some
t0 ∈ F and some a,b ∈ L(t0) satisfying 1  a < b  k. Suppose that these are the smallest such a
and b. Now, in T ′ the leaves { jk + a: 1  j < l} lie between a and b. If every leaf in this set is
isolated in F then we have a contradiction, and so L(t0) ∩ { jk + a: 1  j < l} 
= ∅. Furthermore, t0
must contain exactly one leaf of the form jk + a with 1  j < l, as a,b are required to be adjacent
in t0.
If we suppose that there is some c such that a < c < b, then all the leaves in the set { jk + c: 1
j < l} are isolated in F , which is again a contradiction. Thus b = a + 1. Further, the third leaf of t0
must be k + a, for otherwise there are k − 1 leaves in {a + 1, . . . ,k + a} that are isolated in F . Hence
L(t0) = {a,a + 1,k + a}.
Suppose next that k+a+ 1 is isolated in F . Then k− 1 leaves in {a+ 2, . . . ,k+a+ 1} are isolated
in F , which again contradicts our assumption. Follow a similar argument as above, we can show that
there is a component ti ∈ F with L(ti) = {ik+a+ i, ik+a+ i+1, (i+1)k+a+ i} for all 0 i  k−a−1.
Let j = k − a − 1, and consider the leaf x = ( j + 1)k + a + ( j + 1), noting that x  kl. If x is
isolated in F , then k−1 of the leaves in { jk+a+ ( j+2), . . . , ( j+1)k+a+ ( j+1)} are isolated in F ;
contradiction. Otherwise, there must be some leaf y, where ( j+1)k+a+ ( j+1) < y  ( j+2)k+a+ j,
such that x, y are in the same component t ∈ F . However, all such leaves, if they exist, are of the
form mk + c where c < k. Hence the path connecting x and y in T ′ must cross the path connecting
jk+a+ j and ( j+1)k+a+ j. That is, t and t j are not vertex disjoint and cannot both be components
of F . This ﬁnal contradiction completes the proof of the lemma. 
This lemma enables us to apply an inductive argument to construct a maximum agreement forest
for two caterpillars with the speciﬁed labellings.
Theorem 3.2. Let k, l be positive integers such that 2  k  l, and let T , T ′ ∈ Tkl be the caterpillars in
Lemma 3.1. Then
m
(T , T ′)= (k − 1)(l − 1).
Proof. To establish (k − 1)(l − 1) as an upper bound for m(T , T ′), it is suﬃcient to construct an
agreement forest F of size (k − 1)(l − 1) + 1. If we let
Y = {1, . . . ,k} ∪ { jk: 1 j  l},
then T |Y = T ′|Y . Since |Y | = k + l − 1, the forest F with T |Y as the unique non-trivial component
is an agreement forest for T , T ′ with
|F | = kl − (k + l − 1) + 1
as required.
We use induction to establish the lower bound and thus complete the proof of the theorem. When
k = l = 2, the result is straightforward. Suppose that for some s  4, the theorem holds for all pairs
2 k  l such that k + l = s. Suppose now that k + l = s + 1, and let T1, T2 satisfy the conditions of
the theorem for k, l. Further, let F be a maximum agreement forest for T1, T2. By Lemma 3.1, there
is either a set of k consecutive leaves in T1 of which k− 1 are isolated in F , or a set of l consecutive
leaves in T2 of which l − 1 are isolated in F . We assume the latter.
Let Y be a set of l consecutive leaves in T2 of which l−1 are isolated in F , and let T ′1 = T1|(X−Y ),T ′2 = T2|(X − Y ). Then there is a natural relabelling of X − Y so that T ′1 , T ′2 satisfy the conditions of
the theorem for the pair of positive integers k − 1 l. That is, removing l consecutive leaves from T2
corresponds to removing one leaf from each set { jk + 1, . . . , ( j + 1)k} where j ∈ {0, . . . , l − 1} while
preserving the underlying ordering.
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(k − 2)(l − 1) + 1 components. Thus
|F | (k − 1)(l − 1) + 1,
as l − 1 of the leaves in Y are isolated in F . The same argument follows if |Y | = k, noting that in the
case k = l we may exchange k and l to complete the induction. 
By setting k, l ≈ √n, we obtain as a corollary to this last theorem the fact that
tbr(n) n − O (
√
n ),
which provides a lower bound on the diameter of the tbr adjacency graph. A more formal proof of
this is given later. For now, we concentrate on ﬁnding an upper bound for spr(n).
Lemma 3.3. Let k 0 and l,m,n > 1 be integers such that n 2k(m− 1)+ l, and let T ∈Tn. Then there is a
collection t0, . . . , tk of vertex-disjoint subtrees of T such that |L(t0)| l and |L(ti)|m for all i ∈ {1, . . . ,k}.
Proof. Let T ∈Tn , and let X = {1, . . . ,n}. We will use the fact that, for a tree T ∈Tn and for all
m  n, there is a cluster Y of T such that m  |Y |  2m − 2. Let T1 = T . We deﬁne the collection
t1, . . . , tk of subtrees of T recursively as follows. For each i ∈ {1, . . . ,k}, let Yi be some cluster of Ti
with m  |Yi |  2m − 2. Let ti = Ti|Yi , and let Ti+1 = Ti |(L(Ti) − Yi). Since each subtree t1, . . . , tk
contains at most 2m − 2 leaves, the tree Tk must have at least
n − k(2m − 2) l
leaves. We then set t0 = Tk+1, completing the proof. 
Using this, we can construct an agreement forest for an arbitrary pair of trees on n leaves that
contains O (
√
n ) non-trivial components. This allows us to then complete the proof of Theorem 1.1.
Theorem 3.4. For any two trees T , T ′ ∈Tn where n 4, we have
dspr
(T , T ′) n − 3−
⌊√
n − 2− 1
2
⌋
.
Proof. Let T , T ′ ∈Tn , and let X = {1, . . . ,n}. By Lemma 3.3, if we set k = 
√
n−2−1
2 , then there is a
partition {X0, . . . , Xk} of X such that |Xi|  2k + 2 for all i ∈ {1, . . . ,k} and |X0|  2k + 3, and such
that {T |Xi: 0 i  k} is a collection of vertex-disjoint subtrees of T . We aim now to show that there
exist disjoint subsets Y0, . . . , Yk of X and a permutation π of {0, . . . ,k} such that |Xπ(i) ∩ Yi | = 2 for
all i ∈ {1, . . . ,k} and |Xπ(0) ∩ Y0| 3, and such that {T ′|Yi} is a collection of vertex-disjoint subtrees
of T ′ .
Let T1 = T ′ and, for 0  j  k, let X0j = X j . Let π0 be the identity map on {0, . . . ,k}. We
will now construct subsets Y1, . . . , Yk of X recursively. For 1  i  k, let Ti and disjoint sub-
sets Xi−10 , . . . , X
i−1
k−(i−1) of X be already deﬁned such that |Xi−10 |  2k + 3 − 2(i − 1) and |Xi−1j | 
2k + 2 − 2(i − 1) for all j ∈ {1, . . . ,k − (i − 1)}. Further, we assume that there is a permutation
π i−1 of {0, . . . ,k} such that Xi−1j is a subset of Xπ i−1( j) for j ∈ {0, . . . ,k − (i − 1)} and Y j is a sub-
set of X with |Xπ i−1(k−i+ j) ∩ Y j | = 2 for j ∈ {1, . . . , i − 1}. Let Yi be a smallest cluster in Ti such
that there is j ∈ {0, . . . ,k − (i − 1)} with |Xi−1j ∩ Yi |  2. Note that this implies |Xi−1j ∩ Yi | = 2.
If there is j ∈ {1, . . . ,k − (i − 1)} with |Xi−1j ∩ Yi | = 2, then we assume without loss of generality
that j = k − (i − 1) and we deﬁne Xij = Xi−1j − (Xi−1j ∩ Yi) for j ∈ {0, . . . ,k − i}. Otherwise, we de-
ﬁne Xij = Xi−1j+1 − (Xi−1j+1 ∩ Yi) for j ∈ {0, . . . ,k − i}. In both cases we have |Xi0|  2k + 3 − 2i and
|Xij| 2k + 2 − 2i for all j ∈ {1, . . . ,k − i}. Further, there is a permutation π i of {0, . . . ,k} such that
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j ∈ {1, . . . , i}. We deﬁne Ti+1 = T ′|⋃k−ij=0 Xij . After the step i = k is complete, we have |Xk0|  3. We
deﬁne Y0 = Xk0 and π = πk . Then the collection {Y0, . . . , Yk} of disjoint subsets of X and the parti-
tion π have all required properties. Therefore, the forest that contains precisely all phylogenetic trees
with taxa sets Xπ(i) ∩ Yi for i ∈ {0, . . . ,k} and all remaining elements of X as isolated vertices is an
agreement forest for T and T ′ and all but one of its trees have at most two leaves. The result is now
a consequence of Lemma 2.2. 
We conclude this paper by proving the main theorem. The proof uses the two theorems we have
already established in this section, and the inequality
dtbr
(T , T ′) dspr(T , T ′)
mentioned in Section 2.
Proof of Theorem 1.1. Let k = l = √n . Since kl n, we can combine Lemma 2.3 and Theorem 3.2 to
obtain
tbr(n) (k − 1)(l − 1) − (kl − n)
= n − k − l + 1
= n − 2√n  + 1.
Using the inequality between spr and tbr stated above along with Theorem 3.4 yields
n − 2√n  + 1tbr(n)spr(n) n − 3−
⌊√
n − 2− 1
2
⌋
,
completing the proof. 
As a closing comment, we further remark that the approach taken in this paper also gives bounds
of the same nature for an analogous operation in the space of rooted trees, namely the rooted subtree
prune and regraft (rspr) operation. We state Corollary 3.5 below without proof, indicating only that a
lower bound may be found constructively along the same lines as Lemma 3.1 and Theorem 3.2, while
establishing an upper bound requires results for rooted trees analogous to Lemma 2.2, Lemma 3.3 and
Theorem 3.4.
Corollary 3.5. For all n 3,
rspr(n) = n − Θ(
√
n ).
Interested readers may refer to [3,5] for background to and a more formal treatment of rooted tree
rearrangement operations.
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