Abstract -This paper presents a new object recognition strategy for target tracking using extended set-membership filter (ESMF). Before the target recognition algorithms are applied on the sensory information, ESMF is employed to determine the demarcation of a guaranteed searching area in which the true position of the target can be certainly found. Then the target recognition algorithms will work in a smaller region rather than searching in the whole range of the sensory information. The new strategy can improve the speed and accuracy of the target recognition algorithms. Experiments are conducted to prove the feasibility of the strategy.
I. INTRODUCTION
Target tracking is a popular problem in robotics. It can act as a powerful assistant tool in many application areas, such as self-guidance of robots, intelligent navigation of weapons and crowd monitoring public security. But recognizing the target in each sensor measurement frame is a tough task which greatly constrains the tracking-performance improving. Suffered from the noise or algorithm defects, the existing methods for target recognizing or target abstracting often fail in finding the correct target. Researchers are paying more and more attentions on increasing the success rate and robustness of the recognition step. These efforts can be classified into two categories: 1. trying different sensors and different data analysis algorithms; 2. designing new strategies to decrease the abstracting difficulty.
There are different sensors can be employed to capture the target information, video cameras and laser range finders (LRFs) are the most popular ones. Many target recognizing algorithms based on video cameras and laser range finders have been proposed. Four kinds of algorithms are capable for finding the targets in video camera images: feature abstracting methods, optical flow equation methods, frequency domain matching methods and Bayesian methods. Feature abstracting methods can use point features [1, 2] , line features [3] , edge features [4, 5] and region features [6, 7] , etc. The efficiency of these methods strongly depends on the settings of different operators in the functions, and can be easily destroyed by noise. Optical flow equation methods [8, 9] will firstly compute the optical flow of the image series, and then take the target region segment out using clustering or other skills. The Optical flow equation methods can give a high accuracy target segment without any prior information, but are sensitive to lighting conditions and noise. Also, they suffer from a heavy computation load. The frequency domain matching methods use the phase differences in the frequency domain to obtain the displacements in the space domain [10, 11] . They are robust to the image brightness and noise, share a good location precision, but only fit the cases with uniform background. The Bayesian [12, 13] methods employ Markov random field or Gibbs random field to do the dynamic analysis and find the target segments. These methods can handle the occlusion cases, but is troubled by their low convergence speeds. Methods based on laser range finders mainly use geometrical features to recognize the target. Although this kind of methods is faster and more accurate than the image based methods, they are not capable for the unstructured environment.
To further increasing the target recognition accuracy, researchers design new strategies to decrease the operation difficulty. Introducing filters to give helpful instructions before the recognition is one of the most intuitive ideas. Many filters have been used on target tracking, including Kalman Filter [14] , Unscented Kalman Filter [15] , Particle Filter [16] , etc. All the filters mentioned above have a common drawback: they can not guarantee that the target does exist in the region they determined. So they didn't play an effective role in the practical applications. In fact, the recognition algorithm hopes the filters can give an affirmatory area in which the target can be certainly found. Set-Membership Filter (SMF) [17] just hits the point. The estimation output of SMF is not a single state but a set of possible states. The set has the optimal estimation state as its center can is named with Feasible Set. Feasible Set describes the appearance area of all the possible estimation states, and guarantees that the true value is collected in. Compared to the Kalman Filters, SMF clams no requirements on the types of the noise and it just need the noise is bounded. Although SMF carries out an output with lower accuracy, it enhances the noise robustness to a higher level and is a guaranteed bounded estimation. SMF is designed for the linear systems. Scholte and Campell proposed Extended SetMembership Filter [18] for the nonlinear systems.
This paper presents a new strategy for target tracking using Extended Set-Membership Filter (ESMF). ESMF is employed to determine the Feasible Set of the target's dynamic states and leads the target recognition algorithms to search the true state of the moving object in the guaranteed bounded region. This strategy can decrease the searching area and improve the success rate of the target abstracting operation.
II. PRELIMINARY INFORMATION: EXTENDED SET-MEMBERSHIP FILTER
Extended Set-Membership Filter is designed for the estimation of nonlinear systems. First, we give a discrete model for a nonlinear system:
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Assuming the original state estimation ellipsoid as 0 0 0 ( , ) E x x P , the state estimation ellipsoid at time step 
where ˆi k x is the i-th state component of ˆk x , , i i k P is the element on the i-th row and j-th column of k P .
2) Obtaining the interval bound of the Lagrange
Remainder caused by system linearization. As the operations from 2) to 4) for the state function and the prediction function are similar, we take the state function as an example. The Taylor extension at the current state estimation is
in which ( ) r n k R x x is the r n order remainder or the linearization error. Hansen [19] proposed an estimation of ( )
Usually we just handle the remainder to the second order ( 1
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where Hes i is the Hessian matrix corresponding to the i-th state of x in ( ) f . 3) Determining the bounded ellipsoid of the linearization error [20] . , , ,
To this step, the operations of handling the linearization error are finished. In a similar way, the bounded ellipsoid of the virtual observation error is
5) Using the prediction step of SMF to get the prediction state ellipsoid
The purpose of this step is to obtain the vector sum of the linear prediction ellipsoid 
In which k A is the Jacobian matrix of ( ) f to x . 6) Using the updating step of SMF to update the state ellipsoid and to finally get 
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in which 1 k C is the Jacobian matrix of ( ) h to x . When 0 k , the bound of the ellipsoid is insignificant, meaning that the estimations for the original states and noise are incorrect. So the factor k is regarded as the healthy factor of ESMF.
III. SIMULATIONS
To test the feasibility of the new strategy, we designed a simulation test: the robot equipped with a laser scanner will track a moving object. The shape of the target is a circle whose radius is 0.2 meters. And the target will move in a uniform linear motion. The details of the LRF based target recognition algorithm are ignored and we assume it can report the position of the target with noise and errors. The original position of the target, the bounded ellipsoid of the original position and the velocity of the target are set as ( )
where the sample time interval 0.5 t s , k w is the noise element, k x is expressed in the Cartesian coordination system. The observation function of the system is 
is the observation output coming from the LRF based target recognition algorithm and is expressed in the polar coordination system of the LRF, k v is the observation error element.
After dealing with the state and observation functions, the Jacobian matrixes can be obtained 1 0
To simplify the problem, we assume only the positions with positive 2 x values are considered. Based on (31), we can get the Hessian matrixes for the two components 1 x and 2 x of the state vector x as follows: 
and the tracking estimation result is shown in Fig.1 . Fig.1 Tracking estimation result of the simulation test 1.
In the second simulation test, we set k Q and k R as 
and the tracking estimation result is shown in Fig.2 . The simulation results show that ESMF can give good estimation performances under different noise and error conditions. Although little divergence appeared at the earlier stage of the simulation, ESMF converged rapidly and kept the true value inside the estimation ellipsoid during the whole simulation test.
IV. EXPERIMENTAL RESULTS FOR TRACKING A TARGET IN THE IMAGE SEQUENCES
In this section, we use image sequences captured by a video camera to test the performance of ESMF on target tracking. The target in the image is a toy car that is moving along an irregular trajectory. We defined a polar coordination system and a Cartesian coordination system as Fig.3 , then the model of the tracking system can be designed as ( )
The model analysis can be induced according to the illumination in section III. So we directly come to the coding process and experimental results. The main contribution of ESMF to the image based target tracking is giving a guaranteed searching area for the recognition algorithms. In the experiment, we define the car's original position as 0 x and the original search region or the original bounded estimation ellipsoid as 0 P . When the experiment is started, the target recognition algorithm searches the target in the region marked by 0 P , finds the position of the target -the original observation vector 0 y . Then the original velocity 0 v can be computed using 0 x and 0 y . After that, 0 x , 0 P , 0 y and 0 v are substituted into the six steps of section II to get 1 x and 1 P .
Repeating the above process with k x and k P , In our experiment, the target recognition algorithm is template matching, which is a basic searching method in computer vision. In every frame, the estimated position is shown by a rectangle. The rectangle has the same size with the template and uses the estimated position as its center. The searching area is determined with the help of extending parameters. In other words, a side length of the searching area is the sum of the corresponding side length in the template and the corresponding extending parameter along the same coordinate. Fig.5 shows the curves of the extending parameters along the x and y coordinates. From the experimental result, we see that ESMF instructed template matching algorithm can find the target successfully, even the car's trajectory is nonlinear and noise caused by rotation is obvious. Fig.5 tells us that the extending parameter along x coordination converged finally, while the extending parameter along y coordination diverged because of the rotation of the target.
IV. CONCLUSIONS
A new target tracking strategy based on extended setmembership filter is proposed in this paper. Instead of facing to specified target recognition algorithms, the strategy builds a ESMF-embeded framework for different algorithms to enhance their success rate and running speed. In the framework, ESMF acts as a prior information collector to mark the margins of all the target's possible positions. Then the target recognition algorithms can launch the search in a smaller region and find the target faster. Simulations proved the practicability of the new strategy. Also, the experiment conducted using an image sequence tested the feasibility and accuracy of the new strategy.
