This paper presents strategies for improving the known upper and lower bounds for the bandwidth of Hamming graphs (K n ) d and [0, 1] d . In particular, it is shown that the the bandwidth of K 6 × K 6 × K 6 is exactly 101. The same numbering strategy lowers the upper bound on the bandwidth of the continuous Hamming graph, [0, 1] 3 , from .5 to .4497. A lower bound of .4439 on bw([0, 1] 3 ) follows from known isoperimetric inequalities and a related dynamic program is conjectured to raise that lower bound to 4/9 = .4444....
Introduction
A simple graph, G = (V, E), consists of a set, V , of vertices, and a set, E ⊆ V 2 , of (unordered) pairs of vertices called edges. Each edge is incident to (contains) two distinct vertices.
Example 1 K n , the (standard) complete graph on n vertices, has V = [n] = {0, 1, . . . , n−1} and E =
[n] 2 . Example 2 A product of complete graphs, K n 1 × K n 2 × · · · × K n d , is called a Hamming graph since each pair of vertices is connected by an edge iff they are at Hamming distance one from each other (i.e. the two vertices differ in exactly one coordinate).
A numbering of G is a one-to-one and onto function, η : V → {1, 2, . . . , n}, where n = |V |. The bandwidth of η is then bw(η) = max Example 3 Every numbering of K n has the same bandwidth, so bw(K n ) = n − 1.
In general, calculating bw(G) is an intractable problem (NP-hard since the decision problem bw(G) < k is NP-complete (see [4] )), but it has been solved for a few families of graphs having special properties. Among these is K d 2 = K 2 × K 2 × · · · × K 2 (aka the graph of the d-dimensional cube). In [5] it is shown that
For a survey of results on the bandwidth problem see [3] . The bandwidth of the Hamming graph, K d n , n > 2, has been an outstanding problem for at least forty years and recently acquired additional interest by being applied to multicasting (see [2] and [1] ). In [7] it is shown that for n, d even,
This indicates that for fixed d the order of magnitude of bw K d n is Θ(n d ) as n → ∞ and suggests passing to the continuous limit.
The Continuous Limit
In solving the bandwidth problem on K d n one may assume that the numbering, η, is monotone increasing as a function of the coordinates, 0 < 1 < · · · < n − 1. This is a special case of the theory of compression presented in Chapters 3 and 6 of [8] . It is shown there that in many interesting cases of the bandwidth problem, the vertex set, V , may be given a partial order and numberings restricted to be monotone with respect to that partial order (i.e. if x ≤ y then η(x) ≤ η(y)). Passing to a continuous limit, we define a numbering of the continuous Hamming graph, 
Proof: Every monotone numbering η :
by filling in each cube of side 1/n whose maximum element is
2
We believe that equality should hold in Theorem 1. We had thought to prove it by showing that the "blown up" numberings are dense in the set of all numberings, but a colleague (at UCR), Jim Stafney, found a counterexample. If the reverse inequality does hold, then
Proof: The upper bound for bw [0, 1] d follows from Theorem 1 and the last two displayed formulas in Section 1. The lower bound follows from the argument (in [7] ) that
The left-hand side of this inequality was given by the solution of the vertex-isoperimetric problem on the continuous Hamming graph, so it applies equally well to 2 with bandwidth 1/2 is defined as follows:
That η is measure-preserving follows from the fact that for t
and 0 ≤ y ≤ 2t}| = (1/2)2t = t and similarly for t ∈ [1/2, 1]. In Figure 1 the solid lines represent level curves of η and the dashed line divides the square into two parts where the function takes values less than 1/2 and greater than 1/2. The numbering is not symmetric (i.e. invariant under interchange of coordinates), but is self-dual (i.e. invariant under the map that sends (x, y) to (1 − x, 1 − y) and η(x, y) to 1 − η(1 − x, 1 − y).
To the reader unfamiliar with measure theory, it may seem strange that that our definition of "numbering" for the continuous Hamming graph does not require η to be one-to-one. However, Theorem 1 and the remarks following it are strong evidence that this definition is natural and useful.
Example 6 Another optimal numbering, both symmetric and self-dual, is
where t = max{x, y} and u = min{x, y}. The level curves of υ are shown in Figure 2 . 
(see [7] for details).
Up to this point in our discussion of the bandwidth problem on the continuous Hamming graph we have followed [7] in assuming that the dimension, d, is even. This was a simplifying assumption made because of the author's conjecture that the upper bound,
The same formula for the upper bound holds in odd dimensions and he expected that the lower bound could be improved to meet it. However, the lower bound turns out to be closer to the truth, so we must deal with its logical complexity. The lower bound is actually two bounds, which happen to coincide in even dimensions but not odd.
In [8] , Section 4.5.2, it is shown that for any (finite) graph, G,
where These definitions also makes sense when n = ∞, i.e.
[n] is replaced by [0, 1]. In [6] it is shown that the quotient Hamming balls QHB(∞, 2, r, d; ϕ), determined by the parameter t = max ϕ −1 (0), are the critical sets for the VIP on
and its boundary is
Each quotient Hamming ball minimizes the vertex-boundary, |Φ(S)|, for some interval of values of the volume. 
Since there is a nested family of sets, the quotient Hamming balls of radius (d/2)−1 with 0 ≤ t ≤ 1, that achieve this lower bound at t = 1/2, the dynamic programming lower bound and the VIP lower bound coincide. For odd dimensions there is no nice formula for the VIP lower bound. It is the common value of the boundary functionals of the quotient Hamming balls of radius (d − 3)/2 and (d − 1)/2. The point where their graphs cross may be found by solving equations. For odd d the solution of the dynamic program is not known for certain, but the quotient Hamming balls of radius (d − 3)/2 (as well as those of radius (d − 1)/2) are conjectured to be optimal. There is a beautiful formula for their common maximum value,
which holds for even d as well as odd (note that ∀d,
. Some values of these lower (VIP and (conjectured) dynamic programming (DP)) and upper (UB) bounds are given in the following table (UB and DP were calculated from the formulas given above in this section. For odd dimensions VIP was calculated as the crossover value for boundary functions of the quotient Hamming balls of radius (d−3)/2 and (d−1)/2 (see [6] for details)). The last column give the values of ∆ = UB−VIP VIP = UB VIP − 1, the relative difference between the best upper and lower bounds. Note that ∆ increases up to a maximum at d = 5 and then decreases, going to zero at infinity (this follows from Example 6). 
The best bounds known for bw (K 
Upper Bound
The best previous upper bound (from [7] , reviewed in Section 1) is 4 · 27 + (6/2) − 1 = 110. This formula is a special case of that for [n] d , n even, which was derived from the optimal numbering for [2] d , and conjectured (in [7] ) to be optimal for all n (even) and all d. The following tables give a numbering of [6] This numbering was constructed to make the vertex-boundaries of its initial segments be as close as possible to the dynamic programming lower bound. The quotient Hamming balls of radius 0 minimize vertex-boundary for small v and those of radius 1 minimize for large v, so it starts off with subcubes (quotient Hamming balls of radius 0) up to 4 × 4 × 4 (Note that 4/6 = 2/3, which just happens to be the side of the subcube that minimizes maximum vertex boundary in [0, 1] 3 ). The subcube then grows "arms" that eventually transform it into a quotient Hamming ball of radius 1. However, great care had to be taken in the process of interpolating between the two, to achieve the bandwidth of 101. Note that the numbering is not stable (i.e. unchanged by left-shifting) nor is it self-dual (isomorphic to its reverse numbering). It not only gives a better upper bound for bw (K 6 × K 6 × K 6 ), but by the "blowing up" procedure in the proof of Theorem 1 it gives an upper bound of = 0.469 8. This is considerably better than the previous best of .5 and halfway to the lower bound of .4439.
Lower Bound
Perhaps even more remarkable is that the numbering above can be shown to minimize the bandwidth of K 6 ×K 6 ×K 6 . The solution of the vertex-isoperimetric problem on [0, 1] 3 gives a lower bound of (.4439) × 216 = 96 for bw ( [6] 3 ). ). This calculation took about 6 days on a 2.5 Ghz PC, which made the VIP dynamic programming lower bound seem impractical to calculate. However, the lower bound of 101, which shows our upper bound to be sharp, was achieved in a calculation of about the same length by restricting the dynamic program to "good" ideals, those with |Φ|(S)| ≤ 100. This variant of the Branch and Bound strategy works beautifully because the requirement that ideals be "good" eliminates most of them from consideration just when the number of ideals (of cardinality k) becomes too large. The program showed that the longest chain of nested "good" ideals starting with ∅ terminates with |S| = 51. Thus every numbering, η, of [6] 3 , which corresponds to a nested family of ideals, {S k (η) : 0 ≤ k ≤ 216}, must have some k such that |Φ|(S k (η))| > 100 and so bw ( [6] 3 ) ≥ 101. Our numbering of [6] 3 decreased the known upper bound on bw ( [6] 
