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into the woods it's time to go 
I hate to leave I have to go 
into the woods it's time and so 
I must begin my journey 
the way is clear 
the light is good 
I have no fear 
nor no one should 
into the woods and down the dell 
the path is clear I know it well 
into the woods and who can tell 
what's waiting on the journey 
STEVEN SONDHEIM, INTO THE W O O D S 
1.1 Introduction 
The contents of this thesis axe best introduced by explaining its title, Excur-
sions into Syntactic Databases. Let us therefore begin by looking at each of 
its component words, starting with the word syntactic. This is the adjective 
form of syntax, which in its turn is a technical term in linguistics referring to 
the study of the structural (grammatical) rules governing the arrangement 
of words into sentences.1 One of the subject areas of the thesis, then, is the 
grammatical structure of natural language text. However, this subject area 
is only discussed in a meta-sense. The thesis examines the study of syntax 
rather than syntax itself. Of course, it is hoped that improvements in the 
study of syntax will also improve knowledge of syntax. 
'This explanation of the word syntax is by no means supposed to be a definition, 
but rather a general description aimed at the non-linguists among the readers. More 
generally, it should be noted that this book is aimed at readers from several fields and 
that, as a result, each individual reader will come across observations which, for him, are 
either oversimplified or overly detailed. 
1 
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Instead of going directly to the next word database, we first examine a word 
from which it is derived: data is one of a number of terms, all of which mean 
information but each of which has connotations as to the type or nature of 
the information. The term data implies information in the form of facts (e.g. 
statistics) and hints at the expectation of further analysis or calculation.2 
If data consists of facts, then syntactic data must consist of facts having 
something to do with grammar. There are many types of data which are of 
this nature, but two are rather more prominent. The first type of data is a 
collection of statements about syntax, e.g. a book like Quirk et al. (1985), 
in which the information is selected to present the grammar as a whole and 
ordered according to its structure as perceived by the author. The second 
is a collection of products of syntax, utterances in a language, in which 
some or all occurring syntactic phenomena may have been marked. These 
two types of data are complementary: the first gives an overview and lists 
individual rules while the second shows the interplay of rules and the actual 
use of the grammatical system. A collection of statements, however, does 
not really present much opportunity for further calculation. It is already 
a more finished form of information and has outgrown the classification of 
data as defined above. A collection of products of syntax is much closer to 
the definition and, for this reason, we will use the term syntactic data for 
this type of data only. Syntactic data in this sense finds its main use in 
corpus linguistics. 
Corpus linguistics is a subfield of linguistics which studies language use. 
In addition to qualitative evaluations, corpus linguistics adds a quantitative 
component to the study of language. As language constructs are enormously 
diverse, the only way to arrive at statistically valid quantitative statements 
is to use huge amounts of language data (cf. Kucera and Francis 1967). 
Nowadays, there are corpora consisting of tens to hundreds of millions of 
words. This makes corpus linguistics a branch of linguistics which is only 
viable through the use of computers.3 Which brings us back to the title, 
since a database4 is a collection of data that is stored in a way that enables 
people to retrieve information quickly and efficiently and such storage is 
best done (and generally assumed to be done) on a computer system.5 
2The word data can be used either as a non-count noun or as a plural one, with the 
singular datum; in this thesis it is always used as a non-count noun. 
3
 Obviously, computers bring more advantages than just the ability to handle large 
amounts of data. A major one is that they allow consistent, reproducible and verifiable 
manipulation of the data. As a result computers are also very useful even if the data is 
of a more modest size. However, with large amounts of data the computer becomes a 
necessity. 
4The step from data to database introduces a further ambiguity in syntactic database, 
since the question arises what is modified by the adjective "syntactic". The choice is 
between (syntactic data)(base) and (syntactic)(database). Although there may well be 
an interpretation for the second option in database theory (in analogy to the concept 
semantic database), this thesis only uses the first option. 
5
 In computer science, the term database is only used for the data itself, not for the 
computer program used to access it. Although it is often mistakenly referred to as 
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In our opinion, computer storage is not necessary in order for a collection 
of data to be called a database. The key property is the structuring and 
consistency that allows efficient retrieval. In fact, several of the databases 
described in Section 2.2 have been developed while not stored on a computer 
and have only been converted for computer storage at a later stage. A 
good example is the Survey of English Usage (cf. Section 2.2.1), which was 
originally stored on slips of paper sorted into cabinets, allowing relatively 
fast retrieval without the need for a computer. 
Whatever the storage medium, for a syntactic database retrievability 
implies that the syntactic relations in the utterances must have been made 
explicit to a certain degree by way of some kind of annotation. A simple 
form of annotation is the addition of a so-called tag to each word, which 
represents its part-of-speech. A more elaborate form is the addition of mark-
ers indicating the syntactic constituents of each utterance, their properties 
and possibly even their relations. Although the simpler type could also be 
placed under the heading of syntactic database and many databases of this 
type exist, the present thesis concentrates on the more elaborate type. 
We conclude our analysis of the title with the first word, excursions, which 
actually has two appropriate meanings. First of all, an excursion is a short 
journey with the specific purpose of visiting something interesting, usually 
organized by somebody else. Also, the combination excursion into indicates 
an attempt to develop or understand a new idea or something that has not 
been experienced before. Since the subject matter of the thesis extends 
over a rather wide area, ranging from applied computer science to linguistic 
information science, it is impossible to provide full coverage in a single 
book. Instead, this thesis wants to give an impression of the diverse aspects 
of the research into syntactic databases by taking the reader on a number 
of excursions. 
The first chapter presents the lay of the land: it gives a general introduc-
tion to syntactic databases and in this way provides background information 
for all later chapters. In addition to presenting an introduction it also exam-
ines the general properties that a database management system for syntactic 
databases ought to have and describes a prototype system which illustrates 
some of these properties, especially the form of the query language. 
The other chapters represent single, independent excursions of a more 
local nature. Each gives an in-depth discussion of a restricted subject in 
the field of syntactic databases.6 The specific subjects are selected in such 
a way that they are taken from the three main areas of database studies: 
• the structure of the data and the consequences of this for storage 
database, the proper term for such a computer program is database management system, 
abbreviated DBMS. 
eBecause of their diversity, we have decided to limit ourselves to a rough indication of 
the subjects in this preface and to postpone a more extensive description to the beginning 
of the respective chapters. 
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• the interface by which the user can access the data 
• the actual use that is made of the data 
The structure and the storage of the data are the subject of Chapter 3, 
which examines the effects of the ambiguity of natural language on the 
storage requirements of syntactic databases and describes a new method to 
substantially decrease these storage requirements. Chapter 4 goes into the 
consequences for the user interface of a management system for syntactic 
databases when it is to be adapted for classroom use and describes one such 
adaptation, viz. that of the prototype system described in Chapter 2 to 
create a syntax exercise system. Finally, Chapter 5 shows a very specialized 
type of use of syntactic databases, namely the derivation of a probabilistic 
grammar, to determine the importance of the different types of syntactic 
labels which can be attached to analysis tree nodes. 
Syntactic databases 
Before we can describe the individual problem areas we are going to tackle 
in this thesis, it is necessary to provide some general insight in the field of 
syntactic databases as a whole and some more specific insight in some of its 
aspects. It is the function of Chapter 2 to provide these insights and thus 
lay the foundation for the rest of the thesis. Here, we will show whet kinds 
of syntactic database there are, how syntactic annotation relates to other 
types of annotation and how syntactic databases can be made accessible to 
their users. 
Although the main function of this chapter is that of being an introduc-
tion to the rest of the thesis, it also has a kind of research goal of its own, 
viz. the last item in the list above: how can syntactic databases be made 
accessible to users? The fact that the annotation is all but worthless if it is 
not easily accessible is often neglected by producers of annotated material. 
We do not want to make the same mistake and therefore pay special atten-
tion to this aspect. This attention is concentrated mostly in the latter part 
of the chapter, but is also amply apparent in the earlier parts. 
The chapter starts by placing syntactic databases in the larger context 
of annotation of text material in general (Section 2.1), since aspects of this 
larger context often have a substantial influence on decisions made for syn-
tactic databases. Section 2.2 continues with a number of examples of syn-
tactic databases, describing not only the form of the syntactic annotation, 
but also the way in which it was put into place. Section 2.3 examines in 
general what kind of database management system can be used to manage 
syntactic databases and Section 2.4 presents a specific database manage-
ment system, the Linguistic DataBase system (LDB),7 which we created 
especially to handle syntactic databases. 
A list of abbreviations used in the thesis can be found in Appendix C. 
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Ambiguous structures 
The first specific area we focus on concerns one of the largest problems to be 
dealt with in all natural language processing (NLP) activities. The problem 
is that of ambiguity, the circumstance that most (parts of) utterances can 
be analysed in more than one way, especially when the analysis is limited to 
specific layers of linguistic description, such as syntax. Ambiguity is as much 
of a problem in the area of syntactic databases as in all other NLP activities. 
Even so, the problem is often circumvented rather than tackled, an option 
which becomes available if a syntactic database is created largely, or even 
completely, manually (e.g. the skeleton parsing projects in Section 2.2.3). 
In the Nijmegen projects (cf. Section 2.2.2), however, this option does 
not exist. The strategy in which a set of analyses produced by a parser 
(because only this guarantees consistency with a grammar) and the contex-
tual^ appropriate analysis is selected from this set by a linguist (because 
only he knows how to choose) implies storage of the whole set of analyses. 
This storage may be temporary, if the linguist is present to disambiguate 
each utterance as soon as the analyses become available, but may also be 
more permanent, if disambiguation has to be done later and possibly else-
where. If we want to use this strategy, then, it is adventageous to develop 
a special representation for ambiguous analyses which keeps the storage re-
quirements within acceptable bounds. In addition, the analyses will have 
to be presented to a linguist for disambiguation, so that it is useful to aim 
for a representation which can be used more or less directly in such disam-
biguation. 
In Chapter 3 we examine several methods for storage of ambiguous struc-
tures. After giving a more detailed description of the nature of the ambiguity 
we are dealing with (Section 3.1), we examine a number of representations 
for ambiguous analyses which have been developed so far, mostly for use 
within parsers, looking at their effect on storage requirements but also at 
their suitability as an interface for human disambiguation (Section 3.2). As 
we find that there is still room for improvement, we define a new represen-
tation that is better suited to our needs (Section 3.2.3). We then go on to 
describe an algorithm which can produce this representation from a set of 
individual analyses (Section 3.3) and test it on a collection of ambiguous 
utterances (Section 3.4).' 
Syntactic databases in the classroom 
We next examine a novel use of syntactic databases and the effect of this on 
database management. In the wake of the recent revival of corpus linguistics, 
the use of corpus material spread out of the area of pure research and 
even found its way into the classroom (cf. Wilson and McEnery 1994). 
However, such classroom use mostly restricted itself to the study of specific 
words or classes of words (see e.g. Capel 1993). In order to demonstrate 
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that classroom corpus use can go beyond the lexical level, we endeavoured 
to implement a syntax exercise course which uses syntactically annotated 
corpus material. 
The implementation had a dual purpose. On the one hand, we had 
a linguistic/methodological goal, namely to determine whether or not the 
syntactic databases which are currently available indeed prove useful in 
teaching syntax and under which circumstances. On the other hand, we 
had a computer scientific goal in that we wanted to test the adaptability of 
the LDB system presented in Section 2.4. If it were to serve as a system 
in classroom exercises, it would need to undergo several transformations, 
affecting its user interface as well as its query language. The ability to 
undergo such changes in their use should demonstrate that the core of the 
system and the query language were sound and not just suited for their 
original, more limited purpose. 
Chapter 4 examines the adaptation of the LDB and the syntax exercise 
course implemented with it. Section 4.1 first examines how we plan to 
use the syntactically analysed material in the classroom. The adaptation 
of the LDB system which is to allow such use is described in Section 4.2). 
Section 4.3 discusses the syntax exercise course which has been implemented 
for use at the University of Nijmegen. Section 4.4, finally, evaluates the use 
of the system and the course. 
Importance of function and attribute 
information 
The last question we want to look into is the importance of detail in syntactic 
annotation. As we will see in Section 2.2, the currently available syntactic 
databases differ widely in amount of detail. The Penn Treebank (Style I) 
only lists the main syntactic categories of constituents, Lancaster Treebank 
analyses add further categories and some constituent attribute information, 
and TOSCA analyses contain even more attribute information and add 
syntactic functions. Since, given that resources are limited, every increase 
in the amount of detail goes hand in hand with either a decrease in corpus 
size or a loss of accuracy, we must ask ourselves whether such added detail 
is desirable. 
Now this is a question which cannot be answered without considering 
a larger context. How important the added detail in a syntactic database 
is depends largely on the purpose for which the database is used. For this 
reason, our examination in Chapter 5 is mainly focussed on a specific use, 
but typical for a larger group of uses, namely that of the derivation of a 
probabilistic parser from a syntactic database. Apart from having a clearly 
delimited context in which to try to find an answer to our main question, this 
also gives us the opportunity to present an interesting type of exploitation 
of syntactically annotated material. 
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The chapter starts off (Section 5.1) with a more detailed examination 
of the uses of syntactic databases and introduces the experimental setting 
in which we are going to look for an answer to the research question. Sec-
tion 5.2 extensively describes the probabilistic parsing system that is used. 
Section 5.3 and 5.4 present the results of the experiment and examine the 
relation between annotation detail and parser quality. Section 5.5, finally, 
looks back at the experiment as a whole and sums up the results. 

Chapter 2 
Syntactic Databases and their 
Management 
there are needs 
there are standards 
there are shouldn'ts and shoulds 
STEVEN SONDHEIM, INTO THE W O O D S 
2.1 Linguistic databases 
Syntactic databases are linguistic databases, that is they belong to the cat-
egory of databases which can be used to study the many aspects of texts, 
not just syntax. Any database management system which is to be useful for 
linguistic research in the long run should therefore look beyond the restric-
tion to syntactic information and be prepared to deal with other types as 
well. For this reason we start with an overview of the types of information 
which can be found in linguistic databases in general. Apart from describing 
the information itself we also examine the possibility of handling it with a 
computer. 
Obviously, the term linguistic database shows the same ambiguity as 
does syntactic database. Again we choose to interpret it as a term for a 
database consisting of samples of language use. In this thesis linguistic 
database is therefore synonymous with corpus, the term traditionally used 
in corpus linguistics. Or, perhaps more exactly, synonymous with anno-
tated corpus, a term which describes a corpus in which specific types of 
information have been added (or merely made explicit) by some form of 
annotation. 
Before examining the different types of information that are expressed in 
such annotation let us first take a look at the difference between the terms 
annotation and markup. The term markup is used to describe symbols 
(and/or presentational devices) that can be found as additions to the words 
in a text. Markup can take the form of character strings as defined by 
a formal markup language (such as SGML; ISO 8879, cf. Goldfarb 1990 
9 
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and Coombs et al. 1987), but can also manifest itself as differences in font 
(e.g. italicization) or specific layout (e.g. paragraph indentation). The 
former type can either be procedural markup, which instructs a person or 
computer program to execute a specific action such as inserting a blank line, 
or descriptive markup, which indicates the type of the unit that is marked 
but which makes no decisions about a possible translation to a visual format. 
An author writing a text uses markup to add information over and above 
that already contained in the words. He may use any of the types of markup 
mentioned above during the writing process, but if the text is later printed 
it is likely that his markup will be translated into a visual form. i.e. layout, 
font choice and some special symbols.1 A scholar describing a text generally 
uses descriptive markup, both to save information that would otherwise 
be lost in translation to another medium (e.g. italicization is replaced by 
symbols indicating start and end of italic text) and to add information that 
he considers interesting for future research (e.g. a translation is added to a 
foreign language phrase).2 
The term annotation is used for the latter type of scholarly markup 
only, i.e. the addition of useful information. The added information is 
provided by a knowledge source outside the text. Apart from the rare 
situation where the added information is strictly factual (e.g. the name of 
the author of the text) annotation usually presupposes interpretation: an 
annotation is consequent upon the annotator's understanding and opinion 
of the text. Furthermore, annotation can be supposed to be contextual 
in nature: an annotator is supposed to have read and understood the full 
text and choose his annotation to reflect a property of the marked unit in 
the current context rather than potential properties outside it. This means 
that a correct annotation practically presupposes a human annotator for 
all but the most trivial types of annotation, since computer programs are 
as yet unable to understand text. It is possible to automatically generate 
annotation, but only as long as we allow for a certain degree of error. 
2.1.1 Extralinguistic information 
The first type of information in linguistic databases that we examine is not 
actually linguistic information. It is information about the source of the 
linguistic data and the way in which it was captured in the corpus. The 
reason to include such information in a linguistic database is that it is needed 
for a better understanding of the relation between the language which is 
1We know most of these special symbols as punctuation marks, since punctuation is 
nothing but a component of our traditional visual markup system. However, punctuation 
has become so integrated with text that punctuation marks are sometimes looked upon 
as if they are themselves words. 
2For a more extensive discussion of the relationship between texts, theories of texts and 
electronic text markup, as well as for more interesting examples, see Sperberg-McQueen 
(1991). 
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the subject of research in principle and the corpus which is examined in 
practice.3 
A corpus is only a sample of products of language use. The method of 
sampling varies greatly from corpus to corpus. Usually there is a restric-
tion on the type of language use under consideration (i.e. the population 
that is sampled). As an example, the TOSCA corpus compiled at Nijmegen 
University4 is limited to "'written to be read', printed, educated, contem-
porary British prose" (Oostdijk 1991: 47). 
Another variable is the size of the unit of sampling. Extreme values are 
sentence constituents or even single words at the low end of the spectrum 
and complete books (or plays, conversations, etc.) at the high end. Corpora 
that try to represent a broad range of language use prefer to take an in-
termediate position. Using the same example, the TOSCA corpus consists 
of continuous stretches of 20,000 words of running text. This is a compar-
atively high number when compared to the Brown and LOB corpora (cf. 
Kucera and Francis 1967; Johansson et al. 1978), which have text samples 
of 2000 words.5 
Given the variables described above, there is still the question of selecting 
the sampling units in the total population. How to do this in such a way that 
meaningful statistical conclusions about language use can be reached is still 
a difficult question, not least because the actual population is hard to define 
except for very restricted types of language use (cf. Clear 1992). Generally, 
the samples consist of continuous stretches of running text, so as to have 
optimal information about context. Also, in principle the exact stretches are 
selected randomly, but selection may be influenced by theoretical reasons: 
However, it was decided to select the samples from the middle of 
the book rather than the beginning because it was felt that in this 
way any differences in the time writers take to introduce the various 
characters and so on would be neutralized. (Oostdijk 1991: 53) 
or practical ones: 
a sample was begun ... if a text had headed chapters or similar 
divisions, with the heading (Oostdijk 1991: 53) 
A linguistic database will never be useful for statistical purposes if it is not 
accompanied by thorough documentation about the choices made. Infor-
3The discussion of corpus design here is of necessity only cursory. A more thorough 
discussion and an introduction to generally used terminology can be found in Atkins et 
al. (1992). 
4The TOSCA corpus is used as an example or a source of data in this thesis rather 
more often than other corpora. Part of the reason for this is that the information needed 
for exemplification is well-documented and accessible, most of it in Oostdijk (1991). Just 
as important is the fact that the author is himself part of the so-called TOSCA Group. 
As a result additional information is easily obtained, by asking immediate colleagues. 
Furthermore, much of the work described in this thesis was done in support of the analysis 
and exploitation activities of the TOSCA group. 
5
 See de Haan (1992) and Biber (1993) for a more detailed discussion of sample size. 
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mation about its actual contents, the population it is supposed to describe 
and the sampling method must be available, preferably in a special section 
of the corpus itself. 
The means for including such information are provided in recent text 
encoding schemes. As an example we can take the proposed standard of the 
Text Encoding Initiative,6 an attempt to come to an international standard 
for the encoding and interchange of machine-readable texts. In providing 
markup symbols for machine-readable texts, it does not limit itself to basic 
bibliographic information like title, author, printer, date and so on (Sper­
berg McQueen and Burnard 1994, sections 5.2 and 7.5). Instead, it aims 
to provide for any information which might be important for subsequent 
exploitation of the data, including such elements as the text's purpose and 
the author's socio-economic status and competence in different languages 
(Sperberg McQueen and Burnard 1994, section 23.2). Additionally, it al­
lows for description of the sampling and editorial principles for the corpus 
as a whole (Sperberg McQueen and Burnard 1994, section 5.3). 
The attention to extra-linguistic information is also increasingly visible 
in some of the more recent corpus compilation projects. An example is 
the ICE project (International Corpus of English, cf. Greenbaum 1992 and 
Aarts 1992). The source information for each ICE sample includes items 
like the sex, age and place of residence of the author (cf. Nelson 1991).7 
Extra-linguistic information usually provides no problems for most database 
software. Its structure is sufficiently alike to the kind of data found in office 
database systems. However, there are a few properties which need special 
attention. 
First of all, information is often missing or unavailable, e.g. the level of 
education of an author. If we want to draw conclusions about the language 
use of a group of people with a given characteristic, we must either dismiss 
all samples for which we do not know the characteristic or define some 
default. Dismissal is safest, but then we might skew our results in relation 
to research involving other characteristics. 
Furthermore, most extra-linguistic information does not stand by itself. 
There is an enormous number of cross-links. First of all, there are internal 
cross-references, e.g. two samples written by the same author, but two years 
apart in different locations, or two samples by two different authors, but in 
the same year and in the same location. Then there are also links into the 
linguistic information, e.g. a sample of spoken text may have two speakers, 
so that there is no single link from speaker to sample, but a number of links, 
from each of the speakers to each of the speaker turns. 
6The Text Encoding Initiative (TEI) is an initiative by the Association for Computers 
and the Humanities (ACH), the Association for Computational Linguistics (ACL) and 
the Association for Literary and Linguistic Computing (ALLC). Its guidelines can be 
found in Sperberg McQueen and Burnard (1994). 
7
 Also, special software is provided to select samples on the basis of this information, 
the Corpus Utility Program (ICECUP, cf. Quinn 1993). 
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These properties do not constitute a problem as far as the storage per se 
of extra-linguistic information is concerned. This is still a rather straight-
forward matter. However, the properties do mean that actual use in a lin-
guistic research environment will need to be done very carefully and should 
preferably be supported by a specialized methodology. 
2.1.2 Textual structure of the samples 
The first type of linguistic information we examine is the overall structure 
of the text. One might well think that storage of text structure is only 
useful if one wants to faithfully reproduce the original appearance of the 
text. However, it also has important linguistic aspects. The text structure 
as a whole reflects (part of) the way in which the author tries to influence 
his audience: placement of text in a footnote marks it as unimportant to 
the basic line of argumentation, a paragraph break indicates a less strict 
binding of the utterances on either side and possibly a cleansing of the 
domain for anaphoric reference. Since the linguistic aspects of text structure 
are still under wide investigation (see e.g. Mann and Thompson 1992) and 
no consensus has as yet been reached on how they should be described, a 
linguistic database should try to represent as much of the text structure as 
possible. 
At first glance it may seem that each text sample can be hierarchically 
structured and that it is thus possible to represent an entire text as a single 
tree structure.8 If we again take as an example the TOSCA corpus, which 
consists of text samples taken from books, we find the book itself at the top 
of the hierarchy and the individual words at the bottom.9 In between can 
be found entities such as chapters, sections, subsections, paragraphs and 
sentences. Furthermore, if a text sample does not coincide with a complete 
book an artificial level, the sample unit, must be introduced. 
Even special layout structures which break the standard hierarchy can 
be incorporated in the tree. Lists can be placed between the standard 
hierarchy entities using units such as list and list item. Quotations are no 
problem either. They merely introduce new entities like quotation body 
and quotation reference.10 
'For a more in-depth discussion of the Ordered Hierarchy of Content Objects thesis' 
(and its inadequacy), see Renear et al. (1996). 
9
 In this thesis we will ignore information about the original physical form of the 
text. However interesting the distribution of letters over the page may be to students of 
mediaeval manuscripts or the exact sound pattern to the phonetician, such details are 
only very rarely of interest to syntactic research and need not be considered in syntactic 
databases. As for inclusion of such information in more general linguistic databases, it 
will be best to wait until the emerging research into multimedia databases yields accepted 
standards. The same can be said for all accompanying extra-textual items such as figures 
and tables. 
10
 Note, however, the methodological problems of the quote possibly being a part of a 
different text, with different extra-linguistic properties, and of the quote possibly entering 
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Footnotes,11 on the other hand, are a more complicated device. Like 
list items and quotations, they consist of normal structural units. However, 
their structural placement is far from normal. They may be inserted at the 
end of a structural unit, but just as easily follow a word, thus intervening 
at the lowest level of the hierarchy. As a result, footnotes are the first 
indication that a purely hierachical system is not sufficient. It seems to 
be more natural to store footnotes in a separate structure and place a link 
between the footnote itself and its position of reference. 
This solution also makes references to footnotes unproblematic, since 
they now refer to a closed unit, external to the running text. This is not the 
case for references in which the text refers to part of itself: it is not uncom-
mon for a writer to point the reader forward or backward in the text, to a 
specific section or page.12 Such intra-text references ignore the hierarchy in 
two ways. First the link between the referring and the referred section may 
cut across several hierarchical levels. Furthermore, in some cases, the limits 
of the referred part of the text do not correspond to hierarchical divisions. 
If a linguistic database wants to decribe references it will need a network 
(e.g. a hypertext network) rather than a tree to represent the structure of 
the text. 
This need for a network becomes even more clear when references be-
tween texts are considered, since then there is no hierarchy to link into, 
or when we also try to represent implicit references. An extreme example 
is the very dense network of links which is needed if we try to represent 
correspondences between different versions of the same text, different either 
in time (imperfectly copied manuscripts or otherwise revised editions) or in 
language (translations). 
2.1.3 Words and dictionaries 
After the overall structure of texts, we turn to their basic building blocks: 
the words. In the simplest representation of a corpus the words receive no 
special treatment. They are simply present at their location in the text. 
A trivial, but very useful, operation is the creation of an index of the 
words in the text. Every occurrence of a word is linked to all other occur-
rences and a list of all these words, with their frequency count, is stored as 
a separate structure, usually in an easily accessible format, e.g. in alpha-
betical order. In the context of a linguistic database, an index is primarily 
used in finding the locations of all occurrences of a word.13 
into syntactic relations with the quoting text. 
11
 And endnotes or any other kinds of notes. However, we choose to use the term 
footnote instead of the more exact note as it is less ambiguous. 
12
 Also, there may be an index at the end of a book, containing references to pages on 
which some term is found. Although this leads to mostly the same problems it is yet a 
different case, since here the referring unit is outside the running text. 
13The index can also be seen as a database in its own right, either without any references 
to the original context, as a word frequency list (вее e.g. Kuiera and Francis 1967 and 
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This basic index can be extended in several ways. One possibility is that 
we try to distinguish between the senses of homographs. A word like hand 
then gets at least two index entries, one for the verb and one for the noun, 
but it could also have more, if we want e.g. to separate the references to a 
human body part from those to a part of a clock.14 Another possibility is 
that we try to place links between words which share a base form. Usually 
only morphological variants such as number or tense forms can be expected 
to be linked. However, one can imagine links along derivational (and pos-
sibly even etymological) connections, so that e.g. unwieldiness is related to 
wield. In such an index each entry is not just a single word, but a small 
hierarchy tree on the nodes of which we find all the morphological variants 
of a base and their forms of derivation from the next higher position in the 
hierarchy. 
When taken to the extreme, such extensions lead to an index which 
corresponds to a complete dictionary. We can imagine a dictionary-like 
database in which we find words linked to their base and marked for their 
sense, and which is furthermore extended with links between different word-
sense pairs, representing relations like synonymity and class membership (cf. 
Vossen 1995 and Miller et al. 1993). If a linguistic database system is to 
provide such an index, it will have to be able to represent a very large and 
very dense network structure. 
2.1.4 Linguistic analysis of the samples 
The usefulness of a corpus for research regarding specific aspects of the text 
largely depends on the degree to which the information related to those 
aspects can be retrieved. If it is difficult to identify the information on the 
basis of raw text, retrieval is only practically feasible if the information has 
been added as annotation. Such difficulty is certainly present in the case of 
information pertaining to the linguistic properties of the text. If any type 
of linguistic analysis can be done automatically at all (with an 'acceptably' 
low error rate) the amount of processing power required is usually so high 
that it is better to process only once and store the results as annotation than 
to process every time the information is needed. If automatic processing is 
not possible (i.e. in most cases), human linguists will have to participate 
in the analysis and a separate annotation phase becomes unavoidable. This 
fact has been widely recognized and most corpora created specifically for 
linguistic research contain some kind of linguistic annotation. 
In general, we can distinguish between two levels of linguistic annotation. 
On the first level we find a description of the properties of the individual 
Hofland and Johansson 1982), or with mere remnants of that context, as a concordance, a 
sorted list of all occurrences of specific words with a fixed (small) amount of surrounding 
context (see e.g. Capel 1993). 
14
 Note that creation of such an index practically presupposes that the words in the text 
are already marked for this extra information, e.g. in the way described in Section 2.1.4 
(part-of-speech tagging). 















































Figure 2.1: Wordclass tags in the LOB corpus 
words, taken by themselves; on the second level we find a description of the 
relation between the words.15 Because of the nature of the descriptions, we 
call the first level the paradigmatic level and the second the syntagmatic 
level. 
The paradigmatic level of annotation gives rise to a tagged corpus. A special 
label, a tag, is added to each word in the text (see Figure 2.1, which shows a 
sentence from the tagged LOB corpus, cf. Garside et al. 1987). The tag rep­
resents some abstract classification of the word, e.g. its part-of-speech. The 
tags can be used to distinguish between homographs and also to make state­
ments about types of words rather than individual words. In recent years 
part-of-speech tagging has become very popular, a result of the appearance 
of high quality automatic tagging programs (see e.g. Garside et al. 1987, 
DeRose 1988, Church 1988, Voutilainen and Tapanainen 1993 and van Hal­
teren 1997b) which provide the advantages of tagged corpora without the 
disadvantages of excessive manual preprocessing. However, it must be said 
that most of the high performance tagging programs, and the large tagged 
corpora created with them, use a rather small tagset and consequently are 
either of a low level of detail or use some type of underspecification. For a 
higher level of (linguistically useful) detail available tagging programs are 
not yet able to produce the same quality of performance (cf. van Halteren 
1997a). As a result, the production of a high detail tagged corpus still needs 
a substantial amount of human participation and is usually only undertaken 
when the tags are needed for subsequent stages of annotation, e.g. syntactic 
analysis. 
The advantage of annotation with tags is the simplicity of its form. Tags 
1 5
 However, as already stated above, even the annotation of the properties of individual 
words is supposed to reflect the properties of the word in the current context. 
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Figure 2.2: A dependency relation analysis 
can be easily represented as text in linear or in multi-column or multi-line 
format. They also have an ideal form for inclusion in a relational database 
management system. As a result they can be accessed reasonably well with 
standard retrieval software and very well indeed with rather straightforward 
specialized software. 
Syntagmatic annotation usually takes one of two forms: dependency 
relation annotation or constituent structure annotation. In a dependency 
relation analysis each word is labelled with a pointer to another word, which 
it is said to be immediately dependent on. An example, in a graphical for­
mat, is shown in Figure 2.2.1β In a textual representation the dependency 
links are easily represented as tags: the words are numbered and each arrow 
is replaced by a tag containing the number of the word pointed to. As far as 
I know no large corpora annotated with a full dependency relation annota­
tion exist. There are a number of corpora which have been annotated with 
Constraint Grammar parsers (see e.g. Karlsson et al. 1994 and Voutilainen 
and Tapanainen 1993), but this annotation suffers from massive underspec-
ification: dependency links do not connect to a specific position but only 
show the direction of attachment (cf. Figure 2.3). 
In a constituent structure analysis groups of adjacent words are taken 
together and said to form a constituent, e.g. a Noun Phrase. A full con­
stituent structure analysis of a sentence is most easily expressed as a tree 
structure, as shown in Figure 2.4. Each node in the tree represents one con­
stituent and can be labelled with properties of the constituent, such as its 
syntactic category (e.g. NP) and other attributes (e.g. sing). The label for 
a constituent's syntactic function, its role in the constituent it forms part 
of, ought to be placed on the arc connecting the two nodes but is usually 
also placed on the constituent node itself (e.g. SU). 
l e The format here is chosen mainly to show the difference between the relations in 
a dependency and in a constituency analysis. Many more formats are possible, e.g. a 
tree-like format in which dependent nodes are placed below the node they are dependent 
on. 












"the" <Def> DET CENTRAL ART SC/PL «DN> 
"old" A ABS 0AN> 
"man" N NOK SG CSUBJ 
1 
"walk" <SV> <SV0> V PAST VFIN β+FMAINV 
"he" PRON PERS MASC GEN SG3 OGN> 
"dog" N NOM SG Í0BJ 
"in" PREP «<N0M CADVL 
"the" <Def> DET CENTRAL ART SG/PL «DN> 
"park" N NOM SG β<Ρ 
"near" PREP β<Ν0Μ ÍADVL 




"station" N NOM SG β<Ρ 
Figure 2.3: A Constraint Grammar analysis 
It is possible to represent a constituent structure tree as tags, but the 
result is hardly easy to understand or use for a human reader as can be seen 
from Figure 2.5 which shows the representation used for the Polytechnic 
of Wales corpus (cf. Sou ter 1989). It is better to represent analysis trees 
as a separate structure, not linked (directly) to specific words.17 A corpus 
containing this kind of annotation is now generally referred to as treebank. 
A more traditional term is syntactically analysed corpus, but this name 
has become less exact both because of the advent of dependency analysis 
annotation and because it is sometimes also used for a tagged corpus with 
part-of-speech tags. Because of the lack of availability of corpora annotated 
for dependency analysis structure, the term syntactic database is usually 
synonymous with treebanir in this thesis. 
Note that with analytic annotation (trees as well as tags) there is a major 
problem because of the ambiguity inherent in language. According to our 
definition of annotation above, the analysis represented by the annotation 
Examples can be found in Section 2.2. 
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Figure 2.4: A constituent structure analysis 
1) [FS:Y...] Ζ 1 CL F YEAH 1 CL 2 S NGP 3 DD THAT 3 HP ONE 
2 OH 'S 2 С NGP 4 DQ A 4 H RACING-CAR 
2) Ζ CL 1 S NGP 2 DD THAT 2 HP ONE 1 OH 'S 1 С NGP 3 DQ A 
3 HO QQGP AX LITTLE 3 H TRUCK 
3) [HZ:WELL] Ζ 1 CL 2 S NGP HP I [RP:I] 2 AI JUST 2 HAD 
2 С NGP 3 DQ A 3 HO QQGP AX LITTLE 3 H THINK 1 CL 4 t THEN 
4 S NGP HP I 4 M THOUGHT 4 С CL Б BH OF В M HAKING 6 С NGP 
β DD THIS 6 HP ONE 
4) Ζ 1 CL 2 S NGP HP I 2 AI JUST 2 H FINISHED 2 С NGP 3 DD THAT 
3 HP ONE 1 CL 4 * AND 4 S NGP HN FRANCIS 4 M HAD 4 С NGP 
6 DD THE 5 H IDEA Б Q CL 6 BH OF 6 H HAKING 6 С NGP 7 DQ A 
7 RACING-CAR 
5) [FS:THEN-Ι] Ζ CL 1 t THO 1 S NGP HP I 1 H HADE 1 С NGP DD THIS 
6) Ζ CL 1 t THEN 1 S NGP HP FRANCIS 1 OX WAS 1 AI JUST 
1 X GOING-TO 1 H HAKE 1 С NGP HP ONE 1 A CL 2 В WHEN 
2 S NGP H YOU 2 H CAME 2 CM QQGP AX BACK 2 CM QQGP AX IN 
Figure 2.5: Phrase structure trees as tags in the POW corpus 
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is supposed to be the contextually appropriate one, i.e. the one which, 
given complete understanding of the sentence, the context and the state of 
the world, is more appropriate than all others. Unfortunately, the selection 
of the contextually appropriate analysis is currently a necessarily human 
task, and sometimes a difficult one even for humans. This means that 
the creation of a syntactic database in which only contextually appropriate 
analyses are admitted costs a great deal of human effort. As a result, there 
will be projects which opt for a most likely analysis instead in the hope that 
the analysis selected by their probabilistic parser is mostly close enough 
to the contextually appropriate analysis that it can be used in subsequent 
research. Another alternative is to allow for more than one analysis, possibly 
represented by underspecification. However, if we assume that automatic 
selection is always suspect, the only safe alternative is to include all possible 
analyses, which not only gravely complicates statistical exploitation, but 
is usually practically infeasible because it entails storage of an enormous 
amount of data (cf. Chapter 3). As a result, this option is usually only 
taken for intermediate stages of a project and at a later stage some kind of 
selection is made after all. 
It is clear that annotation of constituent or dependency structure is not 
the ultimate annotation. We may expect corpora with annotation repre-
senting syntactic as well as semantic and pragmatic analysis to be part of 
the resources available to future researchers. However, at this time there are 
no corpora of this type to be found. The software to support such analysis 
is being developed (see e.g. Morgan and Garigliano 1995), but is not yet of 
sufficient quality to be of real help. For this reason, full syntactic, semantic 
and pragmatic analysis consists for the most part of manual labour and 
even limited analysis depends on having a group of very dedicated people 
spend a lot of time (cf. the tracing of anaphora referents in the Henrik Ibsen 
project, Hofland and Morland 1992). We can safely say that, for the next 
few years, syntactic databases represent the limit of the state of the art in 
the linguistic annotation of corpora. 
2.2 Examples of syntactic databases 
Before going into details of the representation and use of syntactic databases 
it is useful to examine some examples. This section is by no means intended 
to provide an exhaustive inventory of syntactic databases.18 It merely gives 
an insight in the diversity of databases which are available. For ease of 
comparison all examples are based on English language corpora. 
Apart from the Survey of English Usage (next section) all databases 
examined represent the constituent structure of utterances in one way or 
another, but at rather varying levels of completeness and detail. To facil-
itate comparison we show examples from all databases in tree format. If 
For such an inventory see e.g. Sampson (1991). 
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the database itself is in vertical format (Ellegârd) or in labelled bracketing 
format (UCREL, Penn), we create the trees by translating each numbered 
higher order constituent or bracket pair to a tree node. Furthermore, a 
separate node is created for each word. If the bracket pair is labelled or the 
word is tagged, the label or tag is placed in the corresponding node. This 
strategy may lead to unlabelled nodes if brackets are not labelled or words 
not tagged. A description of the labels used in the examples can be found 
in Appendix A. 
In this section we digress somewhat from the main line of argument in that 
we also pay some attention to the building of syntactic databases. The 
reason for this is that the manner of building of a database determines its 
correctness and consistency, two major factors in its applicability. 
The correctness of a syntactic database can be defined as being the 
percentage of correctly analysed utterances contained in it. An utterance is 
analysed correctly if, given the descriptive model, the selected analysis is the 
consensus analysis for that utterance in the context in which it occurs. This 
definition means that there are two types of incorrectness. The straightfor-
ward type is caused by errors of the analyst: if someone spots the error, the 
analyst will agree that he made a mistake and the error can be corrected. 
A more complicated type is caused by lack of consensus: somebody may 
think the analysis is erroneous but the analyst cannot be convinced of this. 
For any non-trivial descriptive model there are utterances for which there 
is no consensus, so syntactic databases can never be 100% correct; this is 
a fact of linguistic life and we will ignore this problem in the rest of the 
discussion. Unfortunately, the theoretically possible maximum correctness 
is never attained either, since the sheer size of corpora means that a certain 
number of errors are bound to be overlooked. 
The consistency of a syntactic database is the degree to which identical 
cases are treated identically and similar cases similarly. Although there is a 
very complex relation between consistency and correctness, one can assume 
that consistency is generally a prerequisite for correctness: an analysis has a 
higher chance of being correct if it is consistent with the other analyses in the 
database. Furthermore, consistency of analysis is a prerequisite for effective 
retrieval: we cannot hope to find all instances of a construction if they 
are all analysed differently. Consistency is not always considered a separate 
property by syntactic database builders, on the assumption that consistency 
automatically follows from correctness. In this way it is overlooked that 
checking for inconsistency can help in the process of finding incorrectness 
and that guaranteeing consistency during the building helps in keeping down 
incorrectness in the first place. 
The building of a syntactic database is usually a multi-phase process 
(e.g. the phases for TOSCA are automatic wordclass tagging, manual tag 
selection, automatic parsing and manual parse selection). For each phase 
we examine two fundamental properties. The first is the type of action 
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that takes place during the phase, which can be either selection, change 
or creation. The second is the agent that does the work during the phase, 
either a human or a computer. In a creation phase the agent is free to create 
any analysis desired, although it is generally assumed that the information 
from the previous phase is accepted and used.19 A change phase is similar 
to a creation phase, but it is assumed that the agent will mostly leave the 
analysis produced during the previous phase intact and make only a minimal 
number of changes.20 In a selection phase the agent can only select one of 
the options provided by the previous phase. All types of phases are equally 
likely to produce incorrectness. Inconsistency, however, is mainly caused by 
creation and change phases, especially when the agent is a human. In the 
sections below we will examine the phases of the building process for the 
specific syntactic databases we describe and their effect on correctness and 
consistency.21 
2.2.1 Listings of instances 
The oldest syntactic database in existence, certainly for the English lan­
guage, is probably the Survey of English Usage (SEU, cf. Quirk and Svartvik 
1979).22 It is of an entirely different nature from all other syntactic data­
bases discussed in this thesis in that it is not computer based.23 However, 
if only because of its pioneer function it certainly merits inclusion among 
these examples. 
The SEU was launched in 1959 at the University of Durham by Randolph 
Quirk. In 1960 it was moved to University College London and is accessible 
there still. The corpus comprises one million words consisting of 5000 word 
samples from 200 texts representing a cross-section of post-1950 English. 
From the start it was recognized that it could never be so "that any corpus, 
necessarily finite, would of itself be adequate for a comprehensive description 
of English grammar" (Quirk and Svartvik 1979: 207) and the corpus was 
therefore complemented by data gained from elicitation. Here we will only 
describe the corpus component. 
The corpus material was split into segments and each segment was 
printed on a slip (Figure 2.6 and Figure 2.7). Each two consecutive slips 
Although the created analysis may consist of multiple analyses from which a choice 
has yet to be made. 
2 0Any additional checking phases can generally be classified as change phases. 
2 1
 However, no attempt is made to compare the quality of these databases on the 
basis of correctness and consistency, mostly because exact figures for these measures are 
unavailable. 
2 2This is not to say that earlier work did not use corpus material in syntactic studies, 
but only that the SEU was the first to analyse full texts for a large variety of studies (cf. 
Quirk and Svartvik 1979, p. 204). 
23Originally, that is. Some years ago, computerization of the corpus was undertaken. 
At first there were plans to transform the slip information directly (cf. Kaye 1988). Later 
it was decided to make the full raw text form machine-readable and reanalyse it. 
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W.7-17C.7 
* does, pleaded the hippy; the earth la our mother 
* and while our сошшоп environment i s monopolized 
by a ainority who aeea bent on ita exhaustion, 
than va cannot know peace· 
"Indeed the cauae« of faainea and starvation 
are now technically much better understood." Of 
couree they are understood, droned the ecologist, 
but where'a th is free press spreading the word 
about how the "rich, donor countries" lend funny 
money to poor countries vhile bleeding than of 
their natural resources and buying the land 
* from under their feet and renting i t back to than 
* to grow cash crops for export to earn foreign 







/wouldn't real : sorry fop : h W Д е 'клоча 
exactly* /what \ p/((ehe))s#· 
'"/oh, no#· /nò* /not . *I / « a n . 
4 eoa /he knows exac t ly how .'old she 
' ie#e/ ( - laughs)* 
cos 'ha /knows how ¿old ehe ' is# /уе #* 
p/K уеаДО 
/well there was . 'when /I was at 
.'Addison RcaW there vas a . /7man there* 
who'd /got - 'IIx 'children I 'think it 
waa# and his /wife 'ran a"vây# - α, and 
/bad a 'child by an:othtr bló¡ce#o/ - / a l l 
these 'six 'children's :naaes be'gaa vith 
Figure 2.7: A slip from the Survey of English Usage: spoken text 
overlap by two lines in order to preserve sufficient context for the gram-
matical constructs exemplified. The storage space for these slips is formed 
by 60 filing cabinets with 8 or 9 drawers each. Each of the drawers is la-
belled with one of 65 grammatical categories (such as "zero subordinators" 
or "ellipsis") or one of several hundred closed class lexical items (such as "a" 
or "yourself'). 200 copies were made of each slip and for each occurrence 
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of a grammatical category found on the slip a copy, with the occurrence 
underlined, was placed in the drawer corresponding to the category. 
Before the SEU became available each grammarian had to go through 
a number of sources by himself to track down examples of the structure 
he wanted to study. Such a completely manual search constitutes a very 
tedious activity, in which one is prone to overlook many examples. The SEU 
analysis method, although still vulnerable to oversights and inconsistencies, 
is bound to do much better. The SEU therefore forms an important resource 
by providing a (more or less) complete list of examples, already sorted 
by structure, from a subset of English meant to be representative of "the 
grammatical repertoire of adult educated native speakers of British English" 
(cf. Quirk and Svartvik 1979: 204). However, the fixed set of drawers is a 
limitation. It is only possible to examine those structures for which drawers 
were set apart. Furthermore, the drawers only provide a single search key 
for access to the material. As a result, there is no easy way to study the 
relation between two structures. One can only go to the drawer with the 
less frequent structure and there track all examples of the other structure. 
2.2.2 Full phrase structure analysis 
For the next step in the evolution of syntactic databases, the focus shifts 
from looking for specific properties to taking each utterance and providing 
a full phrase structure analysis for it.24 However, few attempts have been 
made to take the linguistic analysis beyond the level of syntax, into the 
realms of semantics, pragmatics and discourse. Utterances are considered 
in isolation and, furthermore, their description is limited to clause (and 
phrase) internal relations and on the whole cannot establish logical relations 
between non-adjacent constituents. At the moment, this can still be deemed 
the state of the art. I have not been able to discover any corpus which 
combines a phrase structure representation with other types of analysis and 
which is of sufficient size for useful linguistic research. 
The honour of producing the first fully syntactically analysed corpus of non-
trivial size probably goes to the University of Gothenburg. Alvar Ellegârd 
(1978) reports on the analysis of 128,000 words of the Brown corpus (cf. 
Kucera and Francis 1967).25 The analysis was done completely by hand, 
which obviously brings with it a high probability of inconsistency and in-
correctness. Ellegârd recognizes this fact and states: 
For the purposes we have in mind - a preliminary statistical analysis 
as the one presented here, and pilot studies on individual grammatical 
24
 The level of detail of the analysis may differ per database, however, as we will see 
below. 
25
 A corrected and extended version of this syntactic database was created by a group 
under Geoffrey Sampson and is being made available (as the SUSANNE corpus) since 
the end of 1992 by the Oxford Text Archive. A description of the extended analyses can 
be found in Sampson (1994). 































































































Figure 2.8: Ellegârd's analysis representation 
points, we hope and think that the degree of accuracy is sufficient. 
(Ellegárd 1978: 8) 
The detail of the analysis, and its representation, can be seen in Figure 2.8 
(reproduced from Ellegard 1978: 84). The text and its analysis is given in 
five columns (note that columns 2 and 3 are not separated by layout). The 
first column contains the words of the text and any higher order constituents 
used in the analysis, e.g. a subordinate, non-relative (P) declarative (D) 
infinitive (J) clause: /PDJ11. The second column gives the location of 
the utterance in the corpus, e.g. A020150. The third column identifies 
the constituent dominating the current word or higher order unit. Column 
four gives the syntactic function of the current unit, e.g. "property" is a 
direct object (O) in the dominating clause and "personal" is a modifier 
of "property" (02).2e The fifth column, finally, lists the wordclass of the 
current word, e.g. an -ing particle form of the verb "miss" ( VG). The tree 
format representation of one of the utterances from Figure 2.8 is shown in 
Figure 2.9. 
26Note that prepositions are not taken to head a prepositional phrase, but are instead 
viewed as a special type of modifiers, e.g. "of" is a prepositional modifier of "persons" 
(03P). 
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Figure 2.9: Tree representation of Ellegârd's analysis 
Independently of Ellegârd's activities, Jan Aarts at Nijmegen University 
had started a similar project in 1976. The Computer Corpus Pilot Project 
(CCPP) collected and analysed its own corpus of 130,000 words of contem-
porary British English, the Nijmegen corpus (cf. CCPP Workgroup 1978 
and Keulen 1986). The most important difference with Ellegârd's project 
is found in the approach to the analysis process. In the CCPP project the 
analysis was not done completely manually, but the computer played a large 
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part as well. 
The original design of the analysis process was straightforward. The 
analysis process consisted of three stages. In the first stage, each word in the 
corpus received two codes: a Word Class Code, describing syntactic prop-
erties of individual words, and a Constituent Boundary Code, describing 
utterance and constituent boundaries. These codes were inserted manually 
by post-graduate students at the English departments of the universities of 
Amsterdam, Groningen, Leiden, Utrecht and Nijmegen. It was hoped that 
consistency would be ensured by a detailed manual of instruction for the 
coders (CCPP Workgroup 1978) and regular meetings to discuss problem-
atic cases. Consistency is obviously always a desirable goal in such a project, 
but in this case it was a necessary goal since the codes were used as input 
to the second stage of automatic syntactic analysis. This analysis was done 
by a parsing program automatically generated from a context-free grammar 
which used the Word Class Codes and the Constituent Boundary Codes as 
terminal symbols. Since the structure of the analysis tree was already coded 
in the Constituent Boundary Codes, the parser only had to label the nodes 
of the tree. Each node received two labels, one for its syntactic function 
and one for its syntactic category (Figure 2.10, taken from the Nijmegen 
corpus). In the third stage all labelled analysis trees were checked. Further-
more, for the utterances for which more than one analysis had been found 
the contextually appropriate one was selected. This final stage was again 
done manually, by student assistants at Nijmegen University. 
During the project, however, the straightforward design proved to be 
insufficient. The parser brought to light an unexpectedly large number 
of errors in the coding. Apparently manual coding of text material was far 
more difficult than expected, even with the help of a manual and discussion. 
Especially for longer utterances it is very easy to lose track of the constituent 
structure.27 Furthermore, the task of recognizing this structure, difficult 
enough in itself, was complicated by a vertical presentation of the utterances 
and the numerical representation of the constituent boundaries. The large 
number of errors forced the abandonment of the simple three-stage process. 
Instead of going through the three stages once, the project had to cycle 
through them several times. During each cycle, the codes were corrected 
further. Sometimes the grammar was extended also, when errors were found 
to be the result of grammar deficiencies instead of coding mistakes. All in 
all, it was not before 1983 that the analysed Nijmegen corpus was deemed 
to be a finished product. 
In the terminology given above, the design of the CCPP project was one 
of human creation, followed by computer creation, followed by human selec-
tion. As can be expected, employing a human creation phase is an uncertain 
27This does not only lead to Constituent Boundary Code errors, but also to errors 
in the Wordclass Code, such as erroneous choices for the transitivity of verbs, which 
are supposed to show the transitivity in the actual context rather than the potential 
transitivity. 
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Figure 2.10: CCPP analysis tree 
proposition, especially when it is the very first phase in the whole process. 
The fact that manual coding is even more error-prone than was expected, 
is maybe the most important finding of the CCPP project. A further ob­
servation can be that the computer is indeed a useful tool in exposing such 
errors.
2 8
 In reaction to these observations the team at Nijmegen University 
decided to try to limit human involvement in the analysis process to selec­
tion phases only. This attempt was made in the TOSCA projects, described 
However, it must be stressed that the computer only spotted those errors which did 
not allow it to find a labelling of the tree. It is likely that other coding errors escaped 
notice. 
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below. 
Although the CCPP project may not have run as smoothly as expected, 
its main product, the analysed Nijmegen corpus, should not be dismissed 
as just having historical value. At its own level of detail and consistency, 
it is one of the largest available analysed corpora. The analysis trees show 
the complete phrase structure analysis of each utterance and each and every 
node is not only marked for its syntactic category, but also for its syntactic 
function (Figure 2.10). A certain level of consistency of analysis is guaran-
teed since all analyses have been produced by the same parsing program.29 
The state of the art in syntactically analysed corpora is exemplified by the 
TOSCA corpus. It is being created at Nijmegen University by Jan Aarts' 
group (which as a result of the activities has now become known as the 
TOSCA group) and ultimately is to consist of one million words of analysed 
text.30 The foundation for this work was laid in the TOSCA I and TOSCA 
II projects. In the TOSCA I project (1981-1985) the basic philosophy of 
the analysis system was defined and supporting tools were developed (see 
Aarts and van den Heuvel 1985). In the TOSCA II project (1985-1989) a 
new corpus of contemporary British English of 1.5M words was compiled 
(the TOSCA corpus), a high detail, wide coverage grammar for English was 
written, and the analysis process as a whole was tested (see Oostdijk 1991). 
In reaction to the experiences in the CCPP project, the TOSCA analy-
sis system was to contain as few human phases as possible. However, the 
requirement that the system should yield only the contextually appropriate 
analysis precluded a totally automatic analysis system. Automatic selection 
of the contextually appropriate analysis is extremely difficult even when the 
system has semantic and pragmatic knowledge at its disposal, and virtually 
impossible if only syntactic knowledge can be used, even when the syntac-
tic knowledge is complemented by probabilistic information. This meant 
that there would have to be at least some human involvement. In order 
to improve consistency any such human involvement was to be limited to 
selection phases. 
As a result the analysis system was designed as an interactive system, 
in which the analysis of each utterance was split into phases and which al-
lowed human "intervention" between each two phases (cf. Aarts and van den 
Heuvel 1985). Only simple interventions were allowed, always representing a 
choice between options provided by the system. Furthermore, user-activated 
intervention was only envisioned for the testing stages; in the final produc-
tion stage all interventions would be prompted by the system and this only 
29Consistency cannot be guaranteed completely because of the human involvement in 
the process. 
30At the time of writing of this thesis, finalization of a fully analysed TOSCA corpus 
is being delayed because the TOSCA group has given priority to the use of the corpus 
as a kind of analysis laboratory. An example of this is the use of the TOSCA corpus in 
the creation of a tagger and a parser for the ICE project (cf. Greenbaum 1992 and Aarts 
1992). 




























































Figure 2.11: TOSCA analysis tree 
when really necessary. 
Again, the reality of corpus analysis proved fatal to an elegant design. 
The coverage and detail of the grammar were such that the parser genera­
tor in use at the time was at the limit of its power. The complexity of the 
resulting syntactic parser alone led to parse times which were unacceptable 
for an interactive system (cf. Oostdijk 1991). This complexity (and hence 
parsing time) was increased further by the additional interface layer neces­
sitated by the combination with the other phases (cf. van den Heuvel 1988). 
Experiments with the combined system showed that the desired decrease in 
the amount of manual intervention would lead to a situation in which even 
the simplest utterance could not be parsed in an acceptable time. 
As a result, the TOSCA group had to revert to a simpler analysis system 
design for the time being. The basic ideas on intervention were still adhered 
to, but intervention was only allowed at two points in the analysis process, 
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one at the halfway point, after lexical and morphological (i.e. paradigmatic, 
cf. page 16) analysis, and one at the end, after syntactic (i.e. syntagmatic) 
analysis (see Oostdijk 1991 and van Halteren and Oostdijk 1993). At each 
point, intervention consisted of the resolution of all ambiguity. In theory, 
this should not be necessary at the halfway point. In practice, however, it 
proved to be the only way to give the syntactic parser a chance to do its 
work in a reasonable amount of time and space. A positive effect of the 
choice for only two intervention points was that it was now acceptable to 
run the automatic phases in batch instead of interactively, and the problem 
of long waits for the human component of the parser was removed. 
The investment in overcoming the difficulties in the parsing process is 
well paid back by the detail of the output, which can be seen in Figure 2.11. 
(reproduced from Oostdijk 1991: 177). The difference in analysis with the 
earlier corpora is twofold. The most obvious change is the addition of feature 
information on the nodes. Less obvious, but at least as important, is the 
better consistency at the descriptive model level. In Ellegârd's analyses and 
in the CCPP analyses, phrasal constituents would only be marked when the 
analyst was forced to do so because they consisted of more than one word 
(see e.g. "stocks" in Figure 2.9 and "brickwork" in Figure 2.10). Although 
this does in fact conform to the traditional (but informal) description in 
Quirk et a). (1972), it has an extremely negative effect on exploitation of 
the data, since it forces explicit specification of all possible single word 
cases whenever a search pattern is defined. In the TOSCA analyses such 
constituents are always marked, which makes exploitation of the data much 
easier. 
Apart from the detail, the TOSCA corpus' great advantage is its im-
proved general consistency of analysis. Since human intervention only con-
sists of a selection from what the machine offers, all resulting analyses are 
certain to conform to the TOSCA grammar.31 A possible future problem 
here looked to be that this is only true for the utterances which are in fact 
analysed by the system. At the time of writing of Oostdijk (1991), early 
1991, a sizable amount of utterances remained which could not be analysed, 
either because they contained a construction not covered by the grammar 
or because the allotted time and space were insufficient to complete the 
analysis (in total about 12% of an examined fiction sample and 44% of an 
examined non-fiction sample; cf. Oostdijk 1991: 214 for an exact break-
down). However, in the meantime this problem has been under attack from 
two directions. Most importantly, experimenting with grammars and parser 
generators has continued (cf. Koster 1991 and Nederhof 1994) and the new 
developments are very promising. As a result more and more of the remain-
ing utterances are becoming parseable in an acceptable amount of time and 
space: now, in 1997, the average number of 'unparseable' utterances in fic-
31This does not necessarily mean that there are no errors, though, since obviously the 
human can still make the wrong selection. 
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tion is down to about 5%.32 We can already conclude that the aim of an 
interactive analysis environment is a viable one for all but a few problematic 
utterances. The second approach is aiming at a fall-back position for those 
few problematic cases. An analysis tree editor has been constructed with 
which the remaining utterances can be submitted to a manual analysis (cf. 
Beinema and Barkema 1995). The resulting trees are then to be checked 
automatically in order to make sure that they conform to an analysis de-
scribed by the grammar. For those, even fewer, utterances which do not 
conform to the grammar, an analysis will be constructed which is as close 
as possible to a conforming one and the presence, and possibly extent, of 
irregularity will be noted. 
2.2.3 Skeleton analysis 
In some recent large scale projects the insistence on a full phrase structure 
analysis has been abandoned. The need to analyse large amounts of text 
has led to a more superficial analysis, usually called skeleton (or skeletal) 
parsing. In skeleton parsing analysis trees are built, but only a limited set 
of constituent types are marked. The exact set is primarily determined by 
the well-definedness and recognizability of these constituents: there has to 
be a reasonable chance for the analyst, or the preparatory parsing program, 
to mark them correctly. For the same reason, the analyses only identify the 
syntactic category of the constituents and there is no attempt to include 
syntactic function information. 
We examine the two best-known of such projects. The first is the Skele-
ton Treebank project at the Unit for Computer Research on the English 
Language (UCREL) at Lancaster (actually more a combination of several 
projects, cf. Leech and Garside 1991). The second is the Penn Treebank 
project at the University of Pennsylvania (cf. Marcus et al. 1993). Both 
projects aim at the analysis of many millions of words. 
After some attempts with probabilistic grammars (computer creation of 
analysis trees followed by human change of analysis trees, cf. Garside et 
al. 1987), the group at Lancaster has completely abandoned an automatic 
parsing stage and now only resorts to large scale hand-parsing33 
in the belief (since substantiated) that the hand-parsing process, 
if it could be sufficiently simplified, controlled, and accelerated by 
machine-aided input, would outperform the dual process of machine-
parsing followed by human correcting. (Leech and Garside 1991: 20) 
The output of millions of words of analysed material certainly seems to 
support this belief, at least if we understand the word "outperform" to 
32Because of a recent concentration on fiction, no current figure is known for non-
fiction. However, it can be safely assumed that the. parsing situation for non-fiction has 
vastly improved as well. 
33
 After semi-automatic wordclass tagging. 
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[Fr when.RRQ [N[N& test_NNl matches_NN2 N&] ,_ , 
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day.NNTl ] intemationals_NN2 N+]N] ,_, [V 
proliferated_VVD [P around_II [N the_AT world.NNl 
N]P]V]Fr]Nr]V]S+] :_: and.CC [S+[N t h a t _DD1 N][V 
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Florence.NPl N]N] ,_ , [V had.VHD to.TO buy.VVO [N 
a.ATl jumbo-sized.JJ [ record.NNl book.NNl ]N][Ti 
to.TO keep.VVO [N track.NNl [P of.IO [N i t .PPHl 
all .DB N]P]N]Ti]V]Fr]Nr]V]Fn]V] !_! S+] 
Figure 2.12: UCREL representation of a skeleton parse 
refer to the quantity of the analysed material. However, one should note 
that an exact comparison of this project with the projects discussed above 
is difficult because of the difference in level of detail. Also, the standard of 
consistency and correctness in the hand-parsing is rather uncertain.34 
There is a second reason for abandoning an automatic parsing stage: 
A more principled reason for this change lay in the fear that the pro-
cess of manual correction of machine parses could lead to a bias in the 
result, since the human posteditor might be influenced, consciously 
or unconsciously, by the parse for which the automatic parser had 
shown preference. (Leech and Garside 1991: 20) 
This, however, is less convincing, since it is only valid if one assumes a setup 
in which a probabilistic parser yields a single analysis which can then be 
changed ("postedited") by a linguist (as in the earlier UCREL work). Such 
biases are less probable in a TOSCA-like setup, where the parser yields all 
grammatical parses and lets the linguist choose. 
An example of a skeleton parse is shown in Figure 2.12 (reproduced 
from Leech and Garside 1991: 21), and its translation to tree format in 
Figure 2.13. It represents a reasonably complete phrase structure analysis. 
34According to Magerman (1994), who has experimented with the Lancaster/IBM 
Trecbank, the internal consistency of the treebank has been measured at a little higher 
than 50%, meaning that if the same sentence is analysed twice by treebankers, there 
is only a 50% chance that the two analyses will be identical. However, a much higher 
consistency is achievable: when a smaller set of test data was annotated by multiple 
treebankers and consensus analyses were selected, a consistency of 90% was reached. 
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Figure 2.13: Tree representation of UCREL skeleton parse 
In this example, only an adverb phrase node for once more is missing.35 
Another effect of the freedom given to the treebankers is visible for the 
combination one day, which is marked as a constituent, but not labelled. 
In the guidelines for skeleton parsing 
treebankers were asked to mark as a constituent any sequence of words 
which they "felt" was a constituent, even if they did not know what 
label to use in identifying it. (Leech and Garside 1991: 23) 
Although this is an advantageous feature of skeleton parsing in that it allows 
the treebankers to put in all the information they can confidently provide, 
However, in this particular case this may be so because once more is considered to 
be a compound adverb, as indicated by the ditto tags RR21 and RR22. 
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Figure 2.14: UPenn representation of Penn Treebank parse 
the resulting inconsistency in the treatment of less surely identifiable cate­
gories has rather negative effects on subsequent exploitation of the data. 
Unlike the UCREL group, the Penn Treebank project group did use a setup 
where a computer creates an analysis and a human then edits it (cf. Marcus 
et al. 1993). The problem experienced at UCREL, that the removal of 
erroneous brackets suggested by the parser is more time-consuming than 
the insertion of all the correct ones by hand, is absent here for two reasons. 
First, the Penn Treebank project marks a smaller number of categories 
than the UCREL group so that there are fewer brackets to remove. Also, 
the parser (Fidditch, cf. Hindle 1989) only marks those constituents about 
which it is reasonably sure: 
Fidditch only builds structures when this is possible for a purely syn­
tactic parser without access to semantic or pragmatic information, 
and it always errs on the side of caution. (Marcus et al. 1993: 321)36 
To what degree the "annotatore" are influenced (and possibly misled) by 
the presence or absence of brackets in the parser's output, as suggested by 
Leech and Garside, is not clear. 
An example analysis can be seen in Figure 2.14 (taken from the Penn 
Treebank).3 7 Again we also show the same analysis in tree format (Fig­
ure 2.15). It is obvious that the low degree of detail (e.g. the total absence 
of feature information) severely limits the type of research questions for 
which the analysed data is useful.38 However, for the questions for which 
it is useful, the Penn Treebank material certainly has the advantage of size. 
Any statistical evaluation of results will hardly suffer from the fact that 
there are too few observations. It is also hoped that the effects of incor-
3 e The paper goes on to describe a long list of constructions Fidditch (deliberately) does 
not mark fully. 
3 7 The analysis shown here is in the so-called Style I annotation scheme, with which 
4.5 million words have been annotated. Part of this material has subsequently been 
(manually) upgraded to the Style II annotation scheme, which focusses on aspects of 
predicate-arguments structure (cf. Marcus et al. 1994 and Bies et al. 1995). 
38Style II certainly means a considerable improvement here, but then again much less 
data has been annotated with it. 
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Figure 2.15: Tree representation of Penn Treebank parse 
rectness and inconsistency, both of which are bound to be present,39 will 
become negligible because of the sheer amount of correct data. 
The development of skeleton treebanks should not be seen as a next evo­
lutionary step of syntactic databases, but rather as complementary to the 
development of full phrase structure analysis databases. Ideally, one would 
like to have only a single type of syntactic database, both large and with 
a high degree of detail and consistency, but current resources just do not 
allow their creation. Instead, projects have to choose between quantity and 
quality. Fortunately for future researchers, both avenues are being pursued. 
In a couple of years, when a researcher wants to investigate a linguistic 
phenomenon, he can use the type of syntactic database most suited for the 
39Magerman (1994) claims the internal consistency of the Penn Treebank to have been 
measured at only 23%. 
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investigation, the one for a macroscopic, the other for a microscopic view. 
In some cases, he will even be able to use both types and the information 
from one type will supplement that from the other. 
2.3 Database management for syntactic 
databases 
The previous section has shown that there are quite a few syntactic data-
bases which are of interest to a linguist. Unfortunately, the mere fact of their 
existence is not enough. To be of use, syntactic databases must be made 
available in a form that is accessible to linguists. As has been mentioned 
earlier, accessibility for data of the size and complexity of syntactic data-
bases can only be supplied by a computer. This means that, first of all, the 
database must be machine-readable. Furthermore, there must be software 
to support the linguist's activities. For exploration of raw (or maybe even 
tagged) corpora standard software such as wordprocessors is often sufficient. 
For storage of and access to syntactic databases there is need for a more 
specialized piece of software, a database management system (DBMS). Now 
there are many types of database management system, but they are not all 
equally suited for this task. 
In the subsections below we examine how well some types of database 
management system can be used for the storage of syntactic data, keeping 
in mind that syntactic databases should eventually become part of more 
general linguistic databases. We will concentrate on the three major types 
of database management system in use today: 
• textual database management systems 
• relational database management systems 
• object-oriented database management systems 
However, before proceeding with the examination of the individual types, 
we first have a look at the criteria that are important in the determination 
of the usefulness of a specific database management system. 
The main criterion for selecting a specific database management system is, 
of course, that it is able to efficiently store, retrieve and manipulate the 
type of data one has. A major aspect of this criterion is that the system 
must be able to present the data in a form, a model, that is understandable 
to the user. Note that this data model is only needed for presentation to 
the user; the internal representation may be considerably different. 
Our presentation of examples in the previous section shows what we 
think the data model should be: an analysis of an utterance is represented 
by a tree in which each constituent is represented by a node, which is labelled 
for its syntactic properties, which has a single link to a father node and 
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which has a variable number of links to son nodes. Mostly, the tree will be 
a pure tree, in which all links conform to this hierarchical structure, but 
some syntactic databases allow more extensive linkage. In the examination 
of database management systems below we will always assume the tree-like 
model to be used for the user's view of the data. 
Although the type of data to be stored is certainly a major factor in 
selection of a database management system, it is not the only one. Just as 
important is the targeted user group of the system. The group of poten-
tial users of syntactic databases has several attributes which entail further 
restrictions as to the choice of a database management system. 
First of all, most would-be users are members of a linguistics department. 
As such, they will not have access to specialized computer equipment and 
funds for software will also be limited. This means that the database man-
agement system must be able to run on (relatively) standard hardware and 
must not rely on specific underlying software unless that software is part of 
the operating system or otherwise freely available.40 Preferably, the data-
base management system must itself be freely distributable, i.e. it should 
not contain any parts which are under copyright to third parties. 
Secondly, the amount of effort involved in corpus work, in combination 
with the abovementioned lack of funds, necessitates a high degree of user 
cooperation. To allow such cooperation it is necessary that the database 
management system can be easily linked to other software and data that are 
already available. This means that the representation of the data and the 
methods of its manipulation should, wherever possible, adhere to accepted 
standards.41 
Last, but certainly not least, most of the targeted users are not well-
versed in data processing and, as a result, user-friendliness is of very great 
importance. The database management system must provide either a suffi-
cient level of lay support itself or at least the means to add such support. 
On the other hand, it is undesirable that the measures that ensure user-
friendliness put restrictions on the possible uses of the system. The system 
should be flexible enough to allow uses which are unsuspected at the time 
of system design, since the subject field is too broad to oversee all possible 
uses beforehand. For such more creative use of the system, however, it is 
probably possible to count on the user involved having a deeper insight in 
actual programming. 
2.3.1 Syntactic data in a Textual DBMS 
The simplest representation of a linguistic database is as (flat) text, a se-
quence of ASCII characters (cf. International Organisation for Standard-
40However, it should be possible for the system to take advantage of any special features 
present on the host machine in case they can benefit the user. 
41
 Note that although the data model we selected is fairly standard there are still choices 
as to representation of the model. 
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ization 1983). It is the natural way to represent a raw corpus. A tagged 
corpus also lends itself very well to such storage. It is only necessary to 
somehow differentiate between the tags and the words, either by choosing 
a special form for the tags or simply by layout. 
A problem arises when we try to represent trees, for trees are basically 
two-dimensional while textual representation is only one-dimensional, which 
means that information may be lost in the translation to the textual repre-
sentation. Fortunately, the two-dimensionality of the trees most often found 
in syntactic databases, i.e. pure trees, is of a very limited nature. Since there 
can be no crossings between or loops in the connections between the nodes, 
it is possible to represent a tree, without loss of information, as a so-called 
bracketing: the contents of each subtree are placed between brackets and 
the structure of the tree is reflected by the nesting of the brackets. If the 
nodes in the tree are labelled, the labels are attached to the brackets and 
the representation is called a labelled bracketing. We have already seen 
examples of labelled bracketings in Figure 2.12 and Figure 2.14. 
Such simple labelled bracketings, however, become insufficient as soon 
as the pure tree is extended with non-hierarchical links. This unavoidably 
happens when analysis data is combined with other types of information 
(cf. Section 2.1). But even a purely syntactic annotation can grow beyond 
the limits of the pure tree: as soon as the analysis involves phenomena like 
pronominal reference, discontinuity or ambiguity, the analyses can no longer 
be represented by trees and hence can no longer be translated to labelled 
bracketings. 
If we want to hold on to a textual representation we have to fall back 
on a more extensive markup formalism such as the Standard Generalized 
Markup Language (SGML; ISO 8879, cf. Goldfarb 1990 and Coombs et al. 
1987). This formalism allows us to define and use a large set of markup 
symbols for all kinds of annotation. It also provides the means to represent 
links and cross-references which cannot be coded by direct inclusion. As 
a result it is possible to encode network structures and hence all the data 
structures described in Section 2.1. An example of an SGML encoding of a 
syntactic analysis is shown in Figure 2.16. 
Standardization to SGML is also a step towards possible collaboration 
with others: a standard markup system enhances exchangeability of the 
data. We must observe, however, that SGML only provides standardization 
at the level of the markup formalism. The form of the markup may be 
standardized but the exact use one makes of it, e.g. the choice of the 
set of markup symbols, can still vary from project to project. This can 
easily lead to a multitude of different markup schemes that may well be 
mutually incompatible. Fortunately, the international scholarly community 
has recognized this danger and has undertaken to develop a set of standards 
which can act as guidelines for scholarly text markup (the Text Encoding 
Initiative, TEI, cf. Sperberg McQueen and Burnard 1994). Adherence to 
these standards brings with it the promise of interchange with comparable 




<feat«re> <f ввв»> faactioa </f вава> <t та1ве> t t t w u c · </t тт1ве> </featare> 
< f H t m > <f ваве> category </f ш 
< / í w t i r M > 
<CoajtitB«Bta> 
a> <f та1аа> aesteace </f та1ее> </featara> 
<coaatlteeet atraccoaposita i e e r e f l > 
< f M t i r a > 
< f » t m > <f aaa»> faactioa </f 
<featmre> <S aaam> category </f 





<featare> <І aeaw> faactioa 
<featara> <t i m v category 
< f n t o n > <f U M > t y p · </f 
< / f M t l T M > 
<*or4> the </vor«> 
</coastltaaat> 
< c o B i t i t a w t a t n c 4 t o a l c > 
< f « t t t t » l > 
aaa*> <f valae> aubject </f та1еа> </featore> 
вев»> <f та1ае> noaa parase </t те1«е> </faatara> 
вве> <f valaa> »lagalax </f те1ве> < / f e a t u e > 
</f яам*> <f та1ае> deteraiaer </f та1ое> </foatare> 
</f ввве> <f та1ве> a r t i c l e </f е1ве> </featara> 
ваам> <f valae> d e f l a i t e </t valaa> </faatmra> 
< f w t a n > <t вввм> f u e t i o B </f ваяе> « Ы м > h u d </f та1ва> < / Í M t u « > 
<featBre> <f вам> category 
<featare> <f і ш > typa K/t 
</l aaa*> <i valae> вевв </f та1ве> </feat«re> 
aaa»> <f та1ае> совам </f тв1ае> </featara> 
<featare> <f і а н > master </f ваве> <í та1ве> elagalar </f та1ае> </featare> 
</faataraa> 




<coaatltaaat I t n c ^ a p u l t a > 
<featarea> 
<feature> <f aaae> f a n e t i « </t 
<feetttre> <f aaae> category </l 
вааа>> <f та1ае> verb </f та1ае> </featara> 
вава> <f та1ае> тетЬ phreae </f та1ве> </featare> 
<featare> <i aaaw> typ« </f aea*> <í а1ве> anmotranaitlTe </f та1ве> </fe*tare> 
<ƒ«atare* <i ваае> f o n </f веае> <f та1ва> preaeat < / í valee> </featare> 
</featareB> 
<coaatltB«mt»> 
<cout i taaat atrac4toalc> 
<featarea> 
<íeatara> <f аам> fasctloa </f вааа> <f тв1»а> amia »erb </ƒ та1ве> </íeatare> 
<feetare> <f ввм> category 
< í u t u * > <І і і м > typa </f 
<feat«re> <J B I M > fors </f 
</featarea> 





< f H t U M > 
<featare> <f вавм> f u c t l o m </f 
<faatara> <t aaaa> category </f 
<fe«tare> <f вавш> ввяЬег </f ai 




<featmre> <f аев»> f u c t l o a 
<feetara> <f вавш> category 
<featare> <ƒ aaas> typa </î 
</feataraa> 
<*ord> вІешеИ </*ord> 






< / t M l y » l i > 
</f в і м > <1 f t l u > l e x i c a l тетЬ </f val«a> </feature> 
вавм> <f та1ве> •oBotraBjitiT· </f та1ва> </featar*> 
вваи> <f та1ве> praaeat </f та1ае> </feat«re> 
aaa»> <f та1ва> direct object </t та1«е> </faatare> 
ввам> <f та1ва> воав parase </f та1ае> </featare> 
ви> <І та1аа> eiagalar </f та1ве> </featare> 
</í аав»> <f таІве> head </f та1ае> </feataxe> 
</f aaa*> <J а1ве> ртовоав </f в1ше> </featare> 
яавн> <í та1аа> r e f l e x i v « </1 T U B O > </fMtmre> 
Figure 2.16: A syntactic analysis of the sentence "the barber shaves himself" 
in SGML notation 
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projects and a high probability of availability of suitable software. 
All in all, we can conclude that it is indeed possible to use a textual 
representation for all types of information found in a syntactic database 
and that the desired standardization is feasible as well. 
The textual representation also appears to be well-supported by software 
tools. The focus of computer support for corpus linguistics has so far been 
on lexical approaches to the field and therefore on the treatment of raw and 
tagged corpora. As a result there are quite a number of software packages 
for the exploitation of textually represented corpora. Some systems which 
are widely known and used in the corpus linguistics community are OCP 
(Oxford University, see Oxford University Computing Service 1988), PAT 
(University of Waterloo, see Salminen and Tompa 1992), TACT (University 
of Toronto, see Bradley 1989). Each of these has its special advantages, 
such as character set definitions (OCP, TACT), better performance through 
(precomputed) indexing (PAT, TACT) or regular expression searches (PAT, 
TACT). But sometimes there are also clear disadvantages, such as limits on 
corpus size (TACT). However, there certainly seems to be a useful program 
for each type of word or string based corpus exploitation. 
The most important advantage of a textual representation is its portability. 
It is based on international standards which are either accepted almost 
universally (ASCII) or at least widely (SGML). The exact set of structural 
tags will differ from database to database, but a common core as defined by 
the TEI will be present most of the time. The textual form guarantees that 
the data can be used not only with software especially designed for this type 
of data, but with all systems working on text. The representation is also 
very flexible. With SGML anything one could want can be added without 
difficulty (as far as representation is concerned). It is only necessary to 
define the form of the addition for the system and describe its meaning for 
potential users of the data. 
When looking at Figure 2.16 one might think that the size of the rep-
resentation is prohibitive to its use. However, we must distinguish here 
between the the ability of a machine to store the representation and the 
ability of a user to work with it. For a machine, the size of the representa-
tion is not as great a problem as it seems at first sight. First of all, recent 
developments in data storage, such as compression techniques and optical 
storage media, have put an end to most worries concerning space require-
ments. Furthermore, the size is the result of the need to distinguish many 
types of information. If a database provides less information the size can be 
reduced, as is evidenced in the labelled bracketings; if a database provides 
this much information it will need a lot of space in any representation. For 
the user, the problem is more substantial. It is clear from Figure 2.16 that 
a more elaborate textual representation is virtually impossible for a human 
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to read directly.42 For a comprehensible presentation we will need special-
ized software after all, since the abovementioned standard systems can only 
present the text in the form of the character sequence as which it is stored. 
There is yet another disadvantage of the character sequence representa-
tion. The mapping of a multi-dimensional data structure to a one-dimension 
al form cannot but cause problems in subsequent search and manipulation. 
Most of the software systems described above only give access to the one-
dimensional form. There are some programs which provide limited access to 
the underlying multi-dimensional structure.43 However, real access to this 
structure can only be provided if the system does a complete parse of the 
entire representation and translates it internally to its multi-dimensional 
form.44 
From these observations we can conclude that textual database systems are 
probably not the best choice for day-to-day use of linguistic databases. Since 
for all but the most simple uses specialized software is needed which first 
interprets the textual representation, it is much more efficient to store the 
data in its interpreted form. The textual representation, however, has an-
other function which is at least as important: it can serve as an interchange 
format in which data can be moved between places and software systems. 
This does not mean that the textual representation can be ignored com-
pletely when considering aspects of day-to-day database use. After all, a 
linguistic database represents a text. Conceptually, this text should also be 
accessible to the user as a text, not just as a nodal network. This means 
that operations that are generally used in text processing software, such as 
searches for specific words or for regular expressions, should still be available 
even though the underlying representation scheme may not use words as ba-
sic elements. Furthermore, since the user expects word searches to be easy 
and hence fast, it is useful to incorporate optimization techniques devel-
oped for textual databases, such as word indexes, in the linguistic database 
management system. 
2.3.2 Syntactic data in a Relational DBMS 
The most standardized data representation scheme is the relational model 
(cf. Codd 1970 and Date 1981). It is based on the idea that all connections 
between data objects can be expressed as relations. A relation is a kind of 
42Remember that the layout used in Figure 2.16 to clarify the structure is unlikely to 
be present in the actual representation. 
43
 An example is QUERY (see van der Steen 1982) used for years at the University of 
Amsterdam until the platform it was written for ceased to exist. 
44
 In some places this has led to development of more extensive software which can do 
such parsing, e.g. at the University of Amsterdam QUERY was replaced by PARSPAT 
(cf. van der Steen 1987) and at the University of Waterloo PAT was complemented with 
GOEDEL (cf. Gönnet and Tompa 1987). 





















Figure 2.17: Example of a relation 
table which lists a number of objects (keys) that are somehow connected. 
An example can be seen in Figure 2.17. The keys here are the name, room 
number, telephone number and department. There is always one key (or 
combination of keys) which is more central to the relation, in this case the 
name. It is called the primary key and it is assumed that each specific value 
for the primary key occurs only once in the relation. 
There are several advantages to the relational model. Its representation 
is conceptually close to the data it usually models and it is therefore user-
friendly: 
The relational view .. . provides a means of describing data with its 
natural structure only - that is, without superimposing any additional 
structure for machine representation purposes. (Codd 1970: 377) 
The model is very simple and has allowed the development of a relational 
calculus (see Date 1981), which allows formal analysis of the data and its 
manipulation, which in turn leads to improvements in consistency and ef-
ficiency. Finally, there is a standard formalism for definition and manipu-
lation of relational data, SQL (ANSI X3.135; cf. American National Stan-
dards Institute 1986).45 As a result, the relational scheme has become the 
most popular data representation scheme. 
Unfortunately, the relational scheme does not seem to be well-suited for 
syntactic data. It is possible to represent syntactic analyses as relations, 
but it is not easy (see Figure 2.18). The main problem is formed by the 
integrity restrictions on primary keys in relational databases: no component 
of a primary key may be null (undefined) and all primary keys in a relation 
must be distinct. Since all properties of a node have frequently occurring 
values, we have to add a separate key to act as a node identification. More 
Also ISO/IEC 9075. 
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importantly, we cannot represent the connections to the sons of a node in a 
straightforward manner. For later manipulation it would be more efficient 
that the father node is the primary key, but in that case we are forced 
to place each son in a different key (Option la in Figure 2.18) or even in a 
different relation (Option lb). This restricts the number of sons that a node 
can have and complicates the formulation of queries. The other solution is to 
let the son node be the primary key (Option 2) or have a separate relation for 
connections to sons with the combination of node number and son position 
as primary key (Option 3). These are conceptually more appropriate, but 
both are likely to have horrendous consequences for the performance of the 
system. 
We can observe right away that one of the major advantages of the rela-
tional scheme, its conceptual closeness to the data it models, is practically 
absent for syntactic analysis trees. It is hard enough for most people to cope 
with the concept of an analysis tree, let alone an analysis tree translated to 
relations. 
The representation of node connections also causes problems for queries 
involving more than one connection. It is very hard to specify node config-
urations encompassing more than one level. It is even worse if we want to 
specify a node configuration spanning a variable number of levels, a com-
mon enough requirement because of the basically recursive nature of natural 
language syntax, e.g. specification of a clausal constituent which contains, 
at any depth in its analysis, a prepositional phrase indicating a time aspect. 
According to Date a query going down a variable number of levels "cannot 
be expressed in the relational algebra or languages of equivalent power" 
(Date 1981: 190). 
A less formal problem is the efficiency of relational database management 
systems trying to cope with syntactic analysis trees. The problem becomes 
clear when we look at an everyday user action: examining a tree on the 
screen. To the user a single tree is a single object, or at most a closely 
related group of objects. To the database management system this is not 
the case. The tree must be pieced together from information which is spread 
out over a number of relations. If Option 1 above was chosen we can at least 
hope that this data is clustered and can be found easily. With Option 2 or 
3, however, there will have to be as many database-wide retrievals as the 
tree has levels. As a result, one of the most common operations for syntactic 
databases is bound to be enormously inefficient.46 
Finally, the relational model recognizes only unordered data. All queries 
automatically involve the entire data set and by design do so in an unde-
fined order. This non-navigational quality of queries is useful to the system 
because it allows the system to choose the most efficient order for query eval-
uation. It is also of benefit to the user since he can formulate his queries 
without paying attention to any order which may be present. However, un-
4eFor further problems stemming from attempts to handle structured objects with an 
RDBMS, see Loomis 1994. 
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Figure 2.18: Analysis data as relations 
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like the usual data in relational database systems, most text has a natural 
order. It is usually produced linearly and it is usually supposed to be con-
sumed linearly. As a result, text contains phenomena which are based on 
this linear nature, e.g. pronominal reference. Since it should be possible to 
examine these phenomena (e.g. as in Biber 1992), a query language ought 
to contain means for navigational queries as well, something which SQL 
does not. 
The conclusion must be that relational database management systems 
are eminently unsuitable for the storage of the general type of syntactic 
database. The only type of syntactic database for which they may be of 
practical use is one in which the analysis trees contain a fixed (and low) 
number of node levels.47 Only then do the advantages of standardization 
and availability outweigh the problems described above. 
This does not mean that we cannot use aspects of the relational model. 
There are a great many people who are familiar with SQL and there is work 
on natural language interfaces which tries to translate natural language 
queries to SQL queries (cf. Cercone et al. 1991). This means that many 
users could be served by allowing SQL as an alternative query language. 
Furthermore, it could be useful to try to recognize non-navigational queries 
and to try to subject them to query optimization techniques developed for 
relational database management systems. 
2.3.3 Syntactic data in an Object-Oriented DBMS 
The conclusions about textual and relational data representation schemes 
seem to indicate that our hope must be placed on object-oriented database 
management systems.48 These systems combine database management with 
the object-orientation paradigm. The central entity in this paradigm is not 
the process, but the (autonomous) object. Each individual object consists 
of a number of properties, among which are the operations that can be per-
formed on or with it. Rather than for individual objects, sets of properties 
(and their implementation) are defined for classes of objects and objects 
can only occur as members of a class.49 
47Kaye (1988) argues that the relational representation is the suitable one for a syntac-
tic database. The problems we observe for the relational representation are not reported 
in this paper because the basic entity is assumed to be the individual constituent with its 
properties rather than the constituent as a node in an analysis tree. This assumption is 
understandable since the system is designed for the Survey of English Usage data, which 
has this form, and is meant to provide functionality which resembles that of traditional 
concordance software. We can conclude that the relational representation can also have 
its uses if one is satisfied with limited functionality. 
48For a more detailed description of object-orientation and object-oriented databases 
see Loeffen (1992) or one of its main references: Blair 1991, Hughes 1991, Khoshafian 
and Abnous 1990, Kim 1990 and Zdonik and Maier 1990. 
49From a purist point of view a system may only be called object-oriented if it has 
a number of additional features such as inheritance of properties between classes. For 
our purpose these additional features are an added bonus rather than a necessity. Con-
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This data model appears to be perfect for our needs. Each of the data 
types identified in Section 2.1 can be represented by its own object class. 
The model allows a high degree of user-friendliness, since all properties 
of nodes, such as connections, can be modelled in the way in which they 
feel most natural for the user. Obviously, there is a need for specialized 
software to present the data to the user, but performance can be much 
better, because the objects are already in an accessible form and hence the 
need for interpretation is much smaller than with textual databases. 
Although they promise to be the solution we are looking for, object-oriented 
database management systems have the disadvantage that there are as yet 
no universally accepted standards. There is a kind of consensus on the main 
features that an object-oriented database management system should have, 
but apart from that, widely divergent opinions exist on practically every 
detail. However, research and development appears to be converging into 
two main approaches, each of which is working towards a standard and each 
of which boasts a wide enough support group to make that standard viable. 
The first approach, generally known as the pure object-oriented ap­
proach (cf. Atkinson et al. 1989), takes as its basis some object-oriented 
data model and adds database functionalities, resulting in what is termed 
an object-oriented database management system (OODBMS). The support­
ers of this approach have organized themselves into the Object Database 
Management Group (ODMG) and have committed themselves to adhere to 
the Object Database Standard (ODMG-93; cf. Cattell 1994), which is based 
on an object model supported by the Object Management Group (OMG; 
cf. Soley and Kent 1995). Since the ODMG contains a large number of 
OODBMS suppliers and systems conformant to (parts of) ODMG-93 are 
already becoming available, it is very likely that ODMG-93 is indeed going 
to be a de facto standard for this type of DBMS. However, we must remark 
that ODMG-93 is as yet incomplete in that it lacks clear and workable 
proposals for some of the needed database functionality and that it is still 
very much a work in progress. The future will have to show whether the 
remaining problems can be solved. 
The second approach (cf. Stonebraker et al. 1990 and Darwen and Date 
1995) follows the reverse route: it takes the existing, relational database 
model as its basis and adds object-oriented functionality as advanced fea­
tures. This leads to what is generally called a object relational database 
management system (ORDBMS). The standard for ORDBMSs, SQL3 (cf. 
Melton 1996) is going to be an ANSI and ISO standard, which makes it 
likely that most RDBMS providers will extend their products in accor­
dance with the standard. As it is based on well-established techniques, 
SQL3 does not suffer from the problems encountered in the ODMG work. 
sequently, we will ignore such features ала may even mention systems which are not 
object-oriented in the strict sense. 
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However, if these problems axe to be avoided altogether, the extent of the 
object-oriented functionality will have to be limited. Although compatibil­
ity between the relational model and linguistic data is going to be increased 
(e.g. recursive queries will become available; cf. Gallagher 1994) it is as yet 
unclear whether the basic conceptual incompatibility will dissolve. 
Since the two approaches are incompatible at a fundamental level, there 
is no hope that the ODMG and SQL3 standards will ever be merged com­
pletely.50 It is also unlikely that one of the two standards will be abandoned 
in favour of the other, as the followers of each approach are making substan­
tial investments in the technology needed to support their own standard. 
This means that, if there is going to be standardization at all, it will at best 
take the form of two co-existing standards. 
As a result of the lack of standardization, existing linguistic database pro­
jects that are based on the object-orientation paradigm tend to use ad hoc 
solutions which build on the software that happens to be available. As an 
example, the New Oxford English Dictionary project at the Univerity of 
Waterloo decided to extend the Maple system for symbolic manipulation to 
create a system for what they call text-dominated databases, the GOEDEL 
system (cf. Gönnet and Tompa 1987). 
Another option is not to use an existing object-oriented DBMS, but only 
an existing object-oriented language. This route was taken by the CODER 
project at Virgina Tech, which developed a C++ class library (LEND) to 
support the database operations they needed (cf. Chen 1992; Fox 1987). 
A language like C + + is a good choice, since it is an accepted standard 
(Ellis and Stroustrup 1990) and there is a freely available implementation 
(g++, distributed by the Free Software Foundation under the GNU License 
Agreement). 
We can conclude that, because of the current lack of standardization, it is 
unwise to base a complete linguistic database strategy purely on a specific 
object-oriented representation. Fortunately, the compatibility between the 
SGML marked up textual representation and the object-oriented represen-
tation provides the opportunity for a perfect hybrid strategy. 
In this strategy, the standardization, and hence portability, is based on a 
data interchange format in a textual representation. It uses SGML markup 
and a standard set of markup symbols and strategies, built around the TEI 
core. For day-to-day work object-oriented systems are used, employing a 
collection of objects that corresponds to the collection of entities which are 
marked up in the SGML representation. At first, there will be a number 
of different object-oriented environments, using different underlying object-
50It is expected that there will be convergence for specific aspects, e.g. with respect 
to the query language, as indicated by Melton (1996) and also noted in Kovács and van 
Bommel (1996). 
2.4 - The Linguistic DataBase program 49 
oriented DBMSs and providing different services.51 However, the future will 
hopefully bring standardization to the object-oriented community and then 
these tools can be merged and full portability can be reached on all levels. 
2.4 A Prototype: the Linguistic DataBase 
program 
After the broad investigation and speculation about the future of database 
management for syntactic databases in the previous section, we now look 
back to the past to examine some aspects of a system for syntactic data-
bases in more detail.52 From 1983 to 1987, a first attempt to create a 
dedicated system for syntactic databases was undertaken in the Linguistic 
DataBase project.53 This project resulted in the Linguistic DataBase pro-
gram (LDB).54 The LDB program is rather restricted in scope. Although 
the name of the project suggests otherwise, the program is not able to han-
dle all the types of annotation described in Section 2.1. It is aimed purely 
at the management of syntactic analysis trees and only node links between 
father and son nodes are provided for. Furthermore, the labelling of the 
nodes is assumed to be of a specific type.55 Each node can be labelled with 
• a syntactic function (e.g. subject) 
• a syntactic category (e.g. noun phrase) 
• any number of attributes (e.g. plural) 
The LDB data structure deviates from pure tree structure only in its 
representation of ambiguity. Seen from the root down, special nodes are in-
serted at the points where differences in analysis are located. When different 
analyses have subtrees in common, these subtrees are stored only once and 
51In fact, this is starting to happen already. In academic circles, we see developments 
in text analysis, e.g. new systems such as TATOE (cf. Alexa and Rostek 1996) and 
CELLAR (cf. Simons 1997). And we find the integration of OO technology and SGML 
in non-academic environments as well, e.g. in document management systems. 
52Parts of this section have been previously published as van Halteren (1989). 
53In fact, the Linguistic DataBase project consisted of two phases. The first phase was 
executed from 1983 to 1985 and laid the foundation of the system. This phase of the 
project was sponsored by the Dutch Research Council (ZWO) under project no. 300-
169-002 (cf. van Halteren and van den Heuvel 1986). The second phase was executed 
from 1985 to 1987 and added further refinements (cf. van Halteren and van den Heuvel 
1990). 
54The abbreviation LDB was chosen at the start of the Linguistic DataBase project. 
It later turned out that this led to confusion with another NLP term, Lexical DataBase. 
Since then we have tended to use the full name, Linguistic DataBase. However, in some 
cases, such as this thesis, when the term is used very often and no confusion need be 
expected, we fall back on the abbreviation. 
55This reflects the fact that the LDB program was to be used primarily for the analyses 
produced by the TOSCA group (cf. Section 2.2.2). 
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used by multiple analyses.56 This yields a delta-like network structure. In 
the LDB, however, there is at all times exactly one active choice at each of 
the special nodes. In this way the delta is projected to a pure tree, allowing 
the display and search mechanisms of the LDB to operate on it. 5 7 
In this section we want to examine the LDB as a prototype for specific 
aspects of management systems for syntactic databases in general. In ad­
dition, the presented information is meant as a basis for understanding the 
references to the LDB system in the coming chapters. We will focus the dis­
cussion on the accessibility to the user of the query language of the system, 
a formalism called expJoration schemes. The main reason for this is that the 
query language is the component which best illustrates how system design 
is influenced by the nature of the data and its projected use. An additional 
reason is that the prototype function of this aspect is less limited in its 
generalizability by the abovementioned restricted scope of the system than 
is the case for most of the other important aspects, such as data definition, 
storage and presentation to the user. The fixation of the data format has 
prevented any need for variable treatment of these aspects and has allowed 
an approach in which their treatment is hard-wired into the program.5 8 
2.4.1 Design philosophy 
As already mentioned in the previous section, most of the intended users 
of the LDB are not computer scientists, but linguists. They are people 
who can benefit from the use of computer programs, but who do not want 
to create programs themselves. In order to bring these people to use the 
more complex functions of a system, then, we must present them not with a 
programming language but with a query language. Obviously, the more this 
query language looks like an ordinary programming language, the higher the 
barrier against using it will become. Our aim, then, was to devise a query 
language which is, or at least looks, as easy as possible to the user. 
An obvious choice for such an easy query language is the user's own 
language, i.e. natural language. Using for instance English for a query that 
can be used to find phrases like the very old tree which is hollow would result 
in something like: 
find all noun phrases in which the head is premodified by an adjective 
phrase while being postmodified by a finite sentence in which the 
subject is the word which and the subject complement yet another 
adjective. 
5 6This technique is called local ambiguity mapping and subtree sharing. It will be 
presented in more detail in Chapter 3. 
5 7
 Note that it is left to the user to find a sensible interpretation of frequency counts 
derived from more or less ambiguous analyses. 
58Even for the query language, however, we must note a limitation to the prototype 
function: since the data in the database is immutable, the query language is only used 
to examine, not to manipulate the data. 
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Figure 2.19: Textbook syntax tree 
Much work is being done in the axea of natural language interfaces, but 
a full-blown working system is not to be expected for years to come (cf. 
Androutsopoulos et al. 1995). Furthermore, another look at the example 
above evokes some doubt about the usefulness of natural language for com-
plex queries: as soon as the number of referenced entities and their relations 
goes up, even a human has trouble understanding what is meant. 
For the LDB we adopted something we call the chameleon approach: we try 
to create ease through familiarity. How do we achieve this familiarity that 
helps linguists to use the system? The targeted users know something about 
syntax and are therefore familiar with the syntax trees as they are repre-
sented in the standard textbooks on syntax: trees like the one in Figure 2.19 
(reproduced from Quirk et al. 1985: 988). 
The first step is to replicate this representation as closely as possible 
on the computer screen. However, since the LDB is supposed to work on 
standard equipment (i.e. without special graphical facilities), this exact 
representation is not quite attainable. However, rotation to a horizontal 
orientation and translation from slanted lines to straight ones yields the 
screen layout shown in Figure 2.20, with which a linguist should have no 
trouble.59 Because of space considerations the node labels in the tree are 
not shown in this so-called tree map view. Instead, there is always a high-
lighted node, the focus, for which the full labelling is shown at the bottom 
of the screen. The linguist can move this focus through the tree (with 
59In fact, this tree layout is sometimes used for reasons independent of equipment 
limitations, e.g. in Aarts and Aarts (1988a). 
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Figure 2.20: A syntax tree on the screen 
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Figure 2.21: Zoom-in of a syntax tree ("environment view") on the screen 
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CAT - >NP' 
FUN « 'PREH' 
CAT - 'AJP' 
FUH - 'РОИ' 
CAT - 'SF' 
-1—|FUN » 'SU' 
VOR = 'WHICH' 
FUN » 'CS' 
CAT » 'NP' 
CAT 'SF' FUN - 'POH' 
scroll:YUDLR()<> focuB:FSl-90PN edit:IETCOW view:V help:? exit:* 
Figure 2.22: A search pattern on the screen 
mostly one-key commands) to examine the labelling. The next step leads 
to another viewing mode, the environment view (Figure 2.21), in which the 
system zooms in on the focus and shows abbreviated forms of all node labels 
for each node on the screen. This view can be used if information about 
the labelling is preferred to a larger number of nodes on the screen. Apart 
from the information on the screen, nothing changes. The same navigation 
commands can still be used. The final step brings us to search patterns. 
The LDB provides the linguist with a pattern editor which displays search 
patterns in the same way as analysis trees (Figure 2.22) and which is con­
trolled with the same commands. In three simple steps, we take a linguist 
from the familiar notion of analysis trees to the novel notion of search pat­
terns, in the hope that this makes it easier for him to understand and even 
create such search patterns. 
2.4.2 Queries 
But how much can be accommodated in a query that is represented in 
the form of a tree? The pattern in Figure 2.22 represents the structure 
described in the natural language query above.60 The figure shows that 
a rather complex structure can be described by a simple configuration of 
pattern nodes labelled with restrictions on the content of the nodes. The 
restrictions are expressed as equations with fixed values and specifiers, i.e. 
M A list of the keywords used in the query language of the LDB can be found in 
Appendix B. 
54 СЬ. 2 - Syntactic Databases 
FUN = 'HD' 
SNO = 2 
LEAF 
FUN = 'POM' 
WCT > 5 
Figure 2.23: A search pattern with structural specifiers 
references to information found at the nodes and at the leaves. The specifiers 
which refer to the contents of nodes in the LDB are: 
• FUN, function, the syntactic function of the node 
• CAT, category, the syntactic category of the node 
• ATT, attributes, the (semantico-)syntactic attributes of the node 
• WOR, words, the text of the constituent 
In the same way it is possible to specify structural properties of the tree. 
The set of specifiers which refer to tree structure are: 
• ROOT, the node is the root of the tree 
• LEAF, the node is a leaf in the tree 
• LVL, level, the node's level within the tree 
• SNO, son number, the node's position among its brothers 
• FWNO, first word number, position of the first word of the constituent 
• LWNO, last word number, position of the last word of the constituent 
• WNO, word number, position of the word (used on leaves) 
• SCT, son count, the number of immediate constituents 
• WCT, word count, the number of words in the constituent 
Except for ROOT and LEAF, which represent a truth-value, all of these are 
numbers and can be used in any arithmetical equation to determine whether 
a node is admissible. The way these specifiers are used is exemplified in the 
search pattern in Figure 2.23. 
The pattern searches for certain noun phrases with postmodifiers. The 
noun phrase (CAT = 'NP') has to have exactly three immediate constituents 
ПкТ I МП I 
ϋ υ ΐ 
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CAT = 'PP' CAT = 'PP' ANYDEPTH 
Figure 2.24: A search pattern with ANYDEPTH 
Figure 2.25: A search pattern with ANYORDER 
(SCT = 3). The second of these (SNO = 2) is the head of the noun phrase 
(FUN = 'HD') and consists of one word (LEAF). The third is a postmodifier 
(FUN = 'POM') and consists of more than five words (WCT > 5). Note that 
the first immediate constituent is not specified; it can be anything at all. 
Specifications at the pattern nodes cannot only further detail the re-
strictions imposed by the pattern; they can also change them. The basic 
rules of the pattern tree are that a son in the pattern matches an immediate 
constituent in the syntax tree. Furthermore, the order of the sons in the 
pattern reflects the order of the constituents in the syntax tree, although in-
tervening constituents are allowed. These rules may be broken when certain 
modifiers are used. 
ANYDEPTH allows a son to match not only an immediate constituent but 
one at any level under the father. The pattern in Figure 2.24 searches for 
nested prepositional phrases and will match under the tree standing in the 
park even though in the park is not an immediate constituent of the entire 
phrase. 
ANYORDER allows the sons to match constituents in another order than 
specified. This means that the pattern of Figure 2.25, requesting a subject 
and a subject complement, will match he was old as well as old he was. 
With the means described above it is possible to give the exact values 
that the specifiers must have. Sometimes, however, it is necessary to specify 
that things are the same without knowing their value. For this purpose, 
variables are used. 
56 Ch. 2 - Syntactic Databases 
CAT = 'NP' — 
FUN => 'POM' 
CAT = "category 
FUN = 'POM' 
CAT = "category 
Figure 2.26: A search pattern with variables 
Figure 2.26 shows a pattern searching for noun phrases with two post-
modifiers of the same category (e.g. prepositional phrase as in the tree with 
the large leaves in the park). As the variable "category has to have the 
same value in all its occurrences in the pattern, the categories of the two 
postmodifiers must be the same. The quote (") indicates that the variable 
is a string. In this example equality is used, but it is just as easy to demand 
inequality or some other relation. 
The pattern mechanism can be used to specify just about any possible 
situation in a syntax tree, but one thing is lacking. If something more than 
a search is needed (such as output to a printer), there must be a way to 
specify what other actions have to be performed. It would be unnatural to 
force these action specifications into the search pattern, as their intended 
effect necessitates an ordering which does not fit in well with a tree struc-
ture. Therefore, activities are introduced to complement the search pattern. 
Together, pattern and activities form a so-called exploration scheme. There 
are five activities, one for each of the natural breaks in the search process: 
the corpus intro and corpus effect for the initialization at the start of the 
search and the handling of results at the end; the tree intro and tree effect 
for the same purposes but on a local scale, namely before and after each 
analysis tree; and finally the match effect that is executed every time a 
match is found. 
In an activity, screen and file output can be generated, global variables 
can be changed and the flow of search can be influenced. Furthermore, 
information can be shipped from the search pattern to the match effect by 
way of variables (as shown in the examples below). All this may sound 
like a step back to a 'normal' programming language such as PASCAL, and 
perhaps it is. But in a database management system, queries (programs) 
mainly exist for finding some object and doing something with it. The 
complexity of a query is reduced enormously if we are able to filter out the 
search part: the activities in exploration schemes usually show no more than 
one or two instructions. The operations that are performed most frequently 
are good examples of this. The use of a search pattern for its original 
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CAT = 'NP' 
WOR = " t e x t 
MATCH EFFECT: 
FILE( NEWLINE, LOC, ) 
FUN = 'PREM' 
FUN = 'POM' 
: ' , " t ex t ) 
Figure 2.27: An exploration scheme which extracts noun phrases with pre-
and postmodification from the database 
purpose, that is to make a search, requires only a match effect with just one 
instruction: USER. This instruction suspends the search process and hands 
control back to the user, who can then examine the analysis tree that was 
found. A match effect is also sufficient if we want to send information to 
a file. An exploration scheme which extracts the text of all noun phrases 
with pre- and postmodification from the database is shown in Figure 2.27. 
The text is shipped from pattern to match effect by way of the variable 
"text. In the match effect it is written into a file, each new noun phrase 
neatly on a new line and preceded (separated by a colon and a blank) by 
an indication of the location it is found at. 
The compilation of a frequency table is slightly more difficult, as can be 
seen in Figure 2.28. A frequency table is produced of the categories found as 
premodifier-postmodifier pairs. The corpus intro initializes the table. The 
match effect links the categories received from the pattern into one string 
and adds this to the table. The corpus effect presents the resulting table on 
the screen, in the format shown in the bottom right corner of the figure. 
The simple use of the activities makes learning to work with them less of 
a barrier than learning a complete programming language. Yet the power of 
exploration schemes is sufficient for most database actions. The LDB may 
not have the power of a full-fledged programming language but an almost 
complete system that can be used by end-users is better than a complete 
system which requires help from a computer scientist. 
2.4.3 Evaluation 
The LDB has been in use for some 10 years now. Experience shows that 
linguists without previous computer experience are indeed able to learn to 
work with such a system fairly easily. However, most of them do not get 
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CAT = 'NP ' 
WOR = " t e x t 
FUN = 'PREM' 
CAT = "premcat 
FUN = 'POM' 
CAT = "pomcat 
CORPUS INTRO: 
$"freqtable := 0 
MATCH EFFECT: 
"entry := "premcat + ' - ' + "pomcat 
"entry OF $"freqtable +:= 1 
CORPUS E F F E C T : 




















Figure 2.28: An exploration scheme which creates a frequency table 
beyond a certain level of simple use. To invest the time to go further and 
master the full capabilities of the LDB needs a kind of commitment not 
present in most casual users. The ones who do go further generally find the 
user interface agreeable and sufficiently powerful for their needs. 
A database management system for the full range of syntactic data-
bases will have to go beyond the boundaries of individual syntactic analysis 
and will therefore have to cope with all the kinds of data described in Sec-
tion 2.1. It is clear that the LDB is insufficiently flexible for this and that 
the mechanisms of such a system should be of a much more general na-
ture. However, the experiences with the LDB show the basic viability of an 
exploration-scheme-like approach. 
These experiences have also taught us some more general lessons regard-
ing the interaction with users. The most important of these have resulted 
in the list of system requirements below. They are not only valid for the 
restricted area of management systems for syntactic databases, but can be 
extended to database environments in general, possibly even to all computer 
environments. 
• For a database management system for corpus linguistics, the users 
fall into broadly two categories: the producers (of linguistically anno-
tated data) and the consumers. As we are dealing with an academic 
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rather than a commercial field, it can be assumed that producers are 
themselves also consumers. However, even in consuming they will 
have different characteristics. Pure consumers are incidental visitors 
to a database. They only see what is offered through the primary user 
interface. Usually they are not experienced computer users and need 
support for all but simple database access. Some will invest in mas-
tering the full potential of the system, but most will not. Producers 
are those who compile and annotate corpora. As such they will have a 
fuller insight in the structuring of the data. They will want to use this 
knowledge also when exploring it. These observations imply that the 
system must do better than to provide a single, fixed user interface. 
• The pure consumers benefit greatly if the user interface is kept as 
simple as possible. The best interface yet is a human intermediary, 
experienced in using the system. As the economic situation at most 
research institutes does not allow the cost for a specialist just for 
support, this is not a viable option. The next best thing is a front 
end with natural language capabilities as well as knowledge about the 
data and its possible uses. Artificial intelligence researchers are doing 
their best to create systems which can handle such a situation, but 
again the option does not yet seem to be a viable one at this point in 
time. What does seem to be a viable option is a menu- and/or icon-
driven system. When supported with good documentation, printed as 
well as on-line, such a system is easily mastered and sufficient for the 
transient user. 
• Users who are going to make more than trivial use of the system 
should not be forced to learn to use all aspects of programming (i.e. 
formulating queries) at once. Rather, they should be offered a learning 
path which consists of many small steps. The new feature added with 
each step must complement the part of the system that is already 
familiar and together with it form a complete and logical whole. 
• The first step on this path towards programming is the most important 
and therefore should appear to the user to be the easiest step. It is here 
that the chameleon approach brings the largest payoff. The familiarity 
of 'programs' through their likeness to known data can be reinforced 
by making the presentation on the computer screen of program and 
data as similar as possible. The experience with the LDB shows that 
this technique does indeed have a positive effect on the speed with 
which people get used to programming. 
• Further steps may be less important, but still need much attention. 
Users of the LDB have problems especially when the familiarity dimin-
ishes, e.g. through the introduction of variables. Therefore, care must 
be taken that the familiarity is disturbed as little as possible with the 
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introduction of each new concept. When such disturbances cannot be 
avoided, extra effort should be put into other support mechanisms, 
such as on-line help and large amounts of examples in the documen-
tation. 
• There must be a way in which the user can influence the interference 
of the user interface. While some aspects of the LDB have shown 
themselves to be still too complicated for the unaided user (e.g. the 
mechanism for the creation of frequency tables), others are felt as 
being too meddlesome. A feature that is helpful to beginners, such 
as an extensive menu structure, soon becomes irritating when more 
experience is gained. The user interface should have more than one 
degree of helpfulness. The very least is a choice between 'beginning' 
and 'experienced', the first almost leading the user by hand through 
the system and the second giving him all freedom to use what he 
already knows. Furthermore, this choice should not have to be made 
for the entire system at once, but rather for each aspect separately. 
• The system should be extensible, not only internally, but also exter-
nally. While an almost complete system is sufficient for most uses, 
there will always come a moment when one needs something not pro-
vided for. At that point it must be possible to create (or have someone 
create) that extra provision. If it cannot be done with the internal 
mechanisms for extension, the provision can only be realized in an 
external program, written in some programming language. Therefore, 
the system should allow links to such external programs. 
There is yet another, even more general lesson to be learned from our ex-
periences: it is not impossible to open the way to computer use for those 
people who can benefit from it, but are put off by its complexity. When 
fancy computer systems remain unused while the prospective users are solv-
ing their problems by hand, it is not because the users are unwilling; it is 
because the computer scientists have created programs which are not acces-
sible enough. Computers will only be useful to everyone when not power 
but usability by the intended user becomes the prime target of computer 
scientists. 
Chapter 3 




you're getting us through the woods 
S T E V E N S O N D H E I M , I N T O T H E W O O D S 
3.1 Introduction 
Syntactic databases, when stored in a practically useful format, tend to be 
an excessive factor larger than the original text.1 A good example of this 
can be found in Figure 2.16 (p. 40). This example only represents a single 
analysis of an utterance. The size of the database will grow even further if 
we allow for ambiguity, i.e. multiple analyses of the same utterance. For-
tunately it is possible to employ mechanisms that minimize the amount of 
extra storage that is required for ambiguous structures. In this chapter we 
examine such mechanisms. Note, however, that the storage efficiency pro-
vided by these mechanisms is not the only criterion by which they must 
be judged. In most cases, ambiguous analyses will at some point be pre-
sented to a linguist for disambiguation. As a result, a mechanism which 
uses an ambiguous analysis representation which is suitable as an interface 
for human disambiguation is preferable to one which does not. 
In this section we define what we mean by ambiguous structures. Sec-
tion 3.2 describes the form of a number of storage reduction mechanisms, 
which mostly rely on sharing common parts of the separate parse trees, 
resulting in a so-called shared forest. Two of these mechanisms will be ex-
amined in more detail: Section 3.3 shows the algorithms used to transform 
(conflate) a set of separate parse trees into a shared forest (or optimize the 
sharing in a shared forest) for these mechanisms and Section 3.4 presents 
the results of testing these algorithms on a set of ambiguously analysed 
'Parts of this section have been previously published as van Halteren (1991). 
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utterances. These sections will in principle deal only with syntactic tree 
structures. 
3.1.1 What is an ambiguous structure? 
Ambiguity, in the traditional sense, is the existence of two or more different 
interpretations for the same text unit (word, phrase, sentence, etc). In the 
context of linguistic databases, this means that the same text unit can be 
represented by two or more structural descriptions which are different in 
a non-trivial sense.2 It is irrelevant whether the descriptions differ in tree 
structure, in node labelling, or both. Hence, it is also irrelevant whether the 
ambiguity would traditionally be classed as structural ambiguity or Jexicai 
ambiguity. On the other hand, it may be relevant which aspects of the text 
unit are considered in the analysis. Take, e.g., the sentence He walked to 
the bank. If the analysis consists of part-of-speech labels only, the sentence 
is unambiguous. If, however, word sense is taken into account, there are 
at least two interpretations due to the presence of the word bank, a choice 
between which is impossible without more context. 
A more complex example of an ambiguous sentence is 
I see that white sheep follow the black sheep which can find the way 
home. 
We take this sentence to be ambiguous with regard to the following three 
points: 
• The word that can be either a subordinator or a determiner. When it 
is regarded as a subordinator, the subject of the clause is white sheep, 
which is plural, and the verb follow is in the present tense. In the 
other case the subject of the clause becomes that white sheep, which 
is singular, and follow is an infinitive. 
• the black sheep can be either singular or plural. 
• The clause which can find the way home can be a postmodifier either 
to the black sheep or to that white sheep. The second case is only 
possible with the interpretation of that as a determiner. Reading this 
sentence out loud helps to show this: only with a stressed that does 
the attachment become acceptable. 
2
 Note that this definition of ambiguity is built on the axiom that the possible inter-
pretations are actually separable and that it is possible to choose one interpretation as 
preferable to the others given a specific context. An alternative would be to use only the 
available context and to underspecify the analysis, i.e. to give an analysis which amal-
gamates rather than separates the different interpretations. This approach can be seen 
e.g. for attribute values of analysis nodes in AGFLs (cf. Koster 1991) and for modifier 
attachment in ENGCG (cf. Voutilainen and Tapanainen 1993). 
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All in all there are six readings of the sentence. Disambiguation is only 
possible if the context is known, either linguistically (further utterances) or 
non-linguistically (situation knowledge, e.g. the speaker points at a white 
sheep or information about the sheep in question is provided). 
Reverting for a moment to the consideration of the full field of linguistic 
databases, we see that the structure of ambiguous analyses is mirrored in 
that of variant texts. We speak of variant texts when two (or more) non-
identical texts are recognized as variant versions of one and the same work. 
An example is shown in Sperberg McQueen (1989). The first stanza of the 
poem "Lord Randal" is presented in 14 different versions, the first two of 
which are 
' 0 where ha you been, Lord Randal, my son? 
And where ha you been, my handsome young man?' 
'I ha been at the greenwood, mother, mak my bed soon, 
For I'm wearied wi hunting, and fain wad lie down.' 
' 0 whare hae ye been a' day, Lord Donald, my son? 
О whare hae ye been a' day, my jollie young man?' 
'I've been awa courting; mither, mak my bed sune, 
For I'm sick at the heart, and I fain wad lie doun.' 
Traditional examples are usually culturally significant texts, with the bible 
probably being the text with the most versions. However, practically any 
preserved text will exist in more than one version, e.g. the versions of 
software manuals, following the corresponding versions of the software, or 
the manuscript of any published work before and after the publisher's editor 
has gone through it. Further examples and methods of representation of 
variant texts can be found in Sperberg McQueen and Burnard (1994). 
In most of this chapter we will concentrate on analytic ambiguity. How­
ever, from a database point of view, the distinction is conceptual rather 
than technical, so that most, if not all, points that are made are valid for 
textual variation as well. 
3.1.2 What causes analytic ambiguity? 
There are several kinds of ambiguity, the most obvious (but also the rarest) 
being that, even after consideration of complete contextual and situational 
information, a text unit still has more than one meaning, whether intended 
by the author or not. The more usual situation is that a text unit is only 
ambiguous in isolation, but can be disambiguated by its verbal or situational 
context. Such ambiguity remains unresolved if the context is not available 
in the analysis process. By design, our ambiguous analysis example is of 
this type. The most frequent cause of ambiguity in textual databases, then, 
is that insufficient contextual or pragmatic information is available. This is 
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generally the case when the analysis is not done by a human, with all his 
inherent interpretational skills and knowledge of the world. 
A machine does not try to understand the text. It tries to recognize 
structure by comparing the words in the text with some formalized knowl-
edge about the language. This practically always includes a lexicon and 
usually morphological and syntactic analysers, but semantics, pragmatics 
and world knowledge are beyond the capabilities of most systems. This 
means that interpretations which a human does not even consciously con-
sider cannot be ruled out by a machine because of lack of information. It 
is often assumed that adding just one more level of analysis will solve all 
problems, e.g. adding semantics when a purely syntactic analysis is found 
to be too ambiguous. However, although extra information provided by 
the additional level does tend to weed out a number of incorrect interpre-
tations resulting from the analysis so far, the now more complex analysis 
also gives rise to new, possibly even greater, ambiguity. As for adding more 
rules within existing levels, it appears that, as the complexity within a level 
increases, almost any combination of interpretations suggested by the pre-
ceding levels can be shoehorned into an analysis conforming to the rules. 
The effects of ambiguity in actual text analysis are described by Oostdijk 
(1991). 
It is rare to find excessive ambiguity in annotated data as distributed to 
end-users. Before distribution, a single analysis is usually selected. When 
a linguist supervises the analysis and makes the selection, this is likely to 
be the contextually appropriate analysis (or analyses in the case of real am-
biguity or lack of context). A system without human supervision may use 
statistics to choose a likely analysis. In both cases, the chance of eventually 
picking the right analysis is increased if no information is deleted prema-
turely. This means that, throughout the analysis process, preferably all 
possible analyses must be taken into account and hence stored. The choice 
to carry along all possible interpretations until they can be definitely ruled 
out has far-reaching consequences for the storage space needed. If no special 
measures are taken each new interpretation produces another full analysis 
tree that has to be stored. Seeing the enormous number of interpretations 
yielded even on sentence level alone it is clear that this is not a valid option 
and that more efficient representations will have to be used. 
When human intervention is used in the analysis process it is compu-
tationally more efficient to have these interventions take place as early as 
possible. A typical example is disambiguation of the lexical category of the 
words in the text unit, which is not overly complicated for the linguist and 
can drastically reduce computation time. However, many of such decisions 
could well be made automatically (e.g. in The man walks the interpretation 
of man as a verb can be ruled out automatically since it can never be used 
in a valid syntactic analysis). Each parsing project will have to consider the 
most efficient use of human and computational resources and determine the 
most suitable intervention points. In this chapter we will not go into this 
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aspect. We will only consider the final disambiguation step in the analysis 
process, in which a choice between analysis trees has to be made. 
3.2 Storage mechanisms 
All computational linguistics projects which aim at a grammar of a language 
with full coverage (i.e. more than a toy grammar which focusses only on 
a certain aspect) run, at some point in their work, into the problem of 
excessive ambiguity. Without special measures, excessive ambiguity leads to 
equally excessive storage needs and a crippling decrease in the manageability 
of the analyses. In an attempt to solve, or at least alleviate, such problems, 
many mechanisms have been devised over the years for a more efficient 
representation of ambiguous analyses. This section will examine some of 
these mechanisms. Although such examinations usually focus exclusively 
on the resulting storage efficiency, we will also take usability as an interface 
to a human disambiguator into consideration. The reason for this is that 
ambiguity resolution by humans is the safest way to arrive at contextually 
appropriate syntactic analyses for some time to come (cf. Chapter 2 and 
Chapter 5) and such interfaces are therefore of prime importance. 
3.2.1 Local ambiguity packing and subtree sharing 
All techniques focus on sharing those parts of the analysis tree which are 
the same in more than one reading. A straightforward way of doing this 
was used in the implementation of the Linguistic DataBase program (LDB; 
cf. 2.4). This same method is also described by Tornita (1986), van der Steen 
(1987) and Billot and Lang (1989).3 We will use Tomita's nomenclature as 
his description is the one most often referenced. The method can be viewed 
as the combination of two basic mechanisms. 
The first mechanism is called JocaJ ambiguity packing. For every simple 
ambiguity there is always a smallest subtree of the analysis tree in which 
3
 Billot and Lang's paper is different insofar as it introduces an innovative notation 
for the shared forest, namely a context-free grammar, in which the nodes are represented 
as grammar symbols and the connections as rewrite rules. E.g. the lower rewrites in 
Figure 3.1 and Figure 3.2 would be represented as something resembling 
n8(OD,SF) ::= 
nlO(SUB,COSU) nll(SU,NP) nl5(V,VP) n20(OD,NP) 
and 
n9(OD,SN) ::= 
nl2(SU,NP) nl6(V,VP) n20(OD,NP) 
In this notation local ambiguity packing is represented as multiple rewrites for the same 
symbol and subtree sharing as use of the same symbol in more than one rewrite. They 
claim this notation is more tractable than the graph representation. However, apart 
from a reference to the parsing of incomplete sentences, they do not present any concrete 
evidence in support of this claim. 
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I н е Ibtt «luie ifaeep follow Ihc hbtit япеср 
which а л find 
the way borne 
Figure 3.1: Analysis when that is regarded as a subordinate»· 
Figure 3.2: Analysis when that is regarded as a determiner 
the differences in structure are entirely contained. The unit described by 
this subtree is the unit which is actually ambiguous. When this subtree is 
not equal to the entire tree we speak (following Tornita) of locai ambiguity. 
In local ambiguity packing we do not store all analysis trees separately. The 
analysis tree as a whole is stored only once and split storage occurs only 
from the local ambiguity points down. 
Let us look at our example sentence. For the illustration of local am­
biguity packing we will consider only the two readings produced by the 
ambiguity of the word that. When we look at the root area of the two 
analysis trees (Figure 3.1 and Figure 3.2) we see that the ambiguity is com­
pletely contained within the direct object. This means that we can map 
together all nodes above this, which leads to the representation shown in 
Figure 3.3. The interface node between the separate and the shared part of 
the tree is represented graphically by a triangle, a convention we will use 
throughout this chapter. 
The second mechanism is subtree sharing. Identical subtrees which are 
present in two or more structural representations are stored only once. They 
are linked to the superordinate trees by a reference mechanism rather than 
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ie black sheep 
an find the way home 
Figure 3.4: The result of subtree sharing 
by being directly included in them. In our example we note that the direct 
object of the subclause is the same in both analyses. И we map these 
together, we get the representation in Figure 3.4. Since in purely analytic 
ambiguity every analysis is based on the same utterance, most of the lower 
levels of the analyses can be shared. 
When local ambiguity packing and subtree sharing are combined extra 
storage because of ambiguity is only needed for those parts of the tree 
that are actually different (Figure 3.5). This reduces storage requirements 
considerably as will be shown in Section 3.4. For the sake of brevity we will 
refer to the combination of local ambiguity packing and subtree sharing as 
LAP/SS in the remainder of this chapter. 
Note that LAP and SS are in fact one and the same mechanism: if we 
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Figure 3.5: The analysis tree as a whole, with local ambiguity packing and 
subtree sharing 
view the analysis tree not as a directed graph, but as an undirected one the 
distinction disappears. Local ambiguity packing represents a choice in the 
direction from root to leaves; subtree sharing a choice in the direction from 
leaves to root. The reason to make the distinction is that the directionality 
of analysis trees is usually accepted as axiomatic. Many representations do 
not even provide explicit references from son nodes to father nodes, so that 
the knowledge that LAP and SS are essentially the same cannot be put to 
use in any algorithms working on such representations. 
The efficiency of LAP/SS hinges crucially on a fundamental assumption: 
the choices at the various choice points must be independent of each other. 
This is always the case as long as a context-free grammar is used for the 
analysis. When more powerful grammar formalisms are used, links may 
be introduced between different parts of the text unit, or possibly even be-
tween different text units. Such links may cause an interdependence between 
choices at two or more local ambiguity points. If there are two interdepen-
dent local ambiguities, LAP/SS does not allow the actual nodes in question 
to be used as choice points. Instead a choice point will have to be introduced 
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Figure 3.6: The analysis of which сап find the way home when a context-free 
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which can find the way home 
Figure 3.7: The analysis of which can find the way home when an attribute 
grammar is used 
at the lowest common ancestor node. In the syntactic corpus analysis work 
at Nijmegen University we use two attribute grammar-like formalisms, viz. 
Extended Affix Grammar (EAG) and Affix Grammar over Finite Lattices 
(AGFL) (cf. Section 2.2.2).4 The ambiguous analyses are stored for human 
disambiguation with the LDB program, which uses LAP/SS, as mentioned 
above. Experience has shown that the program is able to store these analy­
ses, but the additional interrelations between separate parts of the trees 
(due to attribute links) clearly cause storage and efficiency problems. 
These problems can be illustrated by returning to our example and now 
considering all six readings. It seems that the clause which can find the way 
home can be shared by all readings (Figure 3.6). But when the analysis is 
provided with more detail the problem becomes clear (Figure 3.7): which 
can be either singular or plural in number. Unfortunately, we cannot insert 
a choice point as suggested in Figure 3.7, since it is dependent on other 
4For a discussion on the use of parse forests for attributed parse trees for AGFL, see 
Nederhof and Sarbo (1993). 
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choices. The word which is singular in case either the postmodifier attaches 
to that white sheep or the black sheep is singular. It is plural only in case 
the postmodifier attaches to the black sheep and the black sheep is plural. 
With LAP/SS, we will have to refer to the choice point shown in Figure 3.3 
and the entire path from that point down will have to be stored (at least) 
twice. 
Given the kind of data the method is designed for, i.e. data with in-
dependent local ambiguities, the conflated trees are well-suited to be used 
as an interface to a subsequent disambiguation proces, either by human or 
by machine. The reason is that the choice nodes pinpoint the differences 
between the analyses. Human disambiguation can be illustrated with a de-
scription of the disambiguation procedure in the LDB. When an ambiguous 
analysis is presented to the disambiguator, he is shown a single reading 
(Figure 3.8) in which the choice points are indicated (the nodes marked 
with tildes).5 The two choice points are the one shown in Figure 3.3 and 
the choice between singular and plural for the black sheep. There are com-
mands to choose among or browse through the choices at the focus. It is also 
possible to examine the differences represented by these choices (Figure 3.9). 
For each choice are listed 
• the function, category and attributes of the choice node 
• the function and terminal production of the immediate constituents 
In the case of truly independent choices (and a competent mapping al-
gorithm) all basic differences will be visible in this list. Sometimes the 
disambiguator will want to look at some more detail within the choices, 
but usually the list of differences alone will be sufficiënt for ambiguity res-
olution. Note that we assume the disambiguator to be someone who fully 
understands the syntactic analysis and its representation. If this were not 
the case we would have to translate the choices at a choice node into a ques-
tion that can be understood by a layman, as suggested by Tornita (1986).β 
This would force the grammar writer to add explanation templates to all 
rules which can be involved in ambiguity. Also, it is doubtful whether, 
given the need for detailed analysis, the layman will be able to make the 
correct choices at all, even with the help of the explanation. Future experi­
ences with syntax-aware wordprocessors (see e.g. Kempen et al. 1987 and 
Chandler et al. 1990) can be expected to shed more light on this. 
When the disambiguation procedure in the LDB is used, disambiguation 
of the whole tree is best done from root to leaves, even though the choices 
facing the disambiguator are much clearer for nodes nearer the leaves. The 
reason is that the presence of lower choice nodes may depend on the reading 
5In this figure we see our standard example, but without the choice in the attachment 
of the postmodifier which, as explained above, leads to representation problems. 
6 In the general case, that is. It is likely that a subset of the choices can be made even 
by a layman on the basis of simple constituent bracketing or colouring. 
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Figure 3.8: An ambiguous analysis, as presented by the tree viewer of the 
LDB 
I see that white sheep follow the black sheep which can find the way home . 
1 OD:SN SU:that_sheep V:follow 0D:the_home 
2 0D:SF SUB:that SU:white_sheep V:follow 0D:the_home 
scroll.'UDLRY ezit:X command: 
Figure 3.9: Differences between readings, as shown by the tree viewer of the 
LDB 
72 Ch. 3 - Ambiguous Structures 
chosen at higher choice nodes. Making choices at such lower choice nodes 
is not only a waste of time, but it may even cause problems. A conceptu-
ally identical lower choice node may be present in several incarnations in 
different ambiguity subtrees, because differences elsewhere prevent sharing. 
In such a case a bottom-up disambiguator may think he has already made 
a selection at a certain node. He fails to notice that when he makes a later 
choice higher up in the tree, the node at which he made the selection is 
replaced by one at which he did not do so. In the replacing node, the de-
fault selection will now be taken and this will in many cases be the wrong 
one. This problem could of course be solved by forcing the disambiguator 
to resolve all local ambiguities. We have chosen, however, for a procedure 
in which a disambiguation choice represents a preference rather than an 
irreversible pruning of rejected ambiguity subtrees from the tree. Even af-
ter all choices have been made, all original readings are still present. The 
correct one, according to the disambiguator, is now the one arrived at by 
taking the preferred choice at each choice node. In this way there is some 
room for experimentation by the disambiguator and a chance to reconsider 
earlier choices. As ambiguous syntactic structures are sometimes very hard 
to fathom, this is a necessity rather than a luxury. Again, even with this 
method, a check on forgotten selections could be made. This check is not 
made because it would force the disambiguator to an action at every choice 
node. In the current situation the disambiguator need only correct the 
choice nodes where the preferred choice is the wrong choice. No actions are 
necessary at nodes which already have correct preferred choices, made either 
during a previous inspection of the tree or maybe even by the parser. For 
as more information becomes available on the frequency of syntactic struc-
tures it should become possible to produce parsers which yield not only all 
possible analyses, but also an acceptable ordering of their likelihood. 
3.2.2 Interdependence mechanisms 
As shown above, the fact that with more powerful formalisms independence 
of local ambiguities is not guaranteed leads to difficulties in representing 
ambiguous analyses. A solution may lie in the addition of mechanisms for 
representing the interdependence between the local ambiguities. In straight-
forward local ambiguity packing there is a free choice at each local ambiguity 
point, which is represented by a special node pointing to all possible sub-
trees. What we need to do is to augment these nodes with information 
about which option at a particular node corresponds to which option at 
another node. This also means that we gain the possibility of having a 
choice point allowing a choice between a subtree or nothing. This is a pow-
erful instrument in the reduction of storage space, as we can now handle 
differences in the decomposition of categories into functions at a more local 
level. For instance, in the clause in our example, the creation of a choice 
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point choosing between a subordinator and nothing allows us to conflate 
the subjects, the verbs and the direct objects, and to handle any further 
differences at their own level. 
The simplest method to represent interdependence is to number all pos-
sibilities for the entire tree and mark each option with the numbers of the 
trees in which it is selected, e.g. in the form of a bitmap. This method 
we will call choice masking. The complete representation this yields for 
our example sentence is shown in Figure 3.10.7 Ambiguity resolution must 
be effected by stating the number of the preferred reading. It is a natural 
(and sufficiently efficient) mechanism when dealing with a limited number 
of readings. 
This will often be the case if the ambiguity is caused by textual variation. 
The TEI report (Sperberg McQueen and Burnard 1994) has examples of 
this. Also the "Rhine Delta" structure proposed by Sperberg McQueen 
(1989) (see Figure 3.11) is in fact a variant of choice masking. 
With analytic ambiguity this method is not practical: most of the time 
there are just too many possibilities. This has the rather detrimental ef-
fect that the bitmap grows to such a degree (linear in the total number 
of readings) that the representation loses any clarity it may have gained 
by localizing the ambiguity. With a large bitmap, a human disambiguator 
will no longer be able to follow the interdependences and clarity will be as 
absent as in the parallel representation. 
Seo and Simmons (1989) propose what they call syntactic graphs. All 
corresponding nodes in the trees are mapped together and all possible con-
nections are represented in parallel. In order to be able to reconstruct the 
individual parses they add an exclusion matrix. This matrix indicates for 
each pair of connections whether they can co-occur in a parse. They present 
an algorithm that enumerates the readings of a syntactic graph and prove 
that this algorithm produces all the original parse trees and only those. The 
construction of the syntactic graph takes place during the parsing process. 
It must be noted that the parse trees in their paper represent a dependency 
structure rather than the phrase structure used in the rest of this chapter. 
However, with some adaptations the basic mechanism can be used for any 
kind of tree. Syntactic graphs are useful in that they provide a reason-
ably efficient representation in which the ambiguity is localized at choice 
points. On the other hand, they are clearly meant to be operated upon by 
a computer program, such as the semantic processor mentioned in Seo and 
Simmons (1989). They do not seem to provide an easy representation to 
work with from a human point of view. 
Another possibility is postponement of information propagation through 
a shared forest. Proponents of this idea are e.g. Maruyama (1990) and 
Dekkers (1991). A shared forest is kept, reflecting the analysis as far as the 
7Note that we introduce a new kind of choice node, represented by a horizontal trian-
gle, which does not choose between connections, but between features in a node. 
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Figure 3.10: The analysis tree as a whole, with choice masking 
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Figure 3.11: Rhine Delta structure for two readings of the first line of "Lord 
Randal" 
underlying context-free grammar is concerned.8 The additional information 
(constraints in the Constraint Dependency Grammar used by Maruyama 
and affix values in the Extended Affix Grammars used by Dekkers) is stored 
separately and is referenced by the shared forest. This information is propa­
gated only insofar it is unambiguously determinable. If the ambiguity repre­
sented by a local ambiguity packing node or a subtree sharing node involves 
such information, the information is not propagated through the node, but 
kept local instead. When new information becomes available, e.g. from hu­
man disambiguators, this may resolve some ambiguity and propagation can 
continue. This method is very efficient in keeping the analysis information in 
the appropriate places. However, using this method means that a large part 
of the parser must be kept around during the disambiguation process, since 
information propagation takes place throughout it. Therefore, this method 
is best used in a parsing process with integrated interactive intervention. It 
is less suited for a process with a separate disambiguation step. 
3.2.3 Dependence linking 
In analytic ambiguity, there are at least three ways of looking at the choices 
between the different analyses. At first sight, the choice is between complete 
analysis trees. On closer examination, it becomes clear that it is possible to 
choose analyses at specific choice points in a combined analysis tree. How­
ever, even these choice points (and their possible interdependence) are no 
more than symptoms of an underlying structure of more basic choices, such 
as the ones described on page 62. None of the mechanisms described above 
refers to these underlying choices.9 Instead they operate at the level of 
choice points, where decisions sometimes have to be based on partial infor­
mation and may have obscure repercussions. As a result these mechanisms 
cannot always be handled easily by humans. We will define a mechanism in 
which the underlying choices are shown explicitly and are used in the inter­
face to the human disambiguator. We will call this mechanism dependence 
8It must be said that in Constraint Dependency Grammar there is no underlying 
context-free grammar defined as such. However, the sets of terminal symbols, role-ids 
and labels of a CDG in fact define such a grammar. For the current discussion the 
notational difference is not relevant. 
9 A possible exception is the grammar notation by Billot and Lang. The extensions 
to other than context-free grammar formalisms, which they hint at but do not expand 
upon, might use this structure. 
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linking. 
Considering our example, we know that all the choice points in Fig-
ure 3.10 stem from the three basic choices (page 62). Furthermore, since 
the attachment of the postmodifier to that white sheep is only possible when 
that is deemed to be a determiner, the basic choices are yet more restricted. 
We call this configuration of basic choices the logical choice structure. 
However, we may not always know beforehand that there are basic 
choices which underlie the network of choice points in an ambiguous analy-
sis, and which basic choices these are. Suppose this is so for our example. 
If we examined the analysis as a whole, we would observe that when 16 
choice points are controlled by a size 6 bitmap, there must be some logical 
constraints at work. We could then single out the more frequent patterns 
and arrive exactly at the basic choices: 
• 12xxxx vs. xx3456: that is subordinator or determiner 
• 1234xx vs. xxxx56: postmodifier attaches to black sheep or to white 
sheep 
• Ix3x5x vs. x2x4x6: black sheep is singular or plural 
The remaining pattern (1x3x56 vs. x2x4xx) then becomes a simple boolean 
combination of other patterns. We will call the basic choices found in this 
way the statistical choice structure. 
The difference between logical choice structure and statistical choice 
structure is one of perspective. The basic choices in the logical choice struc-
ture are selected because of their content. Their quality is that they are 
understandable, even in isolation. When a human is asked to identify the 
basic choices, he will tend to come up with the logical choice structure.10 
The basic choices in the statistical choice structure are selected because of 
their frequency. Their only quality is that they occur often. As long as 
the machine does not actually understand the analysis it can only find the 
statistical choice structure. From a data structure point of view, there is no 
difference, but for subsequent disambiguation by humans, the logical choice 
structure is far superior. 
In the example the logical choice structure and the statistical choice 
structure are the same. This will not always be the case. For instance, 
if the number attribute were indicated on verb-related nodes as well, the 
frequency of 1x3x56 vs. x2x4xx would grow beyond that of Ix3x5x vs. 
x2x4x6. In that case 1x3x56 vs. x2x4xx would become a basic choice in the 
statistical choice structure. 
In dependence linking (Figure 3.12) the basic choices are represented in 
a special kind of node: a primary choice node (shown as extra large nodes in 
the top right corner). All other choice nodes will be called secondary choice 
10We can expect that the explanation templates as defined by a grammar writer using 
Tomita's system (Tornita 1986), will also mirror the logical choice structure. 
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Figure 3.12: The analysis tree as a whole, with dependence linking 
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nodes (shown as triangles in the main tree). When a statistical choice struc-
ture is used, each primary choice corresponds to one or more choice nodes in 
the tree, so that we can pick one of these and promote it to a primary choice 
node. In the case of a logical choice structure, this is not necessarily true. 
Because of the possible absence of primary choice nodes in the original tree 
(and for clarity) we will always create separate primary choice nodes, stored 
in an area apart from the analysis tree proper. The choice nodes present 
in the analysis tree all become secondary choice nodes.11 These secondary 
choice nodes are the same as the choice nodes in choice masking, except 
that the choice bitmap is replaced by a boolean combination of primary 
choice node pointer and state pairs, called the control field. Primary choice 
nodes have a control field, too (e.g. node P2 in Figure 3.12). Furthermore, 
they must have reference handles for themselves and for their choices (i.e. 
memory addresses in a binary representation and names in a textual one; 
e.g. PI = CI in Figure 3.12 would read function_of-that = subord in a 
textual representation). The manipulation and clarity are enhanced when 
the primary choice nodes list the secondary choice nodes they control. How-
ever, since these links reduce storage efficiency and can be derived from the 
information already present, they may often be absent. 
There may be situations in which dependence linking reverts to the 
simplest mechanism: a complete listing of all possibilities. However, these 
are worst-case situations; in almost all normal situations much more efficient 
storage will result, as we will see in Section 3.4. 
Disambiguation of a· dependence linking representation can be much like 
the disambiguation procedure described above for LAP/SS. The primary 
choice nodes must be visited and choices made for each of them. When 
visiting a choice node it is possible to show the repercussions of the choice 
as was done in Figure 3.9. The difference is that all influenced nodes must 
be shown instead of a single one. Furthermore, it is useful to indicate which 
of the influenced nodes are solely controlled by the current primary choice 
node and which are also influenced by other primary choice nodes. If a 
logical choice structure has somehow been determined, the information at 
the primary choice node can be used as an explanation template. If there is 
nothing but the statistical choice structure, the disambiguator might still be 
helped by basing the order in which the influenced nodes are presented on 
their perceived information content, i.e. on the intensity and the clarity of 
the information they give. For instance, for the first choice in our example it 
would be useful to show the secondary choice node 'that is COSU' vs. 'that 
is PN' earlier than the secondary choice node 'S is finite' vs. 'S is non-finite', 
since a choice of word classes is much clearer than a choice of finiteness. How 
we can measure this information content, for a given ambiguous analysis, 
11
 When ail primary choices are present in the tree, the choice between integrated and 
separate primary choice nodes is completely a matter of taste: they are equally efficient, 
with separate storage slightly superior for ease of manipulation and integrated storage 
slightly superior for storage requirements. 
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and for a given disambiguator, will be the subject of future experiments. 
Another difference with the disambiguation of the LAP/SS representa-
tion lies in the visiting order. In a dependence linking representation it is 
much harder for the disambiguator to recognize which nodes have already 
been visited, since the influences of a primary choice node range through-
out the tree. Again, there is the possibility to prescribe a path. The pre-
ferred route is probably a top-down-like route through the choice structure. 
Since the choice structure is usually not a connected graph, this observa-
tion does not yield a single best order. Also, we want preferences rather 
than irreversible choices and therefore have to allow for a disambiguator 
reconsidering earlier choices. This means that, for dependence linking also, 
we must let the disambiguator choose his own path. For this reason he 
must be able to see the choice structure proper. In LAP/SS there was a 
one-to-one correspondence between choice structure nodes and choice nodes 
in the analysis tree. In dependence linking this is no longer the case and 
representation of ambiguity within a view of the analysis tree is far from 
clear. It is therefore probably advisable to provide the disambiguator with 
a separate view of and a navigation mechanism for the choice structure. It 
is obvious that for this the logical choice structure is superior to the sta-
tistical choice structure. However, the statistical choice structure can be 
determined algorithmically, as described above. Whether the logical choice 
structure can be derived by means of an algorithm is a subject for future 
study. The abovementioned future experiments on information content of 
specific choice nodes are clearly related to this problem. 
In what is said above, sharing is assumed to take place only between 
different readings. It is also possible to share subtrees within a reading. 
In our example the two words the and the determiner nodes describing 
them can be shared. This has some undesirable effects, however, for the 
disambiguation procedure and even for the representation. As long as only 
sharing between different readings is allowed, share nodes can be treated 
in the same way as choice nodes. They, too, can carry choice masking 
information and can convey information for disambiguation. Once we allow 
sharing within a reading there will be share nodes with share connections to 
several nodes within the same reading and thus with the same choice mask 
(although possibly different control fields). This makes them less valuable 
and often even confusing when used in the disambiguation. Matters get 
worse when a shared subtree itself contains choice nodes, e.g. if the words 
sheep with the HD node describing them would be shared. Although the 
same choice exists in both cases, the control fields differ. This means that we 
either have to disallow such sharing or introduce a new control mechanism, 
parametrized sharing. In parametrized sharing a shared subtree is promoted 
to a full dependence linking tree, with its own set of primary choice nodes. 
The choice nodes in the subtree refer to the local primary choice nodes. The 
sharing link indicates the particular choices it wants for the local primary 
choice nodes. Since the shared subtree is used in different parts of the tree, 
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there can be no purely local choices and all local primary choice nodes must 
be controlled through the link. For syntactic analysis trees parametrized 
sharing would appear to bring more trouble than gain in most cases and is 
best avoided. For certain other situations it is invaluable, e.g. for links to 
an externally defined database such as a dictionary in which the words are 
ambiguous with respect to their sense. 
3.3 Projection of a parallel representation 
Any mechanism for reducing the storage requirements of ambiguous struc­
tures is only useful if there are means to create and use the corresponding 
packed representation. As for use, we can distinguish between two types. 
The first is the disambiguation of the ambiguous structures in order to 
yield the contextually appropriate analysis, which has already been dis­
cussed above. The second is the exploitation of undisambiguated material, 
which is found only rarely and, when it occurs, is likely to use the same ac­
cess mechanisms as the disambiguation process. Given these circumstances, 
we will not discuss the means for using the packed representation here any 
further, but rather concentrate on the algorithms to create this representa­
tion. 
It is very well possible to build each parse forest in packed form right 
away, namely when one has control over the parsing system itself. This tech­
nique is described by Tornita (1986) and is used in most parsing systems 
today. However, if there is an independent parsing system and only the out­
put of the parser is available, e.g. if parses are provided by an independently 
operating group, this approach is not possible. In that case only a parallel 
representation of all readings is present and the packed representation must 
be built from scratch by an algorithm. Furthermore, Billot and Lang (1989) 
show that the shared forests built in particular parsing strategies differ in 
the degree of node sharing. This must mean that some parse forests derived 
in this way do not share optimally. Therefore, a packing algorithm can have 
its uses even with a parsing system which already uses shared forests, as it 
can further reduce the size of the final forest. 
This section describes two such algorithms, one for LAP/SS, the other 
for dependence linking. The first algorithm is based on an original idea by 
Theo van den Heuvel. It was developed and implemented by the author for 
use at several points in the TOSCA analysis system. It is used intensively 
to produce the packed representations of syntactic analyses which must be 
disambiguated, as described in Section 3.2.1. The second algorithm is a 
generalisation of the first, designed and implemented by the author. As yet, 
it has only been used experimentally. 
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3.3.1 Towards L A P / S S 
If we want to produce a packed representation of an ambiguous analysis, 
as shown in Figure 3.5, we must somehow determine which nodes are suf-
ficiently similar to be conflated. The basic idea of the algorithm is not to 
do that by comparing every node pair from two parallel trees, but by first 
transforming the parallel representation into a (very inefficiently packed) 
ambiguous structure representation and then gradually improving the lat-
ter. 
Below we will describe the algorithm in detail, both formally and infor-
mally.12 Before we can do that, however, we must first have a closer look 
at nodes and give some formal definitions. There are two types of nodes 
in an ambiguous structure representation. First there are the nodes which 
carry the actual analysis information. We will call these the content nodes. 
The other nodes, the choice nodes, take care of node sharing. Note that for 
the algorithm there is no difference between a local ambiguity packing and 
a subtree sharing node. All such nodes are viewed as choice nodes. 
Nodes are linked together by connections. In the discussion so far we 
have seen that a content node has a connection to a father node and zero 
or more connections to son nodes. However, the algorithm does not dif-
ferentiate between father and son connections. Both are viewed simply 
as connections. These connections do have an order, however, a property 
which is represented by associating each connection with a different, fixed 
connection position. When comparing connections from different nodes we 
will judge them to be equivalent only if they connect to the same node and 
are in the same connection position. A choice node has two different sides: 
a shared side, containing a single unambiguous connection, and a choice 
side, connecting to the choices for the different readings. The connections 
on the choice side are not ordered and hence the definition of equivalent 
connections can be adjusted by the statement that all connections at the 
choice side of a choice node are assumed to be in the same position.13 
In this and the following section we. will use a notation which represents 
each type of entity in the analysis by means of a different and fixed upper 
12As a result, this, and the following, section can be read from two perspectives. The 
average reader will probably be interested only in the general workings of the algorithms. 
These ought to become clear from reading only the informal description and the definition 
of the main terms. Technical details in the definitions and the formal description of the 
algorithm steps can be skipped. For the more technically oriented reader, or one who 
is planning to implement (variants of) these algorithms, the formal description provides 
the necessary detail and the informal one provides a supporting commentary. 
13There are many similarities between content nodes and choice nodes, and at a first 
glance it would seem that definition of a (special, always identical, and unused) label 
for choice nodes and subsequent integration of the two types would simplify many of 
the definitions and algorithm steps below. However, the fact that connections of content 
nodes are ordered but connections of choice nodes are not, except for the shared connec-
tion link, severely limits any possible gain. For this reason the integration has not been 
effected. 
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case letter. N always stands for nodes, J for identifiers, L for labels, С for 
connection links and, in the next section, R for reading sets. Node identity 
is indicated by a superscript index letter, eg. TV1.14 Use of the same node 
index in different entities in the same definition implies that they belong 
to (or are) the same node. Also, connection links and reading sets are 
indexed further for their position in the node, with a subscript letter, e.g. 
Cf. Again, if a reading set and a connection link have the same indices, 
that reading set is part of that connection link. 
These observations on nodes and this choice of notation lead to the 
following definitions: 
• An ambiguous structure representation is a finite set of content nodes 
and choice nodes. 
• Two nodes aie said to be of the same type iff they are either both 
content nodes or both choice nodes. 
• A content node (named) Nx is a tuple (IX,LX,CX,..., Cx) where k>0, 
consisting of an identifier Iх (which is unique within the ambiguous 
structure representation), a label Lx and an ordered list of connection 
links Cf. 
• A choice node (named) Nx is a tuple (Iх,Cx, Cx,... ,C£) where k>0, 
consisting of an identifier Iх (which is unique within the ambiguous 
structure representation), a shared connection link Cx and an un­
ordered list of choice connection links Cx. 
• A connection link Cx (of node Nx) is a reference to a node Ny where 
N*¿NX. 
We use the notation Cx-*Ny to represent this reference. Also, this -> 
notation is used in a more general way, e.g. (Iх,L,..., -*Ny,... ) represents 
a node (Iх,L,..., Cx,... ) where Cx^Ny.15 
• Connection links are bidirectional, i.e. if, for a given Nx and Ny, 
there are η different i for which Cx-*Ny then there are η different j 
for which C»^NX 
• Each connection link Cx has a position class PC: 
- К Nx is a content node, PC(Cf)=i. 
14Below some instances occur of superscripts used as exponents. We have tried to 
minimize confusion by using a lower case letter as base there. 
1 5The reference -*NV may well be identical to the node identifier ƒ". However, other 
possibilities exist and the correspondence of the two entities is hence implementation 
dependent. Because of this we have decided to use the more general -*NV notation 
throughout our description. 
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- If Nx is a choice node, for the shared connection link PC(CX)=1 
and for the choice connection links PC(Cf)=0. 
• Given Nx and Nv of the same type, but ΝχφΝν, the connections Cx 
and Сj (for given i and j) are considered to be equivalent iff all of the 
following conditions are satisfied 
- PC(C?)=PC(C*) 
- there is an ЛГ» such that CX-*N" and C^N4 
- there are к and 1 such that Cqk-)NX, Cf-+Nv and 
PC(C*)=PC(<7«) i e 
In the description of the algorithm there will be several references to the 
number and type of the connections of a node. For that reason we define 
the following terms: 
• The connectivity of a node is the number of connection links it has. 
This is the same as the number of times it is referred to by a connection 
link in other nodes. 
• A node with connectivity one is called an externa/ node. A node with 
connectivity greater than one is called an interna/ node.17 
• The strong connectivity of a node is the number of times it is referred 
to by connection links which are not choice connection links. 
Intermezzo: Special properties of analysis trees. Above we have 
given only the most basic properties of nodes and their interrelations. All 
the trees used in this chapter are syntactic analysis trees (as described in 
Section 2.2.2) and therefore show a number of additional properties. In these 
trees, all content nodes represent constituents. The label of each content 
nodes is a combination of feature-value pairs indicating linguistic properties 
of the corresponding constituents. In each content node NX, the connection 
Cx connects to the father node and each connection Cf (15^ 1) connects to a 
son node. The external nodes represent anchors at the root and the leaves of 
the tree. Apart from the word itself, the leaf nodes may or may not include 
the position of the word in the utterance. If the position is not included, 
words in different positions may be mapped together. This is the preferred 
situation if the leaf level is to connect only to a dictionary. If the position is 
included, identical words in different positions cannot be mapped together. 
This is the preferred situation if the leaf must be accessible through the 
1 9Note that this means that N4 cannot be a content node. 
1 7Note that choice nodes are by definition internal. 
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position of the word in the original text. Choice nodes are either local am-
biguity packing nodes or subtree sharing nodes. In local ambiguity packing 
nodes the shared connection link connects to the place where the choice 
exists and the choice connections links connect to the individual choices. In 
subtree sharing nodes, the shared connection link connects to the shared 
subtree and the choice connection links connect to the sharing nodes. The 
syntactic dominance/immediate constituence relation imposes a partial or-
der on the nodes. This order controls the links a node may have. The 
father connection of a content node, the shared connection link of a local 
ambiguity packing node and the choice connection links of a subtree sharing 
node can only connect to "lower" nodes. The son connections of a content 
node, the choice connection links of a local ambiguity packing node and the 
shared connection link of a subtree sharing node can only connect to "high-
er" nodes. This means that in the directed graph defined by this partial 
order there can be no cycles. Also, the node network is a connected graph, 
i.e. for each pair of nodes there is a path through the connection links in 
the ambiguous structure representation connecting the two nodes. None of 
these additional properties is used explicitly in the mapping algorithm. The 
structural regularity they impose on the representation, however, does have 
a favourable effect on the algorithm's behaviour.18 
After this brief intermezzo, we can now continue with the description of the 
algorithm. 
Algorithm: Projection towards LAP/SS 
î n p u t : A parallel representation of an ambiguous analysis, i.e. a set of 
analysis trees, aU describing the same input. 
Output: A local ambiguity packing/subtree sharing (LAP/SS) represen* 
tation of the same analysis which is of locally optimal efficiency.19 
The first step, as already stated, is the mapping of a parallel representation 
to an ambiguous structure representation. It consists of adding a choice 
node at the root and at each of the leaves and leads to a representation as 
shown in Figure 3.13. 
In formal terms: 
Furthermore, some of these properties will be used in the proof of the correctness of 
the projection algorithm. 
19
 By locally optimal efficiency we mean that the output representation can no longer 
be improved upon by the algorithm's transformations. This representation may not be 
the most efficient packing possible, as will be shown below. 
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Figure 3.13: A packed view of a parallel representation 
Step OÍ {шар parallel to packed) s * ~ >· 
Вхашіпе añ «xternai nodes in the parallel representation. For each set 
, ~ ({7*1 J,,-*Nm),.,,, (!"« ,£,-*JVy*)) of external OOdes With identical 
label £, 
* create a choice node {Í*,-+2V% ч і «,». -¿-»І **) 
¡ * ятоо е nodes ,№**>.-Д** 
5 к change thfe connection -»Я** of node Я* 1 Into -+JV* 
' * in each node N*{ change the Connection2* ~>NXi into-+lVe 
This step of the algorithm is called step 0 here because it is not always used. 
It may be that the original data does not consist of a parallel representa­
tion, but is already in the form of an ambiguous structure representation, 
although possibly not an optimal one. In that case step 0 is skipped. 
The second part of the algorithm, the stepwise transformation to a smaller 
ambiguous structure representation, can be divided into two types of steps. 
The actual improvement of the sharing, i.e. the identification of sufficiently 
similar nodes and subsequent conflation, is done in step 4 The other steps 
(1 to 3) serve to keep the representation in an orthogonal form.21 The or-
>NX', since JV1· is an external 2 0 In each node Nv' there is at most one connection 
node 
2 1
 Obviously, it is not really necessary to go back to step 1 after each transformation, 
e g. step 3 can never produce the situation that is to be repaired by step 1 However, 
for ease of description we always revert to the very start. See also the paragraph on the 
actual implementation below (p. 93). 
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Figure 3.14: A flow chart of the stepwise transformation loop 
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thogonalization steps precede the sharing step because we want to admit ex­
ternally created ambiguous structure representations to enter the algorithm 
at step 1 and these representations may not be in orthogonal form. The 
stepwise transformation part of algorithm as a whole is shown in flowchart 
format in Figure 3.14. It basically consists of a repetition of orthogonal-
izations and conflations which goes on until no more conflatable node pairs 
can be found. 
The first orthogonalization step removes cascades of choice nodes, i.e. 
configurations in which the sharing side of a choice node connects to the 
choice side of another choice node. In the orthogonal form the two choice 
nodes are conflated and the two sets of choice connections (with the excep­
tion of the connection to the cascaded choice node) are united: 
Step 1: [remove choice node cascades) 
• If there are choice nodes Nc and Nd with a choice connection 
Cf-tN* and a share connection Cd-yNc, 
- in JVC, remove Cf and add all Cd 
- in all -+Cf, change the connection -+Nd into ->JVC 
— remove Nd 
- go to step 1 
» If there are no such nodes N? and Nd, go to step 2. 
Step 2 removes choice nodes which no longer function as such because they 
have only a single connection at their choice side. Such nodes can be re­
moved and the nodes to which they connected can themselves be connected 
directly: 
Step 2: (remove single choice choice nodes) 
» If there is a choice node IVe which has only two connection links 
C$^N* and Cf-^ JV» 
. ^ — in Nxt change the connection ~*iV
e
 into -+І * 
; — in Νν, change the connection -**JVC into -+JV* 
— remove Ne 
— go to step 1 
* If there is no such node N*t go to step 3. 
The final orthogonalization step removes superfluous choice connections. If 
there are two choice nodes which connect to each other's choice side with 
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Figure 3.15: Two nodes that are sufficiently similar to be conflated 
two different connections, the repeated connection is superfluous since the 
only possible difference, namely position of the connection, is not present 
at the choice side of a choice node. Therefore, one of the two connections 
can be removed: 
Step 3: {remove redundant choice-choice connections) > 
*" · If there are choice nodes Nc and Nd with choice connections 
Cï-+Nd, Ùj^Nd, ϊφί, С(-*№, Cf~+№ and \φ\ 
„; ' - remove connection Cj from Ne 
*- -remove connection C? from N* 
.. s "" go to step 1 , , -
 rr 
І ;., · If there are no such nodes Nc an<I Ndt go to step 4a,- '.< 
Step 4 of the algorithm tries to conflate two nodes in order to reduce the 
size of the total representation. It is possible to effect such a transforma­
tion when two nodes are sufficiently similar. They have to have the same 
labelling, the same number of connected nodes and their connections must 
be pairwise equivalent (and thus be to the choice side of a choice node) 
except possibly for one position (Figure 3.15). 
If we find two such sufficiently similar nodes we can shift the choices 
through them to arrive at the more efficient representation of Figure 3.16. 
Note that, if the last connection position would also be the same in both 
nodes, the ambiguity was spurious to begin with and one of the nodes, with 
its set of connections, can be removed altogether. On the other hand, if two 
or more connections would be different, a conflation would have to introduce 
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Figure 3.16: The result of conflation 
two or more new choice nodes, and would thereby introduce readings which 
were not present before the conflation (cf. page 100). 
The algorithm is able to substantially reduce the time needed to search 
for pairs of sufficiently similar nodes. The reduction is based on the obser-
vation that at most one connection can be different in the two nodes. Since 
equivalent connections can only be to the choice side of a choice node, all 
but one of the connections of the nodes we are looking for must be of this 
type. As a result we need only examine those nodes for similarity which 
have at most one connection that is not to the choice side of a choice node: 
S tep 4at (collect conflatable nodes) 
Calculate the subset S of the shared ambiguity representation which 
consists of all nodes with $ strong connectivity of zero or one and go 
t o step 4b. , j 
For the rest of step 4, the actual conflation, we distinguish two situations, 
either all connections are equivalent (do step 4b) or one connection is not 
equivalent (do step 4c). Theoretically, steps 4b and 4c are very similar and 
could be formulated as a single step. However, since step 4b has a greater 
impact on the efficiency of the ambiguity representation it is preferred over 
step 4c. This preference results in an ordering, which in turn leads to the 
separation of the steps. 
If all connections are equivalent the two nodes are complete copies of 
each other and represent a spurious ambiguity. As a result we can remove 
one of them altogether without reducing the set of represented readings: 
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S t e p 4 b : (remove identical copies) 
Ç · If there axe two nodes N* and AT" in S which 
¿; - - axe both content nodes2 2 
; ' - — have the same labeL 
- . — have equivalent connections through all connection links : 
g then 
>] , - — in each N9 for which there is a Cf-v/V**, remove the connec-
p ^ tion link -*NV . > , ι 
;\\ л _ remove JV* „ , ,, > 
5v 4 1, 
|l
:, " * — go to step^ 1 - ' „ 
% 
t: • -;# If no such, nodes JV* and ІУ exist, go to step 4ъ 
If, however, there is a connection which is not equivalent we must retain both 
readings. This means that in the conflation we must create a new choice 
node to choose between the two options for the non-equivalent connection, 
as shown in the transformation from Figure 3.15 to Figure 3.16. In formal 
terms: 
Step 4c: (confiate nearly identical nodes) 
:
:
 * If there are two nodes N* and Nv in S which > 
<" — are of the same type 
¡L - _ jn case ЛГ* and Nv are content nodes, have t h e s a m e label 
*; - have non-equivalent connections through exactly one cun> 




 ' , - in each N* for which there is a Cf-tN* where i#l, removt 
;ti - the connection link -4ДГ* ; 
£- ", — create a new choice node (Ie,-+JV* ,-4Nd,r¥Ne) 
% ' - i n Nx, change the connection -tN* into -*NC 
*' . ". —in Ndt change the connection -+JVe into -H-JVC - , 
Î Ί ; f '. ; \ - in ΛΓβ, çhaïige t h e connection -»AT» into -i-N* - ", 
i'„ \ V , ~ remove І * - " 
·?"·' '- ~ go to step 1 . t -
2
 The two identical nodes cannot be choice nodes because of the preceding orthogo-
nalization steps. 
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• If no such nodes iV* and N9 exist, stop the algorithm. 
If we want to show that this algorithm is useful we must demonstrate tnree 
things. First, that the algorithm is correct, i.e. that it does not change the 
set of represented readings. Second, that the algorithm terminates. Third, 
that it works in finite space and, more specifically, does indeed reduce the 
total size of the representation. 
We will start by examining the correctness. In order to show that the 
set of readings is not changed we must describe how such a set is derived 
from a packed representation in the first place.23 Since we are working with 
packed syntactic analysis trees, where there is a clear distinction between 
subtree sharing nodes and local ambiguity packing nodes, the derivation 
process can consist of a gradual unfolding of the representation. In the first 
phase all subtree sharing nodes are removed from the representation, so that 
the packed representation is transformed from a network to a tree, which 
is necessary for unfolding. This is done by replacing each sharing link by a 
full copy of the shared subtree.24 
In the second phase all local ambiguity packing nodes are removed. For 
this we need a set of representations instead of just a single one. This means 
we have to start the second phase with the trivial operation of transforming 
the packed representation to the singleton set containing that representa-
tion. Now we can start the actual unfolding. As long as there are repre-
sentations in the set which contain ambiguity packing nodes we choose an 
element of the set at random and choose a packing node within it, also at 
random.25 Subsequently, we remove the chosen representation from the set 
and add the representations obtained by replacing the subtree rooted by 
the packing node with the subtree rooted by, in turn, each of its choices. As 
soon as no representation in the set contains any packing nodes, we have 
arrived at the set of readings underlying the packed representation. 
Note that since the choices at each packing node are independent of 
those at other packing nodes, the order of unfolding has no influence on the 
final result. Furthermore, the effects of each unfolding step are completely 
local. The parts of the representation outside the direct environment are 
not affected by it. Therefore, the examination of the effects of local trans-
2 3
 Here we will restrict ourselves to syntactic analysis trees, where we can make use of 
the abovementioned additional properties. A more general derivation (and hence proof) 
depends on the availability of an administration of represented readings. We will see this 
in the correctness proof of the choice masking projection algorithm below, where such an 
administration is readily available in the form of reading sets. 
2 4The order of these replacements must be chosen in such a way that the copied subtree 
contains no further sharing nodes. This is always possible since there are no sharing cycles 
because of the nature of the trees. 
2 5
 In practice, the process is handled in a more systematic manner. However, this is 
irrelevant for the proof at hand. 
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formations on a packed representation on the set of represented readings 
need only concern the affected part of the representation. As a result we 
can easily ascertain that the output of the unfolding, and thus the set of rep-
resented readings, is not changed by any of the steps in the transformation 
algorithm. 
Let us examine each step in turn. Step 0, the initial mapping, is the 
exact reverse of the unfolding of a rather trivial packed representation and 
obviously causes no problems. Step 1 merely redistributes the choice con-
nections of two choice nodes, leading to a decrease in steps of the unfolding 
algorithm but no change in its results. Step 2 removes a superfluous choice 
node, again an action which saves the unfolding algorithm work without 
affecting its outcome. Step 3 removes a redundant connection from the rep-
resentation, the unfolding of which would lead to two identical copies of the 
same reading. Since a set only records whether an element is present and 
not how often it is present, such a removal does not affect the set of repre-
sented readings. For Step 4b, we observe that all but one of the choice nodes 
in the untransformed state are subtree sharing nodes, which are removed in 
the first phase of the unfolding, and only the final choice node is a packing 
node. The unfolding of this packing node would again lead to two identical 
copies. As in Step 3, the transformation merely removes spurious ambiguity, 
an action which does not affect the set of readings. For Step 4c we distin-
guish several cases. If the newly created choice node is a subtree sharing 
node, the conflated node must be either a content node or a packing node, 
since Step 4 can never be reached with an existing sharing node cascade. 
Furthermore, all choice nodes before the transformation must be sharing 
nodes and hence the transformation is the reverse of the subtree copying 
operation in the unfolding algorithm. If the newly created choice node is a 
local ambiguity packing node, the conflated node must be either a content 
node or a sharing node, for a similar reason as above. If it is a content node, 
one of the choice nodes before transformation must be a packing node and 
all others must be sharing nodes. In this case the transformation is the re-
verse of an unfolding step. If, however, it is a sharing node, all choice nodes 
before the transformation are packing nodes. Again, the transformation is 
simply the reverse of an unfolding step, albeit that the conflated node is 
no longer present at the time of unfolding since it is a sharing node. In all 
these cases the transformation corresponds to the reverse of an unfolding 
operation and hence cannot affect the set of represented readings. 
Since not a single step in the projection algorithm affects the set of 
represented readings we can conclude that the algorithm as a whole leaves 
this set intact as well, which is what we had to prove. 
The proof of the algorithm's termination and its reduction of the size of 
the representation (from which finite use of space follows) starts with an 
examination of the overall effect of the algorithm on the representation: 
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• Each time content nodes are conflated, 
- the number of content nodes decreases by one 
- the number of choice nodes increases by at most one 
- the number of connections does not increase 
• Each time choice nodes are conflated, 
- the number of content nodes remains the same 
- the number of choice nodes remains the same 
- the number of connections decreases by at least one 
• Each time normalization occurs, 
- the number of content nodes remains the same 
- the number of choice nodes does not increase 
- the number of connections decreases by at least one 
At the outset of the algorithm there is a finite number of nodes (and thus a 
finite number of content nodes) and connections. Call the number of nodes 
plus the number of connections η and the number of content nodes plus 
the number of connections n'. Obviously, n'<n. As each step reduces n' 
the algorithm must cease performing transformations after at most n' loops. 
Also, the normalization step in each loop can perform at most n' reductions. 
Assuming worst-case behaviour in every loop, namely 0(n2) comparisons 
to locate Nx and Nv, the algorithm terminates in 0(n3) time. However, we 
will see in Section 3.4 that the time complexity in actual use is much lower 
than this. 
At the outset of the algorithm we need O(n) space. As we see above the 
algorithm indeed decreases the space requirements for the representation. In 
the worst case it only transforms content nodes into choice nodes, but even 
then the space needed diminishes as choice nodes are not labelled. This 
means that the space requirement remains at most O(n) throughout the 
algorithm. In the special case of analysis trees the number of connections is 
equal to the number of nodes, bringing the complexity to 0(n") space and 
0(n" 3) time with n" being the number of nodes only. 
In our actual implementation of the algorithm, the steps are integrated as 
much as possible. At the start of the algorithm the representation has to 
be cleaned up (by steps 1 to 3), since the input may be a shared forest 
yielded by another program and may therefore not be in the regular form 
we expect. After this the regularising steps (1 to 3) can most of the time be 
applied immediately at the location of the conflation whenever they become 
necessary. As a result, there is no need to scan the entire representation for 
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Figure 3.17: A parallel representation which may lead the algorithm to 
sub-optimal conflations 
irregular connections.26 Furthermore, as irregularities are handled locally, 
the subset S of step 4 need not be re-calculated every time. Instead it can 
be calculated once, at the outset of the algorithm, and updated after every 
step which changes or creates nodes. Also, we ignore the ordering of steps 
4b and 4c as given in the definition above. Instead we use a specific order 
in going through the nodes in S, which is therefore stored as a queue. The 
first node in the queue is taken to be the Nx of step 4 and Ny is searched 
for in the rest of the queue.27 The degree of similarity of Nx and Ny then 
determines whether it is necessary to execute step 4b or step 4c. If after 
conflation the remaining node still has strong connectivity zero or one, it is 
left at or moved to the front of the queue. The reason for this is that it seems 
to be in an area which is ripe for transformation and therefore has a higher 
chance of having more candidates for conflation. Apart from this, no special 
measures have been taken to optimize the order of the nodes in the queue. 
This may be a point for further research, as it not only concerns efficiency, 
but may also have an influence on the algorithm's ability to produce the 
best sharing possible. 
There are cases in which the output of the algorithm is not the optimal 
representation. A reason for this is that at a certain moment the algorithm 
may have a choice of two candidates which can be mapped onto the same 
node, but the two candidates cannot be mapped onto each other. At such 
a time the algorithm may choose the mapping which does not lead to the 
optimal representation. Consider the parallel representation in Figure 3.17. 
The algorithm can yield either of the shared representations in Figure 3.18 
2 6This strategy fails in certain complex situations, where the path of the mutually 
recursive regularising steps doubles back on itself. In these situations it was deemed 
better to give up on the integrated régularisation and instead revert to the overall clean-
up process as applied at the outset of the algorithm. 
27It would in principle be possible to locate Nv through a shared choice node. How-
ever, due to a special treatment of external nodes this is not possible in the current 
implementation. 




Figure 3.18: Optimal projection of above representation 
Figure 3.19: Non-optimal projection of above representation 
and Figure 3.19. The second representation is clearly not optimal, since it 
is larger by two nodes and two connections than the first one. However, it 
is still a final result of the algorithm, as no further transformation can be 
performed. 
3.3.2 Towards dependence linking 
The derivation of a dependence Ünking representation is effected in two 
steps. First a choice masking representation is created and then the choice 
masks are translated into a statistical choice structure. The latter step is 
described in broad terms in Section 3.2. In this section we will only examine 
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the first step, the projection towards a choice masking representation. 
We can create an algorithm for this projection by generalizing the algo-
rithm for the projection towards LAP/SS described in Section 3.3.1. First 
of all, we need to add a layer of administration to keep track of the read-
ings in which nodes and choices play a part. This administration represents 
the choice masks described in Section 3.2. Even without adding steps to 
the algorithm, the new administration already increases the algorithm's 
power since it allows the addition of an empty node, which can be used in 
the choice between a subtree or nothing. The reading administration also 
makes it possible to add a completely new step to the algorithm, which al-
lows less optimal (but still useful) conflations in situations where the original 
algorithm grinds to a halt. 
The first extension, then, consists of the addition of choice masks. In the 
final result of the projection these will only be needed for choice nodes. How-
ever, during the operation of the algorithm it is convenient to remember for 
each connection which readings it occurs in. Since the bitmaps represent-
ing readings as they are used in this section apply to all connections, rather 
than just choice connections, we will call them reading sets instead of choice 
masks. 
The extension with reading sets leads to a number of new definitions: 
• Each reading represented in an ambiguous structure representation is 
given, by way of enumeration, a unique reading identifìer. 
• The complete reading set of an ambiguous structure representation is 
the set of reading identifiers of all the readings represented by that 
representation. 
• A reading set in an ambiguous structure representation is a subset of 
the complete reading set of that representation. 
Also, since each connection is now provided with a reading set we must 
replace the definition for connection links given in Section 3.3.1: 
• A connection link Cf is a pair (-*Ny,R*), where ->Ny is a reference 
to a node NV^NX and Rf is a reading set. Furthermore, links are 
bidirectional, i.e. if C' is (->JVy,ñf) then there is a j for which Cv} is 
(->ЛР,Яр and Rf=Ry. 
Then, the extension with reading sets allows choice nodes to indicate 
a choice between a subtree and nothing. This option is formalized in the 
following definitions: 
• Let there be a virtual node, represented by Nn and containing the 
identifier / n which is distinct from all actual node identifiers in the 
ambiguous structure representation. JVn is used as a nil element in 
links. 
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• An empty link Cf is a pair (-+Na,Rx ), where Щ is a reading set. To 
simplify further definitions, Nn is in such a case assumed to contain 
a connection C" equal to (-*NX,RX ). Also, PC(Cp) is assumed to be 
equal to PC(C7") for all i and j and any proposed changes to Nn are 
assumed to take place as if 7Vn were an actual node. 
Finally, the definitions of the nodes themselves have to be replaced to 
reflect the addition of reading sets: 
• A content node (named) Nx is a tuple (Ix,Lx,Cx,. ..,CX) where k>0, 
consisting of an identifier Iх (which is unique within the ambiguous 
structure representation), a label Lx and an ordered list of connection 
links Cx. Furthermore, the reading set Щ is the same in all Cx. 
• A choice node (named) Nx is a tuple (Iх,Cx, Cx,... ,C%) where k>0, 
consisting of an identifier Iх (which is unique within the ambiguous 
structure representation), a shared connection link Cx and an un­
ordered list of choice links Cf which are either connection links or 
empty links. Furthermore, Rx and Rx are disjoint for all pairs i^j 
and the union of all Rx is equal to Rx. 
The description of the algorithm is given here mostly in terms of changes 
with regard to the LAP/SS projection algorithm, since the main body of 
the two algorithms is practically identical. 
Algorithm: Projection towards choice masking 
Input: À parallel représentation of an ambiguous analysis, i.e. af set of 
analysis trees, all describing the same input. 
Output; A choice masking representation, of the same analysis which is of 
locally optimal efficiency. 
4
 N. » •. Ν ι, , 
The extension with reading sets makes Step 0 of the algorithm a rather less 
trivial operation, since it must now take care of the initial placement of 
reading sets on all connections: 
Step Oa: (add reading sets) 
Enumerate the readings and change all connection links in reading д 
from -+N into (-»¿\ГДп}), 
Step Ob: (map parallel to packed) 
Examine all external nodes in the parallel representation. For each 
set {(IXl ,£,(->JV»1, Ri),..., (J1- JLfc+W*, R»})} of external nodes 
with identical label L and R,CtRj is empty for all i^j,28 
'Note that this step is non-deterministic if several identical terminals exist within one 
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• create a choice node (1C,(-+NXI,RiU...UE„), (-»-¿V»1 ,Αι),.. >, 
• remove nodes N"3,,. < ,^  * л 
{· * change the connection (-4j^*'11Äi) of node NXt into 
(^JVC, AïU.-.Uiî,,) 
• change the connections (-».№%#,) m the nodes AT"· into 
If the input to the algorithm is already an ambiguous structure represen­
tation, but does not contain reading sets, the enumeration process and 
addition of reading sets will be slightly more complicated. However, enu­
meration is still possible, namely by systematic selection of choices at the 
choice nodes. 
The addition of reading sets has two effects on the rest of the algorithm. 
First of all, they have to be kept track of during all transformations, which 
means that conflations of connections are accompanied by a umon of their 
readmg set. Secondly, it now becomes vital that sharing within a reading 
is prohibited, since it is impossible to represent in a reading set that the 
connection is present twice in the same reading. Fortunately, the reading 
sets themselves provide the means to enforce this prohibition: if during any 
transformation two connections are to be conflated whose reading sets have 
a non-empty intersection, the entire transformation is called off.29 These 
two effects lead to the following adjusted definition of steps 1 to 4: 
Step 1: (remove choice node cascades) 
* Unchanged from Section 3.3.1-
Step 2î {remove sangle choice choice nodes) 
Unchanged from Section З.ЗД. 
Step 3i (remove redundant choice-choice connections) 
• If there are choice nodes І С and ΝΛ with choice connections -
Cf=(-+Ne, Ry) and кфі 
- remove connection Щ from Nc 
- «hange C¡ into <-ä^a ,iyj£j,} ; 
reading. Heuristics for optimal initial mapping in such cases have not yet been examined. 
29Note that this can never happen for steps 1-3, because of the restrictions on reading 
sets in the definition of choice nodes 
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- remove connection Cf from AT* 
- «hange Cf, into {-кАР^иД,,) 
- go to step 1 
» ïf there are no sudi nodes Ne and Nd7 go to step 4a. 
Step 4a: {collect eonflatable nodes) 
Unchanged from Section 3.3.1. 
Step 4bî (remove identical copies) 
• If there ¡are two nodes Λ7"* and Nv in S which 
- are both content nodes 
- have the same label 
• — have equivalent connections through all connection links 
- have non-intersecting readings sets on these equivalent con* 
nections 
then 
- for each Cf =£{-»І в,.йі), remove the connection link 
(-*N*,Ri) from A™, change <?ƒ=(-•#*, Rj) into (-+І *, 
RjURi) and change С|={-кЛГ<% Rj) into (-*ΛΓ*, jR¿UA{) 
- remove JV* 
- go to step 1 
• К no such nodes N* and JV* exist, go to step 4c. 
Step 4c: (conflate nearly identical nodes) 
• If there are two nodes IV* and Nv in S which 
- are Of the same type 
- in case Nx and Ny are content nodes, have the same label 
- have non-equivalent connections through exactly one con­
nection link, say €j-={-*NdtRk) Φ €%={-*Ые ,J¿) 
- have non-intersecting readings sets on the equivalent connec-
tions 
- have non-intersecting readings sets R^ and Щ 
then 
- for each C*={-»JV«, Ε,Ι where i^l, 
remove the connection link (-кі *,Л|) from NqT 
change £ƒ=(->#«, Rf) into (-•Л*, JtyUH.) and 
in JV«, change <-4jV*»Äj) iato (-*Д*»А,-иД,) 
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- create a new choice node 
- in j\P, change the connection {-^Nd,Rk) into (-^NcfRkURi} 
·+ in Nd, change the Connection (-* Nx,Rk) into (-tNc,Rk) 
- in JVe, change the connection (-»iV»^) into (-кЛГс,Я{) 
- remove JV* 
—· go to step 1 
• If no such nodes ¿Vх and N* exist, go to step 5. 
As already mentioned above, the second extension allows conflation of nodes 
which are less similar than those conflated in the original algorithm. The 
opportunity to do this is provided by the greater flexibility of an ambiguity 
representation with readings sets. We will only allow such sub-optimal 
conflations in case no more standard transformations can be applied. 
Sub-optimal conflations are a generalization of step 4c of the original 
algorithm. This generalization is based on the observation of the movement 
of choice nodes through the network. Choice nodes move towards their 
sharing side and, like a zipper, push together the nodes they move through 
(cf. the difference between Figure 3.15 and Figure 3.16). When two or more 
choice nodes meet during this movement, they can only move further when a 
single exit path exists for the (afterwards united) choice nodes. The reason 
for this restriction is that this is the only way of making sure that after the 
move the original readings can still be reconstructed. If a meeting group of 
choice nodes would be allowed to move out along different paths (i.e. create 
more than one new choice node), this would introduce new readings, e.g. a 
transformation from Figure 3.20 to Figure 3.21 would add readings which 
combine OD-.SF with CO:PP and OD:SN with A.PP 
Obviously, the addition of reading sets solves this problem. Under the 
new circumstances, we can allow conflations with multiple exit paths. We 
must, however, formulate a new restriction. It is no longer necessary to 
insist on a single exit path, but we must demand that the number of exit 
paths is lower than the number of entry paths. Only then can we be sure 
that the ambiguous structure representation really becomes more efficient. 
When trying to conflate a pair of nodes, there is always a choice of which 
connections to pair together, either to be conflated or to be combined in 
newly created choice nodes. If the number of connections of the two nodes is 
equal, as in Figure 3.20, we decide to combine the pairs of connections which 
occupy corresponding positions.30 If not, we must somehow distribute the 
°The alternative is to allow the conflated node to have more connections than both 
original nodes. It may well be that there are situations in which this leads to a smaller 
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NP J L VP J l SF J [ PP^l L SN J [ " 
CO 
PP 
Figure 3.20: Two nodes that are insufficiently similar to be conflated with 
original algorithm 
Figure 3.21: The result of originally unwarranted conflation 
connections in the smaller node over those in the larger node: 
• For any two content nodes Nx and Nv in an ambiguous structure 
representation, with NX=(IX,L, CX,...,CX), №=(1*,Ь, C\,... ,C&) 
and n>m or any two choice nodes JVX and Nv with NX=(IX,CX, 
Cf,...,Cx), Ny=(iy,C», C¡,..., C») and n>m, a connection map-
ping Mxy is a mapping from {1 , . . . ,n} to {0,1,. . . ,m}, such that 





 (І2)>0 implies ¿i=t2 
Also, when choosing between possible sub-optimal conflations the major 
decisive factor is the difference between the number of entry paths and the 
number of nodes, but generally the alternative automatically leads to a greater number 
of nodes. It is more efficient to refrain from examining such alternative mappings. 
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number of exit paths. The higher this difference, the greater the effect on 
the representation, so that the conflation with the highest difference is the 
one we must choose. This observation leads to the definition of a share 
factor, which indicates the number of connections that can be conflated, 
and a deviation factor, which indicates the number that cannot and hence 
the number of newly introduced choice nodes: 
• The share factor SF(M
xy) of a connection mapping Mxy is the number 
of i for which 
- Af„(i)=j>0 
- C?=(->N«, Я.) and C*=(-»iV«, Rj) 
- there are к and 1 such that C4k-*N
X
, Cf-tN» and 
РС(С2)=РС(С,·) 
to which one is added (for the shared connection) if 
- Nx and Nv are choice nodes 
- Cx=(^Ni, Д.) and C*=(->JV', R3) 
- there are к and 1 such that C4k^N
x
, Cf-*N» and 
PC(C2)=PC(C?) 
However, if, for any i and j as above, Л, and R3 have a non-empty 
intersection, SF(M
xy) is 0.31 
• The deviation factor A(M
xy), for Mxy, Nx and Ny as above, is equal 
to the connectivity of Nx minus SF(M
xy). 
• The deviation factor A
xy of N
x
 and Ny is the minimum of all A(M
xy) 
for all connection mappings M
xy for N
x
 and Nv. Two nodes Nx and 
Nv for which no connection mapping exists are assumed to have an 
infinite deviation factor. 
Step 5 of the algorithm, then, consists of effecting a sub-optimal confla­
tion between the two nodes with the lowest difference, i.e. deviation factor. 
Furthermore, it must only do a conflation if this leads to a reduction in the 
size of the representation. This is the case if the number of differing connec­
tions is lower than half the total number of connections. For the selected 
nodes connections are conflated, and new choice nodes created, according 
to a connection mapping which indeed produces the low difference:32 
3 1
 As stated above, connections with intersecting reading sets can never be conflated. 
3 2There will often be several choices of node pairs with the same difference. The choice 
between equally likely pairs of nodes is as yet determined randomly, as is the choice of the 
exact mapping between their connections. Formulation of a more systematic procedure 
is left for future research. 
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Step 5: (conflate least different nodes) 
• ïf there are two nodes TV* and N9 such that 
- &аь>&* for «И unordered node pairs (JV° ,Nb)^(Nx, Ny) 
— A
xv
 is less than half the connectivity of ЛГ* 
— M&
v
 is a connection mapping for which А(М^)^Аз.
и 
then 
- for each j=il4p(i)>0 with equivalent Cf=(-*]V«, J?,) 
andCf=?(-+JV«, Я Д c h a n g e ^ into (-tlfJSJJR^ 
Ux m change (-f № »&} into <-*AF*,Ä,UÄ, ) and remove the 
connection link (-tN9^) fromiV«, 
- for each j—J\i„s(i)>0 with non-equivalent <7f=(-f JV*,^) and 
CV-i-tN^Rj) create anew choice node (Ict{-+Nx, R,URj), 
(-»^,Α»)* i-*N*,R}}), change Cf into (-fcWVbUJlf ), 
in Nd change the connection (-»#*,£,) into (-»iV^Ä,) and 
in iV* change the connection (— J^V .^Uj) into (•-»-.ΛΡ,Α,) 
- jf JV* and JV* ate content nodes, for each 1 with Mxv(i)=¿0 
and (%**(-±№&)
г
 note that -the reading sets on all con-
1
 nections in N* are equal, say Ry, 
create a new choice oode (2"c,(-»iV% R\URy), (Ч-Н9ДІ), 
and in N4 change the connection (-κΛΡ,-Κ,) into (-kF/d3JÏ») 
— remove Nv 
— go to step i 
• Ш no such nodes exist, stop the algorithm. 
Just as we did for the original, we will examine the generalized algorithm 
for correctness, termination and use of storage space. We will again start 
by showing that the algorithm does not change the set of readings repre­
sented by the ambiguous structure representation. Let us first examine how 
readings can be reconstructed when using a choice masking representation. 
Each reading corresponds to an element in the complete reading set. To 
reconstruct the reading, we take the corresponding element and 
• remove all connections which do not contain this element in their 
reading set -
• remove all content nodes which now have connectivity zero 
• remove all choice nodes, conflating the share connection and the one 
remaining choice connection at each node 
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Obviously, the initial mapping of the parallel readings is such that the result­
ing ambiguous structure representation corresponds to the original parallel 
readings. As above, a simple examination of steps 1 to 4 shows that they 
leave the underlying set of readings unchanged. The same is true for step 
5, once we observe that any detrimental effects are blocked by the demand 
that each pair of connections must have disjoint readings sets in order to be 
eligible for conflation. 
As for termination, we first remark that the time behaviour of steps 1 
to 4 of the algorithm has not been changed by the addition of reading sets. 
This means that the observations in Section 3.3.1 are still valid. As a result 
we have only the behaviour of step 5 to consider: 
• Each time content nodes are conflated, 
- the number of content nodes decreases by one 
- the number of choice nodes increases by Δ 
- the number of connections decreases by at least one (since Δ 
connections are added, but more than Δ are removed) 
• Each time choice nodes are conflated, 
- the number of content nodes remains the same 
- the number of choice nodes remains the same 
- the number of connections decreases by at least one (for the same 
reason as for content nodes) 
Again, the steadily decreasing sum of the number of content nodes and 
the number of connections shows that the extended algorithm will also halt 
after at most η loops (with η again the number of nodes plus the num­
ber of connections). The location of the best sub-optimal conflation could 
conceivably cost 0 ( n 3 ) steps, so that the algorithm as a whole can only 
be proved to terminate in 0(n 4 ) time. However, just as for the projection 
towards LAP/SS, the time complexity in actual use is much lower than this 
theoretical bound (cf. Section 3.4). 
The use of space seems to be more problematic, since step 5 may increase 
the number of nodes. However, the finiteness of the required space is not 
compromised. As shown above, the number of content nodes never increases 
and every increase in the number of choice nodes is at the expense of at least 
one content node and consists of at most Δ nodes. Now we know that there 
is a finite number of content nodes at the start of the algorithm and there 
is also a finite maximum Δ for the representation. As a result, we can 
conclude that the total space required, in addition to the also finite original 
representation, is limited by the product of two finite factors and hence is 
itself finite. 
It is harder to demonstrate that the size of the representation is indeed 
reduced. It is very well possible that there is a worst case situation where 
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no changes are made except for the replacement of content nodes by large 
numbers of choice nodes. We can only argue that 
• step 5 is activated only rarely, that is, only in case no other step is 
possible 
• the number of choice nodes introduced by step 5 is usually low, as low 
choices of Δ are given precedence 
• the newly introduced choice nodes are often removed immediately 
afterwards, by the subsequent normalization 
• choice nodes consist of not much more than a set of connections so 
that, since the total number of connections decreases during step 5, 
additional space needed only represents administrative overhead 
and refer to experience, which shows that the increase in the total number 
of nodes in actual use of the algorithm is indeed of a very temporary nature 
and that, for the type of analysis tree we are interested in, the reduction in 
representation size is substantial. 
In the implementation of the algorithm, the new step is treated as a process 
which is separate from the existing steps. The effects of sub-optimal con­
flation are such that local régularisation is not feasible. Neither recursive 
activation of steps 1 to 3 nor attempts to maintain the queues are under-
taken. Instead the clean-up and re-initialisation of the queues are taken 
care of by the initial steps of the subsequent standard run. 
The determination of the pair of nodes which is to be conflated is not 
done by examining each pair in the tree but rather by checking them in 
order of perceived likelihood. The nodes are first sorted according to their 
strong connectivity. They are then checked from strong connectivity zero 
upwards. The reason is that nodes with a low strong connectivity are more 
likely to be in a pair with a low Δ. Furthermore, nodes with a higher strong 
connectivity than the Δ of the best pair already found need not be checked 
at all. They can never be part of a better mapping. 
Also, a heuristic further refines the sub-optimal conflation selection pro­
cess. When choosing between conflations with identical Δ, the one which 
affects the most internal nodes is favoured. This gives top-down conflation 
precedence over bottom-up conflation, which is thought to lower the chance 
of ill-matched sharing. 
As mentioned above, the LAP/SS algorithm is not guaranteed to find 
the optimal sharing for every ambiguous structure representation. The de­
pendence linking algorithm is an extension of this and adds even more non-
determinism. As a result, no claim can be made that the output of the 
dependence linking algorithm provides the best sharing possible. However, 
that it generally does provide an acceptably good sharing will become clear 
in the next section. 
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3.4 Storage requirements for projected 
representations 
The single example of Section 3.1.1 and the examination of the algorithms 
in Section 3.3 seem to indicate that the projections are worthwhile. How-
ever, we can expect that the extent of their success depends largely on the 
regularities and irregularities of the trees they are processing. Therefore, a 
realistic indication of the efficiency of the projections can only be determined 
experimentally. 
Since the raison d'être of the algorithm is the need for a projection of 
syntactic analysis trees, it stands to reason that any tests must focus on 
this type of data. Therefore, the two algorithms are tested on a set of 
200 analysis results33 from the TOSCA corpus.34 Each of the 200 analysis 
results is represented as a tree in two different ways. The effectiveness of 
the projection is measured by the number of nodes present in the input and 
in the output, including choice nodes as well as content nodes. 
3.4.1 The test runs 
As a test set we use ambiguous output of the TOSCA syntactic parser for 
Modern English (cf. Oostdijk 1991). Data will be examined at four levels of 
ambiguity: utterances with (exactly) 2, 8, 32 or 128 readings. To dampen 
down the effect of overly regular choice structures (which are quite likely 
when the total number of readings is a power of 2) we do not just take 
those utterances which have these exact numbers of readings. Instead, each 
selected level is a projection of a range. If an utterance's number of readings 
is between 2 and 7, we take 2 random readings. Analogously, the range 8-31 
is mapped to 8, 32-127 to 32 and anything from 128 up is mapped to 128. 
This mapping can be seen as a crude simulation of semantic restrictions 
on the syntactic analyses.35 The actual utterances selected are the first 
50 encountered when starting at the beginning of a randomly selected text 
sample. To complete the set with 128 readings we have needed to continue 
through three text samples (of 20.000 words each). The reason that there 
are so few utterances with a high ambiguity is that some readings have 
already been ruled out by earlier interventions, such as choosing the correct 
lexical category for each word. Should these interventions have resulted in 
behaviour that is uncharacteristically regular for general analysis data, this 
regularity is effectively disturbed by the applied mapping. 
33We chose the number 200 because it is both large enough for a reasonably balanced 
testset and small enough to allow us to examine the results in detail. 
34
 We chose TOSCA not only because of its relevance to the group's activities, but also 
because there was no other parser available with sufficient detail and coverage. 
3sFurthermore, semantic restrictions probably lead to a more regular selection than 
the random one in our mapping, so that we are in fact testing in a (close to) worst-case 
situation. 
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Figure 3.22: Analysis tree node representation for the first test run 
Figure 3.23: Analysis tree node representation for the second test run 
In the first test run, the node labelling is taken to be indivisible and 
an integral part of its node (Figure 3.22). The words of the utterance 
are combined with a position number to form a terminal. This prevents 
identical words in different positions from being mapped onto each other. 
Under these conditions the LAP/SS projection will be the same as is used 
in the usual production by the TOSCA analysis system. 
In the second test run we use the same test set. However, the data 
is represented in a slightly different way (Figure 3.23). Each feature-value 
pair on a node is now taken to be a separate node (making it a son of the 
original node and itself a terminal) and may be subject to conflation by the 
algorithm.36 The terminals stemming from utterance words still contain the 
position number, but the new feature-value terminals do not contain posi-
36Only in this way can we actually derive the special choice nodes choosing between 
feature values which were suggested in Figure 3.10. 
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tional information. The change in viewpoint leads to a representation which 
allows for much more conflation, but hence also leads to more complexity 
and more chance for error in choosing the right conflation. 
In the following sections we will concentrate on the most important obser­
vations on the test results, namely computation time in Section 3.4.2 and 
effectiveness in Section 3.4.3. In these sections we will use only the following 
data from the experiments: 
• UttLen: the length of the utterance in tokens 
• In: the number of nodes in the input representation 
• Out: the number of nodes in the output representation 
• Time: the computation time for the projection 
Where necessary, these data items are also labelled for the particular 
test run and projection algorithm: 
• 1: first test run 
• 2: second test run 
• L: LAP/SS projection 
• M: choice masking projection 
Accordingly, In2, for example, is the number of nodes in the input repre­
sentation for the second test run and TimelM is the computation time for 
the choice masking projection in the first test run. 
A full listing of all the experimental data can be found in Appendix D. 
3.4.2 Computation time of the projections 
We have already seen in Section 3.3 that both algorithms are of polynomial 
complexity, the projection to LAP/SS of at most 0(n 3 ) and the projec­
tion to choice masking of at most 0 ( n 4 ) . 3 7 However, the calculation of 
these complexity bounds necessarily contained many unrealistic worst-case 
assumptions. 
To determine the complexity of the computation time in actual use, we 
compare the log of the input size to the log of the time required.38 The 
results are shown in Figures 3.24 and 3.25. 
As can be seen, in both figures the two timing graphs (crosses for algo­
rithm L (LAP/SS) and squares for algorithm M (choice masking)) converge 
on each other and on a linear dependence on the logarithm of the input 
3 7 I n which η is the number of nodes in the input (cf. page 93). 
38All logarithms used in this chapter are base 10. 
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Figure 3.24: Computation time related to input size for first test set (Ini) 
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Figure 3.25: Computation time related to input size for second test set (In2) 
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Figure 3.26: Ambiguity overhead for standard LAP/SS 
size (dotted line). Since the graphs represent the logarithm of the compu­
tation time, the slope of the linear dependence represents the degree of the 
polynomial representing the computation time itself. For the first test set, 
therefore, the computation time for both algorithms converges on 0 ( n 1 , 8 ) . 
For the second test set, which is of a more complex nature, it converges on 
0 ( n 2 ) . 
3.4.3 Relative effectiveness of the projections 
In order to measure the effectiveness of a projection we introduce the am­
biguity overbead, i.e. the number of times the ambiguity representation is 
larger than a single reading. However, since the single readings may not 
all be of the same size, we cannot use any individual reading as a reference 
point. Instead we define the base size of an ambiguity representation as the 
number of nodes in the corresponding parallel representation divided by the 
number of readings. In this way the base size corresponds to the average 
size of the individual readings. The ambiguity overhead is then calculated 
by dividing the ambiguity representation size by the base size. By defin­
ition the ambiguity overhead of the input representation, i.e. the parallel 
representation, is the same as the number of readings. 
As was said, the representation used in the TOSCA project corresponds 
to the output of the first test run of the LAP/SS projection algorithm, 
i.e. OutlL. The ambiguity overhead of this representation is shown in Fig-
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Figure 3.27: Ambiguity overhead for standard choice masking 
ure 3.26. The overhead values span a range of 4.746, namely from 1.084 to 
5.830, and show a mean value of 2.370 (with a standard error of 0.079). 
Obviously, the improved sharing by use of the choice masking algorithm 
leads to lower overhead values. The ambiguity overhead of the choice mask­
ing representation as produced in the first test run, i.e. OutlM, is shown 
in Figure 3.27. The overhead values now span a range of 3.343, namely 
from 1.062 to 4.405, and show a mean value of 1.896 (with a standard error 
of 0.050). However, there is still ample room for improvement, as we can 
see if we examine the optimal representation proposed in this thesis, i.e. 
the output of the second test run of the choice masking projection algo­
rithm, Out2M. The ambiguity overhead of this representation is shown in 
Figure 3.28. Its values span a range of 0.870, from 1.017 to 1.887, and show 
a mean value of 1.230 (with a standard error of 0.012). 
It will be clear that, as far as effectiveness is concerned, the latter rep­
resentation is far superior. The difference between the two becomes even 
clearer in Figure 3.29, where the absolute values of OutlL (crosses) and 
Out2M (squares) are made comparable by multiplying OutlL by a factor 
Base2/Basel. 
It is clear from the comparison above that the expanded notation for 
node labelling serves to reduce the ambiguity overhead significantly. How­
ever, the increase in computation time effected by this other view of the 
data is enormous too. The time required by the choice masking projection 
program for expanded nodes makes practical use impossible. Fortunately, 
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Figure 3.28: Ambiguity overhead for choice masking with expanded nodes 
a middle road can be found. It is possible to first use the algorithm on a 
representation with integrated nodes, then expand the output of this and 
finally use the algorithm on the expanded output. This route has not yet 
been tested, but it is likely to be practically usable as most of the more 
complex conflations are accomplished by the first run, making the second 
run small enough to reduce its required time to a sufferable amount. 
3.4.4 Absolute effectiveness of the optimal projection 
We end this section with a more detailed look at the effectiveness of Out2M 
itself. Figure 3.29 leads us to believe that Out2M might be linear with 
regard to the utterance length. We can check this by comparing the log of 
Out2M with the log of the utterance length. This is done in Figure 3.30. We 
see that the logs show a linear dependence and the multiplication coefficient 
is practically 1, implying that Out2M indeed shows the expected linear 
dependency. 
However, since the use of a log/log scale is sometimes misleading, we 
also compare Out2M and utterance length directly: Figure 3.31 shows that 
some variation exists, but that, on the average, Out2M is about 12.5 times 
the utterance length plus 11.5. 
Figure 3.32 shows us that the base size of the input to the second test 
run, Base2, is also linear with respect to the utterance length (which is not 
surprising given the nature of an analysis tree) with a multiplication factor 
of about 10. 
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Figure 3.32: Base2 vs. utterance length 
We can conclude that for TOSCA analyses there exists a packed ambiguity 
representation (Out2M), which is 
• linear with respect to the utterance length 
• on the average only 25 percent larger than a single reading 
and that this representation can be derived algorithmically from the parallel 
representation. This means that the dependency linking representation, 
to which Out2M corresponds, is effective enough to be used in practice. 
However, before it can be used in actual annotation, we need a substantial 
reduction in the computation time for the projection. Additional heuristics 
and possibly other algorithms should be investigated. 
We expect the prime use of the representation to be in the manual 
disambiguation of analyses, which would necessitate an adaptation of the 
user interface for disambiguation towards that described in 3.2.3. However, 
one might well decide that the size difference between the single reading and 
the ambiguous structure representation is small enough that all potential 
analyses can be stored in the syntactic database and that the contextually 
appropriate one need merely be marked. In this case the DBMS used for the 
syntactic database by end-users will also have to provide storage and query 
facilities for ambiguous structures (the LDB already does this for LAP/SS) 
and, more particularly, for the dependency linking representation. 
Chapter 4 
Syntactic Databases in the 
Classroom 
everything you learn there 
will help when you return there 
S T E V E N S O N D H E I M , I N T O T H E W O O D S 
4.1 Introduction 
As we have seen, there are syntactic databases of many different sizes and at 
many different levels of detail.1 Both size and detail are major factors in the 
usefulness of the material for the linguist. If the database is of insufficient 
size, it may not contain a given phenomenon in large enough numbers to 
draw valid conclusions about it. Rare phenomena may not be present at 
all. If the database is of insufficient detail, it may not be possible to locate 
a phenomenon without major effort. Unfortunately, size and detail prove 
to be variables which are inversely proportional. Great detail brings with 
it the necessity of human intervention in the analysis process and therefore 
usually leads to a small size database. As a result, most syntactic databases 
are limited in their uses. 
In 1987 the TOSCA group for corpus linguistics at the University of 
Nijmegen already had at its disposal the Nijmegen corpus, which had been 
analysed in the CCPP project. It contains 130,000 words and the analy-
ses consist of complete phrase structure trees labelled with syntactic func-
tion and category indications for each constituent (Section 2.2.2). A second 
database was under development, consisting of even more detailed syntactic 
analysis trees for 1,000,000 words of the TOSCA corpus (see Section 2.2.2). 
In combination with the access mechanism provided by the Linguistic Data-
Base program (LDB; cf. Section 2.4), the Nijmegen corpus had proved its 
worth in the area of research. Also, experiments with small parts of the 
TOSCA material confirmed its usefulness. All this provided grounds for 
the notion that these syntactic databases might also have their uses out-
1
 Parts of this chapter have been previously published as van Halteren (1994). 
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side the limited areas of pure research. It was decided to investigate their 
possible use in the classroom. 
The nature of the database contents, syntactic analyses, does of course 
place restrictions on the set of language courses in which syntactic data-
bases might be used. Courses in language acquisition and language skills 
are unlikely to profit directly from such databases.2 There are too many 
non-syntactic factors which influence language production. Semantics, prag-
matics and discourse phenomena are too important to ignore by concentrat-
ing on syntax in a language acquisition or language skills course. We will 
need linguistic databases which encompass analyses in all these fields before 
we would dare to suggest their use in such courses. Another area where we 
do not expect syntax to be of major interest is the teaching of literature. 
This leaves us with the area of language description. 
Because a syntactic database only contains syntactic information, it can 
hardly be used for other purposes than the teaching of syntax. And even 
within this area it has its restrictions. We can broadly distinguish two kinds 
of language description, which might be called model-oriented description 
and data-oriented description, respectively. Model-oriented description fo-
cusses primarily on models of linguistic competence. In many cases it is hard 
to relate the structures in these models to the structures found in a syn-
tactic database, since the database reflects language use. This is especially 
true for models containing a transformational component. In such models 
a sentence is described with two separate analysis trees. We not only find a 
surface structure analysis, describing the sentence as actually produced, but 
also a deep structure, which is assumed to underlie the surface structure of 
a sentence. The current syntactic databases only describe surface structure. 
But even if we should have a database with accompanying deep structures 
available there would still be a problem. It lies in the third component of 
the model, the set of transformations which map deep structure onto sur-
face structure. Incorporaton of transformations into analyses would require 
major changes to their database representation, since a single tree would 
have to become a sequence of trees, each tree representing a step in the 
process. Because of these problems, we will refrain from including model-
oriented language description courses in our examination. Data-oriented 
description courses, on the other hand, focus on the utterances as actually 
produced. Since this conforms largely to what is represented in the syn-
tactic databases at our disposal, we seem to have pinpointed the courses in 
which these databases could be of use. 
We decided to focus on English syntax courses at the University of Nij-
megen since these courses are based on the same descriptive model as the 
analyses at our disposal. This means that the circumstances for the exper-
2On the other hand, it is likely that a teacher can improve his courses in these areas 
by consulting the information contained in a syntactic database. However, we would 
classify this as research rather than as classroom use. 
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iment are optimal. If it fails it can only be because the notion of syntactic 
database use itself is wrong. If it succeeds we can try to extend this use to 
other courses and other types of students.3 In the curriculum for students 
of English at the University of Nijmegen there are currently two courses 
which can be placed under the heading of data-oriented description of syn-
tax. The first is Introductory Syntax, for first year students. It teaches the 
descriptive model itself, a function-category model, as described in Aarts 
and Aarts (1988a). Only the most important functions and categories are 
discussed. The second course is for second year students and is called Ad-
vanced Syntax. It is based on Quirk et al. (1972) and broadens the students' 
perspective by introducing more functions and categories and confronting 
them with sentences containing more complex features, as found in actual 
language use. 
A syntactic database can add to a syntax course in two ways. It can provide 
examples of specific syntactic structures and it can provide exercise material 
to train the students in the recognition and analysis of these structures. The 
first of these is also the most obvious. In a syntax course, especially one of 
the data-oriented kind, it is necessary to illustrate the structures described 
with examples of their use. If a teacher does not have access to a syntactic 
database he will have to invent all the examples himself. Not only is this a 
hugely labour-intensive task, but it also has some repercussions for the kind 
of language eventually taught. This will not be the language as produced 
by the common speaker. Instead it will be the language as perceived by 
the teacher, which is even more problematic if he is not a native speaker 
himself. 
Both disadvantages seem to disappear with the introduction of the syn-
tactic database into the classroom. One can imagine a classroom situation 
where the students all have an LDB system at their disposal and can search 
anywhere within a corpus for examples of the structures explained by the 
teacher. Teachers would not need to make up the examples and the examples 
would be guaranteed to be genuine native speaker products. Unfortunately, 
taking examples from a database leads to a whole set of new disadvantages. 
First of all, the examples will be found in the database in a random 
order. This means that the different variants of a construction will be seen 
in their actual frequency of occurrence. At first this may seem an advantage, 
as in this way the students will also get a feel for these frequencies. However, 
a proportional representation will totally ignore the less frequent variants. 
Only by pure chance will a student ever see a variant which occurs once in 
a thousand examples. Furthermore, invented examples give the teacher the 
possibility to create a biased order which is more suitable from a pedagogical 
point of view. 
The second problem is that randomly determined examples of a con-
struction are unlikely to be perfect examples. An utterance from a corpus 
3We will come back to this in Section 4.4. 
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may well contain features much more prominent than the construction to 
be exemplified, which present such a distraction to the student that the 
utterance becomes useless as an example. It may even contain ungram-
matical constructions. In order to prevent 'bad' examples, we would either 
have to remove them from the database altogether (and hence also remove 
the possibility to consult them when they are in the direct context of other 
examples) or take measures to stop them being found. This is extremely 
difficult to do if one wants to enable students to search the database without 
restrictions. 
Finally, our imagined situation where students freely use a database 
program will also be problematic with respect to the user interface. As we 
have seen in Section 2.4 querying such a database is only mastered after 
a substantial effort. This means that the actual control of the database 
cannot be placed with the students themselves, but that a teacher will have 
to be present to find the examples for them. And if a teacher is necessary 
anyway, he might as well use a previously constructed set of examples, either 
invented or taken from a syntactic database in advance. 
It seems that at the moment there is at most one viable use of syntactic 
databases in the classroom as a source of examples, namely in addition 
to preselected or invented examples. After the teacher has presented his 
standard examples, the students and the teacher together can turn to the 
database. There they can get a feel for the frequency of a construction and 
the context in which it is used. The students can suggest variations on 
structures they have just been taught and check whether they are possible. 
Such an addition to a syntax course can provide the students with a sense 
of discovery and hence possibly more satisfaction in the learning process. 
The need for examples of syntactic structures is more pronounced where 
exercises are concerned. Exemplification of structures usually requires only 
a few instances, but training requires larger numbers. Especially for the 
slower student, the generally small sets of preselected example sentences 
may not be sufficient. Here the use of a syntactic database appears to 
provide a perfect solution. Of course, there are still the problems stemming 
from random selection of examples, but in the context of exercises it is 
more likely that these problems can be solved. Above we assumed that 
students are allowed to search for anything in the database and we had 
to conclude that under those circumstances too many examples may have 
negative aspects. For exercises, we will know exactly for which structures 
examples are needed. As a result, it is feasible to filter out unsuitable 
utterances. 
Not only can syntactic databases solve the example supply problem, but 
their use has the additional advantage that the resulting exercises can be 
handled interactively. Traditionally exercises can be done in one of two 
ways. One is that the student works through a book, in which case he gets 
one chance to give an answer and then either needs a teacher to check it 
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or has to turn to the key for the exercise. The other is that a teacher is 
present during the exercise to provide feedback. In this case, however, only 
one student can be doing the exercise at a time and the rest of the classroom 
can only sit and listen. An interactive computer program provides a middle 
way in that the student can try several answers. 
Seeing that the advantages are substantial and that the disadvantages can be 
overcome we decided to pursue the notion of an interactive syntax exercise 
tool. For an indication of the kind of exercises that are used in a syntax 
course, we examined Aarts and Aarts (1988b). This is the workbook to 
Aarts and Aarts (1988a), which as mentioned, is used for the Introductory 
Syntax course.4 The examination yields the following broad classification 
of exercises:5 
• name a feature of a sentence: 
— the function of a given constituent 
— the category of a given constituent 
— an attribute of a given constituent 
— other properties of a given constituent or of the sentence as a 
whole (e.g. which tag question can be added to a sentence; Aarts 
and Aarts 1988b, 41-42) 
• identify a constituent with a given property 
• specify the structure of an analysis tree: 
— attach modifiers to the correct head 
— draw the analysis tree of (part of) a sentence 
• construct (part of) a sentence: 
— provide a word which has been left out of a sentence 
— paraphrase a sentence 
— give example sentences with a given feature 
The final category, dealing with sentence construction, cannot be han-
dled automatically on the basis of a syntactic database. The reason for 
this is that such a database only contains sentences actually produced, not 
potential sentences. The only way for a database-based system to find out 
4In 1987 there was no such well-defined collection of exercises for the Advanced Syntax 
course. Instead, the teacher made them up as circumstances dictated and presented them 
orally. However, the exercise types corresponded to those listed here. 
5
 As far as sentence syntax is concerned, that is. The book also contains exercises about 
morphology. These can only be handled if the structure of the words is represented in 
the analysis trees as well. In that case, read "sentence" as "word" for morphological 
exercises. 
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whether a sentence proposed by the student is a correct one or not is to 
look through the entire database for an occurrence. Even then its absence 
in the data is certainly no conclusive evidence for the impossibility of the 
sentence.6 
All of the other exercise types can in principle be handled on the basis of 
a syntactic database.7 In order to test the practicability of this assumption 
we have taken the LDB system and added all those extensions that were 
needed to realize the desired exercises. Apart from showing the viability 
of a syntax exercise program, the extension of the LDB had yet another 
goal. If the transformation of the LDB into a quite different system would 
be possible without necessitating fundamental changes to the system itself, 
this would show that the core of the system and the query language are 
sound and not just suited for the original, more limited, purpose. 
The resulting system is called the Computer Library of Utterances for 
Exercises in Syntax, CLUES, for short. A course designer uses the CLUES 
Teacher Program, which combines the LDB with means for specifying ex­
ercises. The result is that the full power of the LDB can be used to specify 
the structure of example sentences. The students use the CLUES Student 
Program to work through the provided exercises. All interaction takes place 
at a terminal or PC. This gives the student the possibility to try again in 
case his first answer is not correct. It also relieves the teacher of the tedious 
job of correcting exercises on paper. 
In the following sections we describe the additions made to the LDB 
program to transform it into CLUES (Section 4.2) and the set of CLUES 
exercises created for the Advanced Syntax course (Section 4.3). Knowledge 
of the LDB is necessary for a good understanding of these sections. However, 
the information given in Section 2.4 ought to create a sufficient basis for the 
purpose at hand.8 
4.2 From Linguistic DataBase to CLUES 
In order to transform the LDB program into the CLUES programs, a num­
ber of extensions have to be made. These extensions are of two types. On 
the one hand, the exploration scheme language has to be extended with new 
constructs for the specification of exercises. On the other, the user interface 
e In the future we may be able to build systems based on a combination of data 
and grammar rules, which are capable of handling such exercises. However, even for 
such systems there will always be proposed sentences which cannot be ascertained to 
be wrong. For such sentences the best a system can do is state that there is another, 
preferred sentence. 
7This only refers to the exercise types. Specific exercises of those types may still be 
impossible because they require information about the sentence which is not encoded in 
the data, e.g. semantic roles when the analyses only deal with syntactic surface structure. 
8Furthermore, a list of the keywords used in the query language of the LDB and 
CLUES can be found in Appendix B. 
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has to be extended with means to enable the student to perform the tasks 
the exercises require of him. 
We will first examine the extensions needed for each specific kind of 
exercise. After that we will have a look at the more general changes in 
the user interface between the LDB and the CLUES Student Program. All 
examples used in this section are based on analyses made in the TOSCA 
project (cf. Section 2.2.2). 
4.2.1 Function and category naming exercises 
All exercises concerned with naming some feature can be handled by a 
question-answer mechanism. Such a mechanism will be presented in the next 
subsection (Section 4.2.2). However, when it is a function or a category of a 
constituent which must be named, we are dealing with a special case. First, 
functions and category labels take a very prominent place in the presentation 
of the analyses by the tree viewer. They are always shown, the function and 
category of the focus at the bottom of the screen and those of nearby nodes 
in the environment view boxes. This means that the tree viewer has to be 
aware of the special status of functions or categories featuring in an exercise 
so that it can refrain from showing them on the screen. Secondly, function 
and category labels are uniquely determined by the node they are attached 
to, so that they can be easily singled out as the subject for an exercise. As 
a result specification of exercises concerning these labels can be handled by 
a mechanism much simpler than a general question mechanism. It might be 
argued that the same is true for the attributes of a constituent. However, 
the problem here is that the attribute labels of a node form an (unordered) 
set. It is not possible to determine a specific attribute by its position. We 
will examine questions about attributes below (in Section 4.2.2). 
As said above, the nature of function and category labels in the LDB is 
such that only a very simple extension to exploration schemes is needed for 
the specification of these exercises. All we need to do is add a declarator to 
the pattern node in question, stating that its function (or category) is to be 
named by the student. The keywords we have chosen for these declarators 
are ASKF to ask for a function and ASKC to ask for a category. 
For CLUES we have actually chosen a slightly more complicated exten-
sion than this. The simple extension is mainly useful when we only ask the 
function or category of specific single nodes (i.e. constituents). This is usu-
ally the case in paper form exercises, since these only present the utterance 
and it is typographically difficult to identify many different constituents 
within it. In CLUES, the presentation is based on the analysis tree and 
large numbers of nodes can feature in an exercise. We can easily imagine 
exercises in which the student must name the functions or categories of all 
nodes in a subtree or even in the entire tree. For this reason, the declarators 
ASKF and ASKC have been provided with a parameter position specifying the 
extent of the area which is to be part of the exercise. The parameter signifies 
124 C/i. 4 - Databases in the Classroom 
SCHEME: structure of adverb phrases 
PATTERN: 
CAT - 'AVP' 
SCT > 1 
ASKF ( LVL + 1 ) 
HATCH EFFECT: 
QUESTION ( NEWLINE , 'Which functions can be found within the adverb phrase?' ) 
QUESTION ( NEVLINE ) 
QUESTION ( NEULINE , 'Ноте the focus to the marked nodes (HFY) ' ) 
QUESTION ( NEVLINE , 'and provide the functions (0).' ) 
USER 
NEXTTREE 
Figure 4.1: Scheme asking for functions in adverb phrases 
a level in the tree. If this level is lower than or equal to the level of the node 
where the declarator is placed (i.e. nearer the root of the tree) the labels 
are affected on the node itself, on its father and on all further forefathers 
up to the level specified. A special case of this is when the parameter is 
LVL, which represents the level of the node itself. In this case only the label 
of the node itself will be- asked for. If the specified level is greater than the 
level of the node (i.e. nearer the leaves) the category labels are affected in 
all descendants of the node up to the level specified. 
With these definitions the node area can be specified in either absolute 
or relative terms. It is possible to specify 
• a single node: ASKF (LVL) 
• a node plus a fixed number of forefathers: ASKF(LVL-3) 
• a node plus all forefathers from a fixed level: ASKF(3) 
• a node plus all forefathers (the level of the root is 1): ASKF(l) 
• a fixed number of levels of descendants: ASKF(LVL+2) 
• all descendants up to a fixed level: ASKF (12) 
• all descendants (infinity is represented by 0): ASKF(O) 
Before discussing the extensions to the tree viewer we will introduce an 
example exercise for the purpose of this discussion. In the example exercise 
the student has to name the functions of the immediate constituents of an 
adverb phrase. The search pattern specifying the exercise is shown in Fig­
ure 4.1. The pattern consists of a single node. It describes the construction 
to be looked for, namely an adverb phrase (CAT = 'AVP'). Furthermore, 
to prevent the exercise from being trivial, we demand the adverb phrase to 
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Figure 4.2: Tree map view of AVP exercise 
consist of more than just a head, i.e. the number of the node's sons, the son 
count must be greater than one (SCT > 1). The third line in the pattern 
node, finally, specifies what we want the student to do, namely provide the 
functions of the immediate constituents of the node. 
As for extensions to the tree viewer, we can distinguish two kinds of changes. 
The first kind concerns the presentation of the analysis. The overall pre-
sentation can remain unchanged. Only nodes featuring in the exercise need 
extra provisions (Figure 4.2). In the first place these nodes are highlighted 
with hash marks so that the student can find them more easily. Further-
more, the labels which are the subject of the exercise, function labels in our 
example, are replaced by question marks. In the environment view mode 
also (Figure 4.3), the function labels involved have been replaced by ques-
tion marks. Here, the nodes where labels have to be filled in are marked 
with a Q in the upper left corner. All special marks will disappear when 
the questions at the nodes in question have been answered correctly. 
The other kind of tree viewer extensions has to do with the student's task 
of filling in the missing labels. This task can be broken down into two parts: 
first the slot where the label is to be filled in must be identified and then 
its correct value must be specified. In both cases, the solution was limited 
severely by the hardware available to the students at the time of the creation 
of CLUES. In the teaching environment only PCs with a keyboard as their 
only input medium were available. This meant that preferred solutions like 
pointing at a slot for a missing label with a mouse or on a touch screen were 
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Figure 4.3: Environment view of AVP exercise 
not possible. Instead, all actions have to be specified with the keyboard. 
The first subtask, identifying a label to be filled in, starts with identi-
fying the node where the label is situated. For this the normal tree viewer 
navigation mechanism can be used. As an extra shortcut, the student is 
provided with the command M (Marked nodes). This is already present 
in the LDB, but is used in a slightly different way in CLUES. In the LDB, 
the command allows the user to navigate the tree viewer focus along the 
connections in the search pattern. Since the student does not know the 
search pattern, this is not very useful to him. Therefore, the subcommands 
of M have been replaced by 
• F, which moves the focus to the first marked node still present in the 
tree 
• N, which moves the focus to the next marked node in the tree, as seen 
from the present position of the focus 
• P , which moves the focus to the previous marked node in the tree, as 
seen from the present position of the focus 
In this way, the student can move along the nodes where the questions are 
situated without having to navigate the focus through the tree. 
After arriving at the marked node the student must signal to the program 
that he wants to answer a question there. This is done with the command 
О (Open). Typing it only has an effect if there is a question to be answered 
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at the focus. In the situation of Figure 4.2 this is the case. The program 
reacts to the typing of О with the question What function?. In response 
to this the student is supposed to complete his task by typing the function 
label, in either its full or its abbreviated form. 
If the label is correct the student is told so and the question marks are 
replaced by the correct label. If the label is not correct there are two possible 
responses. The first is that the answer is not only the wrong answer, but 
not even an existing label value. The other possibility is that the label 
value does exist, but is not the correct one here. In the current system it is 
not possible to specify reactions to specific wrong answers or hints after a 
number of wrong answers. We will come back to this in Section 4.4.9 
If there is more than one question associated with the focus, the student 
must first indicate which question he wants to answer. As long as only ASKF 
and ASKC are used this can only be a choice between function and category. 
In such a case the system prompts (F)un or (C)at? and the answer should 
be F or C. In Section 4.2.2 we will see that there are also other possibilities. 
The choice of having the students type the label instead of letting them 
select from a menu has two reasons. The first is that the system has no 
control over and no knowledge of the actual values which are possible.10 
They are determined by the producer of each syntactic database, which 
normally means by the writer of the formal grammar used in the analysis 
process which has yielded the database. As a result a menu selection mech­
anism would force the course designer to specify menus for a large number 
of situations. The other reason is that we feel that having to type the an­
swer is probably of greater pedagogical value. Menu selection gives a better 
chance of getting it right by just guessing. It only teaches to choose be­
tween the alternatives provided, instead of letting the student decide what 
the possibilities are in the first place. 
Unfortunately, the interface as it stands makes the command О the 
single most confusing element of CLUES (confusing, not difficult). The 
reason is that students forget to first type О and instead start typing the 
function or category label right away. CLUES, not knowing that the typed 
characters represent a label, takes them to be commands. The student is 
then suddenly presented with focus movement, strange questions and other 
goings on which are completely unexpected. For this reason, all commands 
which have extensive effects are guarded by a question making sure that 
the command was typed on purpose. In theory, a possible solution to this 
problem would be to indeed have normal characters represent labels to be 
filled in and have commands be represented by control characters. This, 
however, is not possible because CLUES is built on top of the LDB. In 
the design of the LDB, it was decided that it was to have an identical user 
9If the student wants to give up and let the system provide the correct answer, he can 
do this with the command A. This command will be presented in Section 4.2.6. 
1 0
 For the same reason it is necessary to take the case of typed letters to be significant 
in determining whether an answer is correct. 
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SCHEME: type of "it" 
PATTERN: 
HIDEF ( LVL + 1 ) 
HIDEC ( LVL ) 
HIDEC ( LVL + 1 ) 
MATCH EFFECT: 
LEAF 
CAT = 'COPS' OR CAT » 'PRIT' 
QUESTION ( NEWLINE , 
QUESTION ( NEWLINE , 
QUESTION ( NEWLINE , 
QUESTION ( NEWLINE ) 
QUESTION ( NEWLINE , 
QUESTION ( NEWLINE , 
USER 
NEXTTREE 
ASKC ( LVL ) 
'Which type of "it" is used here?' ) 
' cleft it (category COPS)' ) 
' anticipatory it (category PRIT)' ) 
'Move the focus to the marked node (MFY)' ) 
'and provide the category (0).' ) 
Figure 4.4: Scheme asking for types of "it" 
interface on all machines. As this included VM/CMS machines with 3270 
terminals, use of control characters was out of the question. But even if this 
solution were to be adopted, problems would arise in case several questions 
reside in the same node. Under the circumstances, the current interface 
is acceptable. We will just have to point out the problem to the student 
with more emphasis and more often, so that he understands how surprising 
situations can come into being. 
In most cases it is insufficient to only hide the requested function or category. 
Other labels, either on the node itself or on nearby nodes, may give away 
the answer. An example of this is an exercise in which the student has 
to determine whether a sentence starting with the word tí is extraposed or 
cleft. In the TOSCA analyses this information can be found in at least three 
places. The type of sentence is indicated as an attribute of the sentence 
node, the function of the node describing it is either provisional subject, 
provisional object or cleft operator and the category of the same node can 
be provisional ti or cleft operator string.11 For ease of explanation we want 
to have the student name the category of the node. This is specified in 
the rightmost node of the search pattern shown in Figure 4.4. This node 
describes the construction to be looked for, namely a leaf in the tree (LEAF) 
which represents either the cleft tí (CAT = ' COPS ' , short for Cleft OPerator 
11
 The seemingly superfluous one on one rewrite of provisional subject or provisional 
object to provisional it and from cleft operator to cleft operator string is forced by the 
fundamental choice that each constituent must have a function as well as a category 
indication. 
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:ТП 1191: Unfinished 
command : 
scroll:YTOLR<>0 focus:FS1-90PNMJ exer:QAG0 view:V help:? extra:X 
Figure 4.5: Environment view of "it"-type exercise 
String) or the provisional if (CAT = 'PRIT', short for PRovisional IT) . 1 2 
The third line in the node specifies what we want the student to do, namely 
provide the category of the node. 
In order to prevent the other labels from giving away the answer we 
need a further extension to the exploration scheme mechanism, namely one 
dealing with information hiding. In this section we will only discuss the 
hiding of functions and categories.13 The extension taking care of hiding 
functions and categories is almost identical to the one asking for them. 
Exploration schemes are extended with two more declarators: HIDEF to 
hide functions and HIDEC to hide categories. Both have a parameter, which 
functions in exactly the same way as the parameter for AKSF and ASKC. 
The new declarators can be seen in the leftmost node of the example 
pattern. This node represents the father of the node that is to contain 
the question. In it we find three declarators, all hiding information. The 
first one hides the functions on the next higher level. Since the new node 
represents the father of the other node, the next higher level is the level 
where the node is found whose category is to be filled in. The reason 
to hide all functions there is that the function of it as well as that of its 
complement would give away the solution. The second declarator hides the 
category and the attributes of the node itself, the father of the queried node, 
1 2
 As this already gives a full specification of the node we want, it is unnecessary to 
specify that the word attached to the leaf should be the word it. 
1 3 Note, however, that whenever a category of a node is hidden, its attributes are also 
hidden. 
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representing the sentence dominating the word it. This is done because the 
attributes of the sentence node contain information about the type of the 
sentence and hence also whether it is cleft or not. The final declarator hides 
the categories and attributes on the next higher level. The most important 
function of this is to hide the type of the verb. 
The change in presentation in the tree viewer can be seen best in the 
environment view (Figure 4.5). The function label, which is hidden, but 
which does not need to be filled in, is replaced by dots. The same is true 
for the function, category and attribute labels of the brothers of the queried 
node and the category and attribute labels of its father. The dots will be 
replaced by the correct labels as soon as all questions in the tree have been 
answered correctly. 
4.2.2 Question-answer exercises 
Apart from function and category labels, there are many other properties 
of analysis trees which can feature in a question-answer type exercise. Since 
some important properties are often represented by attribute labels, most 
question-answer exercises concern such attributes. As said in the previous 
section, attributes cannot be treated similarly to functions and categories. 
The attributes at a node form an unordered set. Consequently it is consider­
ably more difficult to specify the exact attribute to use in the exercise than 
it is to specify the function or the category. It is because of this difficulty 
that we decided to let questions about attributes be handled by a general 
question-answer exercise mechanism. 
In order to keep the interface to the student as simple as possible we want 
the presentation of question-answer exercises to be the same as that of 
function and category exercises. Nodes with questions are to be marked. 
The command О at a marked node invokes a prompt for the answer. For 
nodes with more than one question there is to be another prompt first, 
which provides a choice between the questions. For the tree viewer, with 
the extensions described above, all this is possible. The exploration scheme 
formalism, however, needs further extension. 
Looking back at the function and category label exercises we see that 
for each question we need four items of information: 
• the node where the question is to reside 
• an identification of the question (so that the student can choose it 
from a list of all the questions at the same node) 
• the question itself 
• the answer 
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The first of these, the identification of the node, is handled most easily 
by placing the construct which specifies the question in the search pattern, 
in the node itself, just like ASKF and ASKC. However, the determination of 
the answer (and possibly also the question) may need some calculation. If 
this calculation involves variables it may be impossible within the pattern. 
But even if it should always be possible, it would certainly overload the 
information content of the pattern. Calculation is something which is best 
done in the activities of an exploration scheme. 
With these observations in mind we decided to add a new action to the 
exploration scheme formalism, NODEQUES. It has four parameters, one for 
each of the items of information listed above.14 The first parameter is a 
numerical value identifying the node. This is in practice always a number 
variable which has been equated to a node identifier (IDF) in the pattern. 
The second parameter is a string of the form (X)yyyy, e.g. (N)umber. If 
necessary, it is used in a prompt to the user, e.g. (F)un or (N)umber?. The 
letter between brackets can be used by the student to select the question. It 
is the responsibility of the exercise designer to make sure that all such letters 
at a specific node are different. The third parameter is a string representing 
the question, e.g. SING, PLU or MASS?. The last parameter represents the 
answer. However, it is not just a single string, but rather a list of strings (a 
string table), representing all acceptable answers, e.g. STBL( 'SINGULAR', 
'SING', ' S ' ) . 
With the introduction of exercises involving attribute labels the need for 
a hiding mechanism for these labels arises. Again, we are faced with the 
fact that individual attribute values are difficult to pinpoint, since they 
are always part of an unordered set. For this reason a HIDEA construct in 
analogy to HIDEF and HIDEC, based purely on position, is impractical. Any 
attributes to be hidden will have to be identified by their value. 
The best solution is to introduce a new operator, HIDEATTS. This oper-
ator reports to the system that its parameter, a table of strings, contains 
attribute values which must be hidden. In this way, the exercise designer 
gets the full power of table operations at his disposal. He is able to use a 
host of existing operators to control the list of undesired attribute values. 
After the basic choice for a HIDEATTS operator has been made there are 
still some details which have to be filled in. First of all, the reported table 
can either add to or replace the hidden attribute table which is current at the 
time of the report. Since the choice for addition has the disadvantage that 
it brings with it the need for yet another new operator to unhide attribute 
14This makes NODEQUES the only list operator in the formalism with a fixed number 
of parameters. Before NODEQUES, operators could be unary, binary or list operators, 
and all list operators (e.g. SCREEN could have any number of parameters. This means 
that NODEQUES forced the introduction of a new type of operator. However, since the 
main consideration was the habitability of the user interface and not the purity of the 
formalism, this was the best solution. 
132 Ch. 4 - Databases in the Classroom 
values, replacement is the best choice. 
Another detail is the placement of HIDEATTS in the scheme: should it be 
a declarator in the pattern or an action in the activities? As a declarator, 
it would be more similar to HIDEF and HIDEC and hence easier to use by 
the exercise designer. It could even be provided with a second parameter, 
controlling the area in which the attributes must be hidden. In that way, 
different sets of hidden attributes could exist in different parts of the tree. 
However, there are also disadvantages of placement in the pattern. For 
one, it would mean an increased amount of administration to keep track of 
which attributes must be hidden where and when they can become visible 
again. More important, there can be a synchronisation problem. It may be 
necessary to calculate the table of attribute values from information derived 
from the tree. Since such calculation must be done in the activities and there 
is no information flow from activities to the pattern15 the table cannot be 
made available to a declarator in the pattern. This synchronisation problem 
alone is sufficient reason to decide that HIDEATTS has to become an action 
in the activities, without an area control mechanism. This does have the 
disadvantage that sometimes attribute values are hidden in positions where 
they do not need to be hidden, but this does not normally interfere with 
the exercise. 
For the implementation of the actual CLUES system a different solution 
was chosen. It was decided not to extend the set of operators, but to in-
troduce a system-defined string table variable, called $"hiddenatts , which 
can contain all attribute values that must not be shown by the tree viewer. 
The power and the ease of use of this mechanism are exactly the same as 
those of the mechanism described above. However, from a formal point of 
view a reserved variable name is a highly undesirable feature for a language. 
Unfortunately, there were technical reasons (concerning the compatibility 
between LDB databases and CLUES databases) which forced us to include 
this feature anyway. 
In order to see how the question-answer mechanism can be used we will 
look at two examples. The first example asks the student about an attribute 
value of a node in the tree. Specifically, the student must specify which type 
of non-regular sentence is represented by the marked node. The possibilities 
are cleft, existential, extraposed and inverted. The search pattern of the 
exploration scheme (Figure 4.6) consists of a single node. It describes a 
sentence constituent (CAT = 'S ' ) which is not regular, i.e. which does not 
have 'REG' among its attribute values (NOT ( 'REG' ELEM ATT )) . The 
other two specifications in the node are used to ship information to the 
match effect. The attributes are stored in the string table variable $"a t t s 
15That is to say, there is no usable flow of information from the activities to the pattern. 
It is of course possible to use activity variables as constants in the pattern. However, 
these are only available in further matches. Since the order of matching is not defined it 
is highly unlikely that a table calculated from one match can be useful for HIDEATTS at a 
later match. 
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Figure 4.6: Scheme asking for non-regular sentence type 
and the node identifier in the number variable #nodeid. The match effect 
contains the action 
NODEQUES(#nodeid.'(T)ype'.'What type? ' ,$"atts*$"hiddenatte) 
This states the correct answer to be the intersection of $"a t t s , the list of 
attributes found at the node, and $"hiddenatts , which is defined by the 
corpus intro as 
$"hiddenatts := STBL( 'CLEFT', 'EXIST', 'EXTRA', 'INV' ) 
and thus represents the set of all possible answers. In this exploration 
scheme no attempt is made to extend the set of correct answers with ab-
breviations or reformulations. Furthermore, since the name $"hiddenatts 
is used for the list of all possible values, the definition also signals to the 
system that the attribute value asked of the student should not be shown 
in the tree viewer, resulting in the presentation shown in Figure 4.7. 
The second example concerns a more general question, one not directly 
expressible in a function, category or attribute label. In Aarts and Aarts 
(1988a), a sentence is called complex if one of its immediate constituents 
is a clause. In this example the student is asked whether a given sentence 
( 'CLEFT' , 'EXIST' , 'EXTRA' , 'INV' ) 
'(T)ype' , 'Which type? ' , $"atts * í"hiddenatts ) 
'The marked constituent is a non-regular sentence.' ) 
'Which type of sentence is thie:' ) 
• cleft (CLEFT)' ) 
' existential (EXIST)' ) 
' extraposed (EXTRA)' ) 
' inverted (INV)' ) 
'Move the focus to the marked node (MFY),' ) 
'type 0 and provide the sentence type.' ) 
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Figure 4.7: Tree map view of exercise about non-regular sentences 
is complex or not. For this we will use sentences a) that are complex or 
b) that are not complex but do contain a non-clausal constituent of five 
or more words. There is, however, a problem in finding sentences of the 
latter type. In search patterns in the LDB and hence CLUES it is not 
possible to specify directly that a type of node (e.g. the clause which causes 
complexity) may not be present.16 This means that we have to use a search 
pattern which recognizes each sentence constituent in turn and which defers 
any conclusions about the complexity to the tree effect, when information 
about all the constituents has been collected. This leads to the search 
pattern of Figure 4.8. The node to the left represents the sentence (CAT 
= ' S ' ) . The second line in the sentence node equates the node identifier 
to the variable #nodeid, which we will need for the NODEQUES statement. 
However, we cannot use #nodeid itself there, since variables defined by the 
pattern can only be used in the match effect and NODEQUES is located in the 
tree effect. Instead, we copy the value into an activity defined variable in 
the first line of the match effect, 
•qnodeid : = Snodeid 
and the copy, iqnodeid, can then be used for the NODEQUES statement in 
the tree effect. 
The node to the right in the pattern represents every immediate con­
stituent of the sentence. It extracts two pieces of information from the 
l e The negation of a property in a pattern node means that there must be a node which 
does not have that property; it does not mean that there is no node with that property. 
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SCHEME : sentence complexity 
PATTERN: 
CAT = 'S' 
IDF = «nodeid 
WCT = #len 
CAT = "cat 
TREE INTRO: 
lhasclause := FALSE 
lhaslong := FALSE 
HATCH EFFECT: 
«qnodeie := «nodeid 
"cat - 'CL' I lhasclause :- TRUE 
«len >= 5 I lhaslong := TRUE 
TREE EFFECT: 
NOT lhasclause AND NOT lhaslong I PASS 
lhasclause I $"answer := STBL( 'YES', 'yes', 'Y', 'y' ) 
NOT lhasclause I $"answer := STBL( 'NO', 'no', 'N\ 'n' ) 
NDDEQUES ( «qnodeid , '(C)omplexity' , 'Is S complex (Y/N)? · , $"answer ) 
QUESTION ( NEWLINE , 'The marked constituent is a sentence.' ) 
QUESTION ( NEWLINE , 'Is it eimple or complex?' ) 
QUESTION ( NEWLINE ) 
QUESTION ( NEWLINE , 'Hove the focus to the marked node (HFY),' ) 
QUESTION ( NEWLINE , 'type 0 and answer the question.' ) 
USER 
Figure 4.8: Scheme asking for sentence complexity 
tree, the number of words of the constituent (WCT = #len) ала its cate­
gory (CAT = "ca t ) . The second and third lines of the match effect consist 
of two actions which use this information. With the first, 
"cat = 'CL' | l h a s c l a u s e : = TRUE 
we keep track of whether one of the immediate constituents is a clause by 
use of a Boolean variable lhasclause, which has been set to FALSE in the 
tree intro. Similarly, the second action, 
# l e n > = Б | lhas long : = TRUE 
uses the variable lhaslong, also initially set to FALSE, to note any five or 
more word constituents. The final evaluation of all this information takes 
place in the tree effect, where the first action states 
NOT l h a s c l a u s e AHD NOT lhaslong | PASS 
This means that, if neither kind of immediate constituent has been seen, 
the rest of the tree effect need not be activated. 
In this rest of the tree effect we find the specification of the exercise for 
the student. First, the answer is calculated with the actions 
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îhasclause | $"answer := STBL( 'YES' . 'yes' , 'Y' , 'y' ) 
and 
KOT îhasclause | $"answer := STBL( 'NO' , 'no' , 'Ν' , 'η' ) 
Even though the question asks for Y or N, the full words are recognized. 
Also it does not matter whether upper or lower case is used. After the 
allowable answers have been determined, the exercise can be built with a 
NODEQUES action 
NODEqUES(#qnodeid, ·(C)omplexity', 'Is S complex (Y/N)? ·, 
$"answer) 
4.2.3 Point-out exercises 
In the exercises described above the student is asked to name certain of 
the properties of a node that is pointed out to him. Exercises may also be 
designed the other way round. The exercise may name certain properties 
and then ask the student to point out all nodes which have those properties. 
This section describes how this type of exercise is handled in CLUES. 
Since the only information needed for such an exercise is a list of node 
identifiers, the extension to the exploration scheme mechanism is a simple 
one. We only need to add a declarator, MARK, which can be placed in a 
pattern node to specify that the matching analysis tree node must to be 
pointed out. The exercise is not presented to the student until the action 
USER is activated. For point-out exercises this action is usually placed in 
the tree effect. In this way the system will be able to mark all nodes in the 
tree with the desired properties, as they are found by successive matches of 
the pattern. 
In the tree viewer the student points out the nodes he thinks have the 
specified properties by moving the focus there and typing the command H 
(short for Here). Just as for question-answer exercises the system only reacts 
by stating whether the student is right or wrong. No hints or explanations 
of wrong answers are attempted. 
The nodes are unmarked to start with. However, after being pointed 
out correctly by the student (or by the system if the student asks for the 
answer) they are marked. In this way the student can keep track of the 
nodes he already found, or, if he asked for the answer, recognize the nodes 
which he did not find. As can be expected, the command M cannot be 
used to find nodes which have not been pointed out yet. It does work for 
correctly identified and therefore marked nodes. Because of the marking of 
nodes it is not possible to mix a point-out exercise with a question-answer 
exercise. 
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SCHEUE Gild O D 
PATTERN 
ROOT 
HIDEF ( LVL ) 
HIDEC ( LVL ) 
HIDEF ( 0 ) 
HIDEC ( 0 ) 
ANYORDER 
AHYDEPTH 
FUH - 'OD' 
HARK 
FUN • '01' OR FUH - •CO' OR FUH -
AHYDEPTH 
'A' AND CAT - 'HP' OR FUN - 'OD' AHD CAT /• 'HP' 
TREE EFFECT 
QUESTION ( HEVLINE , 'Point out all diract object· ' ) 
QUESTION ( HEVLINE , '»ov« th. focui tb«r· m a typa H ' ) 
HCT > О I USER 
Figure 4.9: Scheme asking for the identification of direct objects 
As an example we create an exercise in which the student must identify 
direct objects. To make the exercise interesting there should either be other 
constituents in the tree which can be mistaken for a direct object, or the 
direct object must be of an unexpected category. Under these conditions we 
arrive at the search pattern in Figure 4.9. The node to the left represents 
the root of the analysis tree (ROOT). It is used mainly to hide all functions 
and categories in the tree (HIDEF and HIDEC). The top right node is the one 
which finds all direct objects (FUN = 'OD') and marks them as nodes to be 
pointed out by the student (MARK). The bottom right node sees to it that 
the exercise is interesting in the sense mentioned above. The first option 
is that, somewhere in the tree, there must be an indirect object (FUN = 
' 0 1 ' ) , an object complement (FUN = 'CO') or an adverbial realized by a 
noun phrase (FUN = 'A' AND CAT = 'NP'). The second is that one of the 
direct objects is realized by something which is not a noun phrase (FUN = 
'OD' AND CAT / = 'NP'). The declarator ANYDEPTH in both the nodes to 
the right specifies that they may be found at any level in the tree, not just 
as immediate constituents of the root. The declarator ANYORDER on the root 
node specifies that the direct object need not precede the other constituent. 
In fact, and this is necessary for the unexpected direct object variant, the 
interpretation of ANYORDER is such that the two pattern nodes can actually 
match the same analysis tree node. 
The exploration scheme is completed by the conditional action 
MCT > 0 | USER 
in the tree effect, stating that the exercise must be presented to the student 
if and only if the match count (MCT) is one or more, i.e. the specified 
constituents have been found in the current tree. Running the exploration 
scheme confronts the student with sentences like the one in Figure 4.10. 
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Figure 4.10: Tree map view of direct object exercise 
4.2.4 Branch placement exercises 
The exercises described in the preceding sections all deal with the contents 
of the nodes of the tree. They are generally not concerned with the structure 
of the tree. In this section and the next we discuss exercises that deal with 
sentence structure. 
In these exercises the structure of the tree is not presented in its entirety. 
Instead, part of it is held back and the student is asked to reconstruct it. 
Structural exercises come in two classes of complexity. In the simple class 
only connections between nodes are left out. The nodes themselves are still 
present. The student has to relink the partial trees presented to him. In 
the more complex class, nodes are removed as well. Now the student not 
only has to link together the components provided by the system, but also 
has to perceive which components are missing and add them in the right 
places. In this section we will describe exercises of the simple kind. The 
more complex class will be discussed in the next section. 
Within exercises that consist of replacing severed connections, we can dis­
tinguish two major types. The first deals with the attachment of modifiers. 
The attachment of prepositional phrases (PP attachment) is an obvious ex­
ample of this. For this type the exercise designer has to identify the modifier 
and signal that the connection to its father must be removed. The second 
type deals with the attachment of constituents to potential adjacent father 
nodes. Here the designer has to identify the dominating structures and 
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signal that all connections to the immediate constituents must be severed. 
For both types the only information that must be taken from the tree 
and provided to the exercise mechanism is a list of node identifiers. This 
means that the extension to the exploration scheme mechanism can again 
consist of declarators to be used in pattern nodes. One possibility would 
be to introduce two declarators, one for each type of exercise. However, to 
keep the number of new constructs as low as possible, and to provide more 
consistency with the other exercise declarators, we decided to introduce 
only one, DELCON, with a parameter to indicate the exact connections to be 
removed. The parameter, again for reasons of consistency, does not consist 
of a constant indicating the type, but of a level indication. This parameter 
works in the same way as that of ASKF and the like. Instead of asking for or 
hiding labels it severs the connection of the indicated nodes to their father 
node. 
For the first type of exercise the new declarator will be used with the 
parameter LVL. For the second type the parameter will be LVL+1. With this 
interpretation of the parameter it would be possible in theory to indicate 
removal of connections over multiple levels of the tree. However, no useful 
exercise which uses this possibility has been found. Also, presentation of 
such an exercise would present problems to the tree viewer since it would 
have to find an appropriate placement of the resulting single node islands. 
The tree viewer has to be extended in three respects. Not only must it 
provide means to restore a severed connection, but it must also be able 
to present incomplete trees and provide navigation through them. Let us 
start with the presentation. First of all, a disconnected subtree cannot be 
shown in the position it would be in when connected. This would give away 
the solution to the exercise immediately. Instead, all disconnected subtrees 
are placed in such a way that their rightmost leaves are on the same level 
as the rightmost leaves of the main tree. For the same reason, the nodes 
cannot be numbered as sons of their actual father. Instead, a stepfather 
is selected by examining all nodes to which the disconnected subtree can 
be attached17 and choosing the one closest to the root. The roots of all 
disconnected subtrees with the same stepfather are numbered consecutively, 
starting with the number following that of the last actual (and visible) son. 
Finally, to provide an easy way of identifying disconnected subtrees, their 
roots are additionally marked with a letter. 
The tree viewer already provides means to navigate to and from discon-
nected subtrees. The normal navigation mechanism can be used along the 
virtual connection from stepfather to stepsons. However, these virtual con-
nections are not shown on the screen because the combination of actual and 
virtual connections would lead to a confusing representation.18 Further-
17Since the trees have no crossing branches this is a well-defined set. 
18Note that we cannot count on colour screens for representing connection classes and 
that highlighting is already heavily used. 
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more, the virtual connections axe rather hard to explain and will generally 
be unclear to the students.1 9 A second possibility is to move with the J 
command, with which one can jump to a node with a certain function, cate­
gory, attribute or word. This, however, can hardly be called a user-friendly 
method. To help the student move around in the incomplete tree, we there­
fore added a new focus movement command, В (short for Branch). It moves 
the focus to the root of any disconnected subtree. The subtree to move to 
is identified by a character following the command.20 A letter indicates the 
subtree whose root is marked with that letter. An asterisk indicates the 
main tree (whose root is marked with an asterisk on the screen). 
The final extension allows the student to reconstruct a severed connec­
tion. Since a connection is defined by its extremes, two nodes must be 
pointed out. One of these extremes, the root of the disconnected subtree, is 
already provided with a means of identification, namely the letter used with 
the В command. With this in mind, we decided to let the student make 
connections by moving the focus to the proposed father node and then typ­
ing the command Τ (short for Tie).2 1 This command then prompts for an 
identifier of a disconnected subtree and the student completes the recon­
struction by typing the letter identifying the proposed son. If the proposed 
connection is indeed present in the original tree it is restored. If it is not, 
the student is told so. 
As an example we present an exercise dealing with the use of adverb phrases. 
The exploration scheme pattern for this exercise is shown in Figure 4.11. 
The adverb phrase is described by the upper right node (CAT = 'AVP'). In 
order for the exercise to be of interest, we want the adverb phrase either to 
be the first premodifier in an adjective phrase or to be immediately followed 
by an adjective phrase. The adjective phrase is described by the lower right 
node. Both nodes may be found anywhere in the tree. In the pattern this 
is reflected in the declarators ANYDEPTH on the adverb and adjective phrase 
nodes and ANYORDER on the root node. The relative placement of the phrase 
nodes is restricted through the use of number variables. # f i r s t represents 
the position of the first word of the adverb phrase (FWNO = #f i r s t ) and 
# l a s t the position of its last word (LWNO = # l a s t ) . If the adverb phrase 
is the first premodifier of an adjective phrase the first word of the adverb 
phrase must be the same as the first word of the adjective phrase (FWNO 
= #f i r s t ) . If the adverb phrase is not part of an adjective phrase but 
is immediately followed by one, the first word of the following adjective 
phrase must be at the position following the last word of the adverb phrase 
(FWNO = # l a e t + 1). The pattern is made complete by DELCON(LVL) and 
HIDEF(LVL) on the adverb phrase node. DELCON disconnects the subtree 
1 9 In fact, until the students are experienced in using the system they are not even told 
such connections exist. 
20We call a character which further specifies a command in this way a follow-up 
character. 
2 1
 Again, a mouse would provide a much friendlier input medium. 
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CAT « 'AVP' 
FWNO - »first 
LWNO - »last 
DELCON ( LVL ) 
HIDEF ( LVL ) 
ANYDEPTH 
CAT - 'AJP' 
FWNO = «first OR FWNO - •last + I ) 
HATCH EFFECT: 
QUESTION ( NEWLINE , 'Connect the adverb phrase to the correct constituent:' ) 
QUESTION ( NEWLINE , 'nove the focus to the node which you think is the ' ) 
QUESTION ( NEWLINE , 'father of the AVP node and type TA.' ) 
USER 
NEXTTREE 
Figure 4.11: Scheme disconnecting an adverb phrase 
It would Ье'во m e n easier than living aa she vas, with every narra electric. 
1 1- . It 
1^1— vonld. 
2—I—2- be 
.—1 1- . во 
A 3 — I — 2 - . . . «neh 
-1-
798: Unfinished -:TEXTUAL UNIT 
command: 
scroll'.YUDLROQ focus:FS1-90PNHJ ezer:QAGBIT view:V help:? extra:! 
Figure 4.12: Tree map view with disconnected adverb phrase 
from the main tree. HIDEF makes the function of the adverb phrase invisible, 
so that it becomes unknown whether it is a premodifier or not. With this 
pattern the student will be presented with incomplete trees as the one shown 
in Figure 4.12. 
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4.2.5 Tree building exercises 
We now come to the final type of exercise, comprising the more complex 
class of structural exercises. In these exercises the tree viewer does not only 
leave out connections between nodes, but even omits some nodes completely. 
The student has to discern which nodes are missing and replace them in the 
correct positions. 
The extension to the exploration mechanism for this type of exercise can 
again be a simple one. As with the connection severing exercises there is 
only need for a list of node identifiers. For ease of use, and for the sake of 
consistency, the best choice for the extension is the addition of yet another 
declarator with a parameter indicating the scope of node removal. We have 
called the new declarator DELNODE. Its parameter is interpreted in exactly 
the same way as that of DELCON and that of ASKF and the like. Unlike 
DELCON, DELNODE has sensible uses with a parameter indicating a larger area 
than a single node or level. Indeed, one of its more frequent applications 
is the deletion of an entire subtree, i.e. the full analysis of a phrase or a 
clause. However, the root and leaves of the tree will never be removed. 
They cannot be deleted because they have to serve as reference points for 
navigation and for the re-insertion of nodes. 
The presentation by the tree viewer needs no new extension at all. It 
just has to be able to deal with partial trees. For this it can use exactly the 
same methods, described in the previous section, that are used for DELCON 
exercises. 
This leaves us with the extension to the command mechanism, which 
needs new commands with which the student can reconstruct the tree. First 
of all we need to determine the general approach to reconstruction. Do 
we want to monitor the student at each stage of the reconstruction or do 
we want to allow phases of uncontrolled building followed by a check of 
the results? Since uncontrolled building can only be ended by either the 
completion of a tree or a signal by the student, the second choice would 
force the system to keep track of all the changes made after the previous 
check. More importantly, in case the student made errors the system would 
be hard put to pinpoint the errors from a comparison between the proposed 
and the original tree. It would probably only be able to judge the complete 
change as erroneous and all correct changes would also have to be undone. 
Therefore, it was decided to check each action as it is made.2 2 If the student 
attempts to create a node or connection which is not present in the original 
tree, the error is reported and the change is blocked. 
As a result of the continual monitoring the intermediate partial tree is 
always a subset of the original tree and, as such, correct. A side-effect of 
2 2
 For the same reason we abandoned the idea of an exercise which consisted of intro­
ducing some errors in an analysis tree and letting the student change it back to its correct 
form. 
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this is that we will not need a command to delete nodes. We have already 
extended the tree viewer with a command to make connections, namely Τ 
(cf. Section 4.2.4). All we need is a command which inserts new nodes: 
I (short for Insert).2 3 However, the command alone is not enough. The 
system also needs to know where the new node is to be placed. First of 
all, this leads to the restriction that new nodes can only be inserted when 
they are connected to nodes already on the screen. This means that they 
must be either the father or a son of a node on the screen. If it is a father, 
the insertion can be effected by moving the focus to the son and typing I 
followed by F (short for Insert Father). If it is a son, the situation is more 
complicated. Because we want the visible tree to be a subset of the original 
tree, the system must know exactly which node is inserted. If there is more 
than one deleted son for a father, a command which only states that a son 
must be inserted is not sufficient. The command must be able to indicate 
the exact son to be inserted. We can distinguish two cases. Either other 
sons of the father in question are visible or all its sons are currently deleted. 
In the first case we can pinpoint new nodes by their position relative to 
their brothers. To make use of this we introduce the follow-up characters 
Ρ and N. Typing I followed by Ρ will make the system try to insert a 
previous brother to the focus and typing I followed by N a next brother. 
Furthermore, these sequences may be preceded by a numerical parameter.2 4 
When the parameter is greater than one, the system will try to insert the 
indicated number of nodes as consecutive previous (or next) brothers to the 
focus. If there is room for more deleted brothers than the given number, 
only the requested ones will be inserted. If there is not enough room, the 
error is reported and no nodes are inserted at all. 
In the second case it is not possible to identify individual sons. The only 
thing that can be identified is the set of all the sons. We assume that the 
student understands the structure of the tree if he can provide the number 
of sons he wants inserted. This option is represented by the sequence I S, 
which must be preceded by a numerical parameter.2 5 If there are actually 
more or fewer sons than specified, an error is reported and no insertion is 
made. 
In all cases of insertion the attempt to insert a node which is already 
visible is judged to be erroneous, e.g. it is incorrect to ask for the insertion 
of three next brothers while one of the actual three next brothers is some­
where on the screen. The reaction to such attempts is an error message; 
no insertion is made at all. For this reason the insertion of all sons of a 
23When a node is inserted it comes complete with all its labels. If the exercise designer 
wants the student to fill these in as well, he can combine DELNODE with ASKF and/or ASKC. 
In that case the labels will not automatically become visible, but can be filled in anytime 
after the node has been inserted. 
2 4
 In the tree viewer it is possible for many commands to indicate a number of steps by 
typing a hash character and a number before the command character, e.g. scrolling the 
screen up by 15 lines is done by typing #15u. 
2 5
 Absence of the parameter is interpreted as indicating a parameter value of one. 
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SCHEHE: sentence parts 
PATTERN: 
CAT - 'S' 
DELNODE ( LVL + 1 ) 
HIDEF ( LVL + 2 ) 
CORPUS IKTRO: 
$"hldden«tts :- 1 
MATCH EFFECT: 
QUESTION ( NEWLINE , 'Reconstruct the tr··.' ) 
QUESTION ( NEWLINE ) 
QUESTION С NEWLINE , 'Use the В (branch) совпала to move to disconnected branches. ' ) 
QUESTION ( NEWLINE , 'Use the I (insert) cornwnd to insert any Kissing nodes.' ) 
QUESTION ( NEWLINE , 'Use the Τ (tie) command to connect disconnected sons to their fathers. 
USER 
NEKTTREE 
Figure 4.13: Scheme removing immediate constituents of a sentence 
node is hardly ever possible. The leaves of the tree alone (which can never 
be deleted) block a substantial number of these attempts. Because of a 
general policy, namely to provide as little information as possible so that 
the student is given more opportunity to use his own linguistic reasoning, 
we do not want the error message to reveal the exact reason for the failure 
of the insertion. Therefore, it cannot report that, even though the insertion 
failed, the number of sons was correct and, as a result, the student may be 
misled. The only solution here is to make very clear to the student how the 
system handles his commands and remind him of this again and again.26 
Finally, we note that three of the four insert options allow a parameter. 
For the sake of consistency we also define an interpretation of a parameter for 
I F. As a node cannot have more than one father, the parameter is not used 
for the number of nodes to insert. Instead it is used to indicate the nodes 
which will be sons to the new father. The system will try to connect next 
brothers of the focus as sons of the new node, until the specified number of 
sons is reached. The insertion is blocked if any of the specified next brothers 
is not actually a brother of the focus.27 
We complete this section with an example exercise in which the student must 
show his knowledge of sentence structure. In the exercise all immediate 
consitituent nodes of a sentence are deleted. The student is confronted 
with a number of phrase and clause parts which must be organized into 
sentence constituents. This can be effected with a search pattern of just a 
single node, shown in Figure 4.13. The first line in the node indicates the 
kind of node we want the exercise to deal with, namely a sentence node 
2 6
 A result of the system's unpredictable handling of insertion of sons is the adoption 
of a basically bottom-up style of tree building by the students. 
2 7Note that the selection of next brothers is in relation to an adopted father, not the 
actual father. 
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Despite his weariness, the capacity for sleep seemed to have'deserted him alaos 
A3— · Despite 
I—1 1- • hie 
B4—I—2— · · weariness 
CS- - , 
E7— • capacity 
-1- · . . for 
- 1 — F8—L_2 1- . sleep 
G 9
- c 2 : 
seemed 
to 
Ha— • have 
lb— • deserted 
Jc— · him 
Kd 1- . alaost 
Le— • entirely 
30: Unfinished ...:iDVHlB PHRASEC.) 
command: 
scroll:YUDLR<>() focus:FS1-90PNMJ eier:QAGBIT viev:V help:? extra:! 
Figure 4.14: Tree map view with removed sentence constituents 
(CAT = ' S ' ) . The second one defines the exercise itself. It throws away all 
nodes which are immediate constituents of the sentence, i.e. constituents at 
one level higher than the current one (DELN0DE( LVL+1 )). The third line 
hides the function labels on the deleted nodes and, more importantly, on the 
immediate constituents of the deleted nodes. This prevents the functions 
from giving information about the deleted node they are part of. For a 
similar reason the corpus intro contains the line 
$"hiddenatts := 1 
so that all attributes in the tree are hidden. All this results in the presen-
tation of partial trees like the one shown in Figure 4.14. 
4.2.6 Extensions for exercises in general 
The previous sections all deal with specific extensions for specific exercise 
types. However, there are also some extensions which are needed for the 
handling of all types of exercise. 
First of all, there must be a way to tell the student what is requested of 
him. This requires extensions in the exploration scheme mechanism as well 
as in the tree viewer. The instructions which can be given to the student 
are, by necessity, rather general in nature. Detailed instructions for every 
situation the student can get into cannot realistically be expected from the 
exercise designer. Even if he were able to determine which instructions 
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would be desirable under which circumstances, he would be hard put to 
extract all the necessary information from the analysis tree and to formally 
specify exactly when to give which instructions.28 As a result, we will 
only make provisions for a single instruction message. The message can be 
signaled to the system with the action QUESTION, which works analogously 
to SCREEN.29 The difference between SCREEN and QUESTION is that SCREEN 
sends text to the screen immediately when the action is executed. QUESTION, 
on the other hand, puts the text into a buffer. The buffer is shown to 
the student once just before the system presents the first utterance of the 
exercise and then every time he gives the command Q in the tree viewer. 
Secondly, the system must keep track of the student's progress in the 
exercise. As soon as all questions have been answered this can be reported 
to the student, so that he knows that he can now go to the next utterance 
in the exercise. Also, when all questions have been answered, any remaining 
hidden information can be made visible. All this does not necessitate the 
introduction of new exploration scheme constructs, nor new commands in 
the tree viewer. Only internal changes in the tree viewer are needed. 
Furthermore, it must be possible for the student to give up and ask the 
system for the correct answer. This also only needs an extension to the tree 
viewer. The command A is added to do just this. To make it somewhat 
more user-friendly, A has follow-up characters, offering a choice of three 
options. The follow-up character F specifies that only questions concerning 
the focus must be answered. The follow-up character Τ (short for Tree) 
specifies that all questions in the tree should be answered. The entire tree 
is reconstructed, all labels are replaced and all nodes to be pointed out are 
marked. Also, since the exercise is now finished, all hidden information is 
revealed. The character N specifies that no answers must be given at all. 
It is used when the command A has been given inadvertently, e.g. after 
forgetting to type the command О as mentioned in Section 4.2.1. 
Finally, the student must be able to tell the system that he wants to 
go to the next utterance of the exercise. Again, this only concerns the tree 
viewer. We need yet another command, G (for Go on). As we do not want 
to force the student to answer all questions at an utterance before allowing 
him to go to the next one, G must work even if the exercise is unfinished. 
Since this entails the possibility of accidentally jumping out of the tree 3 0 the 
system will have to check the correctness of the command. If the exercise is 
unfinished for the current tree the student is asked whether he really wants 
to leave the tree, to which he can answer by means of Y or N. 
'This problem is similar to the one regarding sensible responses to errors by the 
student. We will come back to this in Section 4.4. 
29Since QUESTION can be placed in the match effect and can therefore use information 
derived from the analysis tree, it is possible to make (restricted) alterations to the message 
when the circumstances require this. 
3 0This is made even more annoying by the fact that it is not possible to return easily 
to the situation before G. 
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4.2.7 Changes beyond exercises 
We conclude the discussion of the transformation from LDB to CLUES with 
a description of the changes in the overall control of the program. These are 
changes rather than extensions since they use existing functions, but seen 
from a different viewpoint.31 
A user of the LDB is doing research. He needs full control over the 
attached syntactic databases, exploration schemes, output files and all de-
sired operations with any of these. This control is provided by means of 
a control tree, with a number of menus at the top and specific subsystems 
(like the tree viewer) at the bottom. Most of this is not needed by a student 
using CLUES. Exploration schemes, or rather exercise schemes, are all pre-
programmed by the course designer and their results are always analysis 
trees with tasks attached. There is no output to external files. Most of the 
other entries in the menu become useless too, e.g. the construction of a 
restricted corpus. 
For this reason, the starting point in CLUES is not a menu, but the tree 
viewer. The student always works from within a tree and, after an exercise 
series32 has been started, there is always a current exercise, viz. a current 
tree associated with a task to be performed. 
All actions needed for the exercise are available in the tree viewer as 
described in the previous sections. Some of the menu actions from the LDB 
are still available to the student. However, the choice of actions is much 
more restricted. They can now be presented in a single menu. Furthermore, 
rather than being central to the control of the program, they are now viewed 
as mere extras. For this reason, the command X, which moves the student 
from the tree viewer to the menu listing is listed as ex t r a rather than ex i t . 
The reduced menu (Figure 4.15) only contains those actions which can 
be of use to the student in his work on the exercise. Foremost of these is of 
course the selection of an exercise, in CLUES terms the start of an exercise 
series. The exercise series starts at the current tree, i.e. the scheme starts 
its search for matching trees here and moves from here towards the end of 
the corpus. The exercise series remains active until the end of the corpus is 
reached, another exercise series is started, another corpus is selected or the 
student leaves the system. 
In the tree viewer, the student is informed about the current state of 
the exercise series. On the left side of the third line from the bottom, the 
number of the current tree is shown, followed by one of the following: 
31
 These changes only apply to the CLUES Student Program. The CLUES Teacher 
Program uses the standard LDB user interface in this respect. 
32The set of trees encountered by the student for a specific exercise or, seen from 
another viewpoint, the overall operation of a scheme is called an exercise series. This 
is done to distinguish it from a single such tree with associated task, which can now be 
called an exercise without the risk of confusion. Before this section the term exercise has 
been used freely in both meanings. 
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EXAMINING CORPUS TOSCA sample FH0RO1 DERIVED FROH fhorOl 
NO EXERCISE SERIES 
TREE 240 OF 2495 LOC: FHOR010148031 It had become a favourite retreat of hi 
A display selected utterance 
В display analysis comment 
С examine label names 
D select next tree 
E select previous tree 
F select tree by number 
G start exercise series 
H select other corpus 
I leave system 
Ζ go back to tree 
choice : 
Figure 4.15: Menu of extra commands in the CLUES student program 
• No exercise, indicating that no exercise series is active at the mo­
ment 
• Unfinished, indicating that there is still a task to be performed in 
this tree 
• Completed, indicating that the task for the current tree has been 
completed 
• Elsewhere, indicating that there is an exercise series active, but that 
the current exercise does not concern the current tree 
The last situation occurs if the student has used a further menu function 
(see below) to move to another tree. The number of the tree where the 
exercise resides is shown on the menu screen so the student can move back 
there if he wants to. 
The menu item starting the exercise series is not used very frequently 
and is therefore not placed at the top of the list. Instead the first (because 
more frequent) items on the menu involve the retrieval of information about 
the current tree, which can be of use in the exercise. The menu starts off 
with the request to show the utterance. This is also shown on the screen 
by the tree viewer, but a very long utterance may need excessive scrolling. 
Therefore, the menu option is added so that the text of an utterance can 
be easily read in its entirety. Then there are menu items for the display of 
information about the analysis, namely the comment associated with the 
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current tree and the label names used in the trees. These names are used 
rather often, so in an actual course it is best to hand out a printed version 
of this list to the students. 
Next we find three entries which allow the student to move to other 
analysis trees. As the exact analysis of an utterance may be dependent on 
context which is found in the adjacent utterances, this option has to be 
available. For most exercises, however, it is hardly ever used. These entries 
can also be used to select a starting point for an exercise series, since a 
selected exercise series will start at the current tree rather than the first 
tree of the corpus. If a course uses a single corpus for all its exercises, 
the trees at the start of the corpus soon become familiar. It then becomes 
desirable to move to a random point in the corpus before starting a new 
exercise series. 
There is also an entry for changing to another corpus. If student data-
bases contain more than one corpus, it is advisable that all exercise series 
work for all these corpora. If certain exercise series work only for certain 
corpora, this should be well-documented. A useful combination of differ-
ent corpora would be to illustrate the differences between e.g. non-fiction, 
prose fiction and drama. Running the same exercise series for three corpora 
containing these types of text would give a feel for these differences where 
they affect the subject matter of the exercise series. 
The next to last entry is used to leave CLUES. Note that, unlike the 
LDB, CLUES has no objections to a departure from the system in the 
middle of an exercise series. Since there is no buildup of information which 
still has to be presented to the user, such objections are unnecessary. 
The menu concludes with an entry which has no effect but merely moves 
back to the tree viewer. It is included as an escape option in case of acci-
dental activation of the menu. 
4.3 A sample syntax course 
This section aims to illustrate the use of CLUES as a training tool. It 
does this by describing a set of exercises which are currently in use at the 
University of Nijmegen. The exercises do not stand alone. They form the 
practical component of the Advanced Syntax course. The course is spread 
out over 13 weeks, the theoretical component and the exercises each taking 
one period a week. For each session one or more exercises are selected which 
address issues that have been discussed in the theoretical component that 
week. The session starts off with an introduction of the subject matter 
and the exercises by the supervising teacher. After that, the students work 
through the exercises in groups of two or three. The teacher is available 
for questions. Also, students are given the opportunity to do the exercises 
outside the reserved period. In this case, however, no supervisor is present. 
The exercises are not used for scoring or testing. 
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The exercises are based on the CCPP analysis of the Nijmegen corpus 
(Section 2.2.2). This analysis reflects a grammar which is based on Quirk et 
al. (1972), the course book for Advanced Syntax, but which deviates from 
it in certain details. One of the tasks of the supervisor is to point out these 
differences when they become relevant to the exercise or when asked about 
details by the students. Whether such differences are to be viewed as a 
positive or a negative aspect of the course is a question we will come back 
to in Section 4.4. In any case, they should form no obstacle for the second 
year students to whom the exercises are now presented. 
We will now give a description of each of the exercises in the course. 
For each exercise we will show and explain the exploration scheme used as 
its definition and also show an example. The corpus material on which the 
course is based contains trees with just a function and a category label at 
each node so that it is not possible to base exercises on attribute values. 
This means that the more standard NODEQUES exercises can not be used. We 
decided to forgo the use of NODEQUES altogether, rather than confronting the 
students with yet another exercise type. Also, there are no exercises with 
MARK. The problem here is that intermediate levels in the tree are only 
introduced when needed. E.g. a noun phrase node is only present when 
the noun phrase consists of more than one word. In case it exists of only a 
noun, there is a noun node, but no dominating noun phrase node. Given this 
fact, the introduction of MARK exercises would require excessive explanation, 
which is inappropriate in this part of the syntax course. 
4.3.1 Functions of noun phrases 
The first construction that is discussed in the course is the noun phrase. It is 
the subject of three exercises, which are described in this and the following 
two sections. All three exercises are of the function and category naming 
kind. In this way the students can become familiar with this type of exercise 
before being faced with the more complicated structural exercises. 
The first exercise is meant to illustrate the functions a noun phrase can 
have in the sentence. The exploration scheme (Figure 4.16) marks a couple 
of noun phrases in selected sentences and asks the student to determine 
their function labels. The core of the scheme is similar to Figure 4.4. The 
son node of the pattern searches for nodes with one of the noun phrase 
type categories, namely noun phrase (NP), noun (N0), nominal numeral (NN) 
or pronoun (PN),33 that realizes a sentence function, namely subject (SU), 
subject complement (CS), direct object (OD), object complement (CO), indi-
rect object (01) or adverbial (AD). It also marks all such nodes for function 
naming (ASKF(LVL)). The father node hides the functions of all other nodes 
on the level of the marked node (HIDEF(LVL+D). The match effect, finally, 
Remember that in the CCPP analysis scheme a noun phrase node is only introduced 
if the noun phrase consists of more than one immediate constituent. 
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SCHEME functions oT NPe 
PATTER». 
FUI - ' S U ' OR FUM - ' C S ' DR FUI · 'OD' OR FUI - 'CO' OR FUI - ' 0 1 ' OR FUI - 'AD' 
FUI - "fun 
C1T - 'IP' OR CAT - 'IO' OR CAT - ·ΪΙ· OR CAT • 'PI' 
ASIF ( LVL ) 
TREE IITRO 
•count * 0 
HATCH EFFECT 
•count • О AID "fun /· 'SU' I »count · 1 
IFSO I "lust - "fun 
•count • 1 AID "fun /- 'SU' AID "fun /• " l u t I Icount · 2 
•count < 2 AID "fun /- 'CO' AID "fun /- 'AD' I PASS 
QUESTIOI С IEVLIIE , 'Prorid· th· function nt tho umrkod nod· · ' ) 
qUESTIOI ( IEVLIIE ) 
OUESTIOI ( IEVLIIE ) 
QUESTIOI ( IEULIIE , ' You can do this 07 MTing th« f ocun thoro und typing th« conmmnd O (opon), * ) 
QUESTIOI С IEVLIIE , 'follotfod by tho function in question loto thot th · function auat bo typed' ) 
QUESTIOI ( IEVLIIE , ' in uppor c u · ' ) 
QUESTIOI ( IEVLIIE ) 
QUESTIOI С IEVLIIE , 'Th· m i n t way to вот« th« fecua to tho Maxkad nodo· i · vita th · Η conjund ' ) 
USER 
lEITTREE 
Figure 4.16: Functions of noun phrases, scheme 
formulates the task to the student (all lines with QUESTION) and activates 
the exercise (USER).34 
However, this core is not suited for an actual student exercise. The 
reason lies in the frequency distribution of the functions. The abundance of 
NPs realizing the subject function alone will keep the student from seeing 
more than a few interesting cases. To prevent this from happening we 
added a further selection mechanism to the exploration scheme. A score 
of the "interestingness" of the sentence is kept in the variable #count. For 
each sentence it starts off with the value 0 (#count : = 0 in the tree intro). 
In the match effect this score may be increased, depending on the noun 
phrase function just found. The function is represented by the variable 
"fun and is set in the pattern (FUN = "fun). The score is increased from 0 
to 1 (in the first line of the match effect) for all functions except a subject. 
After such an increase the function responsible is noted ( " l a s t : = "fun 
in the second line), because an increase from 1 to 2 (the third line) not only 
requires the function to be different from that of subject but also different 
from the previous interesting function. The fourth line, finally, states that 
the exercise can be activated as soon as either the score 2 has been reached 
(i.e. two different 'interesting' functions have been found) or the currently 
found noun phrase is an object complement or an adverbial (i.e. at least 
one 'very interesting' function has been found). The last line of the match 
effect, finally, states that, after a sentence has been subject of an exercise, 
3 4
 Note, however, that in such a less discriminate exploration scheme the QUESTION and 
USER actions would be placed in the tree effect rather than in the match effect so that all 
noun phrases can be collected. 
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' I TOLD EDWARD HUT HR PELLETT HAD PUT IN THE EXAM PAPER. 
1- ' 








- S — . — 1 - IN 
I — 2 — . — 1 - . . . THE 
I — 2 — , — 1 - . EXAH 
I — 2 - . PAPER. 
266: Unfinished ГГ?:РШПОШІ 
command: 
scroll:YUDLR<>() focus:FS1-90PNHJ exer:QAG0 viev:V help:? extra:* 
Figure 4.17: Functions of noun phrases, example 
it must not be used any further and the exploration scheme must continue 
its search at the next sentence. 
An example sentence as presented to the student is shown in Figure 4.17. 
The sentence is selected because it contains two different 'interesting' noun 
phrases, namely the indirect object of the matrix sentence {EDWARD) and 
the direct object of the embedded clause ( WHAT). Note that, even though 
the subject (I) does not contribute to the score, it is still marked for function 
naming. This is because it is the pattern which determines whether or not 
a node is marked and here subjects have no special role. MR PELLETT, 
on the other hand, another subject noun phrase is not marked. The reason 
for this is that it has not yet been found when the match effect activates 
the exercise. 
4.3.2 Functions in noun phrases 
The second exercise on noun phrases is not concerned with the role of the 
noun phrase but with its internal structure. It picks the first noun phrase 
in a sentence and asks the student to indicate the functions of each of its 
immediate constituents. The exploration scheme (Figure 4.18) is in general 
the same as in Figure 4.1 and therefore needs no extensive explanation. We 
only note that the demand that there be more than one son (SCT > 1), 
which is made in the pattern of Figure 4.1, is not necessary here since the 
CCPP analysis scheme guarantees more than one son if a noun phrase node 
is present. 
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SCHEHE: functions In NPa 
PATTER»: 
CAT • ' I P · 
ASKF ( LVL • 1 ) 
MATCH EFFECT: 
QUESTION ( IEHLIIE , 'PiOTid· th· function of th· iamdiata constituante of the aelactad IF.' ) 
QUESTION ( NEWLINE ) 
QUESTION ( NEVLIÏE , 'NOT· tbo focue to «ach Marked nod· in suceaaaion (a.g. eith th· H command)1 ) 
QUESTION ( NEVLINE , 'and type 0 (open), followed by th· function in qnaation. Iota that tha' ) 
QUESTION ( NEVLIIE , 'fonction haa to ba typed in upper caaa.' ) 
USED 
NEXTTREE 
Figure 4.18: Functions in noun phrases, scheme 
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Figure 4.19: Functions in noun phrases, example 
In Figure 4.19 we see an example in which the full range of standard 
noun phrase parts are present. We find a determiner (A), two premodifiers 
{VERY ORDINARY and SMALL), the head (BOY) and a postmodifier 
(DEFENDING HIMSELF). 
4.3.3 Realisations of postmodifiers 
The final noun phrase exercise also deals with its internal structure, but 
instead of looking at all its immediate constituents it focusses on the post-
modifier. It asks the student to identify the category of the constituent 
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SCHEME : real izat ion of P O M s 
PATTERN: 
FUN - 'POM' 
HIDEF С LVL • 1 ) 
ASKC ( LVL ) 
HATCH EFFECT: 
HCT < 3 I PASS 
QUESTION ( NEVLINE . 'Provide the category of the Barked poataodlf lera. ' ) 
QUESTION ( NEVLINE . 
QUESTION ( NEVLINE , 'Ton can do this by poring th« focna there (o.g. vlth the H coinand)' 
QUESTION ( NEVLINE
 f 'and at «ach nodo typing 0 (opon), foliovad hy tha catagoTy (vhich' ) 
QUESTION ( NEVLINE , 'must Da typed in upper caae). ' ) 
USER 
NEXTTREE 
Figure 4.20: Realisations of postmodifiers, scheme 
realizing the postmodifier and in this way illustrates the range of categories 
that can take this role. 
The exploration scheme for this exercise is again of the standard form for 
naming exercises (Figure 4.20). The son node of the pattern describes what 
kind of node is desired, namely a postmodifier (FUN = 'POM'), marks it for 
category naming (ASKC(LVL)), and hides possible give-aways, in this case 
the functions at the next level (HIDEF(LVL+1)). The father node indicates 
that it is postmodifiers of noun phrases we want (CAT = 'NP'). This is 
necessary because the label POM is also used for other postmodifiers, e.g. in 
adjective phrases. As usual the match effect describes the task (QUESTION), 
activates the exercise (USER) and instructs the scheme to continue at the 
next sentence after the exercise is finished (NEXTTREE). The only addition to 
the standard match effect is the first line, which indicates that the exercise 
is not to be activated unless at least three postmodifiers (but not necessarily 
within the same noun phrase) have been found, a provision to ensure the 
selection of more interesting sentences. 
In the example of Figure 4.21 we find two prepositional phrases ( WITH 
A MINIMUM AMOUNT OF BRICKWORK and OF BRICKWORK) and a 
finite clause (WHICH ARE COMPULSORY UNDER THE BYE-LAWS,). 
Prepositional phrases are the most numerous as realizations of noun phrase 
postmodifiers, but not to such a degree that special measures must be taken 
in the scheme to suppress them. 
4.3.4 Prepositional complements 
After the discussion of noun phrases the course continues with the exam­
ination of prepositional phrases. They are the subject of two exercises, 
described in this and the next section. The first exercise is still of the cate­
gory naming type, but the second one makes a gentle start with structural 
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THESE ARE SECTIONAL BUILDINGS WITH A MINIMUM AMOUNT OF BRICKWORK BUT THE VENTIL 
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Figure 4.21: Realisations of postmodifiers, example 
SCHEME: realization of CPs 
PATTERN: 
FUN « 'CP' 
CAT - "cat 
HIDEF ( LVL • 1 ) 
ASKC ( LVL ) 
'HO' •PN' ) 
CORPUS INTRO: 
$"normala :• STBL ( 'NP' 
TREE INTRO: 
üntaraating :· FALSE 
MATCH EFFECT: 
NOT ( "cat ELEM ("nórmala ) I ! intereating :• TRUE 
TREE EFFECT: 
NOT ( üntaraating ) I PASS 
QUESTION ( NEVLINE , 'Provide the category of the marked prepoaitlonal complementa. ' ) W )
QUESTION ( NEVLINE , 
QUESTION ( NEWLINE , 
QUESTION ( NEWLINE , 
USER 
'You can do thle by moving the focua there (e.g. vlth the N command) ' 
'and at aach node typing 0 (open), folloved by the category (which' ) 
'muat be typed in upper caae).' ) 
Figure 4.22: Prepositional complements, scheme 
tasks. 
The discussion of prepositional phrases is started with an examination 
of their internal structure. Since they always consist of a preposition and a 
prepositional complement, the only feature of interest is the category of the 
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Figure 4.23: Prepositional complements, example 
complement. The exploration scheme (Figure 4.22) marks all prepositional 
complements in a sentence (FUN = 'CP') and asks the student for their 
category (ASKC(LVL)). It also hides the functions of their immediate con­
stituents (HIDEF(LVL+1)). As in the scheme of Section 4.3.2, special care 
is taken that there is always something interesting in the selected sentence. 
Here, "something interesting" is defined as at least one prepositional com­
plement that is not realized by one of the "normal" categories, viz. noun 
phrase (NP), noun (NO) and pronoun (PN). The three uninteresting category 
labels are placed in a string table variable $"normals in the corpus intro. 
After each match the category found (CAT = "cat) is checked against this 
table (the match effect) and if the category is not in the table the Boolean 
variable ¡interesting is given the value TRUE. Only when this has hap-
pened somewhere in the tree does the tree effect activate the exercise. 
The example (Figure 4.23) shows a prepositional complement realized by 
a non-finite clause (ANYONE MANUFACTURING ANYTHING OF THE 
SORT ANYWHERE ELSE.). The only other complement is a "normal" 
noun phrase (THE SORT). However, this too is marked. In fact, all prepo-
sitional complements in the sentence are always marked. This is because the 
activation of the exercise is postponed to the tree effect, unlike the scheme 
of Section 4.3.2, where activation occurs in the match effect as soon as the 
necessary interesting nodes are found, 
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SCHEME: PP attachment 
PATTERN: 
CAT - "NP' 
LVNO - tpos 
CAT · 'PP' 
ANYDEPTH 
FVNO - ( tpoa + 1 ) AND FUN - 'AD' 
DELCON ( LVL ) 
HIDEF ( LVL ) 
OR LVNO • tpo« 
FUN - 'PHP' 
VOR /- 'OF' 
MATCH EFFECT: 
QUESTION ( NEVLINE , 'Connact tha PP te It· correct fathar.' ) 
QUESTION ( NEVLINE )' 
QUESTION ( NEVLINE , 'You can do thli by »ving tha loo» to the node you think is the father' ) 
QUESTION ( NEVLINE , 'and then typing Τ (tla) and A. Tha A ia tha identification of tha' ) 
QUESTION ( NEVLINE . 'disconnected branch which is the letter at tha root of the branch' ) 
QUESTION ( NEVLINE . 'and which in thla aierciaa is always A.' ) 
USER 
NEITTREE 
Figure 4.24: Prepositional phrase attachment, scheme 
4.3.5 Prepositional phrase attachment 
The second exercise dealing with prepositional phrases gives an illustration 
of their use. It is based on the well-known question of PP-attachment, i.e. 
whether a given prepositional phrase functions as postmodifier in a noun 
phrase or as adverbial in a sentence. On the technical side, this exercise 
introduces disconnected subtrees and the command Τ and takes the first 
step on the way to full tree building exercises. 
Of the scheme, shown in Figure 4.24, the match effect is completely 
standard and only the pattern is of interest. The central node of the pattern 
is the one at the bottom centre. It represents the prepositional phrase itself 
(CAT = 'PP') and specifies that it must be disconnected from the tree 
(DELCON(LVD) and that its function must be hidden (HIDEF(LVL)). The 
rest of the pattern serves to place restrictions on the prepositional phrases 
to be presented to the student. 
First of all, the phrase must be in a position where there are indeed 
several possible nodes to attach it to. This is the case either if the preposi­
tional phrase is the last postmodifier of a noun phrase or if it is an adverbial 
which directly follows a noun phrase. To specify these situations we first 
need a node describing the noun phrase, i.e. the top node with the line 
CAT = ' NP '. The leftmost node is needed as mutual father of the PP and 
the NP node, but also serves to specify that the prepositional phrase may 
either follow or be part of the noun phrase (ANYORDER,35 in combination 
3 5
 Remember that ANYORDER indicates that the order of the connections to constituents 
in the match need not be equal to the order of the sons in the pattern. In particular, 
they are allowed to coincide, thus creating the possibility of matching a PP which is part 
of the NP. 
158 СЬ. 4 - Databases in the Classroom 
ARE THEY THOSE CONTRACTORS WHO COLLECT PAIRS OF LITTLE THINGS AT RAILWAY STATIO 







, — 1 - . . . OF 
a — I — 2 — , — 1 - · LITTLE 
I—2- . THINGS 
A 6 — , — 1 - . . . AT 
I — 2 — . — 1 - • RAILWAY 
I—2- • STATIONS 
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Figure 4.25: Prepositional phrase attachment, example 
with ANYDEPTH on the PP node). The exact relative positions of the two 
phrases are controlled with the variable #pos. In the top node it is equated 
with the position of the last word of the noun phrase (LWNO = #pos). The 
PP node describes both the options that are identified above. If the prepo-
sitional phrase is an adverbial, its first word must immediately follow the 
last word of the noun phrase (FWNO = (#pos+l)). If it is a postmodifier its 
last word must also be the last word of the noun phrase (LWNO = #pos).36 
Examination of the sentences selected by the pattern shows that quite a 
number of cases come up where the attachment is too obvious to a human, 
making the exercise too simple. The CCPP analyses provide no semantic 
information by which obvious attachment can be recognized and avoided. 
The only case which we are able to avoid is the one in which the preposi-
tion is the word OF and in which the attachment is practically always as 
postmodifier. We do this with the addition of the rightmost node, which 
represents the preposition (FUN = 'PRP') and demands it to be different 
from OF (WOR / = 'OF'). This simple extension succeeds in avoiding the 
most annoying obvious examples. 
The kind of choices facing the student can be seen in the example in 
Figure 4.25. In this sentence there are as many as five possibilities for 
36
 Note that in the latter case we do not actually specify that the prepositional phrase 
must be a postmodifier. In fact, the current pattern allows the prepositional phrase to 
realize any function within the noun phrase or within deeper constituents, as long as it 
is at the end of the noun phrase. This opens the way for exercises in which more than 
two possible attachment points exist. 
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SCHEHE: AVP ν · A J P 
PATTERN: 
CAT - 'AVP' OR CAT - 'AJP' 
FUN - 'AD' OR FUN - 'PRE*' AND SNO - 1 OR FUN · 'CS' OR FUN - 'CO' 
ASKF С LVL ) 
ASKC ( LVL ) 
DELNODE ( LVL ) 
ASKF ( LVL + 2 ) 
ASKC ( LVL + 1 ) 
DELNODE ( LVL + 1 ) 
TREE INTRO: 
CTN - 1 I NEXTTREE 
NATCH EFFECT: 
QUESTION ( NEULINE , 'Reconstruct the tra· and th· labelling.' ) 
QUESTION ( NEVLINE ) 
QUESTION ( NEVLINE , 'Uaa the В (branch) coaaund to aova to diaconnactad Druchea.' ) 
QUESTION ( NEVLINE , 'Uaa the I (ineart) eonaad to insert алу «Using node».' ) 
QUESTION ( NEVLINE , 'Uaa the Τ (tie) coaaund to connect diaconnactad »one to their fathers.' ) 
USER 
NEXTTREE 
Figure 4.26: Adjective phrase versus adverb phrase, scheme 
attachment. The prepositional phrase AT RAILWAY STATIONS may be 
an adverbial either to ARE or to COLLECT. It may also be a postmodifier 
to CONTRACTORS, PAIRS or THINGS. The correct choice here is that 
the prepositional phrase is an adverbial to COLLECT. We must remark that 
it is probably possible, for each of the choices, to devise a context in which 
that given choice is the correct one. However, the attachment the student 
is supposed to give, i.e. the attachment made in the original analysis of the 
material, is the one which is appropriate in the context of the whole text. 3 7 
4.3.6 Adjective phrase versus adverb phrase 
The discussion of phrases in the course ends with the examination of ad­
jective phrases and adverb phrases. Since their structure is very similar it 
is possible to use a single exercise to deal with both types. The combi­
nation of the two has an additional advantage. The student can now also 
be trained to distinguish between adjective and adverb phrases, something 
which experience with the exercise has shown to be a weak point of many 
students. 
On the technical side, this exercise introduces removed nodes and the 
insert command I. This means that the student is confronted with all the 
features of the program while still dealing with the simpler phrase structures. 
The course can then proceed with the discussion of clauses without having 
to allow for further technical complications. 
3 7 In most cases it is unnecessary to consult the context and when it is, a few preceding 
sentences are usually sufficient to provide the needed information. The system allows 
access to the context of the sentence as described in Section 4.2.7. 
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Figure 4.27: Adjective phrase versus adverb phrase, example 
The scheme (shown in Figure 4.26) searches the database for adjective 
or adverb phrases in positions where their type is not obvious, removes the 
nodes and connections playing a role in the structure of the phrase and 
asks the student to reconstruct the tree. The task also includes replac­
ing the function and category labels, in particular the ones which identify 
the phrase as either an adjective or an adverb phrase. The pattern con­
sists of a single node, describing the phrase itself (CAT = ' AVP ' OR CAT 
= 'AJP'). The question about the type of the phrase is always interesting 
if the phrase functions on a sentence or clause level, as subject comple­
ment (FUN = 'CS'), object complement (FUN = 'CO') or adverbial (FUN 
= 'AD'). If it functions on phrase level, as a premodifier, the question is 
only interesting if there can be doubt that it is actually a premodifier. This 
is only possible when it is the first immediate constituent of the dominat­
ing phrase (FUN = 'PREH' AND SNO = 1). This condition mainly serves 
to exclude premodifiers preceded by a determiner. 
The third through eighth line in the pattern node together define the task 
for the student. The adjective or adverb node is removed (DELNODE(LVL)), 
as are its function and category labels (ASKF(LVL) and ASKC(LVL)). All 
immediate constituents undergo the same treatment (DELN0DE(LVL+1) and 
ASKC(LVL+1)), and the removal of function labels extends to the next lower 
level (ASKF(LVL+2)). 
The match effect again consists of the standard definition of the question 
and the activation of the exercise. The tree intro, however, holds a surprise. 
It states that the scheme should skip to the next tree if the current tree 
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SCHEME fonctions ш SFi 
PATTERS 
CAT - ' S F ' 
ANYORDER 
IOF - i t n i a 
I i d . n t - 0 OR t i d a n t • IDF 
TREE ІГПШ 
•id«ot - 0 
HATCH EFFECT 
•id«nt • ffthis 
TREE EFFECT 
HCT < 1 I PASS 
QUESTION ( HEVLIVE , 'Provide the function· and categorioa of the Mediate constituant*' ) 
QUESTI0» ( lEVLIIE . 'of th« lontane· ' ) 
QUESTION ( JEVLIIE , 
QVESTIOIC ( NEVLINE , 'Кото th· foco· to «ach nod« and there typ« 0 (opon) If both Ubala ara atill' ) 
QUESTION ( IEWLINE , 'unknoun, you will firat ba aakad which labal jou vast to próvida ' ) 
QUESTION ( NEULIHE , 'Anawar F for function or С for category Aftor that joo can type in tha' ) 
QUESTION ( NEVLINE , 'labal you indicated ' ) 
USER 
Figure 4.28: Functions in finite sentences, scheme 
number is one. The reason for this is that the first sentence of the sample 
used in the course contains a phrase whose analysis is highly debatable. On 
the whole we have not tried to weed out problematic examples, working 
on the assumption that help is present in the classroom to explain these 
examples and the students can learn from them. In this case, however, 
the very first example in the exercise would be a problematic one and this 
could confuse the student's understanding of the exercise. For this reason 
we made an exception and excluded the first tree from the search. 
Figure 4.27 shows a very simple example of the exercise. The adjective 
phrase, SO ROMANTIC, merely consists of a premodifying adverb and 
a head. In this example the immediate constituent nodes have not been 
removed, since they are leaves in the tree and leaves can never be removed. 
The example is mainly of interest because of the position of the adjective 
phrase. Its status as premodifier in the noun phrase is made uncertain 
because it precedes the determiner. 
4.3.7 Functions in finite sentences 
After having discussed all important phrase types, the course turns to 
clauses and sentences. There are three exercises, described in this section 
and the next two, which examine their immediate constituents. The first of 
these selects a finite sentence38 and asks the student to identify the functions 
of its immediate constituents. The verbs in the sentence are excluded from 
this task, since they are the subject of a separate exercise (Section 4.3.8). 
- FUI • 'VB' 
FU« / - ' Б ' 
- ASKC ( LVL ) 
ASKF ( LVL ) 
'In the CCPP analyses clauses are also called sentences 
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Figure 4.29: Functions in finite sentences, example 
The scheme (Figure 4.28) is similar to the one in Section 4.22 in that 
it first searches the entire tree and marks all interesting nodes; it does not 
activate the exercise until it reaches the tree effect and then only when 
matches have been found. However, the definition of what is an interesting 
node is rather more complicated here. The node itself is easy: it must 
not be a verb (FUN / = 'VB') and the task for the student is to provide 
its function (ASKF(LVL)) and category (ASKC(LVL)). However, there are 
further conditions. The node must be the son of a finite sentence node (CAT 
= 'SF' on the father node), but not just every finite sentence node will do. 
Among other things, we do not want those which consist of a coordination of 
finite sentences. We can formalize this by stating that we only want finite 
sentences which have a verb as one of their immediate constituents (FUN 
= 'VB' on the first son). This extra condition also forces us to place an 
ANYORDER declaration in the father node, since the interesting constituents 
may either precede or follow the verb. 
Finally, we do not want to use more than one finite sentence per tree 
in the exercise. This means that we must make sure that all marked nodes 
belong to the same finite sentence. We do this by introducing a variable 
#ident, which is to store the node identifier of the finite sentence node. The 
variable is initialized in the tree intro with the value zero. As long as no 
finite sentence has been found #ident keeps this value and the first match 
succeeds on grounds of the condition #ident = 0. On this first match, the 
node identifier of the finite sentence is equated with the variable # t h i s (in 
the father node: IDF = #th i s ) and in the match effect this value is then 
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SCHEME: verb categories 
PATTERN: 
LEAF 
FUN - 'VB' 
ASKC ( LVL ) 
TREE EFFECT: 
HCT < 6 1 PASS 
QUESTION ( NEWLINE , 
QUESTION ( NEWLINE ) 
QUESTION ( NEWLINE , 
QUESTION ( NEWLINE , 
USER 
'Provide the category of all verbs' ) 
'You can do this by moving the focus there and typing 0 (open)»' ) 
'folloved by the category' ) 
Figure 4.30: Verb categories, scheme 
stored in the variable #ident . After the first match the expression #ident 
= 0 is no longer true39 and matches are only possible if #ident = IDF, 
i.e. the node identifier is equal to the node identifier stored in #ident , in 
other words, the current node is the finite sentence node found in the first 
match.40 
Figure 4.29 shows the exercise as it is presented to the student. All sen-
tence functions except the verb ( WAS) have been marked and their function 
and category labels are to be filled in. 
4.3.8 Verb categories 
The next exercise is one which complements the one in the previous section. 
Now all verbs in the sentence are marked and the student is asked to provide 
their category. 
In the CCPP analyses the category label of the verb contains the repre-
sentation of two forms of sub categorization. The second and third letter of 
the abbreviation (the first letter is always 'V') indicate the type of the verb, 
e.g. 'TR' stands for transitive lexical verb and 'AP' for primary auxiliary 
verb. The fourth letter indicates the form of the verb, e.g. 'F ' represents a 
finite form (present or past tense) and 'G' a present participle form. This 
means that the student, by providing the category label, shows a full under-
standing of the form of the verb as well as its functioning in the sentence. 
The scheme, shown in Figure 4.30, is an extremely simple one. It first 
searches the tree for all leaves (LEAF) which contain a verb (FUN = 'VB) 
and marks them for category naming (ASKC(LVL)). After the entire tree has 
39The node identifiers in the tree are guaranteed to be unique numbers greater than 
zero. 
40On every match the match effect stores the current value of *this in tident. How-
ever, since the matching node is always the same finite sentence, fident does not change. 
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Figure 4.31: Verb categories, example 
been examined it proceeds to the tree effect, where the exercise is activated 
if more than four verbs have been found (MCT < 5 | PASS). 
The example in Figure 4.31 illustrates the wide range of verb categories 
confronting the student. In this short sentence we find finite primary aux-
iliary verbs (DON'T and 'VE)*1 a past participle passive auxiliary verb 
(BEEN), two infinitive transitive lexical verbs, one with an object realized 
by a phrase (FORM) and one with an object realized by a clause ( THINK), 
and a past participle transitive lexical verb (PROMPTED).*2 
4.3.9 Structure of clauses 
The final exercise which deals with the immediate constituents of clauses 
does so by removing the immediate constituent nodes and asking the student 
to replace them. 
The main pattern node in the scheme (Figure 4.32) is the second one 
from the left. It describes the clause itself. The first line in the node 
states that it must be a finite sentence (FUN = 'SF'), a non-finite sentence 
(FUN = 'SN') or a subordinated clause (FUN = 'SB').43 The second line 
41
 No further subr.ategorization is present for enclitic or negative forms. 
42In these analyses the transitivity of the verb is determined by the context, i.e. only 
objects or complements that are actually present are counted. 
43In the CCPP analyses, a clause which is introduced by a subordinator is called a 
subordinated clause and is separated into two immediate constituents, the subordinator 
and a finite sentence. 
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SCHEHE: clauses 
PATTERN: 
CAT /- 'SB' 
CAT » •SP· OR CAT - 'SB' OR CAT -
LVL > 2 
ASKC ( LVL ) 
ASKF ( LVL + 2 ) 
ASKC ( LVL + 1 ) 
DELNODE ( LVL + 1 ) 
'SN' 
TREE INTRO: 
CTN - 1 I NEXTTREE 
HATCH EFFECT: 
QUESTION ( NEWLINE 
QUESTION ( NEWLINE 
QUESTION ( NEWLINE 
QUESTION ( NEWLINE 
QUESTION ( NEWLINE 
USER 
NEXTTREE 
'Reconstruct the tree ада the labelling.' ) 
) 'Nove to disconnected branches with В (branch). 
'Add missing nodes with I (insert).' ) 
'Connect disconnected sons to their father with Τ (tie).' 
Figure 4.32: The structure of clauses, scheme 
enforces that a matching node will be a clause rather than the sentence by 
demanding the node to be at least two levels deeper than the root (LVL > 
2)· 
The remaining lines define the task for the student. They remove the 
immediate constituent nodes (DELNODE (LVL + 1)), the category label of the 
clause node (ASKC (LVL)) and of the immediate constituent nodes (ASKC (LVL 
+ 1)) and finally the function labels of the immediate constituent nodes as 
well as the nodes on the next deeper level (ASKF(LVL + 2)). 
The rest of the pattern serves to place further restrictions on the clauses 
to be used. The leftmost node makes sure that the clause is not the finite 
sentence part of a subordinated clause. This is done because the subor­
dinated clause should itself be the subject of the exercise, not its second 
immediate constituent. The two nodes at the right are included to ensure 
that there are at least two levels of nodes within the clause node, so that 
the reconstruction exercise is a more useful one. Finally, the tree intro con­
sists of the same restriction that we have seen in Section 4.26. It is there 
for the same reason: we do not want the first tree for an exercise to be a 
problematic one. 
An example of this exercise is shown in Figure 4.33. We see that the sub­
tree representing the non-finite clause is removed altogether. The demand 
that there be two levels of nodes is satisfied by the constituents ANY IN­
TERVIEWS and TOO PRIVATE. The corresponding nodes are no longer 
shown. The immediate constituents TO and BE are still present since leaves 
cannot be removed. 
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WE DON'T WANT ANY INTERVIEWS TO BE TOO PRIVATE 
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105: Unfinished VERB COMPLEHEHT:??? 
command: 
scroll:YUDLR<>() foeus:FSl-90PNMJ exer:QAGBITO vieu:V help:? extra:X 
Figure 4.33: Structure of clauses, example 
4.3.10 Labels in sentences 
The course concludes with a series of three exercises, described in this and 
the following two sections, which do not focus on a single type of constituent, 
but are instead aimed at the full analysis of a sentence. While the subject 
matter of the three exercises is the same, the task for the student differs. 
In the first exercise the structure of the tree is preserved, but the student 
is asked to provide all function and category labels. In the second exercise 
the student has to reconstruct the tree, but all labels are given. In the final 
exercise the student has to provide the structure as well as the labels. 
The scheme for the first exercise, then, must select a sentence and remove 
all its function and category labels (Figure 4.34). It does this by matching 
each node in succession and activating the exercise in the tree effect. In this 
it is similar to the scheme of Section 4.3.4. However, in this scheme we are 
forced to add a node as well as some provisions in the activities because we 
want to impose some extra restrictions. 
The node which matches each constituent in the tree is the one on the 
right. The only direct restriction here is that the node should not be a 
verb (FUN / = 'VB'). We exclude verbs because the identification of verb 
categories is a specialized task which has an exercise of its own (cf. Sec-
tion 4.3.8). The node is marked for function and category naming by the 
statements ASKF(LVL) and ASKC(LVL). 
The first of the additional restrictions is that we do not want the tree 
to contain certain problematic constructions. These are all recognizable by 
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SCHEME; all labeb in utterance 
PATTERH: 
ROOT 
WCT « teount 
ASKC ( LVL ) 
ANYDEPTH 
FUN /- 'VB' 
ASKC ( LVL ) 
ASKF ( LVL ) 




funwanted :- STBL ( '777' 
TREE INTRO: 
'dontexer :· FALSE 
CTN - 1 I Idonteier 
IFSO I NEXTTREE 
NATCH EFFECT: 
•count < 1Б OR «count > 20 OR "fun ELEH {"unwanted I idontexar 
IFSO I NEITTREE 
TREE EFFECT: 
'dontaxer I PASS 
QUESTION ( NEVLINE , 
QUESTION ( NEVLINE ) 
QUESTION ( NEVLINE , 
QUESTION ( NEVLINE , 
USER 
'Provide all aakad function and category labelo' ) 
'Nova the focuB to each marked node and type 0 (open) to be allowed' ) 
'to enter a labal.' ) 
Figure 4.34: Labels in sentences, scheme 
their function and a list of unwanted functions is stored in a string table in 
the corpus intro. The functions in question indicate elliptic constructions 
(ELL), compound words (WC) and constituents which are not analysed be­
cause they do not conform to the formal English grammar used during the 
CCPP project (????). If a constituent is matched its function is equated 
to the variable "fun. In the first line of the match effect it is then checked 
against the table of unwanted functions ("fun ELEM $"unwanted). If it is 
listed there the Boolean variable ! dontexer is given the value TRUE and the 
scheme is instructed to stop searching the current tree since the exercise 
is not going to be activated anyway (IFSO | NEXTTREE).44 The tree effect 
only activates the exercise if the variable ! dontexer has the value FALSE, 
to which it is initialized in each tree intro. 
Another reason to skip a sentence is that it is either too short, leading 
to an exercise which is too simple, or too long, in which case the tree does 
not fit on the screen. The length is checked by adding a father node in 
the pattern, which represents the root of the tree (ROOT). Its length (WCT) 
is transmitted by way of the variable #count to the match effect, where 
it is compared with a lower bound (#count < 15) and an upper bound 
(#count > 20). If it is either too short or too long the variable ! dontexer 
is again set to TRUE. The addition of the father node forces us to include 
4 4 The action NEXTTREE indicates that the scheme can proceed to the next tree, but only 
after the tree effect has been processed. 
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Figure 4.35: Labels in sentences, example 
an ANYDEPTH declarator in the son node, since the constituent to be marked 
may be anywhere within the tree, not just on the first level below the root. 
Finally, the tree intro may also set ! dontexer to TRUE for the first tree 
in the sample (CTN = 1), which as we have seen above is unsuitable to start 
an exercise with. As in the match effect, once ¡dontexer has been set the 
scheme might as well go on to the next tree. 
An example of the exercise is shown in Figure 4.35. The tree is in the 
allowable range with its 18 words and doesn't contain any of the unwanted 
functions. All constituents except the verbs are marked and the student has 
to name the functions as well as the categories. 
4.3.11 Constituency in finite sentences 
The second full analysis exercise also selects a sentence to present to the 
student, but instead of removing all labels it removes all nodes. The student 
has to rebuild the tree for the entire sentence. However, as soon as he creates 
a node the category label of that node is provided by the system. 
The scheme (Figure 4.36) is simpler than the one in the previous sec-
tion. The reason is that we no longer check the entire tree for problematic 
constructions. By the time the student reaches this exercise he ought to 
know enough about the analyses to be able to handle any problems cor-
rectly. With the need to match every node in the tree gone, a pattern of 
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SCHEME: constituency in SF 
PATTERN: 
WCT < 16 AND 






( 0 ) 
10 
MATCH EFFECT: 
QUESTION ( NEWLINE , 'Reconstruct the erased part of the tree' ) 
QUESTION ( NEWLINE ) 
QUESTION ( NEWLINE , 'Use the I and Τ commands to do this' ) 
USER 
NEXTTREE 
Figure 4.36: Constituency in finite sentences, scheme 
HE REVEALED А С И Ш Ш Ю DEFERENCE TOWARDS HER WHICH TRANSFORMED HIS PEAKY FACE. 
Al- . HE 
B2- . REVEALED 
1- . 1 
С Э — I — 2 - . СНАШПЮ e; 
D4_ . TOWARDS 
E5- . HER 
F6- . WHICH 
G7- . TRANSFORMED 
Ηβ- • HIS 
19- . PEAKY 
Ja- • FACE. 
191: Unfinished ...-.ИТОН PHRASE 
command: +++correct connection+++ 
scroll:YUDLR<>О focus:FS1-90PNHJ eier:QAGBIT view:V help:? extra:! 
Figure 4.37: Constituency in finite sentences, example 
a single node is sufficient. The node describes the finite sentence to be 
analysed (CAT = 'SF'). 4 5 The length restriction can now be placed in the 
pattern node. In this exercise the student has to do a lot of work, so we 
45Note that we have also dropped the requirement that the sentence node be the root 
of the tree. Since clauses are also called sentences in the CCPP analyses this means that 
the student sometimes has to analyse a clause instead of the entire sentence. 
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SCHEME : total analysis of SF 
РАТТЕИН: 





( 0 ) 
( 0 ) 
DELNODE ( 0 ) 
10 
HATCH EFFECT: 
QUESTION ( NEULINE , 'Give the complete analysis of the erased part of the tree' ) 
QUESTION ( NEWLINE ) 
QUESTION ( NEULINE , 'Use the I, Τ and 0 commands to do this' ) 
USER 
NEXTTREE 
Figure 4.38: Full analysis of finite sentences, scheme 
aim at slightly shorter sentences: from 11 to 15 words (WCT < 16 AND WCT 
> 10).46 Within the sentence all nodes are removed, all the way down to 
the leaf level (DELNODE(O)). Function and category labels are not asked for, 
but the scheme does hide all function labels to prevent them from giving 
away the structure (HIDEF(O)). 
Figure 4.37 shows the screen during the exercise, after the student has 
succesfully inserted a node and connected two more leaves to it, thus linking 
the words A CHARMING DEFERENCE together. The newly created node 
is the current focus and, as can be seen at the bottom of the screen, the 
system shows its category (NOUN PHRASE). 
4.3.12 Full analysis of finite sentences 
The final exercise is a combination of the previous two. The student is not 
only required to reconstruct the tree, but also has to provide all function 
and category labels. This corresponds to a complete analysis of a sentence. 
To create the scheme (Figure 4.38), we only need to take the scheme of 
Section 4.3.11 and change the line HIDEF(O) into two lines: ASKF(O) and 
ASKC(O). Now the scheme asks for all function and category labels in the 
sentence. 
The change becomes clear in Figure 4.39, which shows a situation sim­
ilar to the one in Figure 4.37. The student has linked the words THE 
OPPOSITE KIND together by insertion of a new node and placement of 
two further connections. However, the situation is different in that the cat­
egory label of the new node is not automatically shown. Instead, the focus 
4 6
 As an added advantage, this length range excludes the first tree of the sample, so 
that no special restriction is necessary. 
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HR CAMPION'S EXPRESSION FROZE AND LUXE, WHOSE NATURAL REACTION WAS OF THE OPPOS 
I—1- HR 
1—I—2- CAMPION'S 
^-Et -I—2- EXPRESSION FROZE 
AND 
A4« • LUKE, 
B5* • WHOSE 
C6# . NATURAL 
D7* . REACTION 
E8# . WAS 
F9# . OF 
Γ-»1# . THE 
Ga#-|-#2# . OPPOSITE 
L-#3# . KIND, 
НЪ* . TOOK 
Ic# . A 
Jd# . BRISK 
Ke# • STEP 
Lf# • FORWARD. 
225: Unfinished ???:??? 
command: 
scroll:YUDLR<>О focus:FS1-90PNHJ exer:QAGBITO view:V help:? extra:X 
Figure 4.39: Full analysis of finite sentences, example 
line at the bottom shows that the function and the category label are both 
expected of the student. 
4.4 Further observations and conclusion 
4.4.1 Availability of usable data 
As can be expected, the success of a training course with CLUES (or with 
any other teaching tool using syntactic data) depends on the contents of 
the syntactic database used. Optimally, a syntactic database ought to be 
created which is as close as possible to the descriptive model to be taught in 
the course.47 However, there are generally no financial means to create such 
databases for this specific purpose. As a result the only option is re-use of 
existing ones. 
Most syntactic databases are created in a research context. It may be 
that the database is a specific aim, because it is needed for further research, 
e.g. into language varieties. It is also possible that the research consists of 
grammar development and the database is just a side-effect of testing the 
grammar, in which case the resulting database is usually seen as no more 
than a nice bonus. Occasionally the syntactic databases created by research 
projects are of sufficient quality and detail to be used in teaching as well. 
4 7Note that, unless the descriptive model taught is a formal one, an exact match is 
impossible: all 'paper' models have to be supplemented and adapted for use in a formal 
analysis. 
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One of the factors here is the nature of the research project. It must 
have given sufficient attention to the linguistic side of the analysis. Some 
projects in e.g. language technology are interested solely in reaching a cer-
tain objective. Whether the techniques used by their programs bear any 
relation to existing linguistic models is of no consequence to them. There-
fore, the syntactic databases created by such projects are rather useless in 
teaching, as the constructs they reflect cannot be related to the constructs 
to be presented to the students. 
But even if the research project does use linguistic models, the usability 
of the database is not certain. It will only be useful if the material taught 
is based on the same, or a closely related, model. Also the exact constructs 
which are to be the subject of teaching must be represented in sufficient 
detail. Otherwise the correct examples either cannot be found or cannot be 
presented to the student in a sufficiently useful fashion. 
In the CLUES course presented in Section 4.3 we use the syntactic data-
base created in the CCPP project (cf. Section 2.2.2). The analyses in this 
database use a descriptive model which is based on, and is therefore close 
to, the descriptive model taught in the course. Even so, the requirements 
of the automatic phases of the CCPP analysis process have led to a num-
ber of smaller and larger discrepancies which have to be explained to the 
students and hence cost time and effort. One example is the subordinated 
clause which is not only labelled differently from other finite clauses but 
is also shown to have two immediate constituents, the subordinator and 
a finite clause, a subdivision not normally seen. Another example is the 
prepositional verb. In traditional analyses the complement of the preposi-
tion is seen as the object of a transitive 'prepositional verb'. However, the 
class of 'prepositional verbs' is very difficult to define and delimit. As a 
consequence the CCPP analyses do not distinguish prepositional verbs so 
that the complement is seen as a normal prepositional complement and the 
resulting prepositional phrase as an adverbial in the sentence. 
A poll conducted among the students of the Advanced Syntax course 
showed that most of them have no trouble understanding the CCPP analy-
ses. However, many of the polled students remarked upon the differences 
in terminology between the course material in the lectures and that in the 
CLUES sessions. Fortunately, the majority of these students did not feel 
that the differences had a negative influence on their understanding of syn-
tax. 
As stated earlier in this chapter, we feel that minor deviations from 
the model can even be viewed as a positive aspect of the course. It also 
teaches the students that there is no 'God's truth' in the area of sentence 
analysis. However, we must repeat that such a view relies on the fact that 
the students following the course have already reached a certain level of 
understanding, which enables them to see through the differences. For less 
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advanced students we will need analyses which are closer to the subject 
matter in the lectures. 
4.4.2 Lack of control because of random example 
selection 
The choice to use randomly selected real-life data for a course has further 
consequences. In a full-fledged computer assisted learning system the stu-
dent is not led linearly through a learning sequence, but the system is able 
to deal intelligently with the student's progress and the student's errors. 
In a system dealing with syntax this is difficult but still possible as long 
as the system's designer has full control over the data that is presented. 
Knowledge of the data allows a reasonable insight in the errors that can be 
made and therefore allows implementation of a reaction to those errors. It 
also allows the system to measure the student's progress by keeping track 
of the errors and from this measurement derive an individual learning path 
through the course material. 
In CLUES, exact knowledge of the data is not available: the course 
designer does not know beforehand which utterances the student will see. 
As a result an intelligent reaction to specific errors becomes impossible.48 
The only possible reactions can be to let the student try the same utterance 
until the correct answer is given or to go to another utterance of the same 
type. Because the explanation of the student's failure is not known, nor the 
explanation of his success in case of a trivial question, the system is also 
unable to determine the student's progress and cannot take the decision to 
switch to another exercise. 
This means that CLUES must always be accompanied by a normal lec-
ture course. The lectures provide the learning path and the initial presen-
tation of the subject matter; CLUES provides training in specific details. 
Furthermore, because of CLUES' inability to provide specific error feedback, 
CLUES sessions are best conducted under supervision of a human teacher. 
Sessions without supervision are possible, but ought to be restricted to stu-
dents who are able to judge their own progress and are not disturbed by 
temporarily unresolved errors. 
4.4.3 Suitability of the implementation 
The second goal we set ourselves in Section 4.1 has been achieved with 
remarkable success: all exercises which were possible given the data could 
be implemented without fundamental changes to the Linguistic DataBase 
system. Extensions were necessary, of course, but were usually limited. 
Even the more involved extensions, such as presenting analysis trees with 
nodes removed from them, forced no changes in the existing components 
48For this reason a further type of exercise, in which the system would introduce an 
error in an analysis and let the student correct it, was left out completely. 
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and could themselves be implemented in keeping with the general 'look and 
feel' of the system. 
That the adaptation was successful does not imply, however, that there 
are no problems whatsoever with this implementation. There are certainly a 
number of shortcomings, but these are mostly due to hardware restrictions. 
As mentioned in Section 4.2 the system is designed so that it can work 
on any PC. It only uses a normal size screen and does not rely on special 
graphics hardware. Furthermore all input to the system must be entered 
by way of the keyboard. 
The first restriction, that of screen size and capabilities, is mostly an 
inconvenience. It allows only relatively short utterances to be presented in 
full. Anything larger has to be scrolled. For tree building exercises this is so 
distracting and confusing that we always try to limit rebuildable subtrees 
to those that fit on a single screen. Obviously, a larger screen would help, 
as would a zooming mechanism which is more gradual than the current one, 
which only has tree map view and environment view. 
The more problematic restriction appears to be the necessity to use the 
keyboard. The students have to spend too much time in getting to know 
the user interface in the current implementation, especially where the tree 
building exercises are concerned.49 Furthermore, because of the frequency 
of the CLUES sessions, one period a week, key controls learned during the 
previous session may be forgotten by the time of the next session. Through-
out the course the control of the computer distracts from the linguistic is-
sues. Generally this does not interfere too much with the learning process 
since the students work in groups of two or three and most groups have 
at least one proficient keyboarder. Unfortunately, there are sometimes stu-
dents who find themselves without such useful help and at a loss how to 
proceed.50 One cannot but feel that a mouse interface ought to alleviate, if 
not solve, this problem. 
The main reason for the restrictions on underlying hard- and software, 
absence of general availability of more sophisticated resources, is now dis-
appearing. With the advance of more powerful computers all standard PCs 
do have a mouse and extensive graphics capabilities. This means that a 
new implementation of CLUES is called for which uses these resources, and 
which presents an interface which can more truly be called user-friendly. 
This would probably take away most of the problems the students have in 
controlling the system and would allow them to concentrate on the intended, 
linguistic problems. 
49These observations are confirmed by the results of the abovementioned poll: screen 
presentation and scrolling present no problems, nor do the exercises in which labels have 
to provided. Tree building, however, is more often said to be a problem, especially the 
insertion of new nodes. 
50It is interesting to see how each new year's students seem to have less trouble with 
the computer, probably because of the increasing general computer literacy. However, 
there are always a few students who just seem to be unable to learn how to control the 
system. 
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4.4.4 Evaluation of the CLUES Course 
We can measure the usefulness of the CLUES system by examining the 
effect the CLUES course has on the students and by comparing it to the 
traditional training sessions. An objective measurement of the effects of the 
switch to CLUES is not available. In principle we could compare the exam 
results of students who have done the course with CLUES to the results 
of those who have done the traditional course. Since this implies keeping 
all other factors equal we would have to split students into two groups and 
actually teach two courses. Unfortunately we do not have the manpower 
for such an experiment. Comparison between the students now and those 
in the years before CLUES came into use is also difficult, since the change 
was accompanied by a change in examination: the new exams also tested 
understanding of analysis trees, an area untaught and hence untested before. 
According to the teacher of the Advanced Syntax course, it is exactly this 
understanding of analysis trees that is the most important and extremely 
positive effect of CLUES. In practising with CLUES, the students gain a 
working experience in the actual, two-dimensional, structures that are at 
the heart of syntax, whereas in the traditional training sessions they only 
learned to label parts of linear strings, an approach which tended to result 
in a merely one-dimensional image of syntactic structure. 
The responses to the abovementioned poll show us that the students 
themselves think that they are doing more in the CLUES course than in 
the traditional one, that they are more actively involved in working with 
analysis trees. They do not agree as to whether they are learning more 
about syntax. The group stating they are learning more is about as large 
as the one stating they are learning less. An explanation for the impression 
that they are learning less may be found in the answer to the question 
what they like better about the traditional training sessions: the students 
state that they get more explanation there. We expect that the students 
underestimate how much they learn from doing in relation to what they 
learn from hearing, but it would still be advisable to keep a close eye on the 
amount of explanation provided during the sessions. However, any problem 
here is not so much caused by CLUES but rather by the change in classroom 
situation: the initiative to start a discussion no longer lies with the teacher 
but now lies with the students. If it turns out that some (or all) students 
do not use this possibility, the supervising teacher should react by taking a 
more active attitude. 
A further important indication of CLUES' effects is the student involvement 
in the sessions. In a traditional training session one student is doing an oral 
analysis and the others are mostly just listening. In a CLUES sessions 
everybody is working on an analysis problem, cooperating in groups of two 
or three. The discussions in the group and the reaction to the computer's 
positive or negative feedback to each attempt induce constant activity. Ob-
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servation of the students during the sessions gives one the impression that 
some groups even regard the making of the exercises as some kind of game. 
Such involvement can only positively affect the student's understanding of 
syntax. 
In conclusion we can say that the Advanced Syntax training sessions with 
the current CLUES are at least as good as, and maybe even better than, 
the traditional training sessions. This bodes well for any future CLUES 
with more appropriate data and a better user-interface. Where the current 
system can only show the potential of syntactic databases for classroom use, 
such a future system will certainly be able to prove its worth. 
Chapter 5 
The Importance of Function 
and Attribute Information 
any path 
so many worth exploring 
just one would be so boring 
and look what you're ignoring 
S T E P H E N S O N D H E I M , I N T O T H E W O O D S 
5.1 Introduction 
In this chapter we want to investigate whether the inclusion of syntactic 
function and attribute labels in syntactic annotation is worth the concomi-
tant cost.1 Section 2.2 has shown that, with its extensive labelling, the 
TOSCA analyses take an extreme position relative to other treebank activi-
ties, viz. the Penn2 and Lancaster Treebanks. It will also have become clear 
that the decision to use such detailed labelling leads either to a decrease in 
(annotated) corpus size or to a loss of accuracy. Under these circumstances, 
we must re-examine how important the added detail really is. 
In the examination of the importance of the different node labels, we 
must distinguish two types of exploitation of syntactic databases. In the 
first type the researcher selects a phenomenon and studies its occurrences 
in detail. This type of exploitation, which we can call micro-exploitation, 
is what the Linguistic DataBase system (LDB; cf. 2.4) was designed for. In 
micro-exploitation most of the user's needs are covered by browsing, search-
ing and making moderately sized frequency counts. A typical example, using 
the LDB, is a study of the order of noun phrase postmodifiers realized by 
prepositional phrases, as described by van Halteren and Oostdijk (1988). 
The prefix "micro" should certainly not be taken to indicate the depth of 
the research: in descriptive linguistics, micro-exploitation can be used in 
the creation of large survey grammars (cf. Sinclair 1990) or monographs 
(cf. Collins 1991). 
1
 Parts of this chapter have been presented at ACH-ALLC93; cf. van Halteren (1993). 
2
 It must be mentioned that the Penn group has taken a step towards more extensive 
labelling with its Style II analyses. 
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The second type of exploitation, macro-exploitation, uses a broader view 
of the data. It does not concentrate on a single phenomenon, but tries to 
draw conclusions about groups of phenomena, or even about the entire 
grammar of the language. Macro-exploitation will generally use corpus ex­
ploitation software only for extraction of all relevant data in an interchange 
format.3 The extracted data may subsequently be used in more specialized 
software. Examples of macro-exploitation are the study of word frequency 
distribution by Kucera and Francis (1967) or the authorship attribution ex­
periment by Baayen et al. (1996). Macro-exploitation can also be expected 
in the field of natural language processing (NLP), wherever qualitative and 
quantitative information about language use is needed to guide software 
systems. 
Micro- and macro-exploitation are not mutually exclusive. It is not 
uncommon that both are used, and in fact needed, to study one and the same 
problem. Furthermore, it is sometimes just a matter of opinion whether 
a specific corpus exploitation study should be termed micro-exploitation 
or macro-exploitation. There are no clear objective criteria to distinguish 
between the two. A study on whether a language is left-branching or right-
branching could well be called micro-exploitation, because it concentrates 
on a single very detailed aspect of the language. On the other hand it could 
just as well be called macro-exploitation, since it concerns itself with a basic 
property of the language that influences all constituent classes. 
However, some kinds of study are undeniably pure macro-exploitation. 
The most obvious of these is the derivation of a probabilistic grammar from 
a syntactic database. Such a derivation consists of the extraction from the 
analysed corpus of an exhaustive list of observed syntactic relations and 
their frequencies. The resulting grammar is generally used as the basis for 
a probabilistic parser which parses natural language sentences and yields 
not a complete parse forest but instead a single, most likely, analysis. This 
analysis is then either corrected manually for inclusion in a syntactic data­
base (cf. Garside et al. 1987) or used as it is in further processing.4 There 
are even attempts to skip the grammar extraction phase altogether and let 
the probabilistic parsing system access the syntactic database itself (cf. Bod 
1993; Bod 1989) 
The amount of detail shows its usefulness rather differently in micro-exploita­
tion than it does in macro-exploitation. In micro-exploitation studies spe-
3 In very many cases "relevant data" is identical with the complete analysis data 
available in the database. 
4In our opinion, however, probabilistic parsers so far are of insufficient quality to be 
used for a detailed syntactic analysis of corpus material. We would want to use them only 
as a backup system: if an input sentence deviates from normal usage in such a degree 
that the standard parser is unable to find an analysis, the more robust probabilistic 
parser might yet be able to find one (of whatever quality). In addition, the frequency 
information in probabilistic grammars can be of use in the development of a hand-crafted 
grammar and may also be used in the ordering of analyses for presentation to a human 
disambiguator (cf. Section 3.2.1). 
5.1 - Introduction 179 
cific, individual phenomena must be identified. Identification criteria must 
be expressed in terms of the annotation present in the syntactic database 
and absence of the right details in the annotation may make automatic iden-
tification difficult or even impossible. From this, we can conclude that in 
micro-exploitation more detail is better. However, this is about all we can 
conclude. Since the usefulness of detail is so closely linked to the phenomena 
that are to be studied, it is impossible to measure the usefulness of detail in 
general. Macro-exploitation is less focussed on individual phenomena and 
tends to use the information in the syntactic database to build models for 
more generic aspects of the language. As a result there is a much better 
chance of quantifying the usefulness of detail, since it is possible to measure 
the completeness or quality of such a model. In an attempt to do just this, 
we turn to the already described context of probabilistic parsing and con-
duct an experiment in which we measure the relative quality of probabilistic 
grammars which differ in amount of detail in the extracted information. 
Using data from several different syntactic databases in this experiment 
is out of the question because of the large degree of incompatibility between 
the analyses (cf. Atwell et al. 1994), which makes comparison of the derived 
grammars extremely difficult if not impossible. For this reason our exper-
iment uses only TOSCA material (cf. Section 2.2.2), this being the most 
detailed available, but it uses this material at four different levels of detail: 
• syntactic categories only 
• syntactic categories and attributes 
• syntactic categories and functions5 
• syntactic categories, attributes and functions 
The usefulness of detail is examined by comparing the performance of the 
probabilistic parsing system at each of these four levels. 
Every probabilistic parsing system can be viewed as consisting of two 
components.6 The first component functions like a non-probabilistic parser 
in that it generates a set of possible analysis trees that apply to a given 
sentence. Since it is based on a grammar derived from a syntactic database 
it is assumed to be able to produce analyses which are built with the more 
frequent structures in the language. One possible measure of the quality of 
the tree generating component is the structurai consistency score (cf. Black 
et al. 1993), the percentage of sentences in a test set for which at least one 
of the parse trees constructed by the component is structurally consistent 
with the contextually appropriate parse, i.e. does not contain a constituent 
which can be proved to have incorrect boundaries because it is partially 
"Function labels are present at sentence level as well as at phrase level. 
6Note that this is merely a conceptual description. Most practical systems do not 
actually use these two components but try to generate a single analysis directly (see e.g. 
Jelinek et al. 1990, Schabes et al. 1993 and Bod 1993). 
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inside ала partially outside a constituent in the contextually appropriate 
analysis. 
The second component attaches a score to each of the trees yielded by 
the first component. Since the score is based on observed frequencies in 
contextually appropriate analyses (as included in the syntactic database) 
it is hoped that contextually appropriate analyses are given higher scores 
than other analyses.7 A possible measure for the scoring component is the 
Viterbi consistency (again cf. Black et al. 1993), the percentage of sentences 
in a test set for which the highest scoring analysis is structurally consistent 
with the contextually appropriate one. 
In our experiment we only measure the scoring component; the gener­
ating component is constructed in such a way that it has a 100% structural 
consistency score. The performance of the scoring component is not mea­
sured with the abovementioned Viterbi consistency score, since this score 
is too crude for our purposes.8 Instead we use a number of other perfor­
mance tests. For each sentence in a test set we compare the contextually 
appropriate analysis for the sentence as found in the database, the refer­
ence analysis, to the collection of analyses for the sentence as yielded by the 
tree generation component, the yielded analyses. The scoring mechanism is 
first tested by comparing the score itself. An absolute comparison is made 
by comparing the value of the score of the reference analysis to the score 
value range of yielded analyses. Also, a relative comparison is made by 
determining the position of the reference analysis in the ranking (by score 
value) of the yielded analyses. Yet another set of performance tests does 
not use the value of the scores as the basis for comparison, but is based on 
the difference in analysis between the best-scoring yielded analysis and the 
reference analysis. 
5.2 Parsing system components 
5.2.1 Source analyses 
The standard TOSCA analyses have been produced in cooperation by the 
TOSCA parser and a linguist. As we have already seen in Section 2.2.2, 
these analyses represent about 88% of the fiction and 56% of the non-fiction 
material (cf. Oostdijk 1991). Since we would like to use the complete text 
rather than parts of it in the experiment we decided to subject the utterances 
which were not analysed by the parser to a manual analysis procedure. The 
manual analysis adheres as much as possible to the rules laid down in the 
7This assumes that at least part of the determination of appropriateness is based on 
purely syntactic and purely sentence-internal factors. 
8However, the percentage of correct best trees (Table 5.3, Table 5.6, Table 5.10, and 
Table 5.13) is comparable to the Viterbi consistency score, the difference being that the 
analyses here have a complete labelled bracketing rather than the unlabelled (and more 
sparse) bracketinge found in skeleton parsing. 
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grammar. Obviously, it is impossible to adhere to the grammar completely 
for those utterances for which the parser states that no analysis can be 
found. Also, the other unanalysed utterances, those for which the parser 
ran out of space or time, are all of a very great length and/or complexity 
and hence we must assume that some inconsistencies and errors will slip 
in during manual analysis. For this specific experiment we are willing to 
accept these imperfections in order to be able to handle 100% of the text. 
The additional, manually constructed analyses do not form the only dif-
ference between the normal TOSCA material and the material as used in 
our experiment. In order for the derived parser to have a better chance of 
success the material in the database must be brought closer to the form it 
had during the actual analysis. The information which is collected about 
the utterance during a parse is of two kinds. The first kind is the linguis-
tically relevant information, the information which is to be placed in the 
analysis tree as provided in the resulting syntactic database. The second 
kind is information which is only necessary to control the parsing process. 
After the parser is done, it has been discarded entirely or has been made 
visible in the analysis tree in a less explicit form. For the experiment we 
must restore some of this secondary information. 
The first type of restoration is that of certain multi-level information 
chains. An example is raising. In standard TOSCA analyses, a raised 
constituent is marked as such and the constituent it is raised from is marked 
as missing something.9 None of the constituents in the chain from raised 
constituent to source constituent is marked in any way, since the information 
that a constituent is on the path of a raised element is not considered 
relevant for that constituent. In the syntactic database the elements directly 
involved in the raising are retrievable and, if necessary, the intervening 
constituents as well. The derived parser in our experiment, however, will 
only have access to relations between dominating and immediate constituent 
nodes and hence will not be able to use long distance relations.10 As a result, 
if the parser is to recognize raising it will need an explicit indication of 
raising on all constituents on the information chain (as shown in Figure 5.1 
where the additional attributes are highlighted). The same restoration must 
be done on chains from relative pronoun to relative clause and from floating 
modifier to modified constituent. Furthermore, the attribute representing 
the form of the operator in the verb phrase is placed on the verb phrase 
also. 
The second type of restoration concerns coordination. In the TOSCA 
9That is, in standard hand-crafted TOSCA analyses. Sentences with raising are, by 
design, not described by the TOSCA grammar and are hence not recognized by the 
TOSCA parser. However, when the analysis of a text sample is completed with manual 
analyses, any sentences with raising are represented as described here. 
10It is possible to use strategies that use multi-level configurations rather than direct 
rewrites, and hence do not suffer such a disadvantage. An example is Data-Oriented 
Parsing as described by Bod (1993). 
182 Ch. 5 - Function and Attribute Information 
I B P D U R P D S I — | ° M N I > 
№ 
DT DTP _ DTCE ART 

















J p PREP U 
Eodl -JPCÑrcl VB VP MVBMLV 
' ' '
 ч
 «od M m t > l ' M M" moli Pn»P 





Figure 5.1: Additional attributes for raising 
analyses the only way to determine which elements are coordinated is to 
look at the conjoins themselves. Again, the chain from the position of infor­
mation to the position of use of that information is longer than one link and 
the intervening nodes are not marked. The difference with the chain restora­
tion above is that even the endpoints of the chain do not contain explicit 
information. We will have to classify the different types of coordination 
and mark the involved constituents ourselves, as shown in Figure 5.2 (again 
the additional attributes are highlighted). Since no explicit information is 
readily available in the trees this is largely a manual operation. 
The third and final type is necessary because of the treatment of direct 
speech in the TOSCA analyses. Utterances which occur in direct speech are 
labelled as reported utterance (UTRP) rather than just utterance (UTT). 
This is not a problem in text units which contain quotation marks indicating 
the direct speech. However, if there are stretches of direct speech we will find 
reported utterances which do not contain quotation marks and which are 
therefore indistinguishable from normal utterances. In effect, the context 
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Figure 5.2: Additional attributes for coordination 
determining the contextual appropriateness of the analysis cannot be found 
within the utterances itself. During the original analysis of the material 
this information was available in the form of virtual quotation marks which 
had been inserted during tokenization of the text. These virtual quotation 
marks are not normally present in the analysis trees but are re-introduced 
for the experiment. 
As said above, the additional enrichment (or rather re-enrichment) of the 
TOSCA material entails extensive manual phases. Because of this the 
amount of text used in the experiment is limited. For the experiment only 
a single sample of 20,000 words is used (sample FHUM03, humorous fiction 
sample 3, taken from Hughes 1985). We admit that 20,000 words is a rather 
small amount of data for purposes of deriving statistical information, but 
the use of a single sample guarantees that the data has a high degree of 
internal consistency and there is no need for worry about the influence of 
differences between language varieties. 
In Section 5.1 we stated that the experiment would consider the material at 
four levels of detail, one of which was to include category information only. 
We must now adjust this statement slightly. Some of the attributes are 
absolutely vital for analysis, e.g. past tense verb vs. past participle verb. 
In order to give the "categories only" parser a fighting chance we therefore 
view certain attributes as an integral part of the category, viz. 
verb form (e.g. past participle) 
• auxiliary verb type (e.g. passive auxiliary) 
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• punctuation type (e.g. question mark) 
• coordination classification (e.g. sequence of constituents following 
monotransitive verb) 
5.2.2 Analysis t ree generation 
If we are to measure the quality of the scoring mechanism described below, 
we need to compare the score of the reference analysis to the scores of a 
number of other analyses. In principle we would have to compare with 
all possible trees and all possible labellings of those trees (with the set of 
TOSCA node labels). In practice, this is impossible, as the set of all possible 
trees is much too large. It is therefore necessary to consider only a subset 
of this set. 
On the other hand, if the position (in order of score) of the reference 
analysis among the yielded analyses is to be determined, it is necessary 
that the reference analysis should be present in the set of yielded analyses. 
This means that the grammar used by the tree generation component of 
the parsing system must at least represent all rewrites actually found in the 
experiment sample. 
There are many ways of constructing grammars which meet these two 
requirements. We now examine a few types which appear to be suitable 
from a linguistic point of view.11 The most important property of these 
grammars is their degree of ambiguity with respect to the utterances in the 
test sample. As an objective measure of this property we use the average 
parse base as defined in Black et al. (1993). Black defines the parse base В 
of an utterance-grammar combination by the equation 
В = #ana/yses- ( # u ' o r d ' ) 
and the average parse base is derived by calculating the average of the parse 
base over the set of utterances in the experiment sample. 
Although the average parse base provides a good objective measure for 
grammar ambiguity it is not an ideal source for a human understanding 
of it. Human understanding can be better provided for by ambiguity dis­
tribution graphs, which show the (/032 of the) number of analyses of all 
utterances in the test sample in order of ambiguity. Since these graphs do 
not relate utterance ambiguity to utterance length they are less useful as 
an objective measure. They do, however, give the impression of each gram­
mar's ambiguity which is needed to understand our selection of grammars 
in the experiment. Therefore, we present ambiguity distribution graphs for 
all grammars listed below. For technical reasons the calculation of utter­
ance ambiguity has a ceiling of 2 3 1 and all utterances with more than 2 3 1 
1 1
 In this examination we assume that we can use all node label information: functions, 
categories and attributes. Whether any changes to the tree generation process are needed 
when working with lower levels of detail is determined later. 
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Figure 5.3: Analysis tree from which grammar rules are derived 
analyses will be represented in the ambiguity distribution graph as if they 
have 2 3 1 analyses.12 Also for technical reasons, utterances of more than 50 
words (40 of the 1574 utterances in the sample) are ignored and represented 
as having no analyses. 
The minimal grammar which represents all rewrites in the sample is the 
one consisting of exactly the corresponding context-free rewrite rules (the 
EXACT grammar). In this grammar the analysis tree in Figure 5.3 leads 
to the following rewrite rules: 
UNIT -• NONE:TITO 
NONE:TXTU -• UTT:S(decl ,reg) PUNC:PUNCM(per) 
U T T : S ( d
e
c l , r e g ) -+ SU:NP VB:VP(motr.pres) 0D:NP A:PP 
VB:VP(motr,pres) -• MVB:MLV(motr,pre8) 
SU:NP -f DET:DTP(sing) NPPR:AJP NPHD:N0(com,sing) 
0D:NP -f DET:DTP(sing) NPHD:NO(com,sing) 
1 2 T h e average parse base calculation is not distorted by this ceiling, since we have based 
this calculation only on those utterance lengths for which no above-ceiling observations 
have been made. 
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Figure 5.4: Ambiguity distribution for EXACT grammar 
PC:NP -+ DET:DTP(sing) NPHD:NO(com,sing) 
DET:DTP(sing) -• DTCE:ART(sing) 
DET:DTP(sing) -+ DTCE:PN(poss,3ing) 
NPPR:AJP -> AJHD:ADJ(*bs) 
A:PP -• P:PREP PC:NP 
The grammar derived from the full training data consists of 4382 rules 
over 851 non-terminals and 244 terminals. Despite its impressive size this 
grammar is not practicable for our experiments because it resembles the 
training data too closely: the number of generated trees is too low as can 
be seen in the ambiguity distribution graph of Figure 5.413 and deduced 
from the average parse base of 1.04. Also, since so much information is 
already used in the tree generation grammar, the scoring mechanism loses 
a lot of its criteria for the comparison of trees. In fact, 845 (about 54%) of 
the utterances receive just one analysis. 
One step away from this minimal approach we find grammars which are 
created by making simple generalizations of the minimal grammar. One 
possible generalization is to remove the function information on the left hand 
sides of the grammar rules and adding rules to keep existing connections 
between the right hand sides and the left hand sides intact. The resulting 
grammar, the CATGEN grammar, then, consists of rules like 
S(deci,reg) -t SU:NP VB:VP(motr,pres) OD:KP A:PP 
13As already mentioned, utterances 1535 to 1574 have more than 50 words and are left 
out of the experiment. They are represented here as if they had no analyses at all. 
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Figure 5.5: Ambiguity distribution for CATGEN grammar 
SU:NP -• NP 
0D:NP -• NP 
NP -• DET:DTP(sing) NPHD:N0(com,sing) 
NP -> DET:DTP(sing) NPPR:AJP NPHD:N0(com,sing) 
This generalization is based on the assumption that the structure of a con­
stituent is largely independent of the function the constituent realizes, an 
opinion shared by most linguists. In the CATGEN grammar, the number 
of non-terminals goes up to 1404, but the total number of rules remains 
in the same order of magnitude with 4308. It suits our purpose much bet­
ter than the EXACT grammar, as, with an average parse base of 1.18, the 
CATGEN grammar adds a significant amount of ambiguity and the number 
of unambiguous utterances goes down to 405 (about 26%). On the other 
hand, the ambiguity still stays within bounds as we can see in the grammar's 
ambiguity distribution graph, Figure 5.5. 
The most generalizing of the possibly suitable approaches uses only the 
immediate dominance part of the rewrites, i.e. it lets the program generate 
all trees whose (father node - son node) pairs have been observed in the 
TOSCA material (the ID grammar). The analysis tree in Figure 5.3 leads 
to rewrite rules like 
UTT:S(decl,reg) -• PART.0F_UTT:S(decl,reg) 
REST-0F.UTT : S (deci, reg) 
REST-0Fjrrr:S(decl,reg) -• PART.0F.UTT:S(decl,reg) 
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Figure 5.6: Ambiguity distribution for ID grammar 
REST.0F-UTT:S(decl,reg) -• 
PART.OF-UTT : S (deci, reg) REST.OF.UTT : S (deci, reg) 
PART.0F.UTT:S(decl.reg) -^  SU:NP 
PART.OF.UTT:S(decl,reg) -> VB:VP(motr,pree) 
PART.OF.UTT:S(decl,reg) -> 0D:NP 
PART.OF-UTT:S(decl.reg) -Λ A:PP 
This corresponds to tree generation according to the immediate dominance 
part of an immediate dominance/linear precedence (ID/LP) grammar, the 
linguistic relevance of which has been indicated in Gazdar et al. (1985). 
The rule 
UTT:S(decl,reg) -V PART.0F.UTT:S(decl,reg) 
is missing from those listed above. The reason for this is that by allowing 
rules of this type infinitely recursive rewrites are generated. For those con­
stituents which do rewrite into only one immediate constituent we have a 
special type of rule, e.g. 
VB:VP(motr,pres) -¥ ONLYJART.OF.VB:VP(motr,pres) 
0NLY-PART-0F-VB:VP(motr,pres) -* MVB:MLV(motr,pres) 
In the immediate dominance grammar the number of non-terminals is 
increased to 2184 and the number of rules to 5921. As can be expected it is 
extremely ambiguous, having an average parse base of 2.21. The ambiguity 
distribution graph (Figure 5.6) shows that this results in a large number 
(906, about 58%) of the utterances having off-the-scale ambiguity. 
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Figure 5.7: Ambiguity distribution for LIMID grammar 
An intermediate position is taken by grammars which incorporate a limited 
version of the immediate dominance generalization. A linguistically sound 
limitation would be to use function information in determining the types 
of immediate constituents available. Unfortunately, since we will not have 
functional information in the lower level of detail experiments this limitation 
is not possible. We can, however, use a similar limitation which is based on 
positional rather than functional properties (the LIMID grammar). It leads 
to grammar rules like: 
SU:NP -> HEAD1_0F.SU:NP TAIL1.0F_SU:NP 
SU:NP -4 HEAD1.0F_SU:NP HEAD2.0F-SU:NP TAIL1.0F-SU:KP 
SU:NP ->· HEAD1-0F_SU:NP HEAD2.0F_SU:NP TAIL2_0F_SU:NP 
TAIL1.0F-SU:NP 
HEAD1.0F-SU:NP -У DET:DTP(sing) 
HEAD2-0F-SU :NP - * NPPR:AJP 
TAIL1.0F-SU:NP -f MPHD:N0(com,sing) 
TAIL1.0F^U:NP -* NPP0:PP 
TAIL2.0F-SU:NP -> NPHD:N0(com,sing) 
The LIMID grammar is the largest so far, with 2922 non-terminals and 
7391 rules but, as explained above, the increase in rules implements lim­
itations and ought to decrease ambiguity. If judged by its average parse 
base, 1.96, the LIMID grammar appears to be only slightly less ambiguous 
than the ID grammar. The ambiguity distribution graph (Figure 5.7), how­
ever, shows that the limitation has resulted in a great number of utterances 
dropping back into the ambiguity range acceptable for experimentation. 
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As stated in Section 5.1 we want to measure the performance of the scoring 
system in several ways. The tests in which the score of the yielded analyses 
is compared with that of the reference analysis require that each and every 
yielded tree is scored. This means that the test is only computationally 
possible if the number of yielded analyses is limited. For the tests in which 
the best yielded analysis is compared with the reference analysis we can use 
branch-and-bound techniques to limit the number of calculations and are 
therefore free to choose a less limiting tree generation grammar. Examina­
tion of the degree of ambiguity of the abovementioned types of grammar 
leads us to choose the CATGEN grammar for the score comparison tests 
and the LIMID grammar for the tree comparison tests. 
The differences between the tree generation grammar in full detail tests 
and the ones in lower level detail tests also depend on the exact test to be 
performed. If we want to compare the performance of the scoring mechanism 
at different levels of detail by comparing the score of the yielded analyses 
with that of the reference analysis it is necessary that the set of yielded 
analyses is the same for all levels of detail. This means that we have to 
use the full detail tree generation grammar even for testing the lower level 
detail scoring mechanism. For the tree comparison test we are free to choose 
the level of detail of the tree generation grammar. We decided to let the 
tree generation grammar use only information at the level of detail tested. 
The main reason for this is that if we were to use syntactic functions in the 
generation of trees for all levels of detail we might unbalance the experiment: 
any additional value of functions could make itself felt in the generation 
instead of in the scoring and would no longer be observed. 
In all experiments the input to the parser consists of the sequence of 
contextually appropriate word class tags for the utterance in question. The 
use of the words themselves is not possible because the amount of data is 
much too small to provide sufficient training; even for the word class tags 
we observe that 37 of the 244 tags occur only once in the available data. 
The use of undisambiguated word class tags is not possible because it would 
increase the ambiguity to such a degree that the experiments would become 
technically infeasible. 
5.2.3 Analysis tree scoring 
Making use again of the ideas behind ID/LP grammars, we base our scoring 
mechanism on observed relations between pairs and triplets of constituents.14 
14We decided against use of the inside-outside algorithm (cf. Jelinek et al. 1990, Black 
et al. 1993) or similar popular methods (cf. Briscoe 1994). The reason is that these 
methods are based on probabilities of complete phrase structure rewrites. With the level 
of detail of the TOSCA analyses, and hence the high number of different rewrite rules, 
it is impossible to derive accurate probability estimates from the observed frequencies in 
our data. It seems safe to assume that to even approach accuracy we would need ten 
or more instances of each rewrite rule or at least each non-terminal. But if we examine 
the EXACT grammar, we find that of the 851 non-terminals only 315 occur ten times 
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A prototype use of such relations is mentioned in Leech and Garside (1991). 
This describes a method using only the relative frequencies of specific first 
and last sons, and directly adjacent sons, all in relation to the type of the 
father. Our generalization of this method is based on two observations. The 
first is that the quality of η-gram models improves as η increases.15 Van 
Halteren (1996) has shown that in wordclass tagging with highly detailed 
tags the difference between a bigram and a trigram model is impressive. 
Hoping that the same is true for tree scoring we upgrade the setup above, 
which is basically a bigram model,16 to a full trigram model. The other 
observation is that the linear precedence component of GPSG (cf. Gazdar 
et al. 1985) involves more than just adjacent immediate constituents. This 
implies that longer distance relationships also have a function in natural 
language grammars. As a result we use all possible pairs/triplets of sons 
instead of only adjacent ones. 
The scoring mechanism, then, uses the following types of trigrams:1 7 
• son - son - son, in this order but not necessarily adjacent 
• father - son - son, the sons in this order but not necessarily adjacent 
In addition it uses some bigrams to represent special combinations that are 
deemed important but are not yet covered by the trigrams: 
• father - first son, given that at least one other son exists 
• father - last son, given that at least one other son exists 
• father - only son 
Each rewrite in a generated tree is scored by examining all listed com­
binations. Each combination is given a value based on its observed fre­
quency in the training material and possibly the observed frequencies of 
its individual elements. To prevent imbalances due to a preference of the 
scoring mechanism for either short or long rewrites the score is normalized 
by dividing by the number of scored combinations. However, each type of 
combination can be weighted in this normalizing process. Finally, the score 
of the tree is calculated by averaging the scores of all rewrites in the tree. 
or more and 215 occur only once. For the rewrite rules the situation is even worse: of 
the 4382 rules, only 417 occur ten times or more and 2892 occur only once. We could of 
course limit the grammar to those rules which occur often enough for sensible statistics, 
but this would conflict with our wish that the reference analysis should always be among 
the yielded analyses. 
1 5
 Given, of course, that sufficient data for training is available. 
leActually, it is somewhere between bigram and trigram, since the father node is some­
how involved in the bigram scoring. 
17We have refrained from including the father-son-grandson relation. Inclusion would 
complicate scoring enormously, especially in combination with the branch-and-bound 
techniques used in the construction of the best-scoring tree. However, see Section 5.5 for 
further remarks on this relation. 
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5.3 Comparison of yielded scores 
and reference score 
5.3.1 Construction of test sets 
In experiments such as this, one has to be careful that the measured per­
formance does in fact approximate the actual performance and is not kept 
artificially high by the experimental setup. One of the most obvious causes 
of artifically high performance is that the rewrites in the reference analyses 
receive better scores because they are themselves present in the training 
material. The best way to prevent such an effect is to set aside a number 
of utterances which are to be used in testing but not in training. 
In the first test, the evaluation of the scoring mechanism as such, we 
apply this technique in a special way. We select two test sets of 100 utter­
ances, each of which is to form a cross-section of the material with respect 
to ambiguity. Before selection we exclude all utterances with either only 
one analysis (405), since these leave nothing to measure, or more than one 
million analyses (20), since these cause computational problems. This leaves 
us 1109 utterances to select from. We order all utterances according to their 
number of analyses (with the CATGEN grammar, as shown in Figure 5.5), 
using the utterance number as a secondary sort key for utterances with an 
equal number of analyses. We create test set 1 by taking the 100 utterances 
spread out most evenly over this ordered list, which corresponds to taking 
every eleventh or twelfth utterance, starting at utterance 1 and ending at 
utterance 1109. Test set 2 consists of the alternatively left and right neigh­
bours of test set 1, starting at utterance 2 and ending at utterance 1108. 
We call the remaining 890 utterances the common set. 
Apart from two test sets, we also construct two training sets. Training 
set 1 consists of the common set and test set 1; training set 2 of the common 
set and test set 2. Each run in the first test is executed four times: 
• Run T l : on test set 1 with scoring based on tfaining set 1 
• Run Ul: oh test set 1 with scoring based on training set 2 
• Run T2: on test set 2 with scoring based on training set 2 
• Run U2: on test set 2 with scoring based on training set 1 
In this way we can also examine the influence of the presence of test utter­
ances in the training material. 
5.3.2 Performance of the scoring mechanism 
Before embarking on a comparison between the different levels of detail we 
first look at the scoring mechanism itself. Although we have decided to 
base the scoring mechanism on the frequencies of the combinations listed in 
5.3 - Comparison of scores 193 
Section 5.2.3 there are still some choices to be made as to the way in which 
the score is calculated from these frequencies. The main aim of this section 
is to determine an effective method of calculation. 
A primary parameter in the calculation is the influence on the score of 
the frequencies of the parts of the combination. Suppose we must score 
a three-part combination X-Y-Z. It is clear that the score should increase 
with the frequency of the combination, Preq(X-Y-Z). However, it can be ar-
gued that this frequency ought to be related to the frequencies of the parts, 
Freq(X), Freq(Y) and Freq(Z). The reasoning is that a high Preq(X-Y-Z) 
becomes more important with e.g. a relatively low Freq(X). This leads to 
scoring mechanisms in which Freq(X-Y-Z) is divided by some combination 
of Freq(X), Freq(Y) and Preq(Z). Basic choices for the dividing factor are 
the sum or the product of the frequencies of the parts. Our first test runs 
measure the performance of the scoring mechanism with each of these two 
choices (CCOMB/SUM and CCOMB/PROD) and of a scoring mechanism 
which does not use the part frequencies (CCOMB). Also, as an extra refer-
ence, we include a test run in which no constituent combinations are used 
at all, but only the frequencies of single constituents (CSING). 
Each test run is performed four times as described above (Tl, UI, T2 
and U2) and yields the following information about each of the utterances: 
• MAX-score: the score of the best-scoring yielded analysis 
• MIN-score: the score of the worst-scoring yielded analysis 
• REF-score: the score of the reference analysis 
• MAX-pos: the number of analyses (the same as that listed in Fig-
ure 5.5) 
• REF-pos: the position of the REF-score in the ordered list of MAX-
pos yielded scores18 
Since the scoring mechanism is supposed to be an instrument in the iden-
tification of the reference analysis, its performance must be judged by ex-
amining if the reference analysis does indeed score high in relation to the 
yielded ones. There are three simple criteria by which this performance can 
be measured. 
The first criterion is by value of the score. The reference analysis should 
score as high as possible. Since the scores themselves are rather arbitrary 
numbers we do not look at the absolute values but rather at the position 
of the REF-score in the range from MIN-score to MAX-score. For this we 
calculate the relative score value: 
18
 It may well be that there are other analyses which have the same score as the reference 
one. In this case we give the scoring mechanism the benefit of the doubt and assume that 
the reference analysis is placed in the best position of the range of equal-scoring analyses. 
We have observed, however, that in the tests in this section the number of tied scores is 
negligible. 


















































Table 5.2: Mean relative position values with different score mechanisms 
REF-score - MIN-score 
MAX-score — MIN-score 
which expresses the relative value of the REF-score as a number between 
zero and one. The closer this value is to one, the better the scoring mech­
anism is doing its job. A completely random scoring mechanism would on 
average produce a relative score value of 0.5. Table 5.1 shows the mean (and 
standard deviation) of the relative score value of the tested mechanisms over 
the test runs. 
The second criterion uses the position of the reference analysis among 
the yielded analyses, the number REF-pos. As above, the number itself is 
not usable, since it must always be seen in relation to the total number of 
yielded analyses, MAX-pos: a third position is good when the total number 
is 1000, but rather bad if the total number is 4. Again, we map the number 
to the range zero to one, by calculating the relative position value 
REF-pos - 1 
MAX-pos-1 
and judge the performance of the scoring mechanism by the closeness of this 
number to one. For the relative position value too, a random scoring mech­
anism would on average produce 0.5. The mean (and standard deviation) 
of the relative position value over the test runs is shown in Table 5.2. 
The third and final criterion is also the simplest: it judges a scoring 
mechanism only by the frequency with which the mechanism places the 
1 9
 Whenever there is a bracketed number appended to a mean value in this section, this 
is the standard deviation. Note also that practically all distributions are bimodal and 
rather skewed. 

























Table 5.3: Number of first position scores with different score mechanisms 
reference analysis in the first position. Given the ambiguity of the utterances 
in the test sets, a random scoring mechanism can be expected to pick the 
reference analysis as the best-scoring one 16 times. The number of times 
the reference analysis received the best score in the test runs is listed in 
Table 5.3. 
With all three criteria the CCOMB mechanism scores best. Obviously 
our attempts to construct a sophisticated scoring mechanism which involves 
the frequencies of the constituent parts only have negative effects. This is 
rather surprising, since most experiments in the literature show a better 
performance for the more stochastically based models than for the straight­
forward η-gram models (cf. e.g. Church and Hanks 1990). It may be that, 
in our experiment, the frequencies of the parts are already making their 
influence felt because the scores of the yielded analyses are only examined 
in relation to each other. On the other hand, the reason that CCOMB is 
better than CCOMB/SUM and CCOMB/PROD might be a more worrying 
one: that the scoring mechanism is actually based on combinations might 
be illusory and the mechanism might actually be based only on the pure 
frequencies of the constituent parts. Fortunately the relatively low score of 
CSING shows that this is not the case and that we can safely continue our 
current experiment with the best-scoring CCOMB mechanism. 
A secondary parameter in the score calculation is the weighting of each 
type of combination. In the test runs above, all combinations are given 
equal weight in the final score, but it might well be that some are more 
discriminating than others and should receive extra weight. To examine 
this, we test three further scoring mechanisms: 
• with extra weight for father-first son and father-last son combinations 
(WEIGHT/FSl/FSn) 
• with extra weight for father-son-son combinations (WEIGHT/FSS) 
• with extra weight for son-son-son combinations (WEIGHT/SSS) 
The results of these mechanisms are listed in Table 5.4 (mean relative score 
value), Table 5.5 (mean relative score position) and Table 5.6 (number of 
first positions). As a reference the straight CCOMB score is Usted here too, 
identified as UNWEIGHT. 











































































Table 5.6: Number of first positions with different weightings 
Extra weight for the father-first son and father-last son combinations 
does not seem to change the quality of the scoring mechanism percepti-
bly, extra weight for the father-son-son combinations leads to a decrease 
in quality but extra weight for the son-son-son combinations improves the 
quality, however slightly. In reaction to these observations we select the 
WEIGHT/SSS scoring mechanism as the one to be used in all further tests. 
Apart from the observation that the scoring mechanism works best without 
involving part frequencies and with some extra weight on the son trigram 
combinations, the test runs yield some further interesting information. Most 
importantly, the scoring mechanism appears to do a very good job in iden-
tifying the reference analysis, i.e the contextually appropriate one. In other 
words, there seems to be a positive correlation between the contextual ap-
propriateness of an analysis and its being built with frequently occurring 
constituent combinations.20 
It is surprising that there is no perceptible difference in the score of 
the utterances when they are present in the training material and when 
they are not. In fact, the only perceptible difference at the current level of 
This does not come as a surprise, since it is hard to imagine language to be usable 
as a standard communication tool for a community without having such a property. 
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precision is a 0.001 difference in mean relative value score between T2 and 
U2 and even that is in favour of the test run where the test set was not in 
the training set.2 1 We can conclude that it is not merely the double use 
of combinations in training and in testing that leads to the quality of the 
scoring mechanism. This confirms our observation that the combination 
frequencies do in fact represent some characteristic of reference analyses. 
Furthermore, this characteristic appears to be highly consistent throughout 
a whole book, at least for the book we took the sample from and the style 
of analysis employed. 
On the other hand, there is a rather disturbing difference between the 
scores for test set 1 and those for test set 2. We cannot but conclude that test 
sets of a mere 100 utterances are insufficient for definitive statements about 
the quality of the scoring mechanism. In reaction to this observation we 
adjust our testing strategy for the comparison of the quality of the scoring 
mechanisms at the four different levels of detail. Rather than using the two 
100 utterance test sets we shall test the mechanisms on the complete set 
of 1109 utterances. Since we have determined that in this particular case 
separation of training and testing material is unnecessary these tests can 
use the same, complete set as training material as well. 
5.3.3 Influence of levels of detail 
The main experiment in score comparison, then, involves generating and 
scoring sets of analysis trees for each of those 1109 utterances that have 
from 2 to 1,000,000 of such trees. The generation is done with the CAT-
GEN grammar and the scoring with the CCOMB-WEIGHT/SSS strategy 
described above. The scoring mechanism differs from run to run in that 
it uses the label combinations as they occur at the four levels of detail, 
represented below as CAF (all information), CF (attributes removed), CA 
(functions removed) and С (attributes and functions removed). 
The generation grammar does not change from run to run because this 
would also change the set of trees which has to be scored and hence would 
make comparison impossible. This means, however, that the generation 
grammar always uses function and attribute information, even for testing 
scoring mechanisms at lower levels of detail. There are two side-effects of 
this we must be aware of. First, the scoring mechanisms at lower levels of 
detail may be favoured, because the influence of full label information sneaks 
in through the generating grammar which, after all, is the first tree filter. 
More importantly, the scoring mechanisms are sometimes forced to choose 
between trees the difference of which they cannot see, since this difference 
involves information not available to the scoring mechanism. An impression 
2 1
 Obviously, we should not conclude that the scoring mechanism works better for 
material outside the training set in general. This specific difference is purely coincidental, 
caused by statistical variation. 





























Table 5.8: Mean relative score values at different levels of detail 
of this effect is given in Table 5.7, which lists the number of trees finishing 
in a tied first position for each of the scoring mechanisms. 
As a result of this ambiguity the relative position value and the number 
of best scores cannot be evaluated in a straightforward way.22 For both 
of these we will list three separate values. The first value represents an 
optimistic point of view (OPT) and takes the best position in each tied 
range. This corresponds to the assumption that as long as the scoring 
mechanism is able to put the reference analysis in a tied first position we 
are satisfied. Consequently, the higher level of detail scoring mechanisms 
are judged more harshly, since they make the more detailed choices and can 
hence make more errors. The second value represents the pessimistic point 
of view (PESS) and takes the worst position in each tied range. Here we 
assume that we are only satisfied if the scoring mechanism manages to single 
out the reference analysis. This time it is the lower level of detail scoring 
mechanisms that are judged more harshly, since they are not able to make 
the required choices. The third value represents an attempt to make some 
sense of the scores by taking an intermediate position and examining what 
would happen on average (AVER) when the tied analyses are put into a 
random order. For the relative position value, this corresponds to simply 
taking the average of the optimistic and the pessimistic values. For the 
number of best scores we actually place all analyses in each tied range into 
a random order and demand that the reference analysis is in first position. 
The first means to measure the quality of the scoring mechanism, the relative 
score value, shows hardly any difference between the four levels of detail 
(Table 5.8). Furthermore, the difference does not seem to show any pattern. 
This, added to the comparison of the 1109 utterance mean (0.960) and the 
means for an overall high-scoring test set (T2: 0.970) and for an overall low-
There is no such problem for the relative score value. 























































Table 5.10: Number of first positions at different levels of detail 
scoring test set (Tl: 0.974), lead us to the conclusion that the relative score 
value is of little use in comparing the quality of different scoring mechanisms. 
In the light of the already mentioned arbitrary nature of the scores, this does 
not really come as a surprise. 
The mean relative position values of the four runs are shown in Table 5.9. 
The AVER column, which represents the least biased comparison, indicates 
that higher detail probably means higher selection quality. However, the 
loss of resolution at the lower levels of detail has a greater impact than the 
higher quality so that the OPT column actually shows higher quality at the 
lower levels of detail. 
The numbers of reference analyses placed in first positions are listed in 
Table 5.10. Again the AVER column shows a probable advantage of high 
level of detail, made uncertain by an advantage of lower levels in the OPT 
column. 
The rather inconclusive outcome of our use of the predefined measures leads 
us to yet another comparison in performance at the four levels of detail. The 
vagueness of the results so far is caused by tied ranges of analyses. We try 
to remove this vagueness by considering only utterances where one scoring 
mechanism is unambiguously better than another. For each two scoring 
mechanisms, say CAF and CA, an utterance is in one of three situations: 
• CAF>CA: the pessimistic position for CAF is better than the opti­
mistic position for CA 
• CAF<CA: the pessimistic position for CA is better than the optimistic 
position for CAF 
• CAF=CA: the tied ranges (from optimistic position to pessimistic 
position) for CAF and CA overlap 









































Table 5.11: Certain ordering difference between level of detail pairs 
We define the certain ordering difference (COD) between CAF and CA as 
the difference between the number of utterances for which CAF>CA and 
that for which CA>CAF, projected to the range 0 to 1 through division by 
the sum of these two numbers. For the test sample the scoring mechanism 
pairs compare as shown in Table 5.11. 
The COD score confirms the order of quality of scoring mechanisms 
suggested by the AVER column of the tables above: the more detail the 
better and function information is superior to attribute information. On the 
other hand the COD score is obviously no metric and can give no additional 
quantitative information about the relative merits of function and attribute 
information. 
All in all the results of the score comparison are disappointingly inconclu­
sive. The unavoidable use of function and attribute information in the tree 
generation grammar for testing all four scoring mechanisms has proved too 
influential to allow for more than the tentative observation of the general 
trend CAF>CF>CA>C. We will have to set our hopes for quantitatively 
more solid evidence on the next section, in which we examine the differences 
between the best-scoring yielded analyses and the reference ones. 
5.4 Comparison of the best yielded tree with 
the reference tree 
5.4.1 Construction of test sets 
In the rest of the experiments we no longer need to calculate the score for 
each and every analysis tree proposed by the analysis mechanism. Since 
we only need to produce the best-scoring analysis, we can give the analy­
sis mechanism access to the scoring mechanism so that low-scoring partial 
analyses can be ruled out at an early stage (i.e. we use a branch-and-bound 
heuristic). The decrease in complexity as a result of this early pruning 
gives us the freedom to use a much more ambiguous grammar for the analy­
sis process, viz. the LIMID grammar (see Section 5.2.2). Since the higher 
ambiguity of the grammar fully cancels the decrease in complexity gained by 
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pruning, we will still not be able to analyse all utterances in the sample, but 
will have to limit ourselves to those utterances below a certain ambiguity 
level. Examination of the ambiguity of all utterances at all levels of detail 
leads us to select a set of 1110 utterances which will show computationally 
acceptable behaviour throughout the calculations.23 
Since the general setup of the experiments changes significantly here, we 
must also re-examine the relation between test set and training set. The 
results of the score comparison experiments have shown us that the tree 
generation mechanism was a rather influential factor there and may well 
have been responsible for the observation that it does not really matter 
that the test set is in the training set. 
Since we do not expect this extremely convenient condition to persist in 
the new experiments we adopt a more careful approach. We will perform 
all tree comparison experiments twice. The first part is conducted in the 
same way as the score comparison experiments: the test set is not excluded 
from the training set, i.e. the full 1574 utterances are used for training. In 
the second part training sets and test sets are separated. This is done in 
the following way: the 1110 utterances are split randomly into 10 groups 
of 111 and each group figures as a test set with the complementary 1463 
utterances being used as the corresponding training set.24 
5.4.2 Tree distance measures 
In order to evaluate the quality of the scoring mechanism we need a mea-
sure for the difference between the best-scoring tree and the contextually 
appropriate one. The simplest measure is again the one with only two val-
ues: the analysis is or is not completely correct. The quality of the scoring 
mechanism is represented by the percentage of correct analyses. 
More detailed measures can try to express exactly how right or wrong an 
analysis is. One such measure is what we call the subjective tree similarity. 
The calculation of this measure starts by intuitively penalizing each analysis 
for individual errors. The size of the penalty is related both to the perceived 
severity of the error and, for the average utterance, to the amount of time 
a linguist would have to invest to correct the analysis. 
• 1 for an erroneous function label 
• 1 for an erroneous attribute label 
23The near equality of the size of the test set (1110) and the size of the score comparison 
test set (1109) is a coincidence. The ambiguity limit imposed was not adjusted to produce 
this result. It should also be noted that these two sets are in no way identical, mostly 
because the score comparison test set excluded all non-ambiguous utterances (with regard 
to the CATGEN grammar). 
24As already stated above, only the scoring mechanism is re-trained for each set; the 
tree generation mechanism, i.e. the LIMID grammar, is only compiled once and represents 
the entire 1574 utterances. 
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• 3 for an erroneous category label 
• 5 for an attachment error in the tree 
• 25 for other errors in the tree 
The penalty for an analysis is the sum of all its penalties. However, since 
non-attachment tree errors are already the worst that can occur and it 
is impossible, when these are present, to distinguish individual errors, we 
limit the maximum penalty an analysis can get to 25. The subjective tree 
similarity value for an analysis is then given by the formula 
Σ penalties 
25 
leading to a value in the range 0 (worst) to 1 (best). The subjective tree 
similarity measure for a parser is the mean of the subjective tree similarity 
values for all analyses in the test set. 
The final measure we will use is the objective tree similarity. It is deter­
mined by using the combination of best-scoring analysis and the contextu-
ally appropriate one as input to the tree sharing algorithm of Section 3.3.2 
and calculating the ambiguity overhead (cf. Section 3.4.3). Since the over­
head is always a number from 1 (perfect match) to 2 (no sharing at all) it 
is easy to convert to our standard range of 0 (worst) to 1 (best) with the 
formula 
2 - overhead 
Again the measure for the parser is derived by averaging the values for 
all parses. The advantage of the objective tree similarity measure is that, 
unlike the subjective tree similarity,25 it can be calculated automatically. 
Furthermore, it relates the erroneousness of an analysis tree to its size, 
i.e. errors in large analysis trees are more acceptable than errors in small 
analysis trees. The measure's disadvantage is that, because of the very 
creative sharing techniques of the algorithm, its value often disagrees with 
our subjective views on error severity. 
For none of the three measures can we make a straightforward comparison 
between two different levels of detail: it would be unfair to say that a CF 
parser analysis is worse than а С parser analysis just because it makes an 
error on a function label. In order to be able to make an honest comparison, 
we project all results at a parser's level of detail to all lower levels of detail 
for repeated measurement. For example, the results of the CF parser are 
measured at the CF level, but also projected to the С level (by removing 
2 5One might think that the subjective tree similarity too is defined in such a way that 
it can be calculated automatically. In practice, however, it has proved rather difficult to 
automate the classification of analysis errors. In the evaluation of the current experiment 
such classification has been done by hand. 
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function labels) and measured again as if they were С parser results. If we 
then want to compare the CF parser and the С parser we can use the С 
level measurements. 
Apart from the usual four levels of detail we use some further, lower 
levels for projection and measurement. For all three measures we use a 
level at which all labelling information is removed and only the tree (or 
bracketing) remains. We call this the Τ level. Correctness at the Τ level 
corresponds to the Viterbi consistency of Black et al. (1993).26 
For the percentage of correct analyses, finally, we add two levels which 
allow specific errors. Correctness at the Al level means that we have not 
only examined just the tree (T level) but that we allow one attachment error 
to be present. Correctness at the A2+ level is the same, except that any 
number of attachment errors are allowed. The reason to include these levels 
is that attachment choices are recognized by the parsing community as noto­
rious causes of complexity, ambiguity and, in probabilistic parsing systems, 
misanalysis. There are even parsers that systematically leave attachment 
unresolved (cf. Hindle 1989 and Voutilainen and Tapanainen 1993). It 
therefore seems useful to examine the impact of attachment errors on the 
quality of the results.27 
5.4.3 Influence of levels of detail 
The results of the tree comparison experiments are presented in Tables 5.12 
to 5.17.28 In each table the rows represent the different level parsers and 
the columns the different level projections. The bottom left number in each 
box shows the value for the test run in which the test set is part of the 
training set and the top right one the value for the test run in which the 
test set is kept out of the training set. 
The two tables for totally correct analyses as well as the two for subjec­
tive tree similarity have a very straightforward relation. In both cases the 
second table represents the measure as defined, a number from 0 (worst) 
to 1 (best). This number is derived by a simple projection from the actual 
numbers, which are shown in the first table. The two tables for objective 
tree similarity are related in a slightly more complicated manner. Table 5.17 
shows the objective tree similarity measure as defined above, viz. a projec­
tion of the ambiguity overhead to the 0 to 1 range. One of the factors in 
the calculation of the ambiguity overhead itself is the size of the analysis as 
2 6
 However, our analyses contain a much denser bracketing than the skeleton parses 
used by Black et al. (1993). As a result the measurements cannot be easily compared. 
See also Section 5.5.1. 
2 7 The special status of attachment errors is already included in the error value mea­
sures: by lower penalties for subjective tree similarity and by easier sharing for objective 
tree similarity. 
28Given the already considerable density of information in these tables, we decided 
not to provide standard deviations in the tables themselves, as in the previous section. 
Instead, they are listed in Appendix Б. 





























































































































































Table 5.14: Mean subjective penalty total at different levels of detail 
a whole. Since we use the representation of Figure 3.23, the projection of 
analyses to lower levels of detail removes function, attribute and category 
nodes and thus decreases the size of the analyses. Consequently results can 
only be compared at the same level of detail, along the columns of the ta­
ble. To allow for comparison along rows or diagonals Table 5.16 does not 
show the ambiguity overhead itself but rather the number of overhead nodes 
on the basis of which it is calculated, i.e. the number of nodes by which 

























































































































Table 5.17: Objective tree similarity at different levels of detail 
the shared forest is larger than a single analysis. This number could be 
viewed as an objective counterpart to the penalties used in the subjective 
tree similarity calculation. 
As can be seen, the influence of the presence of test data in training 
data in these experiments is certainly not negligible. If we just look at the 
percentage of misanalysed utterances we see a difference of a factor two for 
the CAF parser. The difference is smaller for the lower level parsers, but 
it remains visible. However, this difference in quality is not only an effect 
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of overtraining when the test data is included. Because of the very small 
amount of data it is just as much an effect of undertraining when the test 
data is not included. If we were to use larger amounts of data we would 
probably get a better result for each parser trained without test data. The 
parsers trained with the test data would in all likelihood get slightly worse 
results. With increasing amounts of data the two figures would for each 
level approach a common asymptote, which represents the actual quality 
of the parser at that level. We can already see this effect with the С level 
parser which, because it operates at a lower level of detail, has in effect 
relatively more data and therefore also a smaller difference between its test 
results. 
All in all, as for the score comparison experiments, we have an opti­
mistic value and a pessimistic value and the true value lies somewhere in 
the middle. Here, however, the two available values agree on the basic or­
der of quality. At each projected level we find that quality improves with 
amount of detail and that attribute information is preferable to function 
information.29 It is harder to determine exactly to what extent attribute 
information is preferable. The difference between the overtrained and the 
undertrained parser is larger for CA than for CF. If our reasoning is correct, 
this shows that the attributes provide more detail than the functions, but 
it does not show if the extra detail represents useful information. Since the 
difference between CA and CF for the undertrained parser is very small 
indeed, the position of the true value in relation to the optimistic and the 
pessimistic one becomes important. In other words, is the significant differ­
ence between the optimistic values caused by really more useful information 
or is it just a matter of more detail leading to more effective overtraining? 
5.5 Evaluation and Conclusion 
5.5.1 Influence of t h e method used 
It is obvious that any observations we make on the relative performance 
of our parsers are closely tied to our own experimental probabilistic analy­
sis system and cannot be extrapolated into statements about probabilistic 
parsing in general. It would be interesting to compare our results with those 
of other research groups. Such a comparison would allow us to evaluate the 
quality of the system itself and in consequence give more insight into the 
value of the results. Unfortunately, comparison is not really possible. The 
reason for this is that there is too large a discrepancy in the basic setup of 
the experiments. 
As an example let us take Black's experiments and our tree comparison 
experiments. Black uses texts from computer manuals; we use humorous 
fiction. Black uses only those utterances containing no words outside the 
2 9Note that this contradicts the observation in Section 5.3.3, which was already said 
to be a very tentative one. 
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3000 most frequent word set; we use the full text. On the other hand, Black 
uses words as input; we use disambiguated word class tags. Black uses a 
hand-written grammar for tree generation with around 94% structural con-
sistency (depending on the test set); we use a tree generation system which 
is trained on the full sample and therefore has 100% structural consistency. 
Black's grammar has an average parse base of 1.35; our derived grammar 
one of 1.96. Black uses the inside-outside algorithm for scoring; we use 
a home-grown one. Black trains on 30,000 utterances, 470,000 words; we 
train on 1574 utterances, 20,000 words. Our tree comparison test set con-
sists of 1110 utterances with between 2 and 24 words (average 9); in the 
most similar test Black uses about 7600 utterances with between 1 and 23 
words (average 15). In evaluating the analyses Black compares only brack-
ets, using a relatively sparse bracketing; we use a denser bracketing and 
also compare labels. Black only tests if there is an error at all; we also look 
at the severity of the error. With all these differences it is clear that it is 
no use comparing our results with those by Black et al. (1993). A similar 
conclusion is more than likely for any other published experiments. 
In order to come close enough to other published results to make a sensi-
ble comparison, we would have to conduct several additional experiments. 
Using the parser on additional texts, fiction as well as non-fiction, would 
be necessary. Using ambiguous word class tags as input, or even the words 
themselves, is another desirable extension. However, all such additional ex-
periments are only possible if we would have more data in the correct form 
and considerable computing resources. At this time we would have to limit 
ourselves to even smaller samples, say, of about 100 utterances. The ques-
tion, then, is whether such small samples are sufficient for deriving usable 
results. 
We have already seen in Section 5.3.2 that 100 utterances are not suf-
ficient for score comparison experiments. That the same is true for tree 
comparison experiments can be concluded from Table 5.18. It shows the 
percentage of fully correct analyses in each of the ten test sets used in the 
tree comparison experiments. The numbers often differ considerably from 
the average. Numbers for CF-untrained, CAF-trained and CF-trained span 
ranges of 18 and 19 percent. Test set 6 generally scores high, CAF-trained 
12% higher than average and CF-trained 14%, but low by 3% for CA-
untrained. Depending on the test set one picks, CF-trained can be judged 
to be better, worse or the same as C-trained. All in all, it seems better to 
wait until resources become available than to rush into experiments leading 
to doubtful results. 
5.5.2 Influence of the data used 
Another major factor in the outcome of the experiments is the data used 
in them. First of all, there is the size of the data. We have opted for high 








































































































Table 5.18: Percentage of correct analyses at different levels of detail and 
in different test sets 
quality and completeness at the price of low quantity. As a result, we have 
to examine all measurements closely and consider the effects of undertrain-
ing and overtraining as desribed in Section 5.4.3. The fact that the data 
consists of a single stretch of running text from one book is a positive in­
fluence in that it restricts all data to one idiolect and one choice of subject 
matter and so prevents interference from differences between language vari­
eties. This ought to dampen the effects of under- and overtraining. On the 
other hand this restriction also leads to uncertainty whether the results are 
representative of the situation for other varieties. 
The descriptive model used is also of importance, as is the manner in which 
the model is represented in the annotation and in the software giving access 
to it. The TOSCA model uses the system of immediate constituents which 
is traditional in English descriptive linguistics and both the TOSCA soft­
ware and our experimental probabilistic parsing system allow for trees with 
n-ary branching, so that all such immediate constituents can indeed be rep­
resented as direct sons of the dominating node. The scoring mechanism in 
our experiments clearly makes use of these facts. Another model or another 
representation; e.g. one with consistent binary branching, would prevent 
use of relations between non-adjacent constituents and would certainly lead 
to a much lower overall parser performance and therefore to more uncertain 
results in the comparison of levels of detail. 
A further effect of the tree layout is that the function labels are generally 
the primary indication for an immediate constituent's function. Only for 
certain types of constituents, e.g. prepositional phrases, does the position 
of each immediate constituent give a sufficient clue for its function. In 
other descriptive models positional marking might make functional labelling 
completely superfluous. Conducting the same experiments we have used on 
our data would then lead to the conclusion that function labels are useless. 
Note, however, that even in such a descriptive model, in which function 
labels are shown to be useless, there is still functional marking; it is just 
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represented implicitly in the layout of the tree rather than explicitly as a 
label.30 
Obviously, the influence of the descriptive model is not limited to the general 
properties of the model. Each specific detail has an influence on the out-
come of the experiments. Most of these details are not important enough for 
discussion. The more important have mostly been discussed already. Exam-
ples are the treatment of coordination and the distribution of information 
between category and attributes (cf. Section 5.2.1). 
There is, however, one specific detail that must be addressed here, since 
it is of immediate relevance to the relative effectiveness of function and 
attribute information: one of the attributes in the TOSCA analyses repre-
sents verb transitivity. It stands to reason that function information (on the 
sentence and clause level) can best fulfil its potential in combination with 
this attribute. In the CF and the CA parser one of these two information 
carriers, and therefore their interplay, is lost. The higher performance of the 
CA parser may indicate that the transitivity attribute by itself yields more 
information than the function by itself. On the other hand this conclusion 
is extremely tentative since there are of course other attributes as well as 
phrasal functions.31 
5.5.3 The value of function and attribute information 
Let us conclude by returning to our original research question: what are the 
merits of function and attribute information in probabilistic parsing? The 
score comparison experiments and the tree comparison experiments agree 
on the unsurprising observation that more detail brings better performance. 
They disagree on the relative merit of function and attribute information. 
It seems reasonable to assume that the results of the tree comparison ex-
periments are the more correct ones, since we already observed a flaw in the 
design of the score comparison experiments, namely that the tree generation 
component used CAF information at each level of detail. 
Whatever the outcome of unresolved questions about the exact difference 
between CA and CF and the influence of the transitivity attribute, we can 
certainly say that the CF parsers do surprisingly well, considering that they 
can only use the single function label while the CA parsers have a whole set 
of attribute labels available and that the CF parsers must do without the 
verb transitivity attribute. The conclusion can probably be that function 
information is extremely useful information, no match for a combination of 
attributes but certainly more useful than most individual attributes. 
30A probabilistic parsing system like ours could still make use of the functional marking. 
We would only have to extend the domain of examination by the scoring mechanism to 
larger clusters of nodes than just a father with his sons. 
31
 The only way to be sure would be to repeat the experiments with just the transitivity 
attribute removed for CF and just the sentence/clause level functions removed for CA. 
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The question of the relative merit of function and attribute information may 
not be fully and unequivocally answered here, but our results probably show 
it to be a rather unimportant one. The main reason for needing to know the 
relative merit of these two is the necessity to choose between them. Looking 
at the results of the CAF parser we tend to conclude that it is more useful 
to always include attribute as well as function information. 
The deciding factor in selecting information to include in analyses is 
usually the amount of work that must be invested in the analysis.32 Sup­
pose there is a setup in which a well-trained probabilistic parser does the 
initial work and a competent linguist post-edits the results (using a decent 
post-editing system). Under these circumstances the amount of work to be 
invested by the linguist in correction roughly corresponds to the subjective 
error value measure of the parser.33 If the results of our experiments are 
representative of this situation the linguist actually has less work with a 
CAF analysis than with lower level analyses. In other words, once a certain 
amount of highly detailed analysis data has been collected it is easier to 
create more than it is for less detailed analysis data. 
Adding to this the observation that in micro-exploitation more detail is 
generally better, we can conclude that highly detailed analyses (especially 
those including function information) are not only more useful in the short 
run but will actually pay for themselves in the long run. 
3 3
 Obviously, the following does not hold if there are other reasons, e.g. information is 
left out because there is lack of consensus on its interpretation or because the analysts are 
not trained linguists and cannot be expected to understand an overly detailed descriptive 
model. 
33This, of course, is only the correction. There is always the question of understanding 
the analysis in the first place and pinpointing the errors to be corrected, but given a good 
presentation of the analysis this ought not to be too dependent on the level of detail. 
Chapter 6 
Summary and Conclusions 
into the woods you go again 
you like to every now and then 
into the woods 
but mind the past 
into the woods 
but mind the future 
into the woods it's time to go 
there's more to learn and much to know 
STEVEN SONDHEIM, INTO THE WOODS 
The thesis deals with syntactic databases, data collections representing syn-
tactically annotated corpus material. In principle, all aspects of syntactic 
databases are subject of discussion: their nature, their creation, their stor-
age and their use. However, with such a wide subject area it is necessary 
to choose between breadth and depth of discussion; we have made a com-
promise by including both in-breadth and in-depth discussions. Chapter 2 
gives a general description of syntactic databases and lays the foundation 
for the other chapters. Chapters 3, 4 and 5 each investigate a specific as-
pect of syntactic databases, which are selected both for being interesting in 
their own right and for having repercussions for the more general aspects 
discussed in Chapter 2. 
In our introduction to the field of syntactic databases (Chapter 2), we have 
paid particular attention to the way in which syntactic databases are to 
be stored and accessed, since the concept database not only implies the 
presence of a data collection, but also its accessibility. 
Before focussing on syntactically annotated text material, we first ex-
amined text annotation in general (2.1). We have found that annotation 
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is the addition to the text of symbols which represent information that is 
deemed of interest. Typically, annotation refers to extra-linguistic proper-
ties of the text (2.1.1), the overall structure of the text (2.1.2), the words 
constituting the text (2.1.3) and the linguistic analysis of the text (2.1.4). 
Syntactic annotation is an instance of the last type, linguistic analysis, and 
it appears that at the moment syntactic annotation is the limit of the state 
of the art for that type. We have also seen that annotation takes into 
account the context of the annotated text and generally presupposes inter-
pretation, thus implying a confrontation with ambiguity (Chapter 3) and, 
in that confrontation, leading to questions of correctness and consistency. 
In the examination of a number of examples of syntactic databases (2.2), 
we found that these vary from listings of instances (2.2.1) to text annotated 
with full phrase structure analyses (2.2.2), with the so-called skeleton analy-
ses (2.2.3) as an often used intermediate variant. We have observed varia-
tion in the exact set of constituents marked, as well as in the labelling of 
the marked constituents. Syntactic categories are indicated almost univer-
sally, but syntactic functions and several other syntacticc-semantic features 
more rarely. This variation led us to investigate the importance of applying 
more detailed labelling (Chapter 5). We have also observed variation in the 
manner of creation of syntactic databases. Usually, there is a division of 
work between linguists and computers. The exact nature of this division, 
however, greatly influences the consistency and correctness of the annota-
tion and hence the usefulness of the data in later research. The extreme 
positions are purely manual annotation, with the danger of high levels of 
both inconsistency and incorrectness, and fully automatic annotation, with 
full consistency but even greater danger of incorrectness. In the approach 
taken by the TOSCA Research Group, the computer proposes a number of 
analyses (enhancing consistency) and the linguist selects the contextually 
appropriate one (thus enhancing correctness). We also investigated how to 
represent the ambiguous analyses so that the linguist's disambiguation task 
can be executed efficiently (Chapter 3). 
After having described the kind of data under investigation, we turned 
our attention to the manner in which this data is to be managed (2.3), 
i.e. which type of database management system (DBMS) would be most 
suitable. The primary requirement is obviously that the management of 
the annotated material must do justice to all types of annotation and their 
internal and external cross-links (as listed in 2.1) and hence will have to be 
able to efficiently handle atomic, list, tree and network structured data. In 
syntactic databases, however, the most important data is tree-structured 
(although possibly ambiguous; cf. Chapter 3), which led us to concentrate 
on this type of data. We also formulated several other requirements, the 
most important of which is that the intended users of the system are not 
computer specialists and that special measures may be necessary to enable 
them to use the system (a special case of which was discussed in Chap-
ter 4). We examined the most important types of DBMS: textual databases 
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(TDBMS; 2.3.1), relational databases (RDBMS; 2.3.2) and object-oriented 
databases (OODBMS; 2.3.3). It appeared that the best solution is to use 
an object-oriented representation for on-site storage and access, but a tex-
tual representation for interchange, preferably using the SGML encoding 
proposed by the TEI (2.3.1). 
Another important aspect of accessibility of the data is the form of the 
query language with which the user can access the data. We discussed a 
specific query language (2.4), namely that used in the Linguistic DataBase 
system (LDB), showing how, in this design, an attempt was made to provide 
for power as well as user-friendJiness. We observed that the power of the 
system is sufficient for most uses (demonstrated further in Chapter 4), but 
that a substantial time-investment by the user is needed to learn to use 
this power and that most users limit themselves to simple uses. For the 
less committed users, the user interface is needlessly complex. From this 
we concluded that, in a more ideal system, there should be a differentiated 
user interface, allowing each user to control the system in the manner most 
suited to his needs and level of knowledge. Furthermore, there should be 
a gradual (and well-supported) learning path to the more complex forms 
of interaction, allowing (and enticing) a user to learn to advance to the 
next level of the user interface if and when the need arises. Finally, we 
observed that a system which allows user-friendly access to data can never 
be complete: there is bound to be a moment when some functionality is 
needed that is not present in the system. As a result, such a system should 
be extensible, preferably with a high level of compatibility between the 
extensions and the core system. The extensibility of the LDB and its query 
language was demonstrated in Chapter 4. 
As our first in-depth study, we investigated ambiguity, the occurrence of two 
or more analyses (readings) of the same textual unit (Chapter 3). We found 
that ambiguous structures are only rarely present in syntactic databases as 
distributed to the end user, but that such structures are almost certain to 
be present during the creation of syntactic databases. Since the life-time of 
these ambiguous structures may be such that they have to be stored in a 
database and since they may yet be included in the distributed database, it 
is necessary to have storage and access facilities for ambiguous structures. 
An access procedure that deserves special mention in this context is manua/ 
disambiguation, the procedure in which a linguist selects the contextuaiJy 
appropriate analysis from among the potential ones (cf. Chapter 2). 
Since (semi-)automatic detailed linguistic analysis can yield extremely 
high numbers of analyses for some (or even most) text units, it is necessary 
to use special storage mechanisms for ambiguous structures (3.2). The 
advantage of such mechanisms is twofold: not only do they enhance storage 
efficiency but they can also be used as a more transparent representation 
for manual disambiguation. All mechanisms are based on sharing structures 
which are common between different analyses. Such sharing can be from the 
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root of the tree down {locai ambiguity packing) as well as from the leaves up 
(subtree sharing). The combination of the two is a very common technique 
and is called LAP/SS here. If the grammar underlying the analyses is a 
context-free one, LAP/SS is a very effective mechanism in terms of storage 
space reduction and can also be applied unchanged in disambiguation, using 
the special nodes connecting the shared parts to the diverging parts as 
choice points. If, however, the grammar is not context-free, the choices in 
the ambiguous structure representation are no longer mutually independent 
and LAP/SS is no longer able to share parts of the analyses effectively. 
Several alternative representations have been proposed in the literature, 
but these are generally geared specifically towards reducing storage space 
and are useless in disambiguation. We designed a new representation, called 
dependency ¡inking, which extends LAP/SS with a mechanism to explicitly 
code inter-choice dependencies and which is suitable both for storage space 
reduction and disambiguation. 
Ambiguous structure representations are only useful if they can be pro-
duced automatically from the set of analyses they represent. We created 
such projection algorithms for both LAP/SS and dependency linking (3.3). 
The algorithm for LAP/SS basically places choice points at the root and at 
each of the leaves and then slowly pushes those choice points deeper into the 
tree, including more and more nodes in the shared parts. As dependency 
linking is an extension of LAP/SS, so the projection algorithm is an exten-
sion of that for LAP/SS. The extra mechanisms in the representation allow 
the algorithm to perform operations that are not available to the LAP/SS 
algorithm and can use these to produce a much more efficient represen-
tation. The end product of both algorithms is a representation which is 
minimal in the sense that no further choice node movement is possible. It is 
impossible to prove that this is also the optimal representation, as we have 
found minimal, yet non-optimal, structures. 
The availability of algorithms to produce the ambiguous structure rep-
resentations shows that LAP/SS and dependency linking can in principle 
be used in the creation and use of syntactic databases. We investigated 
whether this is also the case in practice by testing the algorithm on a col-
lection of actual ambiguous analyses (3.4). The collection consists of am-
biguous TOSCA analyses from which some readings may have been filtered 
out (to simulate e.g. semantic restrictions). The most interesting aspects of 
the test results are the computation time and the effectiveness of the pro-
jection. As for the computation time, the polynomial complexity predicted 
in 3.3 indeed shows itself in the tests. The tests show time complexities of 
0 ( n 1 8 ) (for LAP/SS) and 0(n2) (for dependency linking) for this specific 
data. Although clearly better than the theoretical complexities of 0(n3) 
and 0(n 4 ) , this is still too high if very ambiguous data must be handled. 
If the representations are to be used in practice, with highly ambiguous 
material, the algorithm will have to be extended with (or replaced by) more 
heuristical techniques. What the algorithms lack in speed, they certainly 
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make up for in effectiveness. Even though the end result may not be opti-
mal (3.3), the difference does not seem very relevant. Most impressive is the 
output of the dependency linking projection, which leads to representations 
which are linear with respect to the utterance length and on average only 
about 25 percent larger than the representation of a single reading. 
We can conclude that the dependency linking representation has proven 
its worth and that attempts can now be made to make use of it in prac-
tical syntactic database work. This use might be restricted to the manual 
disambiguation of analyses but might also consist of permanent storage of 
all analyses for each utterance. In both cases the software handling the 
ambiguous data will have to be adapted to be compatible with and make 
optimal use of the dependency linking representation. In addition, more 
research is needed to reduce the computation time for the projection. 
We next turned our attention to a new application area for syntactic data-
bases: education (Chapter 4). We observed that the best use for syntactic 
databases in the classroom would be in support of a syntax course, more 
specifically one teaching data-oriented description (4.1). We also observed 
that the best mode of support would be an exercise tool using the analyses 
in the database. In order to test the viability of our ideas, we decided to 
implement such an exercise tool and use it in an advanced syntax course for 
second year students of English at the University of Nijmegen. 
We built the exercise tool, called CLUES, by extending the LDB sys-
tem. This also gave us the opportunity to test the extensibility of the LDB, 
a property which we had already concluded to be important (2.4). Most 
of the extensions were linked directly to the types of exercises provided by 
CLUES. For exercises in which syntactic function and category labels for 
constituents must be filled in by the student, it was necessary to extend the 
user interface so that such labels can be hidden, nodes with questions can 
be marked and students can propose possible answers (4.2.1). The query 
language also needed extensions, to specify what has to be hidden and what 
has to be asked. Exercises asking more general questions were less linked to 
specific nodes and/or specific matches and needed slightly different means 
to specify a task for the student, again leading to extensions in both user 
interface and query language (4.2.2). The same was the case for exercises 
asking the student to point out nodes with specific properties (4.2.3). More 
drastic extensions were needed for the final two types of exercise, in which 
part of the tree is disconnected (4.2.4) or even removed altogether (4.2.5): 
the extensions to the query language were similar to those for the simple 
question exercises, but the extensions to the user interface included changes 
to the layout of the tree on the screen, new navigation mechanisms and tree 
editing commands for the student. There were also a number of extensions 
not connected with specific types of exercise. Some of these provided sup-
port for exercises in general (4.2.6) and others a perspective on the system 
which was more suited to the limited functionality of CLUES (4.2.7). Since 
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all extensions could be implemented without major repercussions for the 
underlying LDB system, we think that the LDB has convincingly passed 
the extensibility test. 
The next step was to use CLUES to create a series of exercises, span­
ning from filling in functions labels for noun phrase nodes to completely 
analysing sentences (4.3). We found that the functionality provided by 
CLUES allowed us to easily and quickly build a wide range of exercises. In 
general, most of the time needed to create a new exercise was spent in fine-
tuning the exercise in such a way that suspect or misleading analyses are 
avoided and that the instances selected are interesting (e.g. the exclusion of 
the preposition OF in the prepositional phrase attachment exercise, 4.3.5). 
The use of the exercises in the abovementioned syntax course proved to 
be a valuable addition to the course. We observed that the students were 
more motivated than in the traditional exercise sessions and also appeared 
to gain a better insight into syntax (4.4.4). However, improvements can 
still be made. On the technical side, a more user-friendly interface would 
be very welcome (4.4.3). On the linguistic side, almost randomly determined 
instances from real-life text as well as slight differences between the analyses 
in the database and those in the course book may be acceptable (or even 
positive) for advanced students (4.4.1 and 4.4.2), but for less experienced 
students it is necessary to have a 'cleaner' type of data and a more restricted 
set of instances. 
For our final specialized subject we went back to the syntactic annotation 
itself (Chapter 5). As mentioned above, there is a wide diversity in the 
labelling of analysis nodes (cf. 2.2) and we attempted to determine how 
important it is to include more detailed information, such as function and 
attribute information in the annotation. We observed that this importance 
was highly dependent on the intended use of the database and that it was 
useful to make a (broad) distinction between two types of database use, 
micro-exploitation and macro-exploitation (5.1). For micro-exploitation, 
we could only conclude that, in general, the more annotation the better, 
but that the value of additional labels cannot be objectively measured. For 
macro-exploitation, we surmised a better chance of quantifying this value, 
albeit still in relation to a specific database use. 
In order to test whether such a quantification is indeed possible, and 
to determine what it would reveal about the added value of function and 
attribute labels, we used TOSCA data to build a set of probabilistic parsers 
(5.2). In each parser, a (large) number of potential analyses for each sen­
tence was proposed and each analysis received a likelihood score. The po­
tential analyses were based on rewrites observed in the annotated TOSCA 
sample and the likelihood scores on the frequencies of (specific aspects of) 
those rewrites. The parsers could be divided into four groups, depending 
on the exact rewrite information they had access to: category labels (C), 
category plus attribute labels (CA), category plus function labels (CF) or 
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all labels (CAF). 
In the first tests we compared the likelihood score of the contextually 
appropriate analysis with the score of all other analyses (5.3), with regard 
to both value and to rank. These tests seemed to indicate a rough ordering 
CAF>CF>CA>C. However, the division in parser types was not as strict 
in these tests as we wanted: since the same set of analyses had to be used 
for four types of scoring, a single analysis generation grammar had to be 
used, the one with access to all labels. This meant that the influence of 
function and attribute labels was present in all four types of parsers, albeit 
in only one of the parser components. In the second batch of tests, then, 
we addressed this problem. Each parser used a generation and a scoring 
component with access only to its own level of detail (5.4). In these tests 
we did not compare the analysis scores, but the analyses themselves: the 
best-scoring analysis was compared to the contextually appropriate one, 
using several tree comparison measures. As in the earlier tests, CAF was 
clearly best and С was clearly worst. However, in these tests CA was slightly 
better than CF. 
In our final evaluation of the experiment (5.5), we first observed that 
it would be unwise to make sweeping statements about detailed labelling 
in general, since the outcome of the experiment was greatly influenced by 
the method and the data that were used. For this specific case, however, 
it was obvious that the performance of the parsers improved significantly 
when more detail was made available. Also, function labels appeared to 
be an extremely useful type of information, although probably less useful 
(by a small margin) than the combination of the attribute labels. Now, 
having discovered that the function and attribute labels are indeed useful, 
the question remains whether they are useful enough to warrant the time-
investment to create them. If we look at the performance of the parsers in 
our experiment, and if we posit a setup in which such a parser provides the 
basic annotation to be adjusted by a linguist, it appears that the amount of 
manual work creating a CAF annotation with the help of a CAF parser is 
actually less than creating a C, CA or CF annotation with the help of a C, 
CA or CF parser. In other words, with a little extra work in the short term, 
annotatore can save large amounts of work in the long run and produce an 
annotation which is more useful for many applications of the data. 

Bibliography 
Aarts, F. ала Aarts, J.: 1988a, English Syntactic Structures, Prentice Hall. 
Aarts, F. and Aarts, J.: 1988b, English Syntactic Structures, Workbook, 
Prentice Hall. 
Aarts, J.: 1992, Comments on a new corpus of English: ICE, in Svartvik 
(ed.) (1992), 180-183. 
Aarts, J. and van den Heuvel, T.: 1985, Computational tools for the syn­
tactic analysis of corpora, Linguistics 23, 303-335. 
Aarts, J., de Haan, P. and Oostdijk, N. (eds): 1993, English Language Cor­
pora: design, analysis and exploitation, Rodopi, Amsterdam/Atlanta. 
Alexa, M. and Rostek, R.: 1996, Computer-assisted corpus-based text 
analysis with TATOE, ALLC-ACH'96 Conference Abstracts, Norwe­
gian Computer Centre for the Humanities, Bergen, 11-17. 
American National Standards Institute: 1986, American National Standard 
for Information Systems - Database Language - SQL - X3.135-1986, 
New York. 
Androutsopoulos, I., Ritchie, G. D. and Thanisch, P.: 1995, Natural lan­
guage interfaces to databases - an introduction, Natural Language En­
gineering 1(1), 29-81. 
Atkins, S., Clear, J. and Ostler, N.: 1992, Corpus design criteria, Literary 
and Linguistic Computing 7(1), 1-16. 
Atkinson, M., DeWitt, D., Maier, D., Bancilhon, F., Dittrich, K. and 
Zdonik, S.: 1989, The object-oriented database system manifesto, in 
W. Kim, J.-M. Nicolas and S. Nishio (eds), Proceedings of the First 
International Conference on Deductive and Object-Oriented Databases 
(DOOD-89), Elsevier Science Publishers, Kyoto, 40-57. 
Atwell, E., Hughes, J. and Souter, C : 1994, Amalgam: Automatic mapping 
among lexico-grammatical annotation models, in J. Klavans (ed.), Pro­
ceedings of ACL workshop on The Balancing Act: Combining Symbolic 




Baayen, H., van Halteren, H and Tweedie, F.: 1996, Outside the cave of 
shadows: Using syntactic annotation to enhance authorship attribut­
ion, Literary and Linguistic Computing 11(3), 121-131. 
Beinema, P. and Barkema, H.: 1995, The TOSCA Tree Editor, User man­
ual, TOSCA Research Group and MOOSE/Language Technology, Nij­
megen. 
Biber, D.: 1992, Using computer based text corpora to analyse the reference 
strategies of spoken and written texts, in Svartvik (ed.) (1992), 213-
252. 
Biber, D.: 1993, Representativeness in corpus design, Literary and Linguis­
tic Computing 8(4), 243-257. 
Bies, Α., Ferguson, M., Katz, К. and Maclntyre, R.: 1995, Bracketing 
Guidelines for Treebank II Style, Penn Treebank Project. 
Billot, S. and Lang, В.: 1989, The structure of shared forests in ambiguous 
parsing, Proc. ACL-89, 143-151. 
Black, E., Garside, R. and Leech, G.: 1993, Statistically Driven Computer 
Grammars of English: the IBM/Lancaster Approach, Rodopi, Amster­
dam/Atlanta. 
Blair, G.: 1991, Object-oriented languages, systems and applications, 
Pittman, London. 
Bod, R.: 1989, Enriching Linguistics with Statistics: Performance Models 
of Natural Language, Rodopi, Amsterdam/Atlanta. 
Bod, R.: 1993, Using an annotated corpus as a stochastic grammar, Proc. 
EACL-93, 37-44. 
Bradley, J.: 1989, Tact User Manual, University of Toronto, Toronto, On­
tario. 
Briscoe, T.: 1994, Prospects for practical parsing of unrestricted text: Ro­
bust statistical parsing techniques, in N. Oostdijk and P. de Haan (eds), 
Corpus-based research into language, Rodopi, Amsterdam/Atlanta, 97-
119. 
Capel, Α.: 1993, Collins COBUILD Concordance Samplers 1, Prepositions, 
Collins, London/Glasgow. 
Cattell, R. G.: 1994, The Object Database Standard: ODMG-93, Morgan 
Kaufman, San Francisco, CA. 
CCPP Workgroup: 1978, Manual for Coders; A Proposal for the Syntactic 
Description of English Corpus Data, Dept. of English, University of 
Nijmegen, Nijmegen. 
Bibliography 221 
Cercone, Ν., McFetridge, P., Hall, G. ала Groeneboer, С : 1991, An unnat­
ural natural language interface, in S. Hockey, N. Ide and I. Lancashire 
(eds), Research in Humanities Computing 1. Selected Papers from the 
ACH-ALLC Conference, Toronto, June 1989, Clarendon Press, Ox­
ford, 216-237. 
Chandler, R., Creed, W. and Richardson, S. D.: 1990, Critique as a teaching 
tool for writing classes, Literary and Linguistic Computing 5(3), 215-
218. 
Chen, Q.: 1992, An Object-Oriented Database System for Efficient Informa­
tion Retrieval Applications, PhD thesis, Virginia Polytechnic Institute 
and State University, Blacksburg, Virginia. 
Church, K. W.: 1988, A stochastic parts program and noun phrase parser 
for unrestricted text, Proceedings of the 2nd Conference on Applied 
Natural Language Processing, 136-143. 
Church, K. W. and Hanks, P.: 1990, Word association norms, mutual in­
formation and lexicography, Computational Linguistics 16(1), 22-29. 
Clear, J.: 1992, Corpus sampling, in Leitner (ed.) (1992), 21-31. 
Codd, E.: 1970, A relational model of data for large shared data banks, 
Communications of the ACM 13(6), 377-387. 
Collins, P. C : 1991, Cleft and Pseudo-Cleft Constructions in English, Rout-
ledge, London/New York. 
Coombs, J. H., Renear, A. H. and DeRose, S. J.: 1987, Markup systems and 
the future of scholarly text processing, Communications of the ACM 
30(11), 933-947. 
Darwen, H. and Date, C : 1995, The third manifesto, SIGMOD Record. 
Date, C : 1981, An Introduction to Database Systems, 3rd edn, Addison-
Wesley. 
Dekkers, С : 1991, Affix evaluation in parse forests, Master's thesis, Infor­
matica, University of Nijmegen, Nijmegen. 
DeRose, S. J.: 1988, Grammatical category disambiguation by statistical 
optimization, Computational Linguistics 14(1), 31-39. 
Ellegârd, Α.: 1978, The Syntactic Structure of English, Acta Universitatis 
Gothoburgensis, Göteborg. 
Ellis, M. A. and Stroustrup, В.: 1990, The annotated C++ reference man­
ual, Addison-Wesley. 
222 Bibliography 
Fox, Ε. Α.: 1987, Development of the CODER system: A testbed for artifi­
cial intelligence methods in information retrieval, Information Process­
ing and Management 23(4), 341-366. 
Gallagher, L.: 1994, Influencing database language standards, SIGMOD 
Record. 
Garside, R., Leech, G. and Sampson, G.: 1987, The Computational Analysis 
of English. A corpus-based approach, Longman, London. 
Gazdar, G., Klein, E., Pullum, G. and Sag, I.: 1985, Generalized Phrase 
Structure Grammar, Blackwell, Oxford. 
Goldfarb, C F . : 1990, The SGML Handbook, Oxford University Press, Ox­
ford. 
Gönnet, G. H. and Tompa, F. W.: 1987, Mind your grammar: a new ap-
proach to modelling text, Proceedings of the 13th VLDB Conference, 
339-346. 
Greenbaum, S.: 1992, A new corpus of English: ICE, in Svartvik (ed.) 
(1992), 171-179. 
de Haan, P.: 1992, The optimum corpus sample size?, in Leitner (ed.) 
(1992), 3-19. 
van Halteren, H.: 1989, The chameleon approach: A technique to reach 
more users, Computers and the Humanities 23, 403-410. 
van Halteren, H.: 1991, Efficient storage of ambiguous structures in textual 
databases, Literary and Linguistic Computing 6(4), 233-232. 
van Halteren, H.: 1993, The usefulness of function and attribute infor-
mation in syntactic annotation, ACH-ALLC'93 Conference Abstracts, 
The Center for Text & Technology of the Academic Computer Center, 
Georgetown University, Washington, DC, 162-164. 
van Halteren, H.: 1994, Syntactic databases in the classroom, in Wilson 
and McEnery (eds) (1994), 17-28. 
van Halteren, H.: 1996, Comparison of tagging strategies, a prelude to 
democratic tagging, in Hockey and Ide (eds) (1996), 207-215. 
van Halteren, H.: 1997a (Forthcoming), Quality of taggers, in van Halteren 
(ed.) (1997b). 
van Halteren, H. (ed.): 1997b (Forthcoming), Syntactic Wordclass Tagging, 
Kluwer Academic Publishers. 
van Halteren, H. and van den Heuvel, T.: 1986, A linguistic database, 
Technical Report 76, Informatica, University of Nijmegen, Nijmegen. 
Bibliography 223 
van Halteren, H. and van den Heuvel, T.: 1990, Linguistic Exploitation of 
Syntactic Databases, Rodopi, Amsterdam/Atlanta. 
van Halteren, H. and Oostdijk, Ν.: 1988, Using an analysed corpus as a lin­
guistic database, in J. Roper (ed.), Computers in Linguistic and Liter­
ary Computing. Proceedings of the Thirteenth ALLC Conference, Uni­
versity of East Anglia (Norwich) 1-4 April 1986, Champion-Slatkine, 
Paris/Geneva, 171-181. 
van Halteren, Η. and Oostdijk, Ν.: 1993, Towards a syntactic database: the 
TOSCA analysis system, in Aarts et al. (eds) (1993), 145-161. 
van den Heuvel, T.: 1988, TOSCA: An aid for building syntactic databases, 
Literary and Linguistic Computing 3(3), 147-151. 
Hindle, D.: 1989, Acquiring disambiguation rules from text, Proc. ACL-89. 
Hockey, S. and Ide, N. (eds): 1996, Research in Humanities Computing 
4- Selected Papers from the ALLC'/ACH Conference, Christ Church, 
Oxford, April 1992, Clarendon Press, Oxford. 
Hofland, К. and Johansson, S.: 1982, Word Frequencies in British and 
American English, Norwegian Computer Centre for the Humanities, 
Bergen. 
Hofland, К. and Morland, K.: 1992, The Bergen Henrik Ibsen project, 
ALLC-ACH'92 Conference Abstracts and Programme, Christ Church, 
Oxford, 134-136. 
Hughes, D.: 1985, The Joke of the Century, Penguin Books Ltd. 
Hughes, J. G.: 1991, Object-oriented databases, Prentice Hall, New York. 
International Organisation for Standardization: 1983, ISO 646, Information 
processing - ISO 7-bit coded character set for information interchange, 
1983-07-01, 2nd edn, Switzerland. 
International Organisation for Standardization: 1986, ISO 8879, Infor­
mation processing - Text and office systems - Standard Generalized 
Markup Language (SGML), 1986-10-15, 1st edn, Switzerland. 
Jelinek, F., Lafferty, J. D. and Mercer, R. L.: 1990, Basic methods of prob­
abilistic context free grammars, Technical Report RC 16374 (#72684) 
12/13/90, IBM Research Division, T.J. Watson Research Center, York-
town Heights, NY 10598. 
Johansson, S., Leech, G. and Goodluck, H.: 1978, Manual of Information to 
Accompany the Lancaster-Oslo/Bergen Corpus of British English, for 
Use with Digital Computers, Dept. of English, University of Oslo. 
224 Bibliography 
Karlsson, F., Voutilainen, Α., Heikkilä, J. and Anttila, Α.: 1994, Constraint 
Grammar: A Language Independent System for Parsing Unrestricted 
Text, Mouton de Gruyter, Berlin/New York. 
Kaye, G.: 1988, The design of the database for the Survey of English Usage, 
in M. Kytö, О. Hialainen and M. Rissanen (eds), Corpus Linguistics, 
Hard and Soft, Rodopi, Amsterdam/Atlanta, 145-168. 
Kempen, G., Anbeek, G., Desain, P., Konst, L. and De Smedt, K.: 1987, 
Author environments: Fifth generation text processors, in D.G. XIII, 
ESPRIT'86: Results and Achievements, Elsevier Science Publishers, 
Amsterdam. 
Keulen, F.: 1986, The Dutch Computer Corpus Pilot Project, some ex­
periences with a semi-automatic analysis of contemporary English, in 
J. Aarts and W. Meijs (eds), Corpus Linguistics II. New studies in 
the Analysis and Exploitation of Computer Corpora, Rodopi, Amster­
dam/Atlanta, 127-161. 
Khoshafian, S. and Abnous, R.: 1990, Object-orientation. Concepts, lan­
guages, databases, user interfaces., Wiley, New York. 
Kim, W.: 1990, Deductive and object-oriented databases, North Holland, 
Amsterdam. 
Koster, С. Η. Α.: 1991, Affix grammars for natural languages, Attribute 
grammars: applications and systems. International summer school 
SAGA. Lecture notes in computer science 545, Springer Verlag, Berlin, 
358-373. 
Kovács, G. and van Bommel, P.: 1996, From conceptual model to 0 0 
database via intermediate specification, Technical Report CSI-R9617, 
Computing Science Institute, University of Nijmegen, Nijmegen. 
Kucera, Η. and Francis, W. Ν.: 1967, Computational Analysis of Present 
Day American English, Brown University Press, Providence, Rhode 
Island. 
Leech, G. and Garside, R.: 1991, Running a grammar factory: The produc­
tion of syntactically analysed corpora or "treebanks", in S. Johansson 
and A.-B. Stenström (eds), English Computer Corpora: Selected papers 
and research guide, Mouton de Gruyter, Berlin/New York. 
Leitner, G. (ed.): 1992, New Directions in English Language Corpora, 
Methodology, Results, Software Developments, Mouton de Gruyter, 
Berlin/New York. 
Loeffen, Α.: 1992, Object-orientatie en object-georienteerde databases, 
Technical report, Vakgroep Computer & Letteren, Rijksuniversiteit 
Utrecht, Utrecht. 
Bibliography 225 
Loomis, M.: 1994, Hitting the relational wall, Journal of Object-Oriented 
Programming 7(January), 56-59, 71. 
Magerman, D. M.: 1994, Natural Language Parsing as Statistical Pattern 
Recognition, PhD thesis, Stanford University. 
Mann, W. C. and Thompson, S. A. (eds): 1992, Discourse Description, 
Diverse Linguistic Analyses of a Fund-Raising Text, John Benjamins 
Publishing Company, Amsterdam/Philadelphia. 
Marcus, M., Kim, G., Marcinkiewicz, Μ. Α., Maclntyre, R., Bies, Α., Fer­
guson, M., Katz, К. and Schasberger, В.: 1994, The Penn treebank: 
Annotating predicate argument structure, Proceedings of the Human 
Language Technology Workshop, March 1994, Morgan Kaufman Pub­
lishers Inc., San Francisco, CA. 
Marcus, M. P., Santorini, B. and Marcinkiewicz, Μ. Α.: 1993, Building a 
large annotated corpus of English: The Penn treebank, Computational 
Linguistics 19(2), 313-330. 
Maruyama, H.: 1990, Structural disambiguation with constraint propaga­
tion, Proc. ACL-90, 31-38. 
Meijer, Η. J.: 1986, Programmar: A translator generator, PhD thesis, Uni­
versity of Nijmegen, Nijmegen. 
Melton, J.: 1996, ISO/ANSI Working Draft, Database Language SQL-
Foundation, ISO DBL MCI-004 and ANSI X3H2-96-059. 
Miller, G. Α., Beckwith, R., Fellbaum, С , Gross, D. and Miller, K.: 1993, 
Introduction to WordNet: an on-line lexical database, Technical report, 
Cognitive Science Laboratory, Princeton University. 
Morgan, R. G. and Garigliano, R.: 1995, Natural language processing with 
LOLITA, Endeavor 19(1), 11-15. 
Nederhof, M. J.: 1994, Linguistic Parsing and Program Transformations, 
PhD thesis, University of Nijmegen, Nijmegen. 
Nederhof, M.-J. and Koster, К.: 1993, A customized grammar workbench, 
in Aarts et al. (eds) (1993), 163-179. 
Nederhof, M.-J. and Sarbo, J. J.: 1993, Efficient decoration of parse forests, 
in H. Trost (ed.), Feature Formalisms and Linguistic Ambiguity, Ellis 
Horwood, New York/London/Toronto/Sydney/Tokyo/Singapore, 53-
78. 
Nelson, G.: 1991, File header information: Bibliographical and biographical 
data, ICE Newsletter. 
226 Bibliography 
Oostdijk, Ν.: 1991, Corpus Linguistics and the Automatic Analysis of Eng­
lish, Rodopi, Amsterdam/Atlanta. 
Oxford University Computing Service: 1988, Micro OCP User Manual, Ox­
ford University Press, Oxford. 
Quinn, Α.: 1993, An object-oriented design for a corpus utility program, in 
Aarts et al. (eds) (1993), 215-225. 
Quirk, R. and Svartvik, J.: 1979, A corpus of modern English, in H. Bergen-
holtz and B. Schaeder (eds), Empirische Textwissenschaft, Scriptor, 
Königstein, 204-218. 
Quirk, R., Greenbaum, S., Leech, G. and Svartvik, J.: 1972, A Grammar 
of Contemporary English, Longman, London. 
Quirk, R., Greenbaum, S., Leech, G. and Svartvik, J.: 1985, A Comprehen-
sive Grammar of the English Language, Longman, London. 
Renear, Α., Mylonas, E. and Durand, D.: 1996, Refining our notion of what 
text really is: The problem of overlapping hierarchies, in Hockey and 
Ide (eds) (1996), 263-280. 
Salminen, A. and Tompa, F. W.: 1992, PAT expressions: an algebra for text 
search, Papers in Computational Lexicography, Linguistics Institute, 
Hungarian Academy of Sciences, Budapest, 309-332. 
Sampson, G.: 1991, Analysed corpora of English: A consumer guide, in 
M. C. Pennington and V. Stevens (eds), Computers in Applied Linguis­
tics: An International Perspective, Multilingual Matters Ltd, 181-200. 
Sampson, G. R.: 1994, English for the Computer, Oxford University Press, 
Oxford. 
Schabes, Y., Roth, M. and Osborne, R.: 1993, Parsing the Wall Street 
Journal with the Inside-Outside algorithm, Proc. EACL-93. 
Seo, J. and Simmons, R. F.: 1989, Syntactic graphs. A representation 
for the union of all ambiguous parse trees, Computational Linguistics 
15(1), 19-32. 
Simons, G. F., Conceptual modeling versus visual modeling: A technological 
key to building consensus, Computers and the Humanities 30, 303-319. 
Sinclair, J. (ed.): 1990, Collins Cobuild English Grammar, Collins, Lon­
don/Glasgow. 
Soley, R. and Kent, W.: 1995, The OMG object model, in W. Kim (ed.), 
Modern Database Systems, ACM Press, Addison-Wesley, New York, 
18-11. 
Bibliography 227 
Souter, С : 1989, A short handbook to the Polytechnic of Wales Corpus, 
Norwegian Computing Centre for the Humanities, Bergen. 
Sperberg McQueen, C. M.: 1989, A directed-graph data structure for text 
manipulation, The Dynamic Text - Conference Guide, Centre for Com­
puting in the Humanities, University of Toronto, Toronto, Ontario, 
69-71. 
Sperberg-McQueen, C. M.: 1991, Text in the electronic age: Textual study 
and text encoding, with examples from medieval texts, Literary and 
Linguistic Computing 6(1), 34-46. 
Sperberg McQueen, C. M. and Burnard, L.: 1994, Guidelines for Electronic 
Text Encoding and Interchange, TEI P3, Chicago/Oxford. 
van der Steen, G.: 1982, A treatment of queries in large text corpora, in 
S. Johansson (ed.), Computer Corpora in English Language Research, 
Norwegian Computing Centre for the Humanities, Bergen, 49-65. 
van der Steen, G.: 1987, A Program Generator for Recognition, Parsing 
and Transduction with Syntactic Patterns, PhD thesis, Rijksuniver­
siteit Utrecht, Utrecht. 
Stonebraker, M., Rowe, L., Lindsay, В., Gray, J., Carey, M., Brodie, M., 
Bernstein, P. and Beech, D.: 1990, Third-generation database system 
manifesto, SIGMOD Record 19(3), 31-44. 
Svartvik, J. (ed.): 1992, Directions in Corpus Linguistics. Proceedings of 
Nobel Symposium 82, Stockholm, 4-8 August 1991, Mouton de Gruyter, 
Berlin/New York. 
Tomita, M.: 1986, Efficient Parsing for Natural Language, Kluwer Aca­
demic Publishers, Boston/Dordrecht/Lancaster. 
\ 
Vossen, P.: 1995, Grammatical and Conceptual Individuation in the Lexicon, 
PhD thesis, University of Amsterdam, Amsterdam. 
Voutilainen, A. and Tapanainen, P.: 1993, Ambiguity resolution in a reduc-
tionistic parser, Proc. EACL-93, 394-403. 
Wilson, A. and McEnery, T. (eds): 1994, Corpora in Language Education 
and Research: A selection of Papers from TALC94, Unit for Computer 
Research on the English Language, Lancaster University, Lancaster. 
Zdonik, S. B. and Maier, D.: 1990, Readings in object oriented database 
systems, Morgan Kaufman, San Mateo, CA. 

Appendix A 
Labels in Analysis Trees 
In this appendix we list the labels used in analysis trees in this thesis. For 
those analyses that are discussed only in Section 2.2, the ones by Ellegárd 
(Figure 2.9), UCREL (Figure 2.13) and UPenn (Figure 2.15), we will restrict 
ourselves to the labels actually occurring in the examples. For the CCPP 
and TOSCA analyses we give complete lists. Furthermore, for TOSCA we 















primary predicate verb 
pure coordinator 























P H R 
DESCRIPTION 
phrase 























Table A.4: Ellegárd: Terminal categories 
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Table A.6: Ellegârd: Clause type attributes 






finite relative clause 
noun phrase 
temporal adverbial noun 












Table A.7: UCREL: Non-terminal categories 
ABBREV 
A T 




M C I 
N N 1 
N N 2 
DESCRIPTION 





lingular cardinal numeral 
singular common noun 
plural common noun 





R R Q 
V B N 
V H Z 
W D 
singular temporal noun 
"it" 
1st part of two part general 
2nd part of two part general 
"wh" general adverb 
"been" 
"has" 
past tense of ІежісаІ verb 
adverb 
adverb 













simple declarative clause 
verb phrase 
Table A.9: UPenn: Non-terminal categories 







C A S 
CLIT 
CLOS 





es C V 















" M " 
appositive 
prep complement of "ae" 
"it" in cleft sentence 
closing quote 
clause 


















L I M 
MARK 






P O M 
Ρ REM 
PROD 




S U B 
T O 
UTRP 
U T T 
V B 
V I C 
























immed const verbleee clause 
vocative 
part of complex word 
right appositive modifier 
modified right appositive 




A J P 
A N 
A S 
A S P 
AV 






D E P 








O N P 
I N 










P C L 

















































































































verb finite modal 
verb pastpart primary 
verb finite primary 
verb prespart primary 
verb infinitive primary 
verb imperative primary 
verb pastpart aemi-eux 
verb finite semi-aux 
verb preapart semi-aux 
verb infinitive semi-aux 
verb imperative semi-aux 
verb 
verb pastpart complex 
verb finite complex 
verb prespart complex 
verb infinitive complex 
verb imperative complex 
verbleee clause 
verbless clause limiter 
verb pastpart copula 
verb finite copula 
verb prespart copula 
verb infinitive copula 
verb imperative copula 
verb pastpart intransitive 
verb finite intransitive 
verb prespart intransitive 
verb infinitive intransitive 
verb imperative intraneitive 
verb pastpart complex-trans 
verb finite complex-trans 
verb preapart complex-trans 
verb infinitive complex-trana 
verb imperative complex-trans 
verb paatpart ditransitive 
verb finite ditransitive 
verb prespart ditransitive 
verb infinitive ditransitive 
verb imperative ditransitive 
verb paatpart monotrenaitive 
verb finite monotransitive 
verb prespart monotrenaitive 
verb infinitive monotraneltlve 
verb Imperative monotrenaitive 
part of complex word 
"wh" -determiner 
right of modified appositive 
Table A.U: CCPP: Categories 











A P P 













































































I N S 
































S U B 
TGVB 




X O D 
Х Р С 







noun phrase head 
noun phrase postmodifier 



































Table A. 12: TOSCA: Functions 
ABBREV 
-ADDR 
A D J 
A J P 
A R T 
A U X 
A D V 










D E T 
D T P 
EOPS 
E X P 
ΕΧΤΜΛ 
F C 




I N T 
M L V 
M U P 
NADJ 
NQ.UANT 









































N P G 
O P P 
O R D 
PAUX 








P R N 




P V B 
QUANT 
qwD 













appositive noun phrase 





























verb phrase part 
Table A.13: TOSCA: Categories 
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ABBREV 
Λ 
A B S 
A D D 
A J P 
A P 














































C O L 













D E M 



























CJ between do and end 
CJ between dt and end 
CJ between intens and end 
CJ between intr and end 
CJ between let and end 
CJ between modal and end 
CJ between motr and end 
CJ between nfc IU and end 
CJ between pass and end 
CJ between pel start and end 
CJ between perf and end 
CJ between prog and end 
CJ between semi and end 
CJ between start and end 
CJ between start and nppo 
CJ between sub and end 
CJ between su and end 
CJ between to and end 
CJ between vp start and infîn 
CJ under function A 
CJ under function AJHD 
CJ under function AJPO 
CJ under function APP 
CJ under function AVPR 
CJ under function CM 
CJ under function CO 
CJ under function CS 
CJ under function DT 
CJ under function FLAP 
CJ under function MVB 
CJ under function NPHD 
CJ under function NPPO 
CJ under function NPPR 
CJ under function OD 
CJ under function PC 
CJ under function RPOT 
CJ under function SU 
CJ under function UTT 











closing double quote 























trace of floating AJPO 
trace of floating AVPO 
ABBREV 
FDTPO 
F I G 
FNPPO 




I O N 
IGNPART 
ILL 







I N V 




















P E R 
PERF 
PERS 
P H R 
PHRAS 
PHRPRP 







P R P 
Q M 
quoT RAISED 
R E C 
R E D 
REFL 
R E G 


















X O D 
xpc 




trace of floating DTPO 
figure 




























opening double quote 














































trace of raised CS 
trace of raised OD 
trace of raised PC 
trace of raised SU 
aero relative 
aero subordinate 
Table A.14: TOSCA: Attributes 

Appendix В 
Keywords in the LDB/CLUES 
Exploration Schemes 
This appendix lists the keywords of the Exploration Scheme language which 
occur in descriptions and/or examples in the thesis. Those described (more 
or less) in the thesis are listed with a section reference. For a description of 
the others, see van Halteren and van den Heuvel (1990). 
B.l Pat tern Keywords 
ANYDEPTH node need not be immediate constituent of father (2.4) 
ANYORDER son nodes need not occur in listed order (2.4) 
ASKC student must fill in category label (4.2.1) 
ASKF student must fill in function label (4.2.1) 
ATT attribute(s), the (semantico-)syntactic attribute(s) of the node 
(2.4) 
CAT category, the syntactic category of the node (2.4) 
DELCON student must rebuild connection (4.2.4) 
DELNODE student must rebuild node (4.2.5) 
FUN function, the syntactic function of the node (2.4) 
FWNO first word number, position of the first word of the constituent 
(2.4) 
HIDEC category label must not be shown (4.2.1) 
HIDEF function label must not be shown (4.2.1) 
IDF node identifier, unique number within the tree 
LEAF the node is a leaf in the tree (2.4) 
LVL level, the node's level within the tree (2.4) 
LWNO last word number, position of the last word of the constituent 
(2.4) 
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MARK student must point out node (4.2.3) 
ROOT the node is the root of the tree (2.4) 
SCT son count, the number of immediate constituents (2.4) 
SNO son number, the node's position among its brothers (2.4) 
WCT word count, the number of words in the constituent (2.4) 
WNO word number, position of the word (used on leaves) (2.4) 
WOR words, the text of the constituent (2.4) 
B.2 Activity Keywords 
CTN current tree number, identifier of current tree 
FILE write operands to file 
IFSO TRUE iff condition on previous line is TRUE 
LOC location, location code of current tree 
MCT match count, number of matches in current tree so far 
NEXTTREE go to next tree, do not try to find further matches in current tree 
NODEQUES attach question to node (4.2.2) 
QUESTION write operands to question text (4.2.6) 
SCREEN write operands to screen 
USER hand control to user (2.4) 
B.3 Operators 
ELEM 1st operand is present in table (2nd operand) 
OF 1st operand is entry in table (2nd operand) 
STBL string table built from list of operands 
TBL table operand is shown in table format 
| THEN, if 1st operand is TRUE, execute 2nd operand 
: = assign 2nd operand to variable (1st operand) 
/ = 1st operand is not equal to 2nd operand 
In addition, the usual Boolean and numerical operators are used. 
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В.4 Variable Types 
! Boolean 
# number 
$# number table 
" string 
$" string table 

Appendix С 
List of Abbreviations 
C.l General Abbreviations 
ACH Association for Computing in the Humanities 
ACL Association for Computational Linguistics 
ACM Association for Computing Machinery 
AGFL Affix Grammar over Finite Lattices (Koster 1991; Nederhof and 
Koster 1993) 
ALLC Association for Literary and Linguistic Computing 
ANSI American National Standards Institute 
ASCII American Standard Code for Information Interchange (ISO 646) 
CCPP Computer Corpus Pilot Project (2.2.2) 
CDG Constraint Dependency Grammar (Maruyama 1990) 
CLUES Computer Library of Utterances for Exercises in Syntax (Chap­
ter 4) 
CODER COmposite Document Expert/Effective/Extended Retrieval (Fox 
1987) 
DBMS DataBase Management System (2.3) 
DOP Data Oriented Parsing (Bod 1993) 
EAG Extended Affix Grammar (Meijer 1986; Koster 1991) 
ENGCG ENGlish Constraint Grammar (Karlsson et al. 1994; Voutilainen 
and Tapanainen 1993) 
GPSG Generalized Phrase Structure Grammar (Gazdar et al. 1985) 
ICE International Corpus of English (Greenbaum 1992) 
ID/LP Immediate Dominance/Linear Precedence (Gazdar et al. 1985) 
ISO International Organisation for Standardization 
LAP Local Ambiguity Packing (p. 65) 
LAP/SS Local Ambiguity Packing and Subtree Sharing (p. 67) 
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LDB In this thesis: Linguistic DataBase (2.4); generally: Lexical Data­
Base 
LEND Large External object-oriented Network Database (Chen 1992) 
LOB Lancaster-Oslo/Bergen corpus (Johansson et al. 1978) 
LOLITA Large-scale, Object-based, Linguistic Interactor, Translator and 
Analyser (Morgan and Garigliano 1995) 
NLP Natural Language Processing 
OCP Oxford Concordance Program (Oxford University Computing Ser­
vice 1988) 
ODMG Object Database Management Group (2.3.3) 
OED Oxford English Dictionary 
OODBMS Object-Oriented DataBase Management System (2.3.3) 
ORDBMS Object Relational DataBase Management System (2.3.3) 
PC In Chapter 3: Position Class (p. 82); generally: Personal Com­
puter 
POW Polytechnic Of Wales corpus (Souter 1989) 
RDBMS Relational DataBase Management System (2.3.2) 
SEU Survey of English Usage (2.2.1) 
SGML Standard Generalized Markup Language (ISO 8879; Goldfarb 
1990) 
SQL Structured Query Language (2.3.2) 
SS Subtree Sharing (p. 66) 
StdDev Standard Deviation 
TACT Textual Analysis Computing Tools (Bradley 1989) 
TALC Teaching And Language Corpora (Wilson and McEnery 1994) 
TEI Text Encoding Initiative (Sperberg McQueen and Burnard 1994) 
TOSCA TOols for Syntactic Corpus Analysis (2.2.2) 
UCREL Unit for Computer Research on the English Language (2.2.3) 
UPenn University of Pennsylvania (2.2.3) 
VLDB Very Large Databases 
C.2 Chapter 3 Algorithm Notation 
N Node (p. 82) 
I Identifier (p. 82) 
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L Label (p. 82) 
С Connection (p. 82) 
PC Position Class (p. 82) 
R Reading set (p. 96) 
M Mapping (p. 101) 
SF Share Factor (p. 102) 
Δ Deviation factor (p. 102) 
C.3 Chapter 5 Parsing/Comparison Levels 
CAF using Category, Attribute and Function labels (p. 179) 
CA using Category and Attribute labels (p. 179) 
CF using Category and Function labels (p. 179) 
С using Category labels (p. 179) 
Τ using no labels (p. 203) 
Al using no labels and ignoring one attachment error (comparison 
only; p. 203) 
A2+ using no labels and ignoring all attachment errors (comparison 




Representation: Test Results 
In this appendix we present a full listing of the measurements of the ex-
periment described in Section 3.4. This listing is organized in four tables, 
one each for analyses with 2, 8, 32 and 128 used readings respectively. The 
tables show for each utterance 
• an identification of the utterance by sample (Sampld)1 and position 
within the sample (Uttld) 
• length of the utterance in tokens (UttLen) 
• number of readings output by the parser (ROrig) 
• number of readings used for the experiment, i.e. 2, 8, 32 or 128 
(RUsed) 
• number of nodes in the input representation for the test runs (Ini and 
In2) 
• number of nodes in the output representation for test runs (OutlL, 
OutlM, Out2L and Out2M) 
• computation time for the test runs (TimelL, TimelM, Time2L and 
Time2M) 
As described in Section 3.4.1, the labels 1 and 2 in these names refer to the 
representation of the nodes of the tree and the labels L and M to projection 
towards LAP/SS (L) and choice masking (M). 
'As explained in Section 3.4.1, only utterances with more than 128 analyses are taken 
from samples other than FHUM03. 
243 






































А м и і й і в г - п ф Ф О А в а в п а і ^ о ф н а л а м і і п н м о о о ^ п ь ^ ^ п е к о н п н і е а і і в о 
^ β ι · η α ο θ Η θ η η η η ι β « « 9 Ν θ ο ^ α ι ΰ « β Ν α ν α α ο Η η η ^ ^ Φ θ « Φ α ι α Η β Ν π Ν ΐ · ο ι · Γ ΐ 
р о ю « е ч ^ « ) і о « ) - ч п ( в я ) о н ю в а в ^ ( о < о с і « » і о в о о — в ) і - ю ^ * н я ) т н в ( л а > с ( г » і о » о о » о ш ) о г * г -
н н я « « і в ^ й й п і в в г - » > о н п п п п п в п й п с < г і в і в й й н а п д і « н п « я і й м п и « « о й п 
л « о с « « м п і й ( - в й а е і в « о ь о » і " 4 н н о і в » < ц о « а о в п « і й п і в о Ф ь о ь < « н о п [ · 
« о и а о і в « і й л а і < а а о н ф о н и в о о н в « е а о і а ф і в а п в і в а і е н м . й н н « в а в о п і д 
« п в ^ о ^ ь д к м ' к ы в и в и д и о ь п п и п в в а и д о о п п ю п с в с ц ф л г - о в н ^ п а ю а O H n i - f l o O H O ) n ^ t « o a o N i o N ^ h e s o n ^ i o c i o a a n n i a « a n o H i u t < t 4 H n H n n , o n o 
в о о и п н н т н г . ф о о і і ь е А А Ю П ^ в и а и л ^ а Ф Ф ю н а і і о н м о Ф П Ф о п о е ю 
п п і і > і в г « о в д > < ь ь а о « і і ) ¥ п > ) ю і і ш п п л ю і в и і - і < о і > а н « г і п е « н п о о г < п п ь 
о о о о о о о о о о о о о о н о ^ » с ч о о о о о о о о о о о о о о о н о о - н — « о о о - н о о о ^ « - о ^ < 
а о в н л ь г ^ н в г - е у и в п о Ф О с і а о п ^ а п п ^ й Ь н а а я н і і а я н і ч й ф ф е о о ь і - « H n n A n n n n n o f f f i u i e f s o N f l n v i a n n n n n f l n n f t f V i g i e i e a n n v v n n f e v N l · 
о о о о о о о о о о о о о о о о о ^ о о о о о о о о о о о о о о о о о о о о ^ о о о о о о о о о о о 
c i n a o n K H r t o a H H H t > i B N v n n n H « i > o i Q n e h t e i > t - A a i f i O H « i > . i o o i i i c c < a i i H a n e a 
N n e t N N N N n n n n < i n n ( 1 N N n « n n ( 1 f t C 1 t 4 n r « n n n C i ( i r « N N N I i n n n N n N ( l n N r i f 4 n n 
n n n d t i n c t n c t n c t c ì n f i c i n N n n n n n n « « « « « « « « « « « « « « « « « « « « « « « » « » - ! -
η ι Ο β β β Ο θ β Ν Η Η Η Η ^ β Η · Ι Ι ι Α ^ α Ν η « « Φ Η Ν β β « Ν η Ν η « ι Ο Β ( · Ι < α θ « Ο β Ν β α θ Ο 
h H h . n N a f O H a o M O K « « e t a n s « i o t i o a o c < « a b n a e e o i O H i o e o N O N N f o « a e 
« и й в о е н ь ю а ф в ь й в л н о в ь а в в п н н п в п ф н ь « а г-~* e г« Φ а г· * ш at ν e м 
П П Й Й Й В В В Я П И П Я Я Я И П Я П Й П Й Я П Й П Й И Я Я Я В Я Я Й П Й Й Й Й Я П П П В П П П П П 
О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О 
S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 2 2 S S S S S S S S S S S 2 S S S S 
э а а а з з э з » э » з з э а з э э а в й э э э в э а э з в » э з э о э э э э э э 5 э з э э а э з э 
Ϊ Ι Ι Ι Ι Ι Ϊ Ϊ Ϊ Ϊ Ϊ Ϊ Ϊ Ι Ι Ϊ Ι Ϊ Ϊ Ϊ Ϊ Ϊ Ι Ϊ Ϊ Ϊ Χ Ϊ Ϊ Ϊ Ϊ Ϊ Ϊ Ϊ Χ Ϊ Ι Ι Ϊ Ϊ Ϊ Ϊ Ϊ Ϊ Ι Ϊ Ι Ϊ Ϊ Ι 
Appendix D - Test results 
Appendix D - Test results 
Appendix D - Test results 247 
п ^ с 4 и ) і а п ф н і о о п і й О О о о і > а і о [ і п х ь о п а е ( і о і « п с ч і е о а ) ( о ^ с ь о л Ф т Ф в л в а 
« л ю н ф О Ф Ф і і о л п н а п о в і н ф п и і - а о н п м с і л п м р і а і і й о в ф н д к ч н ^ п о н ч
1 
< н ( ( Ci Ю П Н П - н ψ* м ^ Н П Г І и « н н н п п н і Ч П П П П н Л П н П н N и н С« н я 
Η Η Ν « ι β Ι Ι Ν Ο Ν Η ) · η θ η θ ι β ( ΐ η θ η α ι Φ Ο 
з о ф п « н о п а п а н ^ « о о н с ч о < г і ) П ?<ÛQf-Qt-O(l)tt<Btt>t-0><D<OCb<COII)ailD<B 
о і щ и п о ь п ф м ^ ь ^ л п А и п а і п с і ь ь л о м о л і л п с і О Ф О і о а н о ю с і н о л л і о д і н п о в 
г і о о ^ а ^ ю н п ф і о і п ь и м а о п р і н ю н ь н о а п а і п ^ о ь ь а п ы і ф й в в ^ о о і о ю в п і в 
< - > H n « H l l 0 ^ n t > N O N D N « a i n s a ) U O O a i n e i b i n V N X < D H V f « I i e ^ N H n « n O » < u a i l O n o t 
п « » п м п г і і е г « « п « п н п ( і п і о п л п « н п г < п г ( ? і е п п « « 4 « ) ^ л ^ і в л п ) е п л п п л л м 
г - і в ^ п м д в н я і п о а о о е в ы і д А о о п і о п о і о и і й ч п в е с н и с ч в п п в о і і с я о н с і 
- « о л н і - г і ю в н я ь в ю о п н в Ф ^ и в о і о в м в о ш ы - в а т я м - г - н в е а і о п н п м в в 
. Н Н Н Н Н « Н И М Й И Н Н Н Н П Н - М Н Г 1 Н н н С 1 н М н г ( н « п н ( 1 н « П н
и
н Г ) « ^ Р І И н М 
п і в в п п а ю « п а « п о о « а і й о п с і а і п п о е с і « < г і о в в і о п і о в в « О н а а й н ц п а о м х і в 
n i s i o a f l h n r i f p i s » o n i u ^ e t > * a o i > n n n i > - i i i i » N D i o n a i o n a n o n i B i D i D t a a « B V O N 
н і О О Ь Ю Ь » н Ь М і І ) Л ^ ( О в Й в М - в М в * » П в * П н П И Г І П н я О в в О І ) Ь - * і в а ( В и О Ю 
. Η « Τ Η Ι - 9 Ο » ^ η « · β Ι β β ί 1 ^ η « ( · θ Η β ί > ή » φ Λ 0 ΐ Ι ' » Λ < ΰ Ν Η Μ « » ι β Λ * ι Ρ « Ν η » ΰ ι 0 
і н П н П н П П П П П П П н и С І П П П П С І М н г і П Г І П П П П Г І Л Л П П П П П М Г Ч П П П П Л Г І П П 
) т е й « с 4 ( і н Н ( > в а в о с і л о ь а ^ Ф о а « « д о в л А п о р 1 β 1 4 β 1 " β * 0 
S M l » i - i * e * f l 0 M « f ( H « 0 l 4 l T O O N n - - ^ O 4 l r t M 0 ( D ( I » a ) H l i ( ) i o a i I l O b « O H t M I - n t t n n i 0 
© í » H n a « e H o e H o o « » * n n t - « n a e i u o Y i * b H a i < o o o f ) N f o n e i f f i i - o i o o s a ) i n H ^ 
М * Ю І » Р » К М в П О і в в Й н П « Ч
І
М в Ь » * Ь С 1 С Н * © Л т - И « Ю Г - - « І Ф Л Ю Ь М П П н ^ ! О П П і ( И в 7 І 
Η Η Α ^ Ο Ι θ η η Μ β Φ θ η > ' Η ΐ > Η Ν η Η Ν « « < Τ < 0 » Ι ' η η η 4 Ι Ο Ι Ο ι Ο β Ι ύ Η Η | · « ι β « Ι Ι ι α η β Η η ι β 
- -T i^c4 -HO<»«0 ' *Œœ«t t 'q , Vr toovMeme««eof -o««er i tD«04 , t -o t ' - -H«« t - ( ! }4 , c*<»«o j 
M g D a « e o ( « a n a e a o f « o n o A f l i « » c < N e n o o « o « « a o o n v f n n N ( i « e f « a f n t o 4 i 
^ н р і н м м и н н н н н н н н н н н
л
н и и н н н н н с 4 П І 1 П П Г і е і П П ( « Г т С « П г 1 ( 1 С 1 ( « Й П Я « е 
ti 
m o o i t s n n i B n a o « « H r « o « o i a e a o e b 4 n a « c i o B O r 4 e « n i D e n i i ) 0 ( i a e H « H O T H i < ) n M n v t > ^ « n n i e e f n i e n e o i e o n f H « n g v n B H s n i i n n N a i 4 H o n i > f N e i o o n ( 
¡ « н о Cl Ο Β Τ Ν Φ β Ν Η η η η η η β ID П С β П И Π « N O O « ^ " t Π Ν β Л Й О С 
П п П и н н П П й П П Й С І П н П н н й Я П П П Я Й Н П Й П П н П П Й П Й П П П П Й і Й Й П Й П й е и 
О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О О 
Ïniii . i4i . ï ; igu5ï6.ïi i ,fcïx5ï5iï6.i t ï5(i . ï5iï ï ï ï ï ï ï i i .sï5ïi ï i i ,b 

Appendix E 
Tree Distance Measures: 
Standard Deviations 
In Tables 5.14 to 5.17 we listed a number of means of tree distance scores. 
There was no room in these tables to include standard deviations as well. 










































Table E.l: Standard deviations for mean subjective penalty total at different 











































Table E.2: Standard deviations for subjective tree similarity at different 
levels of detail (Table 5.15) 
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Table E.3: Standard deviations for mean number of additional nodes at 







































Table E.4: Standard deviations for objective tree similarity at different 
levels of detail (Table 5.17) 
Samenvatting 
Dit proefschrift behandelt syntactische databanken, d.w.z. gegevensverza-
melingen bestaande uit syntactisch geannotateerd tekstmateriaal. Om een 
goede indruk te kunnen geven van de variatie in onderzoek op dit gebied, 
heeft deze behandeling deels de vorm van algemene beschrijvingen en be-
spiegelingen en deels van meer diepgaande studies naar bepaalde aspecten. 
Een nadere specificatie van wat precies het onderwerp van het onderzoek is, 
en welke aspecten hiervan onderzocht worden, wordt gegeven in hoofdstuk 
1. 
Hoofdstuk 2 brengt de typen syntactische databanken in kaart en on-
derzoekt wat voor computerprogrammatuur nodig is voor het gebruik van 
dergelijke databanken. Hierbij wordt duidelijk dat er niet alleen grote vari-
atie is in de syntactische annotatie, maar dat deze annotatie meestal ook 
begeleid wordt door andere vormen van annotatie, die betrekking kunnen 
hebben op de extra-linguistische eigenschappen van de tekst, op de struc-
tuur van de tekst, op de woorden die de tekst vormen en/of op verdere 
linguistische kenmerken. Het lijkt erop dat geen enkel standaardtype data-
bankprogrammatuur op zichzelf in staat is recht te doen aan dit soort data-
banken, maar dat gemikt moet worden op een combinatie van technieken: 
een object-georiënteerde representatie voor bewerking en een tekstuele re-
presentatie voor uitwisseling. Het hoofdstuk sluit af met de beschrijving 
en evaluatie van een specifiek databankbewerkingssysteem, de Linguistic 
DataBase (LDB), waarbij de nadruk ligt op de zoektaal van dit systeem. 
In hoofdstuk 3 wordt onderzocht hoe ambiguïteit, d.w.z. het op meerdere 
manieren analyseerbaar zijn van de tekst, problemen oplevert voor de aan-
maak en het gebruik van syntactische databanken, en hoe deze proble-
men kunnen worden verminderd. Er worden verschillende representaties 
beschreven die de opslag van ambigue structuren vergemakkelijken door 
de gemeenschappelijke delen in de verschillende analyses samen te pakken. 
Dergelijke representaties verminderen niet alleen de benodigde opslagruimte 
van de analyses, maar kunnen soms ook gebruikt worden als presentatieme-
chanisme voor de linguist die de contextueel juiste analyse moet selecteren. 
Voor twee van deze representaties worden algoritmen beschreven en getest, 
die de samengepakte vorm afleiden uit de verzameling losse analyses. Uit de 
tests blijkt dat de complexere van de twee algoritmen in staat is om ambigue 
(TOSCA-)analyses op te slaan in een representatie waarvan de grootte li-
neair is in de lengte van de zin en gemiddeld maar 25 procent meer is dan 
de representatie van een enkele analyse. 
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Het tweede detailonderzoek betreft de inzetbaarheid van syntactische 
databanken in het onderwijs, met name het grammaticaonderwys. De 
beste methode lijkt te zijn om oefenprogrammatuur te ontwikkelen die een 
bestaande grammaticacursus kan ondersteunen. Hierbij wordt de databank 
dan gebruikt als bron van oefenvoorbeelden. Door de oefenprogrammatuur 
te baseren op het reeds genoemde LDB systeem kan tegelijkertijd een tweede 
onderzoeksdoel verwezenlijkt worden, namelijk het testen van de uitbreid-
baarheid van dit systeem. Hoofdstuk 4 beschrijft hoe de omzetting van LDB 
naar het oefenprogramma (CLUES) heeft plaatsgevonden. Verder wordt 
een serie oefeningen in CLUES voor een practicum bij de grammaticacur-
sus voor tweedejaars studenten Engels aan de KU Nijmegen beschreven en 
geëvalueerd. Voor wat betreft het hoofddoel, de inzetbaarheid van syn-
tactische databanken, kan geconstateerd worden dat er door de studenten 
enthousiast wordt deelgenomen aan het practicum en dat het ook positieve 
invloed lijkt te hebben op hun begrip van de syntax. Ook wat betreft de 
uitbreidbaarheid van het LDB systeem is een positieve conclusie mogelijk: 
de uitbreiding naar CLUES is verlopen zonder grote problemen en zonder 
ingrepen in de kern van het systeem. 
Hoofdstuk 5 keert terug naar een fundamentele eigenschap van de syn-
tactische annotatie, namelijk welke informatie optimaal vervat moet zijn in 
deze annotatie. Er wordt geobserveerd dat de TOSCA annotatie afwijkt 
van andere annotaties door de aanwezigheid van syntactische functie- en 
attribuutmar&eringen. Het belang van deze extra informatie wordt on-
derzocht, met name aan de hand van een experiment met probabilistische 
parseermethoden. Er worden een aantal parsers getest, die variëren in het al 
dan niet kunnen gebruiken van bepaalde markeringen. De kwaliteit van de 
parsers wordt op verschillende manieren gemeten. In een eerste serie tests 
wordt de score van de contextueel juiste analyse vergeleken met de scores 
van de overige analyses. In een tweede serie wordt de contekstueel juiste 
analyse zelf vergeleken met de best scorende analyse. In beide series blijkt 
(niet verwonderlijk) dat meer informatie tot betere resultaten leidt. Verder 
lijkt de functiemarkering bijna net zo waardevol als de hele verzameling at-
tribuutmarkeringen. Een nauwkeuriger bepaling van de relatieve positie van 
deze twee hoeft echter geen hoge prioriteit te hebben. Het lijkt er namelijk 
op dat een keuze tussen de twee niet nodig is, aangezien het aanbrengen van 
beide typen markeringen tezamen op de lange duur de aanmaak van nieuwe 
geannoteerde data zal versnellen. 
Het proefschrift sluit af met hoofdstuk 6, dat een samenvatting van het 
voorafgaande geeft en de belangrijkste conclusies presenteert. 
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