In this paper we first analyze the problem of equivalence of differential, functional and difference equations and give methods to move between them. We also introduce functional networks, a powerful alternative to neural networks, which allow neural functions to be different, multidimensional, multi-argument and constrained by link connections, and use them for predicting values of magnitudes satisfying differential, functional and/or difference equations, and for obtaining the difference and differential equation associated with a set of data. The estimation of the differential or difference equation coefficients is done by simply solving systems of linear equations, in the cases of equally or unequally spaced or missing data points. Some examples of applications are given to illustrate the method.
Introduction
In this paper we analyze the problem of equivalence of differential, functional and difference equations and give methods to move between these representations. We motivate the paper by giving the following illustrative example.
Consider the system in Figure 1 consisting of a mass m supported by two springs and a viscous damper or dashpot (see Richart, Hall and Woods [15] ). The spring constants k/2 are defined as the change in force per unit change in length of the spring. The force in the dashpot is directly proportional with a constant m to velocity z (t) and has a value computed from the viscous coefficient.
The differential equation of motion of the system in Figure 1 may be obtained by making use of the Newton's second law and measuring displacement from the rest position. The equilibrium of vertical forces at position z(t) leads to the differential equation mz (t) + cz (t) + kz(t) = f (t).
(
As it will be shown in this paper, in the case of regular damping (c 2 < 4km), the differential equation (1) 
where
with a and b arbitrary constants, and δ(t; u 1 , u 2 ) is a function associated with a particular solution.
Similarly, the differential equation (1) is equivalent to the difference equation z(t + 2u) = α 0 (u)z(t) + α 1 (u)z(t + u) + δ(t),
where α 0 (u) and α 1 (u) are functions of u (constants if u is assumed constant) and function δ(t) is associated with a particular solution.
The important thing here is that Equations (2) and (4) are exact in the sense that they gives exact values of the solution at any point or the grid points (t, t+u, t+2u, . . . t+nu, . . .), respectively.
Equation (2) can be represented by the network in Figure 2 , where I is used to refer to the identity function. Similarly, Equation (4) can be represented by the network in Figure  3 .
Any reader, who is familiar with artificial neural networks can immediately think of one of such networks to reproduce the two different, but equivalent, approaches to differential Equation (1) of the problem above. Artificial neural networks have been recognized as a powerful tool to learn and reproduce systems in various fields of applications (see Kohonen (1984) , McClelland and Rumelhart (1989) , Freeman and Skapura (1991) , Hertz, Krogh and Palmer (1991) , Freeman (1994) , Adeli and Hung (1996) , etc.). Artificial neurons parallel the brain behavior and consist of one or several layers of neurons connected by links. Each artificial neuron computes a scalar output from a linear combination of inputs, using a given scalar function, which is assumed the same for all neurons. The differences between two neurons are due to either the number of input components or to their associated weights. Since the neural function is given, only the structure (links) and the weights are learned using well known learning methods, as the backpropagation method.
However, the networks in Figures 2 and 3 do not fit into the artificial neural paradigm. Gómez-Nesterkín (1997), Castillo (1997a,b) , and Castillo, Cobo and Gómez-Nesterkín (1997)), have introduced functional networks as a powerful generalization of artificial neural networks, which provide a new paradigm in which the above networks perfectly fit.
In this paper we use functional networks to approximate solutions of differential, functional and difference equations and to obtain the differential equation associated with a set of data.
In Section 2 we make an introduction to functional networks and show the main differences between neural and functional networks.
In Section 3 we show the equivalence between differential, functional and difference equations. More precisely, in Subsection 3.1 we give methods for obtaining a functional equation which is equivalent to a given differential equation, in Subsection 3.2 we give methods for obtaining a difference equation which is equivalent to a given functional equation, and in Subsection 3.3 we give methods for obtaining a differential equation which is equivalent to a given difference equation, thus, closing the cycle.
In Section 4 we give several illustrative examples of how to use the previous results for approximating differential, functional and difference equations by functional networks. The cases of equally and unequally spaced data are analyzed. Finally, in Section 5 we give some conclusions and recommendations.
Functional networks
In this section we make a short introduction to functional networks by: (a) describing its main components, (b) discussing differences between neural and functional networks, and (c) giving the steps to work with functional networks.
Components of a functional network
The main components of a functional network are:
1. A layer of input units. This layer contains the input information. In the network in Figure 2 , this input layer consists of the units z(t + u 1 ), u 1 , u 2 , z(t) and t.
A set of intermediate layers.
It is an optional layer. In Figure 2 there are two intermediate layers that contain units x 1 to x 5 and x 6 to x 8 , respectively.
3.
A layer of output units. This layer consists of the output units, which contain the output information. In Figure 2 this output layer reduces to the unit z(t + u 2 ). Figure 2 ).
Differences between neural and functional networks
The main differences between functional networks and neural networks are (see Figure 2 ):
1. In functional networks the neural functions have several arguments, while in neural networks they have only one. See, for example, neurons denoted α and δ in Figure 2 ; they have two and three input arguments, respectively.
2. In functional networks the neural functions can be multivariate, while in neural networks they are univariate. See, for example, the bivariate neuron α in Figure 2 .
3. In a given functional network the neural functions can be different, while in neural networks they are identical. Neurons α, δ, I, × and + in Figure 2 are different.
4. In functional networks there are no weights, while in neural networks there are weights.
5.
In functional networks the neuron outputs can be coincident, while in neural networks neuron outputs are different. For example we could connect the neuron δ with node x 3 . Note that this is not possible with standard neural networks.
6. In functional networks neural functions are learned, while in neural networks weights are learned. For example, in the network in Figure 2 we learn neurons α and δ.
Working with functional networks
Next, we describe how functional networks can be used, describing step by step.
Step 1 (Statement of the problem): Understanding of the problem to be solved. This is a crucial step.
Step 2 (Initial topology): Based on the knowledge of the problem, the topology of the initial functional network is selected. For example, the vibrating functional (2) and difference (4) equations of the mass problem has led to the two functional networks in Figures 2 and 3 , respectively.
Step 3 (Simplification): In this step, the initial functional network is simplified using functional equations. It must be noted that when there are coincident neural outputs, they must coincide in values, and this leads to a functional equation which allows simplifying the initial topology of the functional network. This is not the case of the functional networks in Figures  2 and 3 . Thus, no simplification is possible here. For an illustration of this step, the reader is referred to Castillo, Cobo, Gutiérrez and Pruneda (1998).
Step 4 (Uniqueness of representation): In this step, uniqueness conditions for the neural functions to be unique must be found. For example, in the case of the network in Figure 2 , we can wonder about the existance of two sets of functions {α 0 , α 1 , δ} and {α *
that is, about the existence of two different functional networks with the same structure leading to the same outputs for the same inputs.
Step 5 (Data collection): For the learning to be possible we need some data. Consider, for example, that we have available the data given in Table 2 , corresponding to the vibrating mass displacements z corresponding to different times t.
Step 6 (Approximating neural functions): The neural functions are approximated by a parametric family (normally a finite linear combination of basic functions). In Section 4 we give some illustrative examples.
Step 7 (Learning): At this point, the neural functions are estimated (learned), by using some minimization methods. In functional networks, this learning process consists of obtaining the neural functions based on a set of data
. . , n} given in a previous step, where I i and O i are the i-th inputs and outputs, respectively, and n is the sample size. The learning process is based on minimizing the sum of squared errors of the actual and the observed outputs for the given inputs
where F is the compound function given the outputs, as a function of the inputs, for the given network topology. Table 1 : Observed displacements z of system in Figure 1 for different equally spaced times t.
In Section 4 we give several illustrative examples of the learning process.
Step 8 (Model validation):
The test for quality and/or the cross validation of the model is performed. Checking the obtained error is important to see whether or not the selected family of approximating functions are adequate. A cross validation of the model is also convenient.
Step 9 (Use of the model): If the validation process is satisfactory, the model is ready to be used.
Differential, functional and difference equations. The equivalence problem
In this section we show the relations between differential and functional equations. To this end we follow the process described in the following diagram
From differential equations to functional equations
First we show that given a linear differential equation with constant coefficients we can obtain an equivalent functional equation, in the sense of having the same sets of solutions.
The following theorem shows that if z(t) satisfies a linear differential equation with constant coefficients it also satisfies a functional equation and, more important, gives a way for obtaining a functional equation equivalent to a given differential equation.
Theorem 1 If z(t) satisfies a linear differential equation of order n with constant coefficients, then it also satisfies the functional equation
and h(t) is a particular solution.
Proof: Since z(t) satisfies a linear differential equation of order n with constant coefficients, it must be of the form:
is a polynomial of degree k i − 1 (where k i is the order of multiplicity of the associated root of its characteristic equation), w i ; i = 1, . . . , m are the roots (real or imaginary) of its characteristic equation, and h(t) is a particular solution.
Letting
Expressions (9) and (10) lead to
exp(w i t)
Using Lemma 2, in the appendix, we can write
and then z
k i , and f * j (t) and g * j (u) are functions of the form exp(w i t)f is (t) and exp(w i u)g is (u), respectively.
Using (13) for u = 0, u 1 , . . . , u n we get
that is,
which shows that the left hand side vector is a linear combination of the right hand side vectors, and then
Calculating the determinant in (16) by its first column we get
where u 0 = 0. Without loss of generality, we can assume that γ n (u 1 , . . . , u n ) = 0, and then
Finally, from (11) and (18) the value of z(t + u n ) becomes
Example 1 (A simple example). Consider the differential equation
Writing (21) for x, x + u 1 and x + u 2 we get
and eliminating c 1 and c 2 we obtain
,
which is the functional equation equivalent to differential equation (20).

Example 2 (The vibrating mass example). Consider again the vibrating mass given at the introduction.
The general solution of Equation (1) is 
Taking u 1 and u 2 arbitrary real numbers, we get
(27)
Eliminating c 1 and c 2 from (27), we obtain Equation (2) with (3) . This proves the statement made at the introduction of the paper.
From functional equations to difference equations
Secondly, we show that given a functional equation we can obtain an equivalent difference equation, in the sense of having the same solutions at the grid points.
From Theorem 1 we immediately get the following corollary, which shows that if z(t) satisfies a linear differential equation with constant coefficients it also satisfies a difference equation and, more important, it gives a way of obtaining one from the other and vice versa.
Corollary 1 If z(t) satisfies a linear differential equation of order n with constant coefficients, then it satisfies the difference equation
Proof: Letting u j = ju; j = 1, . . . , n in (7) and (8), we get (28) and (29). Since we use the functional equation (7) we show how to go from a functional equation to a difference equation.
Example 3 (The vibrating mass example). Consider again the vibrating mass example.
In the case of equally spaced data, making u 1 = u and u 2 = 2u, as indicated in the introduction of the paper, we obtain Equation (4):
where from (3) we get α 0 (u) = − exp(2au), α 1 (u) = 2 cos(bu) exp(au).
From difference to differential equations
Third, we show that given a difference equation we can obtain an equivalent differential equation, thas is, having the same solutions at the grid points. To this aim we need the following lemma.
Lemma 1 The general solution of the linear difference equation
is
where Q i (t) and w i are the polynomials and their associated characteristic m different roots of the solution
of the difference equation
Proof: Assume that the solution of (35) is of the form (34). Letting
and
(32) transforms to
which is of the form (35) and has solution (34). Thus, considering (36) and (37) we finally get (33).
The following Theorem 2 and Algorithm 1 solve our problem.
Theorem 2 For a differential equation with constant coefficients to have the same solution as a difference equation, the characteristic equation of the differential equation must have as roots the logarithms of the roots of the characteristic equation of the difference equation with the same multiplicities.
Proof: Assume that we have a linear differential equation in z(t) with constant coefficients, i.e., with general solution
is a polynomial of degree k i − 1 (where k i is the order of multiplicity of the associated root of its characteristic equation), w i ; i = 1, . . . , m are the roots (real or imaginary) of its characteristic equation, and h(t) is a particular solution. In order to have an equivalent difference equation both must have the same solution, so we take Q i (t) = P i (ut) and w i = exp(w i u), i = 1, . . . , m, since
That is, the characteristic equation of the differential equation must have as roots the logarithms of the roots of the difference equation with the same multiplicities.
This suggest the following algorithm for obtaining the equivalent differential equation associated with a given difference or functional equation.
Algorithm 1 Obtaining a differential equation equivalent to a linear difference equation with constant coefficients.
• Input: A linear difference equation with constant coefficients:
(42)
• Output: The equivalent differential equation.
1.
Step 1: Find the roots w i : i = 1, . . . , m and their associated multiplicities k i of the characteristic equation of (42):
2.
Step 2: Obtain the characteristic equation of the equivalent linear differential equation, using as roots the logarithms of the above roots divided by u and the same multiplicities:
3.
Step 3: Expand the characteristic equation and calculate the corresponding coefficients
4.
Step 4: Return the equivalent differential equation:
Example 4 If we consider the difference equation
f (x + 3) = 3f (x + 2) − 3f (x + 1) + f (x).
Its characteristic equation
has the root w 1 = 1 with multiplicity k 1 = 3.
According to (44), the characteristic equation of the equivalent differential equation is
(q − log 1) 3 = q 3 = 0.
Thus, the equivalent differential equation becomes
f (x) = 0. Atkinson (1989) 
Remark 1 It is well known that there are polynomials in which the roots are quite sensitive to small changes in the coefficients (see
where 
The new characteristic equation, instead of a real multiple solution of multiplicity three, has two complex roots. In other words, the new functional form (with sines and cosines) of the solution has nothing to do with the old solution (with polynomial functions).
Approximations using functional networks
In this section we use functional networks to approximate functional and difference equations. We consider two cases: (a) equally space data, and (b) unequally spaced data.
Equally spaced data
We start by analyzing the case with equally spaced data, as those in Table 1 .
In the case of equally spaced data (constant u), we use Equation (4), where α 0 (u) and α 1 (u) for constant u are constants, and function δ(t) can be approximated by a linear combination of a set of linearly independent functions {φ i (t)|i = 1, . . . , m}.
If z(t j ) for j = 0, . . . , n are the observed data for equally spaced times t j , according to Corollary 1, the solution of a differential equation of order k with constant coefficients in
z(t) can be approximated using the model
where ju) and c 1 , . . . , c k+m are constant coefficients.
The functional network associated with (49) is given in Figure 4 . The error e j+k at the point t j+k = t 0 + (j + k)u using this approximation becomes
Thus, the parameters c 1 , . . . , c k+m can be estimated by minimizing
The minimum is obtained for This leads to the system of linear equations with k + m unknowns
From (52) 
Finally, from (53) we get
which gives the solution. Returning to the system in Figure 1 , if we use the functions {φ 1 (t), φ 2 (t), φ 3 (t), φ 4 (t), φ 5 (t)} = {1, sen (t), cos(t), sen (2t), cos(2t)}. Table 2 : Observed displacements z of system in Figure 1 for different random times t. and the equally spaced observed displacements for different times shown in Table 1 or Figure  5 , we get: 
which leads to
Finally, using (49) with the values in (57) we can predict displacements which are visually indistinguishable from those in Figure 6 . In fact, we get a maximum absolute prediction error of 0.0334 and a medium absolute prediction error of 0.0132.
To test the possibility of overfitting, we have obtained the RMSE (root mean squared error) for the training data and a set of 1000 test data points, obtaining the following results RM SE training = 0.018; RM SE testing = 0.042, which shows that the error increase is not very high. Table 2 shows 100 observed displacements of the system in Figure 1 for random times. In this section we use the expression (2) to predict the behavior of the system using these observed displacements and two different models approximating the functions α 0 , α 1 and δ involved in it. Note that this approach is also valid for the case of missing data.
Unequally spaced data
Model 1:
Suppose that functions α 0 , α 1 and δ are approximated by Observed Predicted t z(t)
where a i , b i and c i are parameters to be estimated. To this aim, we define the function
where z * (t i ) is the predicted displacement for time t i using expression (2) . The minimum of this function is attained at: Using these parameters, the medium absolute prediction error is E = 0.064. Figure 6 shows the observed and predicted displacements of the system in Figure 1 . To test the possibility of overfitting, we have obtained the RMSE (root mean squared error) for the training data and a set of 1000 test data points, obtaining the following results RM SE training = 0.11; RM SE testing = 0.15, which shows that the error increase is small.
Model 2:
Suppose that functions α 0 , α 1 and δ are approximated by
, and a i , b i and c ij are parameters to be estimated. To this purpose, we define the function
where z * (t i ) is the predicted displacement for time t i using expression (2) . The minimum of this function is attained for: Using these parameters, the medium absolute prediction error is E = 0.060. This shows that it is not worthwhile including non-constant c i (u 1 , u 2 ); i = 1, 2, 3, 4, 5 functions.
Conclusions and Recommendations
The equivalence of differential, functional and difference equations has been analyzed for the case of linear differential equations with constant coefficients and some methods to find them have been given. Appart from critical cases, they allow obtaining good approximations to the exact difference and the differential equations associated with a set of data. If the data points are equally spaced, the problem leads to a linear system of equations. If the data are unequally spaced or there are missing data, the corresponding set becomes non-linear. Functional networks have been shown to be the natural solving tools for this kind of problems. Several examples of applications have shown its power. Though this methodology has been applied to one-dimensional problems, it can be extended to multidimensional problems, but its validity need to be proved.
Appendix
In this appendix we give the lemma used in Section 3.
Lemma 2
Every polynomial of degree n in t and u can be written as a sum with n + 1 summands with two factors each, one a function of t and one a function of u:
Proof: Given the polynomial of degree n, we group its monomials using the following rules:
Rule 1: If α ≤ β, the monomial in u α t β is included in the 2α + 1 summand.
Rule 2:
If α > β, the monomial in u α t β is included in the 2β + 2 summand.
Note that the summand number is determined by min(α, β). Since all monomials in the 2α + 1 summand have the common factor u α , they can be written as u α f 2α+1 (t). Similarly, since all monomials in the 2β + 2 summand have the common factor t β , they can be written as f 2β+2 (u)t β . Since we are dealing with polynomials of degree n, for all monomials whose summand number is assigned by Rule 1 we have α ≤ n/2, because if α > n/2, then β < α and then we must use Rule 2 instead of Rule 1. Thus, α ≤ n/2 ⇒ 2α + 1 ≤ n + 1, which implies that the summand number obtained by Rule 1 cannot be greater than n + 1.
Similarly, any monomial whose summand number is assigned by Rule 2, must satisfy β < n/2, because if β ≥ n/2, then α ≤ β and then we must use Rule 1 instead of Rule 2. Then, we have β < n/2 ⇒ 2β + 2 < n + 2 ⇒ 2β + 2 ≤ n + 1, which implies that the summand number obtained by Rule 2 cannot be greater than n + 1. Thus, we have
where x is the maximum integer less than or equal to x.
