Opioid receptors are important pharmacological targets for the management of numerous medical conditions (eg, severe pain), but they are also the gateway to the development of deleterious side effects (eg, opiate addiction). Opioid receptor signaling cascades are well characterized.
about 10 to 250 nm in diameter. These domains, also known as lipid rafts, differ from the surrounding lipid bilayer in terms of protein and lipid composition. 1, 2 While the existence of lipid rafts has been debated for many years, 3 it is now becoming generally accepted that the plasma membrane is laterally organized. 4 This lateral organization is dynamic, allowing receptors to segregate into domains. To clarify the physiological importance of receptor segregation, a number of details remain to be accurately defined, such as the chemical composition, size and lifetime of receptor-harboring domains.
Herein, we interrogated receptor-harboring domains using 2 quantitative approaches with single-molecule sensitivity: fluorescence correlation spectroscopy (FCS), [5] [6] [7] [8] [9] including its dual-color 2-channel variant fluorescence cross-correlation spectroscopy (FCCS), 10, 11 and photoactivated localization microscopy (PALM). [12] [13] [14] [15] Through these approaches, we characterized the dynamics and lateral organization of 3 opioid receptors: the kappa opioid receptor (KOP), the wild type mu opioid receptor (MOP wt ) and the naturally occurring MOP isoform (MOP N40D ) where asparagine at position 40 in the N-terminal domain is substituted by aspartic acid as a result of an A118G single nucleotide polymorphism (SNP) in the human OPRM1 gene. 16 These G protein-coupled receptor (GPCR) family members modulate a number of vital physiological processes and play an important role in respiratory, immune and neuroendocrine system function. 17 In particular, the MOP and KOP receptors are important in both pain and reward processing, and they are major pharmacological targets for the management of chronic pain. [18] [19] [20] [21] MOP N40D is also clinically relevant in pain.
Compared to MOP wt , this variant increased pain sensitivity and decreased the pain-soothing effects of opiates. 22 Opioid receptor signaling cascades have been well characterized in terms of interaction partners and key signaling events. [23] [24] [25] [26] What remains largely unknown is the nanoscopic organization of opioid receptors into signaling domains. Different studies show that opioid receptors can form monomers, dimers and even higher order oligomers. [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] Moreover, lateral dynamics of opioid receptors in the plasma membrane is complex, 46, 47 and can be affected by a number of factors including plasma membrane lipid composition, [48] [49] [50] [51] stimulation with specific ligands 52 and heterologous activation of other GPCRs. 53 While details are still debated, these studies suggest that opioid receptors may have intricate spatiotemporal signaling profiles. 36, 49, 52, 54 However, quantitative characterization of the complex spatiotemporal organization of different opioid receptors in the plasma membrane remains limited.
FCS and PALM are exceptional tools for this task because they are quantitative, noninvasive, highly sensitive, and offer high spatial and temporal resolution. [5] [6] [7] [8] [9] [12] [13] [14] [15] Furthermore, the 2 approaches provide complementary readouts. FCS performed on live cells yields information about modes of molecular motion (free Brownian diffusion, hindered diffusion due to obstacles and/or transient trapping, directed motion) and can detect aggregates that are dynamically linked. 5 At the same time, PALM and other pointillistic superresolution microscopy techniques map the distribution of proteins with a spatial resolution of 10 to 25 nm, an order of magnitude below the spatial resolution of FCS. [12] [13] [14] [15] [55] [56] [57] [58] [59] [60] To characterize opioid receptor distribution and dynamics, we combined FCS and PALM. Measurements were performed in 2 cell lines genetically modified to express different opioid receptors fused with fluorescent proteins (functionality of receptors was confirmed by agonist treatment, Figures S1-S3).
By integrating results obtained by FCS and PALM we were able to cross-validate our analysis and interpretation of the data, thus adding significant value to the overall conclusions. Importantly, combination of FCS and PALM can be extended to other GPCRs and used to investigate the effects of pharmacological interventions on receptor partitioning and subsequent sorting into different plasma membrane domains. As such, the approach may ultimately aid in drug discovery.
2 | BRIEF METHODOLOGICAL BACKGROUND ON FCS/FCCS AND PALM/ PC-PALM 2.1 | Fluorescence correlation spectroscopy FCS is a quantitative analytical method with single-molecule sensitivity designed for detection of bright fluorescent molecules in dilute solutions. Originally developed for applications in physical chemistry to measure the kinetics of chemical reactions in systems at equilibrium, 9, 61, 62 FCS is becoming widely used in cell biology as it enables quantitative biochemical measurements in live cells. In particular, FCS can be used to nondestructively measure molecular concentration in different cellular compartments, characterize their local transporting properties (diffusion and trafficking), and the kinetics of their interactions. 5, 10, [63] [64] [65] To this aim, spontaneous fluorescence intensity fluctuations around a steady state are monitored with high temporal resolution in a very small volume. To generate this tiny volume, the conventional instrumentation for FCS takes advantage of the specific arrangement of optical elements in an inverted epifluorescence confocal microscope. In such a microscope, the incident laser light is sharply focused into the sample through a high numerical aperture (NA) objective and fluorescence is collected by the same objective. The volume from which fluorescence is detected is further reduced by placing a pinhole in the optically conjugate plane in front of the detector to eliminate out-of-focus light ( Figure 1A ). In this way, a miniature observation volume element (OVE) is generated in the sample (the yellow-green prolate ellipsoid in Figure 1B, b1 ). For confocal laser scanning microscopy (CLSM) imaging, the OVE is scanned over the sample and fluorescence intensity at a specific location is recorded to map the spatial distribution, that is, to generate an image.
For FCS measurements, the OVE is positioned in a specific location ( Figure 1B Figure 1C ). The small size of the OVE is crucial to enable observation of tiny fluctuations in fluorescence intensity. In conventional systems, the OVE size is limited by the diffraction of light, and its volume is typically several tenths of a femtoliter. In such a tiny volume, the number of fluorescent molecules is small (for a 10-nM solution and OVE of 0.17 fL, the average number of molecules in the OVE is 1). By looking at a small number of molecules at a time, the background noise originating from molecules present in a large excess, such as solvent molecules, is significantly reduced. Hence, passage of a bright fluorescent molecule through the small OVE gives rise to a prominent change in fluorescence intensity that can be readily detected ( Figure 1C ).
Fluctuations in fluorescence intensity are then analyzed to extract information about: (1) the average number of molecules in the OVE (N), which depends on the concentration and (2) the average transition time, that is, the time needed for a molecule to pass through the OVE by translational diffusion, the so-called translation diffusion time (τ D ). τ D is defined by the diffusion coefficient (D) and the size of the OVE:
where ω xy is the axial radius of the OVE ( Figure 1B, b1 ), that is, ω 2 xy is the waist area of the OVE. While different signal processing approaches can be used to analyze the fluorescence intensity fluctuations and extract quantitative information about processes that give rise to them, 5,66 the originally proposed and most often used temporal autocorrelation analysis is applied in this study. The first step in temporal autocorrelation analysis is to determine whether the experimentally recorded fluorescence intensity fluctuations are generated by a random process, such as noise, or by processes that appear with a certain characteristic time, such as molecular diffusion or fluorescence twinkling due to photophysical or chemical processes. To establish this, the signal time series is subjected to self-similarity analysis, that is, the signal is compared to a copy of itself delayed for a certain lag time (τ) and the so-called normalized autocorrelation function G(τ) is calculated to establish whether the fluorescence intensity observed at one point in time (F(t)) in the analyzed time series is correlated with the value at (F(t + τ)):
Here, chevron brackets denote average values of the analyzed variables over time. Since fluorescence intensity can be represented as fluorescence intensity fluctuation over the mean fluorescence intensity hF(t)i, it is also possible to express the normalized autocorrelation function using the deviation of fluorescence intensities from its mean value, δF(t) = F(t) − hF(t)i and δF(t + τ) = F(t + τ) − hF(t)i:
We then examine whether G(τ) is dependent on τ by plotting G
. This graph is known as the temporal autocorrelation curve (tACC; Figure 1D , d1-d4). When the fluorescence intensity observed at one point in time (F(t)) is not correlated with its value at any other point in time (F(t + τ)), random variations of G(τ) around the value G(τ) = 1 are observed ( Figure 1D , d1, red). When the fluctuations are not random, a tACC is obtained that is characterized by a maximal limiting value of G(τ) as τ ! 0, which decreases to the value of G (τ) = 1 at long lag times, indicating that correlation between the fluorescence intensities is lost ( Figure 1D , d1 green and blue). If there is only one process that gives rise to fluorescence intensity fluctuations, the tACC shows only one inflection point, that is, one characteristic decay time ( Figure 1D , d1 green and blue). If there are more processes giving rise to fluorescence intensity fluctuations that occur at different time scales, the tACC assumes a more complex shape with more than one characteristic decay time ( Figure 1D , d3 and d4).
The zero-lag amplitude of the tACC (G 0 = G(0) − 1) and the characteristic decay time of the tACC yield valuable quantitative information about the investigated system. When fluorescence intensity fluctuations FIGURE 1 Schematic presentation of the instrumental setup and experimental design for FCS/FCCS and PC-PALM studies. (A) Schematic drawing of the optical arrangement in an inverted epifluorescence confocal microscope for single-color FCS measurements. Incident laser light (blue) is reflected by the main dichroic beam splitter (MDBS) and sharply focused by the objective into the sample, generating a double-conus-like illumination volume. The elastically scattered incident light (blue) and the spectrally distinct fluorescence (green-yellow) are first collected by the objective, and then separated by the MDBS that reflects the elastically scattered light and allows the fluorescence light, which is of longer wavelength, to pass through the pinhole and the emission filter (EF) to the APD detector. For single-color FCS measurements the secondary dichroic beam splitter (SDBS) is not obligatory, since fluorescence can be directly guided to the APD. The depicted setting is used to retain identical optical settings for the green fluorophore in FCS and FCCS (presented below, E). (B) Schematic presentation of the observation volume element (OVE). b1: Magnified image of the 3D double-cone-like illumination volume generated in the sample by focusing the incident laser light with a microscope objective (blue) and the idealized OVE in the form of a prolate ellipsoid from which fluorescence is being detected. ω xy and ω z are the 1/e 2 radial and axial radius of the OVE, respectively. For clarity, the incident (blue) and fluorescence (green) light were shown separately, while in reality they overlap (as shown in A). b2: For FCS/FCCS measurements, laser light is focused at the apical plasma membrane of a stably transformed PC12 cell, above the virtually transparent cell nucleus, in order to minimize background contribution from the cytoplasm. b3: For FCS measurements at the plasma membrane, the OVE is a 2D plane, schematically depicted as a circle with a radius ω xy . (C) Photons emitted by fluorescent molecules passing through the OVE are detected by an APD, which responds with an electrical pulse to each detected photon. The number of electrical pulses originating from photons detected during a specific time interval, the so-called binning time, corresponds to the measured light intensity at a given point of 
| Fluorescence cross-correlation spectroscopy
To quantitatively characterize molecular interactions in live cells by FCCS, spectrally distinct fluorophores (emitting, e.g., in the green and the red region of the visible spectrum) are used to specifically label the molecules of interest. Fluorescence intensity fluctuations are simultaneously recorded with high temporal resolution using overlapping excitation pathways and separate detector pathways ( Figure 1E ). The experimentally recorded fluorescence intensity fluctuations are then processed using temporal auto-and cross-correlation analysis. In that manner, we distinguish the unbound, independently diffusing singly labeled molecules from the co-diffusing dually labeled bound molecules that give rise to fluorescence intensity fluctuations in both detectors simultaneously ( Figure 1F ). This analysis yields 2 individual, yet simultaneously recorded fluorescence intensity time series ( Figure 1G , top) from which 2 tACCs for the unbound molecules ( Figure 1G , green and red) and a temporal cross-correlation curve (tCCC) for the dually labeled bound molecules ( Figure 1G , orange) are derived by temporal auto-and cross-correlation analysis, respectively. As in FCS, the zero-lag amplitudes of the tACCs reflect the average number of molecules in the OVE, with the distinction that this value now is a sum of the number of unbound, singly labeled, and bound, dually labeled molecules. Thus, the total number of green-labeled molecules is N g,t = N g + N gr , and the total number of red-labeled molecules is N r,t = N r + N gr . Correlation of fluorescence intensity fluctuations between the channels, that is, cross-correlation, identifies the dually labeled molecules only, since their passage through the OVE gives rise to fluorescence intensity fluctuation in both detectors simultaneously. Thus, cross-correlation examines whether fluorescence intensity observed in one detector at one point in time, for example, F green (t) is correlated with the fluorescence signal in the other detector at F red (t + τ). The cross-correlation function is:
plotted for different lag times yields the tCCC ( Figure 1G , orange). In the absence of cross-talk, the zero-lag amplitude of the tCCC,
is directly proportional to the number of dually labeled molecules, N gr :
Thus, for a constant total number of green-and red-labeled molecules (N g,t = N g + N rg and N r,t = N r + N rg ), the amplitude of the tCCC increases for increasing number of dually labeled molecules (N gr ). paGFP molecules are typically localized with a precision of 10 to 25 nm in a super-resolution PALM image ( Figure 1I ).
| Photoactivated localization microscopy

| Pair-correlation photoactivated localization microscopy
Pair-correlation photoactivated localization microscopy (PC-PALM) 14, 15 utilizes the radial distribution function, g(r), also called the paircorrelation function, to determine the probability of finding the center of a molecule at a given distance from the center of a reference molecule in a PALM image. By plotting the amplitude of g(r) as a function of radial distance (r), a spatial autocorrelation curve (sACC) is derived ( Figure 1J , left). From sACCs, information about spatial organization of molecules in the plasma membrane can be extracted ( Figure 1J , right). For example, in the case of randomly distributed monomers, spatial correlation is not observed and the sACC yields values around 1 for all radial distances ( Figure 1J , magenta). In the case of randomly distributed oligomers, strong correlation is observed at short lengths, which exponentially decays with distance ( Figure 1J , red). In the case of more complex lateral organization, such as clustered dimers, complex sACCs with short-and long-correlation lengths can be expected ( Figure 1J , blue). From these sACCs important organization parameters can be extracted (eg, nanodomain size and protein domain occupancy).
3 | RESULTS Table S1 ). This suggests that the 2 opioid receptor fractions are not independent, but rather dynamically interrelated. This interrelation, which is reflected by the slope of the linear regression in Figure 2F , is different for different opioid receptors.
| Opioid receptors differ in nanoscale lateral dynamics and spatial organization in the plasma membrane
Taken together, FCS analysis suggests that all investigated opioid receptors partition in the plasma membrane, yielding 2 principal fractions that are dynamically linked and identifiable by differences in lateral diffusion times. In addition, FCS showed that opioid receptors differentially organize: KOP had the largest and MOP N40D the smallest fraction of receptors with a long diffusion time, as evident from the relative amplitudes in Figure 2E and the slopes in Figure 2F .
In Figure S3B ).
We next acquired PALM images of opioid receptors. As described in the methodological background and similarly to previous work, 14, 15, 71 the 488 nm laser light was used to activate and detect paGFP. Using our PALM image localization protocol (based on Peak Selector software, 12 and described in detail in Appendix S1), we obtained average localization precisions with SDs of (15.8 AE 1.5), ized peak datasets, we also calculated molecular densities similarly as described before. 14 detected molecules/μm 2 (P < .03). These results are consistent with the western blot shown in Figure S3A . Localized peak datasets were then used to calculate spatial correlation curves (sACCs) using PC analysis. 14, 15 Interestingly, our data suggest that opioid receptors are not randomly distributed. Rather, they exhibit distinct lateral organization, which is evident from the complex sACCs with 2 characteristic correlation lengths ( Figure 3B ,D,F). In evaluating the sACC by fitting, classical approaches using a single exponential decay function failed to properly represent the experimental data. Instead, a Gaussian function was used to fit the sACC at short distances and an exponential function was used for longer distances. 72 Based on this analysis, we identified that opioid receptors are organized into nanodomains (indicated by long-distance correlations) and their organization within these nanodomains is not random (indicated by short-distance correlations).
Results from fitting analysis, summarized in Table 1 , suggest that domain radius and occupancy increase in the following order: Tables 1 and S2 . PALM images were generated by analyzing datasets in PeakSelector 12 and grouping peaks within a group radius of 3σ MAX with maximum dark time of 5 seconds. SE bars are shown. (G) For each ROI, we calculated the fraction of receptors that reside outside of nanodomains. We next provided normalized histogram for such molecules: Fraction of ROIs with less than 10% of receptors residing outside nanodomains is in blue; with 10% to 20% in red; with 20% to 30% in gray and with more than 30% in purple. The average values with SEs were 10.0 AE 0.7% (KOP-paGFP); 15 AE 1% (MOP wt -paGFP) and 18.1 AE 0.9% (MOP N40D -paGFP). P-value between KOP-paGFP and MOP wt -paGFP is 4 × 10 −5 ; P-value between MOP wt -paGFP and MOP N40D -paGFP is .03. Thus, KOP-paGFP has the smallest and MOP N40D -paGFP has the largest fraction of receptors that reside outside of nanodomains Figure S8 . Parameters obtained from sACC curves agree well with previously published data: we detected largely trimers for VSVG and small clusters with few random monomeric regions for GPI. 14, 71, [73] [74] [75] Interpretations were further validated by ensemble-averaged Monte Carlo (MC) simulations. 76 To this end, a model convolved with realistic approximations to the instrument response (photon count distributions, PSFs, average localization precisions, average number of appearances and density of appearances) was used to derive images of opioid receptor domains by simulation (details are given in Appendix S1: MC simulations). From these images, we generated position estimates, calculated correlation functions (using the same software and algorithms used to analyze experimental data) and compared them with experimental results. Simulation and fitting results summarized in Table 1 show excellent agreement. Statistical considerations are provided in Table S2 . For all opioid receptors studied, we show that the variances of 2 populations (experimental and best-fit simulated curves) are equal within 5%. Additionally, we used simulations to explore alternative organization features. We show that the experimental data do not follow a single exponential function, nor do they fit simple distributions of molecules ( Figure S9A -C). Such distributions include 1 to 4 proteins in tight random domains (ie, oligomers) and proteins arbitrarily organized in domains with the size and occupancy predicted from experiments (Table 1) . We also show alternative complex distributions that did not produce a good fit, such as the combination of smaller and larger domains ( Figure S9D ); and small changes in domain occupancy/radius from best-fit reported in Table 1 ( Figure S9E ). Statistical considerations shown in Table S2 imply that changes in domain occupancy for 1 protein, or changes in domain radius for~10 nm result in significant variations in sACCs that do not agree well with experimental curves. Seeding for the model was robust; obtained distributions appear to be qualitatively the same irrespective of which initial seed value was used for the simulations ( Figure S10 ).
To account for opioid receptors that reside outside nanodomains, we extended the PC-PALM methodology and calculated the fraction of these receptors. We used a clustering algorithm (described in detail in Section 6) that incorporated the domain size of opioid receptors obtained from fitting analysis. As shown in Figure 3G , KOP has the smallest fraction and MOP N40D has the largest fraction of molecules residing outside the nanodomains, a result consistent with our FCS data (Figure 2E,F) . Cholesterol sequestration from the plasma membrane using 2.5 mM MβCD affected to some extent the tACC recorded for KOP and MOP wt , but not for MOP N40D (Figure 4C ). Most notably, cholesterol depletion reduced the relative amplitude of the second component ((1 − y); Figure 4C , Table S1 ).
Opioid receptor reorganization upon membrane cholesterol depletion with MβCD was also observed using PC-PALM ( Figure 4D ). (C) FCS shows that cholesterol depletion by 2.5 mM MβCD somewhat alters KOP and MOP wt but not MOP N40D dynamics in the plasma membrane, as evident from the differences in normalized tACC recorded before (green) and after treatment with MβCD (blue). The tACC shown are average curves normalized to the same amplitude, G n (τ) = 1 at τ = 10 μs, obtained for each opioid receptor subtype from measurements on 10 cells (ie, from 10 × 10 individual tACC). Additional statistical considerations for panels B and C are provided in Table S1 . (D) Auto-correlation curves from PC-PALM analysis show that cholesterol depletion leads to random spatial organization of opioid receptors in a number of investigated regions and decreases the number of opioid receptors in domains in nonrandom regions when compared to steady state. The average KOP-paGFP auto-correlation function obtained from experimental data for nonrandom (dark blue circles; N = 18) and random organization (blue circles; N = 24, 57% of ROIs); the fitting curve is shown in black (107 nm domain radius, 6.5 detected proteins per domain and 4.4 increased local density in domains). In total, 19 cells were imaged; 6 cells had ROIs with both nonrandom and random organizations. The average MOP wt -paGFP auto-correlation function obtained from experimental data for nonrandom (blue squares) and random organization (light blue squares; N = 15, 33% of ROIs); the fitting curve is shown in black (117 nm domain radius, 5.2 detected proteins per domain and 3.0 increased local density in domains). In total, 13 cells were imaged; 7 cells had ROIs with both nonrandom and random organizations. Additional statistical considerations for panel D are provided in Table S2 (~33% of analyzed areas for MOP wt and~57% for KOP). The fraction of receptors that showed nonrandom organization had a complex behavior, with domains containing fewer proteins compared to the steady state. A similar effect was previously observed for the lipid raft marker GPI after cholesterol sequestration, wherein a large fraction of regions exhibited a random distribution. 14 where colocalization was observed showed no appreciable crosscorrelation ( Figure 5A, yellow) .
In order to ascertain that lack of cross-correlation is not an artifact arising due to fluorescence labeling, this finding was further scrutinized using BODIPY FL C5-ganglioside GM1 to visualize endogenous GM1 ganglioside-enriched domains in PC12 cells stably expressing MOP wt -Tomato ( Figure S7 ). In line with previous observations, these experiments showed that while BODIPY FL C5-ganglioside GM1 readily binds to the majority of cells, no appreciable crosscorrelation between GM1 and MOP is seen ( Figure S7B, yellow) .
Finally, we have verified by FCCS that fluorescently labeled CTxB-AF647 and BODIPY FL C5-ganglioside GM1 ( Figure 5B , b1-b3) bind and have calculated the extent of cross-correlation for this complex ( Figure 5C ). Detailed discussion is given in Appendix S1.
Likewise, TIRF microscopy indicated that CTxB-AF647 readily binds to COS-7 cells expressing opioid receptors at low levels, whereas it is largely excluded from cells expressing opioid receptors at high levels ( Figure 5D ). Consequently, in a majority of cells, colocalization between KOP or MOP wt and GM1-rich domains is limited. The percentage of colocalizing pixels was 15% to 17% on average, for all analyzed images ( Figure 5D ). Together, our data suggest that opioid receptors are largely excluded from GM1 ganglioside-enriched domains. Multiple controls were performed to validate the approach by FCS and PALM. In particular, fluorescently tagged opioid receptor function in PC12 and COS-7 cells was evaluated in detail using agonist stimulation (Figures S1-S3 ). Furthermore, care was taken to use optimal conditions to detect opioid receptors by FCS and PALM, and technical aspects were assessed using model systems and simulations ( Figures S4-S10 ). Finally, we verified in a key control experiment that the location of the fluorescent protein tag did not significantly affect the observed results ( Figure S11 ). Information for details and Figure S8 for validation with model proteins). In FCS, high background signal when compared to fluorescence intensity may lead to an artificially low amplitude of tACCs, and, hence, overestimation of molecular numbers. To minimize this risk, we have performed FCS measurements above the nearly transparent cell nucleus, where the contribution of background fluorescence from the cytoplasm is minimal ( Figure 2C ). Additionally, we adjusted the laser power so that the detected number of photons per eGFP molecule per second (so-called counts per second and per molecule) was 1 to 5 kHz. This ensured that the measured signal came from eGFP, rather than from autofluorescence, without inducing extensive photobleaching ( Figure S4 ). In FCS, photobleaching of fluorophores may induce errors in the measurements of molecular numbers and lateral diffusion, yielding both a smaller number of molecules and shorter values of τ D , and hence apparently larger diffusion coefficients. To avoid artifacts due to photobleaching in FCS measurements, the incident laser intensity was kept as low as possible, but sufficiently high to allow for a good signal-to-noise ratio. We similarly optimized PALM imaging parameters, and the densities of opioid receptors reported here match well with expected GPCR densities, and they are consistent with previously reported values using super-resolution microscopy. 80 Moreover, the use of fluorescent tags on, for example, opioid receptors, opioid peptide ligands, GM1 and CTxB, alters their binding properties (Figure 4 ) and (5) the studied opioid receptors are largely excluded from GM1 ganglioside-enriched domains ( Figure 5 ).
| DISCUSSION
Based on these data, the data obtained in our previous work, 48, 71 and the notion that chemical interactions can influence the apparent diffusion behavior of molecules, 90 Figure 4C ). The density of points in each scatter plot is indicated by a color bar. Additionally, the white dotted lines define a cut-off for 10% of the maximum intensities from the 2 images, and the percentage of pixels residing within the upper right regions is indicated. Similar approach for characterizing colocalization has been used previously 77 Differences in lateral organization of opioid receptors could also be due to the local lipid environment and mechanisms of cholesterol regulation. 98 Cholesterol is a vital constituent of the plasma membrane, known to modulate the function of many GPCRs by direct interaction or by altering local properties of the plasma membrane. 46, 52, 98, 99 The 2 proposed mechanisms are not mutually exclusive and both may be occurring in cells (reviewed recently in Reference 98). As suggested by both FCS and PC-PALM measurements, KOP nanodomains are most populated and most sensitive to cholesterol sequestration from the plasma membrane. The finding that cholesterol sequestration distinctly affects KOP, MOP wt and MOP N40D is novel but not entirely surprising, as it was previously shown that MOP and DOP (delta opioid receptor) signaling to adenylyl cyclase is differently affected by cholesterol sequestration from the plasma membrane. 100 Finally, observed differences in nano-organization of opioid receptors could also be due to (1) specific associations with cytoskeletal elements 46 Arrows indicate that opioid receptor partitioning between the nanodomains and the lipid bilayer, and their number in each phase is dynamically regulated. In the case of KOP and MOP wt , the fraction of molecules associated with nanoscale domains decreases when the cholesterol content in the plasma membrane is depleted understanding of these effects is critical because they involve a dynamic regulatory mechanism that does not affect opioid receptor function by acting directly on the orthosteric binding site. Allosteric modulation of GPCR function is of paramount importance for drug discovery. 108 Quantitative methods are needed to characterize the capacity of drug candidates to fine-tune receptor functions by utilizing this dynamic regulatory mechanism. Our work represents a significant step forward in this direction. Correlating PC-PALM results with FCS, we show how the dynamic lateral organization of cell surface receptors can be effectively and nonintrusively characterized in great detail.
6 | MATERIALS AND METHODS
| DNA constructs
Plasmids encoding MOP wt -eGFP, MOP N40D -eGFP and KOP-eGFP in an N 1 vector were designed as previously described. 48 Plasmids GPI and VSVG tagged with paGFP (paGFP-GPI and VSVG-paGFP constructs, respectively) were transiently transfected similarly as described before. 71 FCS and FCCS measurements were performed using the same optical pathway that was used for imaging (described above). Fluorescence intensity fluctuations were recorded without pre-bleaching, in a series of 10 consecutive measurements, each measurement lasting 10 seconds. Temporal autocorrelation analysis was used to analyze the fluorescence intensity fluctuations and determine the concentration and the diffusion time of the investigated species. Since great care was taken to minimize photobleaching, we could typically analyze all 10 traces by temporal autocorrelation analysis ( Figure S4 ). Occasionally, however, the first measurement was obviously different from the remaining 9 tACCs collected in one series and was not considered in the averaging. The optical setup and control experiments are described in detail in Appendix S1: FCS and FCCS.
| Fitting temporal autocorrelation curves
Fitting of tACCs was performed using the dedicated Zeiss software.
As described in detail in Appendix S1: FCS and FCCS, the simplest model that could account for the tACC recorded at the cellular plasma membrane is a model for free two-dimensional (2D) diffusion of 2 components with intersystem crossing:
Here, N is the average number of molecules in the OVE; τ D1 is the an EM-CCD camera iXon DU897-Ultra (Andor Technology). Cells were grown on clean coverslips coated with fibronectin-like engineered protein as described before. 71 Images of a 27.3 μm × 27.3 μm area were collected with an exposure time of 100 ms using the software Andor SOLIS for Imaging X-07779 (Andor Technology); pixel size was 106.7 nm. paGFP, an excellent monomeric optical highlighter protein with good signal-tonoise ratio, was simultaneously activated and excited using the 488 nm laser with the power set within the range of 1.45 to 1.9 mW (measured at the optical fiber). Imaging was done until paGFP was completely exhausted, typically 20,000 frames. TetraSpeck beads (Life Technologies) were used as fiducial markers for drift-correction during PALM acquisition.
TIRF imaging was performed on the same microscope system described herein for PALM; ×60 1.49 NA TIRF objective (Apo) was used. Images of 512 × 512 pixels were collected using NIS Elements 4.3 Software (Nikon); eGFP was excited using the 488 nm laser and Alexa Fluor 647 was excited using 647 nm laser. Overlay images were constructed using Matlab.
| Fitting spatial autocorrelation curves
PALM image analysis was performed as described in Appendix S1 and in References 14, 15 and 71. Densities of proteins were calculated from areas of 7 to 18 μm 2 . Average detected densities with SEM were reported. Subsequently, auto-correlation functions were calculated for each area independently to estimate protein organization parameters. As demonstrated previously 71 and detailed in Figure S8 describes long-range interactions. The variable r is the radius in nm. The constant peak MAX is the maximum value of the autocorrelation function. We estimated peak MAX from the average autocorrelation function computed for experimental data: the value of the peak MAX was iteratively changed until we reached fitting optimization (as confirmed by MC simulations). We used this value to fit the equation. A 1 , A 2 , B and ξ D are the variables in Equation (5), where A 1 is the short-range pre-exponential factor; A 2 is the long-range (domain) preexponential factor; B is the short-range radius and ξ D is the long-range (domain) radius.
In this way, we report the following parameters related to domain organization as: 
where ρ avg is the average density of molecules in the analyzed region of interest and N domain is the number of detected proteins per domain.
The increased local density in a domain (density in the domain compared to average cell density), ψ domain can be estimated using the following equation:
where ρ domain is the density of molecules in a domain. Thus, both domain density and cell density influence ψ domain value. The average auto-correlation functions for opioid-receptor-paGFP constructs were fitted using the complex model; results are shown in Tables 1 and S2 .
All fittings resulted in R 2 ≥ 0.98. 2. Identifying domains of proteins. Proteins are assigned to a domain if the radial distance between the protein and the center of the domain is less than or equal to the domain radius. If the number of proteins inside the confined space within the domain radius is equal to or greater than 3, then the above proteins belong to a domain. If the number is less than 3, then the proteins are considered free floaters. The shapes of the domains are assumed to be circular with a known maximum domain radius, obtained from fitting ( Table 1 ). Since the number of domains is unknown a priori, a flexible clustering algorithm was employed. Here the DP-means algorithm 110 similar to the standard k-means algorithm was used:
a new domain was created when a point was farther than a distance DR away from the centers of existing domains.
| Statistical analysis
Paired sample t test statistical analysis was performed in Excel or
Matlab. Matlab built-in function "vartest2" was used to calculate the F test statistics. The null hypothesis is accepted if the variances of 2 populations are equal within 5%. SEs of the estimate (S values) were calculated using Matlab. 111 
