Abstract Many studies addressing climate change and climate variability over large regions rely on gridded data. Grids are preferred to station-based datasets because they help avoiding bias arising from the irregular spatial distribution of the observations. However, while spatial interpolation techniques used for constructing gridded data are good at preserving the mean of the data, they do not offer an adequate representation of their variance. In fact, the grid's variance depends largely on the spatial density of observations used for constructing it. Most global and regional climate datasets are characterized by large temporal changes in the number of observations available for interpolation, with a strong reduction in the last thirty years. These changes in the sample size result in changes in the variance of gridded data that are merely an effect of the interpolation process, and ignoring this fact may lead to erroneous conclusions about changes in climate variability and extremes. We discuss this problem and we demonstrate its importance with a widely-used global dataset of temperature and precipitation. We propose to move from interpolation techniques towards statistical simulation approaches that provide a better representation of climate variability when constructing climatic grids.
cells (Jones et al 2012) ; weighted averaging such as the inverse distance method (New et al 2000; Mitchell and Jones 2005; Hansen et al 2006 Hansen et al , 2010 , the angular distance weighting method (Shepard 1968; Caesar et al 2006; Alexander et al 2006; Donat et al 2013) , or other ad-hoc schemes based on climatological knowledge (Bussieres and Hogg 1989; Huffman et al 1997; Chen et al 2002; Rudolf and Schneider 2005; Huffman et al 2009; Richard 2013) ; linear interpolation ; regression (Daly et al 2008) ; thin-plate splines (New et al 1999) ; or kriging Rigor et al 2000; Hofstra et al 2008; Cowtan and Way 2014) .
The sets z and z are discrete samples and estimates respectively of the (unknown) continuous spatial field of interest Z (Z ≡ Z(s), s ∈ R d ). Gridded data have a number of advantages over irregular observational datasets that explain their wide use in climate studies. Being regular spatial structures, gridded data are more adequate for representing spatially continuous variables, and they result in more satisfying maps than those depicting (irregular) point clouds. But there are other, more substantial, reasons. When computing areal statistics such as the mean regional or global temperature (Jones et al 2012; Hansen et al 2001; Richard et al 2012) grids constitute optimal sampling structures in terms of spatial representation, avoiding biases that arise from the irregular distribution of the observations. For instance, the number of meteorological observatories tends to be related to the population density and the development level of a region. Hence, integrating directly the raw point cloud (e.g., by computing the mean of the measurements) would result in statistics biased toward the climatic conditions of highly populated and developed regions. Gridded variables are also best suited for driving agricultural, eco-hydrological or other spatially-explicit simulation models, as well as for a number of statistical techniques such as principal component analysis, and are a natural choice for the validation of global and regional climate models . These and possibly other reasons explain the wide and increasing use of gridded datasets of climatic variables.
Gridded data also have drawbacks that need to be understood to avoid erroneous interpretations of derived statistics. While interpolation is good at modeling the mean of the data (the expected value at each grid node), it does not offer an adequate representation of its variance (deviations from the mean values). When each grid node is assigned its expected value, the result is a field with reduced spatial variability (a smoother surface) than the (unobserved) actual field (Grimes and Pardo-Igúzquiza 2010) . This is clearly the case of the interpolated field z in Figure 1 (b), which is a smoothed version of the actual field Z in 1(a). The probability density curves in Figure 1 (c) show that, while the mean of Z is accurately predicted by the mean of z , its variance is highly underestimated.
The variance of gridded variables depends largely on the size of the sample z used for interpolating the grid. (It also depends on the degree of spatial correlation or coherence of the climatic variable, but we will asume that this is constant in the remaining discussion.) This is shown in Figure 2 , where a large number of realizations of z i were produced based on random samples z i (1 ≤ i ≤ 1000), for three different sample sizes n. Area statistics such as the mean and standard deviation were then computed from the gridded fields z i , and probability curves describing the posterior distribution of these statistics over the ensemble of simulations were created. Results of this experiment show that the mean of the gridded data µ(z ) is an unbiased estimator of the actual field's mean value µ(Z), the sample size only affecting the uncertainty of this estimation (Figure 2 (a) ). However, the standard deviation of the gridded data σ 2 (z ) is a biased estimator of the actual field's variance σ 2 (Z) (Figure 2 (b) ). There is a systematic underestimation of the true field's variance, and this bias increases as the sample gets smaller. Bias in the estimation of the field's variance is propagated to other statistics that rely on it such as the fraction of the field above or below a threshold value (Figures 2 (c) and 2(d) ).
Understanding the dependence of the grid variance on the number of observations is especially important when analyzing change through a time-series of grids. This is so because the number of observations used in the interpolation very often change from one grid to the next, leading to change in the relative amount of spatial smoothing between grids and therefore affecting the sequence (time-series) of grid variances. The smoothing effect is not only relevant for computing area statistics such as in the above example, since it also affects time variances of local time-series that can be constructed at a single grid node. For example, in Figure 3 the observed time series of precipitation anomalies at one meteorological station was interpolated from nearby stations in a densely sampled region. The number of neighboring stations used in the interpolation was randomly decreased from 50 to 5 stations. Comparison of Figures 3 (b) and 3 (c) illustrates the significant alteration introduced by changing the sample size. While the original series did not show significant trends in the median, 1σ and −1σ values, the reconstructed series showed a clear reduction in the variability of precipitation, with decreasing / increasing trends in the 1σ / −1σ values. These examples motivate our claim that that some conclusions based on climate statistics and trends obtained from gridded datasets using conventional interpolation methods may be biased. Here we test such hypothesis using a widely-used global climate grided data.
Analysis of a global gridded dataset
It is well established that the frequency and magnitude of extreme events such as heat waves and droughts in a context of climate change depend more on changes in the variance that in the mean of climatological variables (Katz and Brown 1992; Schär et al 2004) . Therefore, the question of whether climate variability is increasing with climate change is a crucial one. Recently a number of studies reported little or no increase in climate variability at the global scale, both for temperature (Huntingford et al 2013) and for precipitation (Sun et al 2012; Greve et al 2014) , and no relevant change in the occurrence of extreme events such as droughts has also been highlighted . Since these and other similar studies relied on gridded data, a relevant question is wether or not their analysis may be affected by variations in the number of observations during their study periods, and most notably by the data reduction found in all datasets since the 1980's.
To address this issue we conducted the analysis of a well-known and widely used global dataset: the CRU TS 3.21, consisting of monthly gridded values of several climatic variables over land at a half-degree latitude and longitude spatial resolution, for the period between 1901 and 2012 . We focused on temperature and precipitation, although our conclusions can be extrapolated to other variables or datasets. Analysis of the size of the observational datasets used for constructing the grids reveals large temporal changes, with the number of stations peaking between the 1970's and the 1980's followed by a fast decline in the last two decades (Figure 4 ). The geographical distribution of the observations shows large differences within the study period ( Figure 5 ), which in addition to the variation in the number of ground stations results in a variable proportion of cells with in-cell data (i.e., with ground station data within 0.5 degrees distance) and interpolated cells (cells with ground station data within the correlation decay distance for that variable) ( Figure 6 ). The CRU TS dataset also uses 'dummy' stations in data-scarce regions, resulting in 'dummy grid cells' with values relaxed to their climatological normals. This dummy grid cells, which have a zero variance, may exert a large influence on the global variance of the grid, so we masked these cells out before further analysis.
In order to assess the influence of sample size variation on the global variability of gridded precipitation and temperature we transformed the monthly time series of both variables at each grid node into standardized variates with mean equal to zero and standard deviation equal to one (series of anomalies), with respect to a reference period between January 1961 and December 1990. We masked out desert areas where computation of climatic anomalies is problematic (mostly in the precipitation dataset), and we computed the global, latitude-weighted, spatial standard deviation for each month in the gridded time series of anomalies. The area standard deviation can be seen as a measure of how spatially variable was the climate in a given month, at the global scale. That is, a high standard deviation (σ(z ) > 1) implies a large number of places experiencing unusually warm (wet) or cold (dry) conditions as compared to the local long-term climatologies, while a low standard deviation (σ(z ) < 1) implies values that were closer to the long-term averages in more grid nodes than usual.
The resulting time series are characterized by a steady increase of σ(z ) until the 1960's to 1980's, followed by a decline (stronger in the case of precipitation) until the present (Figure 7a) . These results coincide with those from a recent study reporting no increase in global temperature's variability for the period 1958-2006, but a decrease if the period since the 1980's was considered (Huntingford et al 2013) . Similarly, a decreasing trend in global precipitation's variability was reported for the period 1940-2009 (Sun et al 2012) .
It is of interest to determine whether these changes in the global variability of temperature and precipitation were due to changes in the left tail of the distribution (lower temperatures and less precipitation, respectively), in the right tail (higher temperatures and more precipitation), or both. This can be assessed by considering the time evolution of the fraction of the land surface with values below or above a given threshold (Figure 7b and 7c ). An overall increase was found for the fraction of wet (P > 1σ) and dry (P < −1σ) land before the 1980's. In the last three decades, however, the fraction of wet land remained almost stationary while the dry land showed a decreasing pattern. This result coincides with recent studies reporting little change in global drought since 1950 . With respect to temperature, a (non-linear) decay of the fraction of land under cold (T < −1σ) conditions was found, while the fraction of land under under warm (T > 1σ) conditions increased, most notably since the 1970's.
Although tempting, it would be misleading to use these results to achieve climate insight. The similarities between the time series shown in Figure 7 (a) and that of the observational sample size in Figure 4 are noticeable and they should raise concern about the previous results. There is not an exact match between both curves, since the global climate curves did not fall to their lowest values found at the beginning of the study period as it is seen in the case of the number of observations. This discrepancy may be a reflection of a real shift in the global climatology, although it could also be explained, at least in part, by changes in the geographic distribution of the meteorological observatories, which could introduce additional bias. In fact, while some very densely sampled regions such as the US or Europe recorded a drastic reduction in the number of observations in the last decades, other regions such as Asia experienced an increase in data density.
Is it possible to avoid statistical artifacts that mislead our interpretation of the global climate variability? One solution could be to restrict the analysis to only those grid cells that had at least one observation within grid-size distance, thus avoiding interpolation of data over large distances. This approach may not be valid for regional analysis since large areas are left with no data, but it has been used for analyzing changes in global and hemispheric mean temperature (Jones et al 2012) .
By applying this approach to the CRU TS 3.21 dataset we obtained results that are substantially different from the previous calculations based on the complete grids. The standard deviation of global temperature and precipitation depicted a subtle but steady increase in both cases, with almost linear trends during the whole study period (Figure 8a ). The change in temperature's variability was 0.0050 σ per decade, while for precipitation it reached 0.0085 σ, both significant at the α = 0.05 confidence level. The increase in precipitation's variability was mostly due to an increasing fraction of land under wetter-than-normal conditions (0.0028 σ per decade, p-value < 0.01), while the fraction of land under dry conditions remained stable ( Figure 8b ). The fraction of land under warm conditions increased, with an accelerated pattern since the 1980's and a period of stagnation since 2000, while the cold area shrunk (Figure 8c ).
Although users of gridded datasets are typically unfamiliar with (or ignore) the problem of artificial changes in variance that arise from time-varying station density this is a known problem to dataset developers, who have addressed it in several studies. For instance the CRUTEM temperature dataset, by the same authors of the CRU TS data used here, is available in its original form and as a variance-corrected version (Jones et al 2001; Brohan et al 2006; Osborn and Jones 2014) . The CRUTEM dataset performs no spatial interpolation, and the grid cell values are computed as the arithmetic mean of the observations within the grid cell.
Although it can be argued that this approach is preferable to using the whole grids including spatially interpolated grid cells, it still suffers from the aforementioned problem of spatial representation. Some regions of the world are less represented than others and their relative weight in the global statistic change over time as new meteorological observatories appear and others are decommissioned. Therefore, the computed values are also biased estimations of the actual climate's variability, and they may even lead to errors on the estimation of global temperature trends (Cowtan and Way 2014) .
From interpolation to simulation
There is clearly a need for new, better methods for constructing climatic grids. Conditional stochastic simulation has potential for producing gridded datasets that are less sensitive to the number and spatial location of the stations (Lantuéjoul 2002) . Unlike interpolated grids, conditional simulations are semi-random representations of the expected field of a sampled variable. They include a fixed effect that depends on the values measured at neighboring observatories, a non-spatial random effect that represents the local variability (variation at micro-scales smaller than the typical sampling distances) or measurement error, and a spatial random effect. The fixed part dominates at grid nodes close to observations, while the random part becomes important as the distance between nodes and observations increases. Far from observations this random effect simulates the local variability of the actual (unobserved) field.
This can be seen in the example depicted in Figure 9a and 9b, where two random simulations of global land temperature anomalies for year 2012 are shown. Monthly temperature anomalies were calculated for the observatories in the CRU TS 3.21 dataset as standard deviations with respect to the baseline period between January 1961 and December 1990. Data series with more than 25% of missing values during the reference period were removed, representing 2.6% of the original series. Conditional Gaussian simulation using the re-parameterized and marginalized posterior sampling (RAMPS) algorithm was then used for obtaining one-degree grids based on the 2012 anomalies. The two realizations of the field are almost identical in observatory-dense regions such as the US or Europe, while less dense regions show larger differences between the simulated fields. The local variability is preserved in these simulations, avoiding the artificial smoothing that is typical of interpolated fields. This is achieved by constraining the simulated fields to a given spatial correlation model (usually based on a semi-variogram, i.e. a function describing the spatial dependence of a spatial random field), which is fitted to the observations. There are several approaches to conditional simulation such as the turning bands method (Mantoglou and Wilson 1982) ; sequential (Deutsch and Journel 1992; Pyrcz and Deutsch 2014) and truncated (Mathieu et al 1993) simulation; circulant embedding (Dietrich and Newsam 1993; Chan and Wood 1997) ; simulated annealing (Srinivasan and Caers 2000) ; or, more recently, bayesian geostatistical modeling Banerjee et al 2008) .
Conditionally simulated random fields have some convenient properties from the point of view of statistical inference. On the one hand, they honor the data since the simulated fields have values close to observations at grid nodes nearby observations. On the other hand, the spatial random effect is constructed in such a way that it constitutes an approximation of the expected local variability of the data. As such, simulated fields are good at representing the expected spatial variability of the data, while they are not as good at predicting the expected value of the data at nodes far from observations. In this respect, their properties are almost opposite to those of interpolated grids.
However, since a large number of simulations can be easily drawn it is possible to post-analyze an ensemble of simulated fields to derive posterior statistics. For example, the field obtained by averaging the ensemble of simulated fields at each grid node provides unbiased estimations of the values at the grid nodes, being equivalent to the grid obtained, for instance, by ordinary kriging (Figure 9c ). Being an averaged field, it shows the typical smoothed surface characteristic of interpolated fields. The field obtained by computing the standard deviation of the ensemble of simulations represents the magnitude of the spatial random effect at each grid node, and it is equivalent to the so-called kriging variance field (Figure 9d) .
Local (at the grid node level) integration does not offer any substantial advantages over the most sophisticated deterministic interpolation methods, such as kriging. However, area statistics such as the global mean, the global standard deviation, or the fraction of land above or below a given threshold value can be calculated for each simulation and then integrated over the ensemble of simulations. The calculations of these statistics occur for each individual simulation before the ensemble is smoothed during the integration. Unlike global statistics obtained from interpolated (smoothed) fields, probability density functions obtained from the ensemble of conditional simulations provide an unbiased estimation of those statistics. This is illustrated in Figure 10 , where posterior density curves of the mean and standard deviation estimates of global land temperature in 2012 are shown. These curves were constructed from an ensemble of 100 conditional simulations such as those depicted on Figures 9a and 9b . According to these results, both the global temperature's mean and standard deviation were significantly higher than the climatological averages over the period . The increased variance was related to a significantly larger fraction of land with temperature higher than 1σ (54%) and a low fraction of land with values lower than −1σ (3.5%), as seen in Figures 9c and 9d . 
Conclusion
The construction of regular spatio-temporal datasets (grids) based on irregularly located and time varying sets of climatological observations poses a number of technical problems that need be correctly understood. While spatial interpolation techniques normally used for constructing gridded datasets of climatological variables are good at preserving the mean of the data they result in smoothed surfaces compared to the reality, i.e. they underestimate the field's variance. The variance bias depends on the spatial density of the observations, so it becomes a relevant problem when analyzing time series of climatic grids, since the number and location of climatic observations they are based on very often exhibit large time variation. As a consequence, artificial variability is introduced on any analysis based on the variance of the data.
We have illustrated this problem with synthetic data, and we demonstrated its relevance in one of the most widely-used global gridded datasets, the CRU TS 3.21. We have shown that biases in the dataset arising from variations in the number of observations lead to a misleading interpretation of changes in the variability of global temperature and precipitation variability. As the demand for interpolated grids to study spatial aspects of climate change grows, the need for better gridding techniques that do not result in a biased estimation of the field's variance also increases. We propose that statistical simulation approaches may be better than simple spatial interpolation methods for providing an adequate representation of the spatial and temporal variability of climatic data. Further work is needed in order to adapt current simulation techniques to the particularities of climate data, but the development of approximate efficient algorithms opens new options that should be explored in depth by climate scientists.
(c) Fig. 1 : A (second order stationary) random spatial field Z representing the (unknown) spatial distribution of a climatic variable (a); a gridded spatial field z obtained by ordinary kriging from a finite random sample z (circles) (b); probability density curves of Z and z (c). Despite its discrete nature (point estimates), the gridded field z is represented as a continuous surface (single-coloured cells) for convenience. 1 Effect of the sample size on the interpolated field's variance
Although spatial interpolators are (in general) good estimators of the field's expected value, they are poor estimators of the field's variance. In this example we demonstrate the effect of the sample size in both the mean and the variance of the field. Let's consider a (second order stationary) random spatial field Z = Z(s), s ∈ R d such as the one depicted in Figure 1 . Z is completely characterized by its mean m, variance σ and correlation function ρ. Z and its statistical properties are unknown, but we have a finite sample of Z at points z = z(s), s ∈ V inside a spatial domain V ⊂ R d such as the one depicted in Figure 1 . The variable Z follows (approximately) a Gaussian distribution, i.e. Gaussian with zero mean and unit variance. The field Z was generated using (unconditional) Gaussian simulation, with a spatial correlation structure defined by a spherical semi-variogram [1]. Let's consider the field Z to be the 'true' and unknown variable that we want to estimate based on a sample z i = (z 1 , z 2 , ..., z n ) consisting of n measurements taken at random locations z j within the field's spatial domain. We can generate a high number m = 1000 of such samples, and approximate the field Z i by interpolating each sample using, for instance, ordinary kriging (OK). Each Z i is an optimum estimation of the real (but unknown) field Z, based on the information drawn from each sample Z i . Finally, we can estimate the density curves of global statistics estimated from the Z i fields. We repeat this operation for different sample sizes, n.
The result of these calculations is shown on Figure 2 . Two things become apparent: The first one is that, irrespective of the sample size, OK is a good (unbiased) estimator of the mean of Z. The second one is that the variance of Z is underestimated by OK for all sample sizes. The underestimation increases as the number of points used in the interpolation decreases. It is of interest to note that the estimated variance does not increase linearly with the number of points in the sample. This can be seen from the fact that to achieve a similar degree of increase in the variance the sample size first goes from 100 to 250 (a factor of 2.5) but then it must increase from 250 to 1000 samples (i.e. a factor of 4). The reason for this is that the samples are not independent due to spatial correlation present in Z, and thus any new observations carry progressively less information as the sample gets larger. Biases in the estimation of the field's variance is propagated to other statistics that rely on the spatial variability, such as the percent of land above or below a certain threshold value.
Effect of dummy grid cells on the variance bias of the CRU TS 3.21 dataset
The CRU TS dataset uses dummy stations with zero anomalies (i.e., they are set to the local climatological mean) in regions and months where no ground observations exist within the correlation decay distance for the variable of interest. Use of dummy data has of course a big impact on the variance of the grid on data scarce regions and on the whole dataset, as stated by the authors of the dataset [2] . It is not possible to completely exclude the effect of these dummy stations, since their influence spreads to nearby grid cells during the interpolation process. However, it is possible to identify those 'dummy grid cells' by comparing their values with their corresponding monthly climatologies for the period 1961-1990 (also provided as part of the CRU TS dataset). To avoid excessive variance bias related to the dummy cells we masked them out to conduct our analysis (as seen on Figure 7 of the main article).
It is interesting to compare these results with those using the whole dataset, i.e. including the dummy grid cells. The results shown on Figure 3 are based on the complete CRU TS 3.21 dataset, and can be compared to those on Figure 7 of the main article. Comparison of the two figures reveals little changes, indicating that use of dummy cells in the CRU TS dataset does not have a large effect on the overall variance of the dataset. Although this may seem counterintuitive, it is probably an effect of the relatively low number of dummy cells, as compared to the more abundant interpolated cells.
Divergent evolution of the distribution tails for temperature and precipitation
It is of interest to determine whether changes in the global variability of temperature and precipitation are due to changes in the left tail of the distribution (lower temperatures and less precipitation, respectively), in the right tail (higher temperatures and more precipitation), or in both. This can be assessed, for example, by calculating the fraction of the grid with values below or above a certain threshold.
The monthly time series of the fraction of land surface under wet and dry conditions, as defined by values of the SP I below −1 and above 1, respectively, reveals a diverging time pattern (Figure 4) . When considering the complete grid, there is a very marked increase in the fraction of wet land, especially since the 1980's, while the fraction of land under dry conditions seemed to shrink after a period of increase. This last result is similar to recent studies reporting little change in global drought since 1950 [3] . When using only the grid nodes with in-cell station data, however, the acceleration of the wet land trend is replaced by a steady linear increase (0.0028 σ per decade, p-value < 0.01), while the fraction land on dry conditions remains stable. Hence, the observed increase in the global precipitation variability is due mostly to an increase in the wet areas.
With respect to temperature, a fluctuating decay is found for the fraction of land under cold conditions, especially when only grid nodes with in-cell data are considered ( Figure 5 ). At the same time, an increasing trend is found in the fraction of land under warm conditions. This opposing trend of cold and warm areas is especially notorious in the period between 1980 and 2000. In the last decade both curves show a steady behavior in the last decade.
These results, however, should be interpreted with care, since the grid nodes with in-cell station data are not evenly distributed across space leading to a problem of spatial representation (see explanation in the main article).
Conditional simulation of global land temperature anomalies in 2012
Unlike standard gridding methods such as regression, Delaunay triangulation, inverse distance weighting, kriging, etcetera that produce a single output, stochastic or simulation methods generate a large number of plausible realizations of the spatial field that is being approximated. These plausible realizations capture the local structure (variability) of the field that is lost in standard gridding methods. For instance, in Figure 7 we show two conditional simulations of the temperature anomalies over land for year 2012. These simulations are the sum of a fixed effect that depends on the values measured at neighboring stations as determined by a spatial correlation model, a non-spatial random effect (measurement error plus variation at micro-scales smaller than the typical sampling distances), and a spatial random effect. The spatial correlation model is usually determined by a semi-variogram, a function describing the spatial dependence of a spatial random field, that may include a nugget effect representing random variation at zero distances (measurement error plus local variation, Figure) . Once a particular semi-variogram model is chosen (there are many different models with varying propoerties), it is fitted to the observations. Then, They were obtained using the re-parameterized and marginalized posterior sampling (RAMPS) algorithm [4, 5] .
If measurement errors are low, the fixed effect dominates at grid nodes around observations, resulting in regions of low variability between realizations of the random field. As the distance between nodes and observations increases, so does the relative effect of the spatial random term. Far from observations this random effect simulates the local variability of the actual (unobserved) field. Clearly, each realization of the random field will be different, especially at locations far from observations, but the multiple realizations can be used to determine a better (unsmoothed) approximation of the variability of the actual field.
Conditionally simulated random fields have some nice properties from the point of view of statistical inference. On the one hand, they honor the data since the gridded field will have values close to observations in nodes nearby stations. On the other hand, the spatial random effect is constructed in such a way that constitutes the best approximation of the expected spatial variability of the data. This is usually achieved by fitting an adequate variogram model (i.e. a model of the variance of the field as a function of the spatial distance between points) to the data. As such, simulated fields are good at representing the expected spatial variability of the data, while they are not as good at predicting the expected value of the data at nodes which are far from the observations. In this respect, simulated grids have properties that are almost opposite to those of deterministic grids.
Since a large number of equally-probable simulations can be easily drawn, it is possible to post-analyze the ensemble of simulated fields to derive statistics, such as expected values and uncertainties for each grid node (Figure 8 ). The map of the mean obtained by averaging all the simulated fields provides an unbiased estimation of the expected values at the grid nodes, and it is equivalent to the map of expected values obtained, for instance, by ordinary kriging. Such map shows the typical smoothed surface characteristic of interpolated fields. The map of the standard deviation of the simulated fields is related to the local uncertainty, i.e. it represents the magnitude of the spatial random effect at each grid node. As expected, the local standard deviation is relatively low in areas well covered by observations and increases in data-poor regions. The map of the standard deviation of the simulations is equivalent to the so-called kriging variance field.
Global statistics can be calculated from the simulated fields, too ( Figure 9 ). Posterior probability density functions of statistics such as the global mean, the global standard deviation, or the fraction of land above or below a given threshold value can be obtained from the ensemble of realizations. A key aspect is that unlike global statistics obtained from interpolated fields, which carry a biased estimation of the field's variability that is a function of the number of observations, probability density functions obtained from the ensemble of conditional simulations provide an unbiased estimation (provided the model characterizing the spatial variability is well determined). The only effect of the number of observations is on the uncertainty related to the global statistics (i.e., the variance of their posterior distributions), but not on the bias. 
