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Full-counting statistics of information content in the presence of Coulomb interaction
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Department of Physics Engineering, Faculty of Engineering, Mie University, Tsu, Mie, 514-8507, Japan
(Dated: July 9, 2018)
We calculate the Re´nyi entropy of a positive integer order M for a reduced density matrix of a
single-level quantum dot connected to left and right leads. We exploit a 2 × 2 modified Keldysh
Green function matrix obtained by the discrete Fourier transform of a 2M × 2M multi-contour
Keldysh Green function matrix. A moment generating function of self-information is deduced from
the analytic continuation of M to the complex plane. We calculate the probability distribution of
self-information and find that, within the Hartree approximation, the on-site Coulomb interaction
affects rare events and modifies a bound of the probability distribution. A simple equality, from
which an upper bound of the average, i.e., the entanglement entropy, would be inferred, is presented.
For noninteracting electrons, the entanglement entropy is expressed with current cumulants of the
full-counting statistics of electron transport.
PACS numbers: 05.30.-d, 73.23.-b, 03.67.-a, 72.70.+m
I. INTRODUCTION
Full-counting statistics is a powerful theoretical tool
to investigate the statistical properties of electron trans-
port1,2. This statistical method enables us to calculate
the probability distribution of the number of electrons
transferred between two subsystems, left and right leads
connected by a quantum conductor. The entanglement
entropy is also a measure of correlations between the two
subsystems3–8. Suppose we partition our total system
into complementary subsystems A (the left lead and the
quantum conductor) and B (the right lead). Then the
partial trace of a density matrix of the total system ρ
over the subsystem B degrees of freedom,
ρA = TrBρ , (1)
defines the reduced density matrix. The operator of the
information content, i.e., the self-information associated
with an outcome described by the reduced density ma-
trix, may be given by I = − ln ρA (we choose base e).
The operator is often called the entanglement Hamilto-
nian and its spectrum, the entanglement spectrum9, has
been widely used to study topological phases. The en-
tanglement entropy is the von Neumann entropy10 of the
reduced density matrix given as
〈I〉 = TrA [ρAI] , (2)
where TrA means the partial trace over the subsystem
A degrees of freedom. Technically, it is convenient to
exploit the “Re´nyi entropy” of order M11,12,
SM = TrA
[
ρA
M
]
, (3)
and calculate the entanglement entropy from its deriva-
tive 〈I〉 = − limM→1 ∂SM/∂M ( Precisely, Eq. (3) is a
modified definition introduced in Ref. 15, which is con-
venient for our purpose ).
The entanglement entropy4 and the Re´nyi entropy6 are
closely related to the Levitov-Lesovik formula13, the cur-
rent cumulant generating function of the full-counting
statistics: They are expressed by a unique quantity, the
correlation matrix14. However, the relation is limited to
non-interacting electrons. Recently, Nazarov proposed
another approach to calculate the Re´nyi entropy of an
integer order M by introducing the Keldysh Green func-
tion defined on a multi-contour, which is a sequence of
M replicas of a standard Keldysh contour15. Ansari and
Nazarov have further developed this method16–18 and re-
late the flow of Re´nyi entropy with the flow of heat17. Al-
though the results are limited to weak coupling between
the two subsystems, the approach would be promising
since it enables one to utilize field theory techniques.
In the present paper, we consider a single-level quan-
tum dot connected to left and right leads [Fig. 1] and
calculate the Re´nyi entropy of a positive integer order
M by accounting for the tunnel coupling to all orders as
well as the on-site Coulomb interaction up to the lowest
order. The reduced density matrix is derived by tracing
out the degrees of freedom associated with the right lead.
We will utilize the anti-periodicity of the multi-contour
Keldysh Green function and perform the discrete Fourier
transform. The ‘Matsubara frequency’19,20 introduced in
this way
λℓ = π
(
1−
2ℓ+ 1
M
)
, (ℓ = 0, · · · ,M − 1) , (4)
is a ‘counting field’2, which counts an electron transfer
between replicated Keldysh contours. The resulting 2×2
modified Keldysh Green function matrix is closely related
to that previously introduced in the context of the full-
counting statistics [see, e.g. Refs. 2,21–28 and references
therein]. This enables us to apply the Keldysh diagram-
matic technique to calculate the Re´nyi entropy, which
is formally a ‘Keldysh partition function’ defined on the
multi-contour. For non-interacting electrons, we relate
the Re´nyi entropy with the current cumulants, Eq. (46),
as previously demonstrated by Song et al.6 based on the
correlation matrix.
Another purpose of the present paper is to examine
the idea of the full-counting statistics of self-information
2I. After the analytic continuation of M → 1 − iξ, the
Re´nyi entropy turns into the information generating func-
tion29,30, which is the moment generating function of
probability distribution of self-information. Although it
can generate all orders of moments, the statistical prop-
erties of moments other than the first moment (2) have
rarely been investigated. We herein calculate the prob-
ability distribution of self-information and find that al-
though the on-site Coulomb interaction weakly affects
the entanglement entropy, it also affects rare events and
alters a bound of the probability distribution. We also
note a simple equality (8) from which the upper bound
of the entanglement entropy (9) can be deduced.
In the following, we concentrate on the entangle-
ment entropy under the DC source-drain bias volt-
age in the limit of long measurement time. For non-
interacting electrons, our result reproduces the expres-
sion by Beenakker3, Eq. (60). In order to estimate the
accessible entanglement, one has to perform the projec-
tion measurement on electron numbers of subsystems,
which only generates a sub-leading correction31.
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FIG. 1: The single-level quantum dot coupled to left and
right leads. We partition the total system into subsystems A
and B and trace out the degrees of freedom associated with
the subsystem B. The subsystem A consists of the dot and
the left lead. The subsystem B is the right lead.
Here, we re-emphasize two messages, which we feel the
most important in the present paper; (1) We will intro-
duce the discrete Fourier transform of the multi-contour
Keldysh Green function defined in Refs. 15–18. It pro-
vides a feasible way to calculate the Re´nyi entropy start-
ing from a microscopic model Hamiltonian. It enables
us to treat electron interactions with a slight extension
of traditional diagrammatic techniques. (2) Through ex-
plicit calculations, we would like to demonstrate that the
Re´nyi entropy may contain the information on the fluc-
tuations beyond the entanglement entropy. We expect
that the concept of the probability distribution of self-
information could provide a way to interpret the meaning
of the Re´nyi entropy.
The paper is organized as follows. We summarize the
information generating function in Sec. II and then intro-
duce our model Hamiltonian in Sec. III. In Sec. IV, after
we analyze the Re´nyi entropy for decoupled systems, we
express the Re´nyi entropy in the form of the ‘Keldysh
partition function’ defined on the multi-contour. Then,
we summarize the discrete Fourier transform of the mod-
ified Keldysh Green function. In Sec. V, we present the
results for noninteracting electrons. In Sec. VI, we dis-
cuss the effect of Coulomb interaction within the Hartree
approximation. Section VII summarizes our findings.
II. INFORMATION GENERATING FUNCTION
The information generating function29,30, the moment
generating function of the self-information I, would be
obtained from the Re´nyi entropy (3) by extending M to
a complex value 1− iξ:
S1−iξ =
〈
ρA(τ)
−iξ
〉
≡
∫
dIeiξIPτ (I) . (5)
Here, τ is a measurement time. The information
generating function satisfies the normalization condition
S1 =
∫
dIPτ (I) = 1. The n-th cumulant is
〈〈In〉〉 =
∂n lnS1−iξ
∂(iξ)n
∣∣∣∣
ξ=0
. (6)
The first cumulant is the entanglement entropy (2), 〈I〉 =
〈〈I〉〉. The second cumulant (variance) is 〈〈I2〉〉 = 〈I2〉 −
〈I〉
2
. The probability distribution of the self-information
may be obtained by the inverse Fourier transform,
Pτ (I) =
∫
dξ
2π
S1−iξe
−iξI = 〈δ(I + ln ρA(τ))〉 . (7)
The fluctuations are induced by degrees of freedom as-
sociated with the subsystem B, which have been traced
out. We note a simple identity, which is reminiscent of
the Jarzynski equality28,32,33,
〈
eI
〉
=
∫
dIP (I)eI = S0 = TrA
[
ρA(τ)
0
]
, (8)
which would follow from Eq. (5) by setting ξ = −i. The
RHS of Eq. (8) is the rank of ρA(τ)
0
, which is the
unit matrix in the available many-body Fock space [see
Ref. 36]. If P (I) ≥ 0, Jensen’s inequality provides the
upper bound of the entanglement entropy,
lnTrA
[
ρA(τ)
0
]
≥ 〈I〉 , (9)
which means that the entanglement entropy cannot ex-
ceed the entropy of the uniform distribution over avail-
able states in the many-body Fock space of subsystem
A.
III. MODEL
The Hamiltonian of the single-level quantum dot con-
nected to left and right leads is
H = HL +HR +HD +HT +Hint , (10)
The quantum dot is represented by a localized level with
the energy ǫD,
HD =
∑
σ
ǫDd
†
σdσ , (11)
3where dσ is an annihilation operator of an electron with
spin σ. The on-site Coulomb interaction is given by,
Hint = Ud
†
↓d
†
↑d↑d↓ , (12)
The left (r = L) and right (r = R) leads are described
by the free electron gas as
Hr =
∑
kσ
ǫrka
†
rkσarkσ , (13)
where arkσ annihilates an electron with wave number k
and spin σ. The tunneling between the dot and the lead
r is described by
HT =
∑
r=L,R
∑
kσ
Jrd
†
σarkσ +H.c. (14)
The tunnel coupling broadens the DOS of the quantum
dot:
ρ(ω) =
Γ
2π[(ω − ǫD)2 + Γ2/4]
, Γ = ΓL + ΓR . (15)
The coupling strength Γr = 2π
∑
k |Jr|
2δ(ω − ǫrk) be-
tween the quantum dot and the lead r is assumed to
be energy independent. The transmission probability
through the quantum dot is proportional to the DOS as
T (ω) = 2π
ΓLΓR
Γ
ρ(ω) . (16)
We assume that initially the dot and the leads are
decoupled and the Coulomb interaction is switched off.
Then electrons in each region are equilibrated with the in-
verse temperature β = 1/(kBT ) (We set ~ = kB = e = 1).
The initial equilibrium density matrix is ρeq = ρLρRρD,
where
ρD =e
−β(HD−µD
∑
σ
d†σdσ)/ZD , (17)
ρr =e
−β(Hr−µr
∑
kσ
a†
rkσ
arkσ)/Zr , (r = L,R) , (18)
are equilibrium density matrices of the quantum dot and
lead r. Here µr (r = L,R,D) is the chemical potential.
The equilibrium partition function Zr ensures Trρr = 1.
In each region, an electron and a hole obey the following
distribution functions:
f+r (ω) =
1
1 + eβ(ω−µr)
, f−r (ω) = 1− f
+
r (ω) . (19)
IV. RE´NYI ENTROPY
A. Two zero temperature limits
For a warm-up, let us calculate the Re´nyi entropy
of a positive integer order M for the initial equi-
librium density matrix, sM = TrLD
[
TrRρeq
M
]
=
TrD
[
ρD
M
]
TrL
[
ρL
M
]
=
∏
σ sDσMsLσM . Spin-resolved
Re´nyi entropies of the quantum dot and left lead are
sDσM =
∑
±
f±D (ǫD)
M , (20)
sLσM =
∏
k
∑
±
f±L (ǫLk)
M . (21)
Let us focus on the quantum dot (20) and evaluate
the probability distribution by the analytic continuation
M → 1 − iξ and then the inverse Fourier transform (7).
At a finite temperature, we obtain
PDσ(I) =
∑
±
f±D (ǫD) δ(I + ln f
±
D (ǫD)) , (22)
which satisfies 〈eI〉 =
∫
dIPDσ(I)e
I = 2 for an arbitrary
temperature. Although the equality would be valid
at zero temperature, we have to pay attention to zero
temperature limits and specify the procedures (I) and
(II).
(I)We first take a zero temperature limit for a positive
integer M = 1, 2, · · · and then perform the analytic con-
tinuationM → 1− iξ. For the initial equilibrium density
matrix, the resulting information generating function is
s1−iξ = 1 since
∑
±[f
±
r (ω)]
M = 0M +1M = 1 (r = L,D)
at zero temperature for a positive integerM . The prob-
ability distribution is then Pτ (I) = δ(I) and the equality
(8) is 〈eI〉 = 1.
(II) We first perform the analytic continuation at
a finite temperature. For the initial equilibrium den-
sity matrix, since [f±r (ω)]
0 = 1 at a finite tempera-
ture, the equality (8) leads to 〈eI〉 = 2NA , where
NA =
∑
σ 1 +
∑
kσ 1. This provides the maximum en-
tropy of the subsystem A, NA ln 2. The average is the
thermodynamic entropy,
〈I〉 =SA = −
∑
σ
∑
±
f±D (ǫD) ln f
±
D (ǫD)
−
∑
kσ
∑
±
f±L (ǫLk) ln f
±
L (ǫLk) , (23)
which vanishes at zero temperature. The inequality (9)
ensures that the relative entropy11 between the equilib-
rium distribution and the uniform distribution is non-
negative.
B. Replica method
Following Refs. 15–18, we formulate the perturbation
theory of the Re´nyi entropy (3) of the full-density matrix
at time τ :
ρ(τ) = U(τ)ρeqU(τ)
† , U(τ) = e−iHτ . (24)
We treat the tunnel Hamiltonian and the on-site
Coulomb interaction as the perturbation, V = HT+Hint,
4and rewrite the Hamiltonian (10) as H = H0 + V . The
Re´nyi entropy (3) includes the partial trace over the sub-
system B, TrB, inside the partial trace over the subsys-
tem A, TrA. To avoid this complication, we adopt the
replica method34. We introduce M (M is a positive in-
teger) replicas of subsystem B electron annihilation and
creation operators:
aRkσ → aRkσm , aRkσ
† → aRkσm
† , (25)
where m = 1, · · · ,M . Then the Hamiltonian H and the
density matrix ρeq are also replicated by the replacement
(25). We introduce another subscript m to specify m-th
replicated operators, i.e., H0m, Hm, Um, Vm and ρeqm.
The Re´nyi entropy (3) is expressed by a trace over the
total system, the subsystem A plus M -replicas of subsys-
tem B as
SM =Tr
[
UMρeqMU
†
MUM−1ρeqM−1U
†
M−1
× · · · × U2ρeq 2U
†
2U1ρeq 1U
†
1
]
=Tr
[
UMIρeqMUM
†
IUM−1IρeqM−1UM−1
†
I
× · · · × U2Iρeq 2U2
†
IU1Iρeq 1U1
†
I
]
, (26)
where the subscript I indicates the interaction picture
UmI = e
iH0mτUm.
The time evolution operator and its Hermite conju-
gate are expanded as UmI = T exp
(
−i
∫ τ
0 dtVm(t)I
)
and
U †mI = T˜ exp
(
i
∫ τ
0 dtVm(t)I
)
, where T and T˜ are the
time-ordering and anti-time-ordering operators. Here the
perturbation Hamiltonian in the interaction picture is
Vm(t)I = e
iH0mtVme
−iH0mt. Then, following Ref. 15, we
introduce the multi-contour C, which is a sequence of M
replicas of the standard Keldysh contour as depicted in
Fig. 2. We set a starting point at t = τ on the lower
branch of the first replica C1,−. The contour goes to
ρeq 1 at t = 0 along C1,− and returns to t = τ along
C1,+. Then it connects to t = τ on the lower branch of
the second replica C2,−. It successively repeats until it
reaches t = τ on CM,+. Then it connects to the starting
point t = τ on C1,−. By introducing the contour ordered
operator TC , the Re´nyi entropy can be expressed as the
‘Keldysh partition function’,
SM =Tr
[
TC exp
(
−i
∫
C
dtV (t)I
)
ρeqM · · · ρeq 1
]
(27)
=
〈
TC exp
(
−i
∫
C
dtV (t)I
)〉
M
sM , (28)
where the integral over t is performed along the multi-
contour C. In the following, we sometimes write the time
t defined on Cm,s as tms (s = ±). Then the explicit form
of the operator V (t)I in Eq. (28) is V (tms)I = Vm(t)I .
Note that the contour-ordering operator TC also acts on
ρeqm residing at t = 0m±. The normalized expectation
value is defined as
〈O〉M = Tr [OρeqM · · · ρeq 1] /sM , (29)
where the denominator of the RHS is the Re´nyi entropy
of the initial equilibrium density matrix. This enables us
to exploit the Bloch-De Dominicis theorem35 (Appendix
A) and the linked cluster theorem, which result in
ln
SM
sM
=
∞∑
n=1
(−i)n
n!
∫
C
dtn · · · dt1 〈TCV (tn)I · · ·
× V (t1)I〉M,c . (30)
The subscript c means that only connected diagrams are
taken into account. Equation (30) is the starting point
of the following calculations.
M−1,+C
2,−C
ρ
eq M
t
t’
t = τ t = 0
t 
m
ρ
eq M−1
ρ
eq 2
ρ
eq 1
1,−C
1,+C
2,+C
M−1,−C
M,+C
M,−C
×
FIG. 2: Multi-contour C, which represents successive con-
nections of the M replicated Keldysh contours, starting at
t = τ on the lower branch of the first replica C1,−. Shaded
boxes are M replicas of the initial equilibrium density matrix
ρeqm (m = 1, · · · ,M). The solid line connecting C2,− and
CM−1,+ indicates a ‘greater’ Green function g
M−1+,2−
Lkσ (t, t
′).
C. Modified Keldysh Green function
The diagrammatic expansion of the Keldysh partition
function (28) is performed based on the multi-contour
Keldysh Green function15–18. We relegate the details to
Appendix B and summarize the multi-contour Keldysh
Green function for an electron in the left lead, which is
a part of the subsystem A. This is a correlation function
of a†Lkσ on Cm′,s′ and aLkσ on Cm,s:
gLkσ(tms, t
′
m′s′) =g
ms,m′s′
Lkσ (t, t
′)
=− i
〈
TCaLkσ(tms)Ia
†
Lkσ(t
′
m′s′)I
〉
M
.
(31)
This is a component of a 2M × 2M Keldysh Green func-
tion matrix gLkσ(t, t
′) [See the explicit form Eq. (B3) in
5Appendix B]. By exploiting anti-periodicity in the repli-
cated Keldysh space, we perform a discrete Fourier trans-
form19,20,
gλℓLkσ(t, t
′) =
M−1∑
m−m′=0
[gLkσ(t, t
′)]m,m′ e
iπ 2ℓ+1
M
(m−m′) .
(32)
This is 2 × 2 Green function matrix defined in a single
Keldysh space as
gλLkσ(t, t
′) =
[
gλ,++Lkσ (t, t
′) gλ,+−Lkσ (t, t
′)
gλ,−+Lkσ (t, t
′) gλ,−−Lkσ (t, t
′)
]
. (33)
The inverse discrete Fourier transform is
[gLkσ(t, t
′)]m,m′ =
1
M
M−1∑
ℓ=0
gλℓLkσ(t, t
′)e−iπ
2ℓ+1
M
(m−m′) .
(34)
The parameter λℓ (4), the ‘Matsubara frequency’
19,20,
satisfies λM−1−ℓ = −λℓ. This parameter is the count-
ing field for electron transfer between different replicated
Keldysh contours. The explicit form of Eq. (33) is
gλLkσ(t, t
′) = −ie−iǫLk(t−t
′)
[
f−L,λ(ǫLk)θ(t− t
′)− f+L,λ(ǫLk)θ(t
′ − t) f+L,λ(ǫLk)e
iλ
−f−L,λ(ǫLk)e
−iλ f−L,λ(ǫLk)θ(t
′ − t)− f+L,λ(ǫLk)θ(t − t
′)
]
, (35)
where the modified electron and hole distribution func-
tions are
f+L,λ(ǫ) =
1
1 + eβ(ǫ−µL)+iλ
, f−L,λ(ǫ) = 1− f
+
L,λ(ǫ) . (36)
In the limit of zero temperature, they are independent
of the counting field λ, limβ→∞ f
±
L,λ(ǫ) = θ(±(µL − ǫ)).
Then Eq. (35) becomes the ‘modified Keldysh Green
function’ introduced in the theory of full-counting statis-
tics2,21–28. This fact enables us to relate the Re´nyi en-
tropy with the full-counting statistics in a novel manner,
which does not rely on the correlation matrix 4–8. The
bare modified Keldysh Green function of the quantum
dot is given in the same way [see Eq. (C3) in Appendix
C].
For an electron in the subsystem B, the right lead,
replicated annihilation and creation operators, aRkσm
and a†Rkσm, reside only on the same m-th Keldysh con-
tour Cm,± [see Fig. 3. The contour Cm,± starts at
t = τm,−, goes to t = 0m,− = 0m,+ along Cm,− and
returns to t = τm,+ along Cm,+]. The multi-contour
Keldysh Green function is
gms,m
′s′
Rkσ (t, t
′) = −i
〈
TCaRkσ(tms)Ia
†
Rkσ(t
′
ms′)I
〉
M
= −iTr
[
TCmaRkσm(tms)Ia
†
Rkσm(t
′
ms′)IρR,m
]
δm,m′ . (37)
Here, TCm is the time-ordering operator along the contour Cm. The 2× 2 sub-matrix of the 2M × 2M Keldysh Green
function matrix is [gRkσ(t, t
′)]m,m′ = gRkσ(t, t
′)δm,m′ , where
gRkσ(t, t
′) = −ie−iǫRk(t−t
′)
[
f−R (ǫRk)θ(t− t
′)− f+R (ǫRk)θ(t
′ − t) f+R (ǫRk)
−f−R (ǫRk) f
−
R (ǫRk)θ(t
′ − t)− f+R (ǫRk)θ(t − t
′)
]
. (38)
This is the same as the standard Keldysh Green func-
tion except for the minus signs at off-diagonal compo-
nents, which are attributed to a different choice of start-
ing point.37
V. NONINTERACTING ELECTRONS
A. Linked cluster expansion
The linked cluster expansion Eq. (30) for the non-
interacting case U = 0 can be done straightfor-
61 +C
1 −C
ρ
R 1
t’
t
t = τ t = 0
t 
m
FIG. 3: The solid line indicates a ‘greater’ Green function of
a replicated fermion gms,m
′s′
Rkσ (t, t
′). Since it connects the same
replica (m = m′ = 1), by deforming the closed time-path, it
is reduced to the standard Keldysh Green function except for
the choice of a different starting point for the Keldysh contour.
wardly21,23,38:
ln
SM
sM
=
∑
σ
ln
SσM
sσM
, (39)
ln
SσM
sσM
= −Tr [gDσΣσ]−
1
2
Tr [gDσΣσgDσΣσ]− · · · .
(40)
The self-energy appears after tracing out the degrees
of freedom associated with the left and right leads:
Σσ(t, t
′) =
∑
rk |Jr|
2grkσ(t, t
′) . The product and the
trace in Eq. (40) should be understood as the integral
along the multi-contour C, e.g.,
Tr [gDσΣσ] =
∫
C
dt2dt1gDσ(t1, t2)Σσ(t2, t1) . (41)
After we project the time defined on C onto the real axis
and perform the discrete Fourier transform, we obtain
ln
SσM
sσM
=
M−1∑
ℓ=0
Wστ (λℓ) , (42)
Wστ (λ) =Tr ln
[
1− gλDστ3Σ
λ
στ3
]
, (43)
where 1 = diag(1, 1) is a unit matrix and τ3 =
diag(1,−1) is a Pauli matrix in the 2× 2 Keldysh space.
The trace is performed over the real time t ∈ [0, τ ] and
the 2× 2 Keldysh space. The modified self-energy is
Σλσ = |JR|
2
∑
k
gRkσ + |JL|
2
∑
k
gλLkσ . (44)
At zero temperature, Eq. (43) becomes the current cumu-
lant generating function of non-interacting electrons (see,
e.g. Refs. 21,23,24,28 and references therein). Therefore,
Eq. (42) connects the Re´nyi entropy and the full-counting
statistics.
In the remainder of this section, we consider the zero
temperature limit (I) in Sec. IVA. The current cumulant
generating function is expanded in powers of iλ as
∑
σ
Wστ (λ) =
∞∑
n=1
Cτ,n(iλ)
n
n!
, (45)
where Cτ,n is a n-th current cumulant. By plugging
Eq. (45) into Eqs. (39) and (42) and by using the re-
lation
∑M−1
ℓ=0 λ
n
ℓ = 0 for odd n, we obtain
lnSM =
∞∑
n=1
Cτ,2n
(2n)!
(
2πi
M
)2n M−1∑
ℓ=0
(
ℓ−
M − 1
2
)2n
.
(46)
This equation is consistent with the results of Song et al.
[Eqs. (2.24) and (2.25) in the supplemental material of
Ref. 6]. Further calculations lead to
lnSM =
∞∑
n=1
Cτ,2n
(2n)!
(−1)n
(
2π
M
)2n
(ζ(−2n, (1−M)/2)
− ζ(−2n, (1 +M)/2)) , (47)
where ζ(s, a) =
∑∞
ℓ=0(a+ ℓ)
−s is the Hurwitz zeta func-
tion. The entanglement entropy obtained from this equa-
tion formally reproduces the results of Klich and Levi-
tov4, as demonstrated in Ref. 6,
〈I〉 =
∞∑
n=1
Cτ,2n
(2n)!
(−1)n+1(2π)2nB2n , (48)
where Bn is the Bernoulli number.
Let us consider the Gaussian approximation, i.e., we
keep only the lowest cumulant, the second cumulant Cτ,2.
lnSM =
Cτ,2
2
M−1∑
ℓ=0
(iλℓ)
2 = Cτ,2
π2
6
(
1
M
−M
)
. (49)
The entanglement entropy is 〈I〉 = Cτ,2π
2/3. The proba-
bility distribution of self-information I obtained from the
inverse Fourier transform (7) is
Pτ (I) =e
−〈I〉/2δ(I − 〈I〉/2)− ie−I
θ(I − 〈I〉/2)√
2I/〈I〉 − 1
× J1
(
i〈I〉/2
√
2I/〈I〉 − 1
)
, (50)
where Jn(x) is the Bessel function. The self-information
is almost exponentially distributed and the lower bound
is the half of entanglement entropy I ≥ 〈I〉/2.
Recall that we are interested in the situation when the
source-drain bias voltage is applied and thus the average
7grows linearly in τ , 〈I〉 ∝ τ . In this situation the inverse
Fourier transform (7) can be done within the saddle-point
approximation, i.e., the Legendre-Fenchel transform39,
lnPτ (I) ≈ min
ξ∗
(lnS1−iξ∗ − iξ
∗I) , (51)
where ξ∗ is a pure imaginary number. This results in
lnPτ (I) ≈ 〈I〉
√
2I/〈I〉 − 1− I . (52)
Figures 4 (a) and (b) are the information generating
function on the imaginary axis and the probability dis-
tribution (52), respectively. The information generat-
ing function is defined on the domain −∞ < iξ < 1
[panel (a)]. The most probable value, the peak posi-
tion, is given by the average, i.e., the entanglement en-
tropy [panel (b)]. The duality property of Legendre-
Fenchel transform relates the slope of the logarithm of
information generating function I∗ = ∂iξ lnS1−iξ (prob-
ability distribution iξ∗ = −∂I lnPτ ) with the argument
of the probability distribution lnPτ (I
∗) (the information
generating function lnS1−iξ∗)
39. The logarithm of in-
formation generating function is convex and behaves as
lnS1−iξ ≈ (〈I〉/2) iξ for iξ → −∞. This indicates that
the lower bound is 〈I〉/2. It diverges at the boundary
iξ = 1 [panel (a)]. The divergence, in turn, shows that
the large fluctuations are not bounded and lnPτ (I) ≈ −I
for I → ∞. The divergence at iξ = 1 implies that the
equality (8) is not well defined and we have to go beyond
the Gaussian approximation, as we will see in the next
section.
B. Limit of long measurement-time
In the limit of long measurement time τ →∞, the ex-
tensive component ofWστ , i.e., the scaled current cumu-
lant generating function, FGσ(λ) = limτ→∞Wστ (λ)/τ ,
is relevant. In this limit, Eq. (43) is calculated as (Ap-
pendix D)
FGσ(λ) =
1
2π
∫
dω lnΩλ(ω) , (53)
Ωλ(ω) =
f˜+L (ω) + f˜
−
L (ω)e
iλ
f+L (ω) + f
−
L (ω)e
iλ
, (54)
where a trivial constant is subtracted in order to satisfy
the normalization condition FGσ(0) = 0. The effective
electron and hole distribution functions, f˜+L and f˜
−
L =
1− f˜+L , are bounded to the interval [0, 1]. The former is
the effective transparency from the right lead to the left
lead:
f˜+L (ω) = T (ω)f
+
R (ω) +R(ω)f
+
L (ω) , (55)
where the reflection probability is R(ω) = 1 − T (ω). At
zero temperature, we obtain the scaled current cumulant
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FIG. 4: (a) The information generating function on the
imaginary axis within the Gaussian approximation. The
information generating function is defined on the domain
−∞ < iξ < 1. (b) The corresponding probability distri-
butions of self-information for 〈I〉 ≫ 1.
generating function of the binomial distribution with an
energy dependent transmission probability:
FGσ(λ) =
1
2π
∫ µL
µR
dω ln
[
1 + T (ω)(eiλ − 1)
]
. (56)
Here we consider the positive bias voltage µ ≡ µL−µR >
0.
Using Eq. (53), the spin-resolved Re´nyi entropy is cal-
culated as (Appendix D)
ln
SσM
sσM
≈τ
M−1∑
ℓ=0
FGσ(λℓ)
=τ
∫
dω
2π
ln
(
f˜+L (ω)
M
+ f˜−L (ω)
M
f+L (ω)
M
+ f−L (ω)
M
)
. (57)
In the limit of zero temperature (I) in Sec. IVA, it be-
comes
lnSσM ≈ τ
∫ µL
µR
dω
2π
ln
[
T (ω)M +R(ω)M
]
. (58)
8In the extended wide-band limit26, where the level broad-
ening is large enough, µ≪ Γ, or the dot level is far away
from the Fermi energy, |ǫD−µr| ≫ Γ, µ, the transmission
probability is energy independent: T (ω) ≈ T (0) = T .
Then the Re´nyi entropy is as follows:
SM =
∏
σ
SσM ≈
(
T M +RM
)Natt
, (59)
where Natt = 2τµ/h is the number of attempts, i.e., the
number of electrons injected into the quantum dot from
the left lead during the measurement time τ . When Natt
is a positive integer, Eq. (59) is the relative information
generating function of the binomial distribution30. The
entanglement entropy
〈I〉 = −Natt(T ln T +R lnR) , (60)
reproduces Ref. 3. From Eq. (8), we obtain the num-
ber of available states in the subsystem A, 〈eI〉 = 2Natt .
The available states are limited to the Fermi window
µR < ω < µL, since at zero temperature, the electron
states outside this window are empty or occupied. The
inequality (9) becomes
Natt(ln 2 + T ln T +R lnR) ≥ 0 . (61)
For the positive integer Natt, the inverse Fourier trans-
form of Eq. (59) can be done analytically:
Pτ (I) =
Natt∑
n=0
Natt!
n!(Natt − n)!
T nRNatt−n
× δ(I + n ln T + (Natt − n) lnR) . (62)
For the binomial process, the distribution is symmetric
when we switch the transmission probability and the re-
flection probability T ↔ R. Figure 5 (a) shows the in-
formation generating function on the imaginary axis for
various T (< R). They satisfy the normalization con-
dition lnS1 = 0 and the equality (8) lnS0 = Natt ln 2
independent of the transmission probability. Figure 5 (b)
shows the corresponding probability distributions calcu-
lated within the Legendre-Fenchel transform (51)39. In
the limits of iξ → ∞ and iξ → −∞, the information
generating function behaves as lnS1−iξ ≈ (−Natt ln T ) iξ
and lnS1−iξ ≈ (−Natt lnR) iξ, respectively [Fig. 5 (a)].
Therefore, the lower and upper bounds are Imin =
−Natt lnR and Imax = −Natt ln T , which is consistent
with the analytic expression (62). The upper (lower)
bound corresponds to the self-information of a sequence
of Natt events where all Natt injected electrons are trans-
mitted (reflected). The probabilities to find I = Imin and
I = Imax are given by Pτ (Imin) = R
Natt = exp(−Imin)
and Pτ (Imax) = T
Natt = exp(−Imax), respectively. Fig-
ure 5 (c) shows the lowest 4 cumulants as a function of
the transmission probability T . The higher cumulants
〈〈In〉〉 (n ≥ 2) increase around T ≈ 0 or 1 and vanish at
T = 1/2. The distribution takes a simple form, the delta
distribution, Pτ (I) = δ(I −Natt ln 2), at T = 1/2.
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FIG. 5: (a) Information generating functions on the imag-
inary axis and (b) probability distributions for T = 0.1, 0.3
and 0.495. The upper and lower bounds are on lnPτ = −I
(dotted line). (c) The lowest 4 cumulants as functions of the
transmission probability.
Let us go back to Eq. (57) and calculate the average
9at a finite temperature.
〈I〉 =−
τ
2π
∫
dω
∑
±
f˜±L (ω) ln f˜
±
L (ω)
+ SA +
τ
2π
∫
dω
∑
±
f±L (ω) ln f
±
L (ω) . (63)
The first line is the contribution from electrons fluctu-
ating at the boundary between the subsystems A and
B. The second line is the thermodynamic entropy mi-
nus the over-counting term. Since we can derive S0 = s0
from Eq. (57), we check that the equality (8) ensures
〈eI〉 = 2NA .
VI. COULOMB INTERACTION
Here we calculate the correction induced by the
Coulomb interaction by exploiting the Keldysh diagram
technique. For non-interacting electrons, the series ex-
pansion, Eq. (40), corresponds to the diagrams depicted
in Fig. 6 (a). Each thin solid line represents the bare
modified Keldysh Green function gλℓDσ and each circle
represents the self-energy Σλℓσ . For non-interacting elec-
trons, the diagrams consist of a single closed electron
loop and thus only a single discretized counting field λℓ
appears. In the presence of the Coulomb interaction, we
have to account for diagrams consisting of more than two
electron loops, which carry different discretized counting
fields. Consequently, the link between the Re´nyi entropy
and the full-counting statistics Eq. (42) does not hold, as
we will demonstrate in the following.
Let us calculate the on-site Coulomb interaction cor-
rection up to the lowest order in U . The first order ex-
pansion in U is
ln
S
(1)
M
sM
≈iU
∫
C
dtgD↑(t, t)gD↓(t, t)
=iU
M∑
m=1
∑
s=±
s
∫ τ
0
dt gms,msD↑ (t, t) g
ms,ms
D↓ (t, t)
=
iU
M
M−1∑
ℓ,ℓ′=0
∑
s=±
s
∫ τ
0
dt gλℓ,ssD↑ (t, t) g
λℓ′ ,ss
D↓ (t, t) .
(64)
By replacing the bare modified Keldysh Green func-
tion gλDσ with the full modified Keldysh Green function,
which follows from the matrix Dyson equation [Fig. 6
(b)],
GλDσ = g
λ
Dσ + g
λ
Dστ3Σ
λ
στ3G
λ
Dσ , (65)
(Appendix C) we obtain the Hartree term,
ln
S
(1)
M
sM
=
iU
M
M−1∑
ℓ,ℓ′=0
∑
s=±
s
∫ τ
0
dtGλℓ,ssD↑ (t, t)G
λℓ′ ,ss
D↓ (t, t) .
(66)
The Hartree diagram is depicted in Fig. 6 (c). We assign
two counting fields λℓ and λℓ′ to two loops and perform
summations over both of them.
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FIG. 6: (a) Diagrams for the logarithm of the “Re´nyi en-
tropy” (3) of non-interacting electrons Eq. (40). The thin
solid lines represent the bare modified Keldysh Green Func-
tion g
λℓ
Dσ, Eq. (C3). Circles represent the self-energy Σ
λℓ
σ ,
Eq. (44), which is related to the degrees of freedom of the
reservoirs. The discretized counting field λℓ is conserved on a
single electron loop. (b) Dyson equation for the full modified
Keldysh Green function GλDσ, Eq. (65). (c) Hartree diagram.
Two loops carry different discretized counting fields, λℓ and
λℓ′ .
The Hartree term in the limit of long measurement
time reads
ln
S
(1)
M
sM
≈ τM
∑
σ
Uδnσ¯MnσM,q , (67)
where σ¯ =↑ (↓) for σ =↓ (↑). The classical component
δnσ¯M and the quantum component nσM,q of dot electron
occupancy are given by
δnσ¯M =
M−1∑
ℓ=0
Gλℓ,++Dσ¯ (t, t) +G
λℓ,−−
Dσ¯ (t, t)
2iM
=nσ¯ − 1/2 + δn˜σ¯M , (68)
nσM,q =−
M−1∑
ℓ=0
Gλℓ,++Dσ (t, t)−G
λℓ,−−
Dσ (t, t)
M
=
1
Mτ
∂ǫD ln
SσM
sσM
. (69)
The Hartree term is interpreted as a correction caused
by M -dependent renormalization of the dot level, ǫD →
ǫD + Uδnσ¯M . For M = 1, the quantum component van-
ishes nσ1,q = 0, as we see from Eq. (57). The classical
component becomes δnσ¯1 = nσ¯ − 1/2. The spin-resolved
occupancy is as follows [hereafter, we concentrate on the
zero temperature limit (I) in Sec. IVA]:
nσ¯ =
1
2
+
∑
r=L,R
Γr
πΓ
tan−1
(
µr − ǫD
Γ/2
)
. (70)
10
The M -dependent correction is
δn˜σ¯M =
ΓL − ΓR
2Γ
∫ µL
µR
dωρ(ω)
(
R(ω)M−1
T (ω)M +R(ω)M
− 1
)
.
(71)
It turns out that the Hartree term affects rare events,
which correspond to iξ → ±∞ limits after the analytic
continuation M → 1 − iξ. When the condition T (ω) >
R(ω) is satisfied in the Fermi window µR < ω < µL, the
classical component in each limit reads
lim
iξ→−∞
δnσ¯,1−iξ =
∑
r=L,R
1
2π
tan−1
µr − ǫD
Γ/2
= δnsymσ¯ ,
(72)
lim
iξ→∞
δnσ¯,1−iξ =
∑
r=L,R
1
2π
tan−1
µr − ǫD
(Γr − Γr¯)/2
+ δnsymσ¯ ,
(73)
where r¯ = L(R) for r = R(L). The former is the dot
occupancy (subtracted by 1/2) for the symmetric cou-
pling ΓL = ΓR. The classical component δnσ¯,1−iξ can
be simplified further in the case that the dot level is be-
tween two chemical potentials, µR < ǫD < µL, near the
symmetric coupling, |ΓL − ΓR|/2≪ |µr − ǫD| ≪ Γ/2:
δnσ¯,1−iξ ≈


0 (iξ → −∞)
0 (iξ = 0)
sgn(ΓL − ΓR)/2 (iξ →∞)
. (74)
This indicates that for the upper bound iξ → ∞, where
all injected electrons are reflected, each electron observes
that the dot is fully occupied for ΓL > ΓR or empty
for ΓR > ΓL. In contrast, for the lower bound iξ →
−∞, where all electrons are transmitted, each electron
observes that the dot is half occupied.
Figure 7 (a) shows the ξ dependence of the dot occu-
pancy δnσ 1−iξ for the nearly symmetric coupling ΓL ≈
ΓR. At iξ → −∞, where all electrons are transmitted,
the dot occupancy is slightly modified as compared with
that at iξ = 0. On the other hand, at iξ →∞, where all
electrons are reflected, the dot occupancy is enhanced
(ΓL > ΓR) or suppressed (ΓL < ΓR). Figure 7 (b)
shows the corresponding probability distributions. The
upper bound is modified as compared with that with-
out Coulomb interaction (dot-dashed line) although the
peak position, i.e., the entanglement entropy, is almost
unchanged.
VII. SUMMARY
In summary, we studied statistical properties of infor-
mation content in the presence of a Coulomb interaction.
We calculated the Re´nyi entropy of a positive integer
order M by exploiting the multi-contour Keldysh Green
function. We demonstrated that at zero temperature, the
discrete Fourier transform of the multi-contour Keldysh
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FIG. 7: (a) Dot electron occupancies as functions of iξ
and (b) the corresponding probability distributions for ΓL =
0.51Γ (solid line) and ΓL = 0.49Γ (dashed line). The dot
level is off the symmetric point µL− ǫD 6= ǫD−µR. The limit
iξ → ∞ (iξ → −∞) corresponds to a rare event in which all
electrons are reflected (transmitted). The dot-dashed line in
panel (b) is the result without Coulomb interaction U = 0.
Parameters: µL = −µR = −ǫD = 0.5Γ, U = 0.1Γ.
Green function is compatible with the modified Keldysh
Green function introduced previously in the context of
full-counting statistics. For non-interacting electrons, we
relate the current cumulant generating function of the
full-counting statistics, the Re´nyi entropy and the en-
tanglement entropy without relying on the correlation
matrix. We further calculate the probability distribu-
tion of self-information by the inverse Fourier transform
of the information generating function obtained by the
analytic continuation M → 1 − iξ. Within the Hartree
approximation, we demonstrate that, in the vicinity of
the perfect transmission, the dot occupancy is modified
for rare events. Consequently, the upper bound of the
probability distribution of self-information is modified.
We point out the equality reminiscent to the Jarzynski
equality, from which the upper bound of the entangle-
ment entropy could be obtained.
In short, we feel there are two important and concrete
messages in the present paper; (1) The discrete Fourier
11
transform of the multi-contour Keldysh Green function
in the replicated Keldysh space provides a feasible way
to calculate the Re´nyi entropy starting from a micro-
scopic model Hamiltonian. It enables us to deal with
electron interactions by a slight extension of traditional
diagrammatic techniques. (2) The Re´nyi entropy may
contain the information on the fluctuations of informa-
tion content beyond the average value, the entanglement
entropy. The concept of the probability distribution of
self-information provides one way to interpret the mean-
ing of the Re´nyi entropy. It could be interesting to
consider the conditional joint probability distribution of
energy 40 and information content and analyze the pos-
sible connection between these quantities17.
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Appendix A: Bloch-De Dominicis theorem for the normalized expectation value
We demonstrate the Bloch-De Dominicis theorem35 for the normalized expectation value (29) through calculations
of the following 4-th order term as an example (in this section, we neglect the subscripts k and σ for simplicity).
(−i)4
〈
aL(t4)
†
Id(t4)Id(t3)
†
IaL(t3)Id(t2)
†
IaR(t2)IaR(t1)
†
Id(t1)I
〉
M
, (A1)
where t1 > t2 (t1, t2 ∈ C1,−), t3 ∈ Cm0,+, and t4 ∈ Cm0+m1+1,− [Fig. 8]. This is calculated as
Tr
[
(ρLρD)
M−m1−m0a†Ld(ρLρD)
m1d†aL(ρLρD)
m0ρR 1d
†aR 1a
†
R 1d
]
e−iǫD(t4−t3−t2+t1)−iǫL(t3−t4)−iǫR(t2−t1)/sLMsDM ,
(A2)
The density matrices of the replicated subsystem B, ρRm disappear except for ρR 1. Following the standard proce-
dure35, we calculate the trace in Eq. (A2) as
Tr
[
ρD
M−m1−m0dρD
m1d†ρD
m0ρR 1d
†aR 1a
†
R 1d
]
fL,M−m1(ǫL)sLM
=Tr
[
ρD
M−m1−m0dρD
m1d†ρD
m0d†d
]
f−R (ǫR)fL,M−m1(ǫL)sLM
= [fD,m1(ǫD)fD,M (ǫD)− fD,M−m0(ǫD)fD,m0+m1(ǫD)] f
−
R (ǫR)fL,M−m1(ǫL)sLMsDM , (A3)
where the modified Fermi distribution function is defined in Eq. (B2). Then Eq. (A1) is expressed with multi-contour
Keldysh Green functions (B3) as
g1−,1−D (t1, t2)g
1−,1−
R (t2, t1)g
m0+m1+1−,m0 +
D (t4, t3)g
m0 +,m0+m1+1−
L (t3, t4)
− g1−,m0 +D (t1, t3)g
m0 +,m0+m1+1−
L (t3, t4)g
m0+m1+1−,1−
D (t4, t2)g
1−,1−
R (t2, t1) , (A4)
which proves the Bloch-De Dominicis theorem. The first and second terms correspond to the diagrams depicted in
Fig. 8 (a) and (b), respectively.
Appendix B: Discrete Fourier transform
In this section, we summarize the multi-contour Keldysh Green function introduced in Ref. 15. Let us calculate
Eq. (31) for s = +, s = − and m > m′ as an example. Paying attention that the replicated equilibrium density
matrices ρeqm (m = 1, · · · ,M) also obey the contour ordering operator TC , Eq. (31) is calculated as
gm+,m
′−
Lkσ (t, t
′) =− iTr
[
TCaLkσ(tms)Ia
†
Lkσ(t
′
m′s′)IρeqM · · · ρeq 1
]
/sM
=− iTr
[
ρL
M−m+m′−1aLkσ(t)IρL
m′−m+1a†Lkσ(t
′)I
]
/sLM = −ifL,m−m′+1(ǫLk)e
−iǫLk(t−t
′) , (B1)
where sLM =
∏
σ sLσM . Here, the Fermi distribution function is modified and M -dependent;
fr,m(ǫ) =
e−mβ(ǫ−µr)
1 + e−Mβ(ǫ−µr)
. (B2)
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FIG. 8: Diagrams of the 4-th order term, Eq. (A1).
We calculate the other components in the same way and obtain a 2 × 2 sub-matrix of a 2M × 2M multi-contour
Keldysh Green function matrix connecting branches Cm,± and Cm′ ± as
[gLkσ(t, t
′)]m,m′ =
[
gm+,m
′+
Lkσ (t, t
′) gm+,m
′−
Lkσ (t, t
′)
gm−,m
′+
Lkσ (t, t
′) gm−,m
′−
Lkσ (t, t
′)
]
= −ie−iǫLk(t−t
′)
×


[
fL,m−m′(ǫLk) fL,m−m′+1(ǫLk)
fL,m−m′−1(ǫLk) fL,m−m′(ǫLk)
]
(m > m′)[
fL,0(ǫLk)θ(t− t
′)− fL,M (ǫLk)θ(t
′ − t) fL,1(ǫLk)
−fL,M−1(ǫLk) fL,0(ǫLk)θ(t
′ − t)− fL,M(ǫLk)θ(t− t
′)
]
(m′ = m)[
−fL,M+m−m′(ǫLk) −fL,M+m−m′+1(ǫLk)
−fL,M+m−m′−1(ǫLk) −fL,M+m−m′(ǫLk)
]
(m < m′)
.
(B3)
The multi-contour Keldysh Green function (B3) pos-
sesses the discrete translational symmetry:
[gLkσ]m−m′ ≡ [gLkσ]m,m′ , (B4)
where m−m′ = −M +1, · · · ,M − 1. It also satisfies the
anti-periodic boundary condition:
[gLkσ]n =− [gLkσ]n+M , (B5)
where n = −M + 1, · · · ,−1. Therefore, it is expedient
to set [gLkσ]±M = − [gLkσ]0 and continue the domain of
the function [gLkσ]n periodically with the period 2M
20.
The discrete Fourier transform and the inverse discrete
Fourier transform read
gLkσ[j] =
1
2
2M−1∑
n=0
[gLkσ]n e
i2πjn/(2M) , (B6)
[gLkσ]n =
1
M
2M−1∑
j=0
gLkσ[j]e
−i2πjn/(2M) . (B7)
By using the anti-periodic boundary condition (B5), we
rewrite Eq. (B6) and demonstrate that an even j compo-
nent vanishes:
gLkσ[j] =
M−1∑
n=0
1 + (−1)j
2
[gLkσ]n e
iπjn/M , (B8)
Then, by setting gλℓLkσ = gLkσ[2ℓ+1] (ℓ = 0, · · · ,M −1),
Eqs. (B6) and (B7) are reduced to Eqs. (32) and (34).
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In order to calculate the discrete Fourier transform
(32), we fix m′ and rewrite the summation as
gλℓLkσ(t, t
′) =
M∑
m=1
[gLkσ(t, t
′)]m,m′ x
m−m′
ℓ , (B9)
where xℓ = e
iπ(2ℓ+1)/M . The discrete Fourier transform
of gm+,m
′−
Lkσ is calculated as
gλℓ,+−Lkσ (t, t
′) =− ie−iǫk(t−t
′)(−fL,M−m′−2x
1−m′
ℓ − · · · − fL,Mx
−1
ℓ + fL,1 + fL,2−m′x
1
ℓ + · · ·+ fL,M−m′+1x
M−m′
ℓ )
=− ie−iǫk(t−t
′)
M−1∑
j=0
fL,j+1x
j
ℓ = −ie
−iǫk(t−t
′)f+L,λℓ(ǫLk)e
iλℓ . (B10)
The causal component is calculated as
gλℓ,++Lkσ (t, t
′) =− ie−iǫk(t−t
′)(−fL,M−m′+1x
1−m′
ℓ − · · · − fL,M−1x
−1
ℓ + fL,0θ(t− t
′)− fL,Mθ(t
′ − t) + fL,1x
1
ℓ + · · ·
+ fL,M−m′x
M−m′
ℓ ) = −ie
−iǫk(t−t
′)

θ(t− t′)M−1∑
j=0
fL,jx
j
ℓ + θ(t
′ − t)
M−1∑
j=0
fL,j+1x
j+1
ℓ


=− ie−iǫk(t−t
′)
[
f−L,λℓ(ǫk)θ(t− t
′)− f+L,λℓ(ǫk)θ(t
′ − t)
]
. (B11)
For the other two components of Eq. (33), we repeat the same calculations and obtain Eq. (35).
Appendix C: Full modified Keldysh Green function for the quantum dot
Here, we solve the matrix Dyson equation (65) in the limit of τ →∞. The Fourier transform of the bare modified
Keldysh Green function of the left lead (35) is
gλLkσ(ω) =
∫
d(t− t′)eiω(t−t
′)gλLkσ(t, t
′) =

 f−L,λ(ǫLk)ω+iη−ǫLk + f+L,λ(ǫLk)ω−iη−ǫLk −2πif+L,λ(ω)eiλδ(ω − ǫLk)
2πif−L,λ(ω)e
−iλδ(ω − ǫLk) −
f−
L,λ
(ǫLk)
ω−iη−ǫLk
−
f+
L,λ
(ǫLk)
ω+iη−ǫLk

 , (C1)
where η is a positive infinitesimal and the delta function is defined as δ(ω) = η/[π(ω2 + η2)]. The modified self-
energy (44) is21–28,
Σλσ(ω) = −i
∑
r=L,R
Γr
2
[
1− 2f+r,λr(ω) 2f
+
r,λr
(ω)eiλr
−2f−r,λr(ω)e
−iλr 1− 2f+r,λr(ω)
]
, (λL = λ, λR = 0) . (C2)
The bare modified Keldysh Green function of the quantum dot is given in a similar form as Eq. (35):
gλDσ(t, t
′) = −ie−iǫD(t−t
′)
[
f−D,λ(ǫD)θ(t− t
′)− f+D,λ(ǫD)θ(t
′ − t) f+D,λ(ǫD)e
iλ
−f−D,λ(ǫD)e
−iλ f−D,λ(ǫD)θ(t
′ − t)− f+D,λ(ǫD)θ(t− t
′)
]
. (C3)
The full modified Keldysh Green function obtained after solving the matrix Dyson equation (65) is
GλDσ(ω) =
Ωλ(ω)
−1
(ω − ǫD)2 + Γ2/4
[
ω − ǫD − i
∑
r Γr[1/2− f
+
r,λr
(ω)] −i
∑
r Γrf
+
r,λr
(ω)eiλr
i
∑
r Γrf
−
r,λr
(ω)e−iλr ǫD − ω − i
∑
r Γr[1/2− f
+
r,λr
(ω)]
]
, (C4)
Ωλ(ω) =1 + T (ω)[f
+
L,λf
−
R (e
iλ − 1) + f+R f
−
L,λ(e
−iλ − 1)] =
f˜+L (ω) + f˜
−
L (ω)e
iλ
f+L (ω) + f
−
L (ω)e
iλ
. (C5)
Appendix D: Details of calculations in Sec. VB
By using the full modified Keldysh Green function,
Eq. (65), Eq. (43) can be rewritten as Wστ (λ) =
Tr lnGλDσ
−1
gλDσ. By using Eqs. (C1) and (C4), the
14
limit of τ →∞ is calculated as
Wστ (λ) ≈
τ
2π
∫
dω ln
detGλDσ(ω)
−1
detGλ=0Dσ (ω)
−1
+
τ
2π
∫
dω ln
detGλ=0Dσ (ω)
−1
detgλDσ(ω)
−1
=
τ
2π
∫
dω lnΩλ(ω) + τ
(
Γ
2
+ η
)
, (D1)
which gives Eq. (53) except for a constant τΓ/2.
The summation over the discretized counting field,
Eq. (57), can be done for f˜−L (ω) < f˜
+
L (ω) as follows:
M−1∑
ℓ=0
ln
(
f˜+L (ω) + f˜
−
L (ω)e
iλℓ
)
=M ln f˜+L −
∞∑
n=1
1
n
(
−f˜−L
f˜+L
)n M−1∑
ℓ=0
eiλℓn
=M ln f˜+L −
∞∑
n=1
1
n
(
−f˜−L
f˜+L
)n
M(−1)n(1−1/M)δn,kM
= ln
(
f˜+L (ω)
M
+ f˜−L (ω)
M
)
, (D2)
where k is an integer. For f˜−L (ω) > f˜
+
L (ω), one can repeat
similar calculations and obtain the same result.
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