ABSTRACT Extreme learning machine (ELM) has gained increasing interests from various research fields recently. Researchers have proposed various extensions to improve its stability, sparsity, and generalization performance. In this paper, we propose a robust and sparse ELM to exploit L 21 -norm minimization of both loss function and regularization (LR21-ELM). Our L 21 -norm-based loss function can diminish the undue influence of noises and outliers of data points compared with the L 2 -norm based loss function and make the learned ELM model more robust and stable. The powerful structural sparse-inducing L 21 -norm regularization is integrated into the ELM objective function to eliminate the potential redundant neurons of ELM adaptively and reduce the complexity of the learning model. We introduce an effective iterative optimization algorithm to solve the L 21 -norm minimization problem. Empirical tests on a number of benchmark datasets indicate that our proposed algorithm can generate a more compact, robust, and discriminative model compared with the original ELM algorithm.
I. INTRODUCTION
During past decades, extreme learning machine [1] - [6] has attracted increasing attentions in machine learning community. In ELM, the weights between the input layer and the hidden layer are randomly initiated and fixed without iteratively tuning, and then the output weights are determined analytically according to ELM learning algorithm. Compared with traditional feedforward neural networks learning methods, ELM is remarkably efficient and tends to reach a global optimum solution, it can overcome several challenging issues faced by gradient-based learning algorithms such as local minima, trivial human intervention and time consuming in learning. It has been shown that ELM can provide good generalization performance and universal approximation/classification capability with extremely fast learning speed than gradient-based learning algorithms [1] - [3] , which makes it work as an effective technology for data analysis in many practical applications, such as face recognition [7] , traffic sign recognition [8] , time-series analysis [9] - [10] , control and robotics [11] , emotions recognition [12] and so on.
Though bearing such characteristics, there are some arguments on the negative influences of the random hidden layer. Firstly, because of the random hidden layer mapping, it was observed that large number of hidden nodes might be required than other feedforward neural networks to achieve an acceptable level of performance [1] , [13] . However, as the number of nodes in the hidden layer increases, the number of weight parameters to be learnt exponentially increases. Because ELM takes O(NL 2 ) time (with N training samples and L hidden nodes) to calculate the output weights, which is relatively slow to train a model for large N and L. Furthermore, ELM tends to encounter the redundant or irrelevant information in the hidden layer which may cause overfitting and degradation the generalization capability [13] , [14] . Last but not the least, the testing and learning results are more likely to suffer from an additional uncertainty problem for the sake of the randomness of ELM [19] , [20] . Because L is a user-specific parameter and can be ranged from several hundreds to tens of thousands subject to the complexity of the application, so another issue for ELM is the determination of the optimal number of hidden nodes L for a given problem, which is usually done by numerous trial and error methods. For examples, nodes growing learning strategy increases the random hidden nodes step by step to find the optimal scale of hidden neurons [16] - [18] . While, nodes pruning learning strategy generates a sufficiently large ELM network and then prunes the irrelevant hidden nodes to adjust the structure by introducing sparse inducing regularization terms [13] - [15] .
In the past years, many researchers have been devoted to studying how to address the above issues. Several regularization methods have been adopted to improve the robustness and compactness of existing ELM algorithms. A L 2 -norm regularized ELM was proposed by Huang et al. [3] to minimize empirical risk and structure risk. It can provide more robust estimate as well as better generalization ability than original ELM. The sparse ELM [21] , [22] with L 1 -norm sparse regularization tended to make some of the fitted weights of the models become exactly zero and hence given more sparse models that are easily interpretable. Furthermore, Luo et al. [23] simultaneously imposed both L 1 -norm and L 2 -norm regularizations in ELM thorough complementing their properties to achieve better learning, resulting in the so-called 'elastic net' penalization. The proposed model L1-L2-ELM combined the grouping effect benefits of L 2 -norm penalty and the tendency towards sparse solution of L 1 -norm penalty, thus it can control the complexity of the network and prevent overfitting. Balasundaram et al. [24] proposed L 1 -norm ELM with L 1 -norm absolute loss and L 1 -norm regularization, which results in a robust and sparse model. Optimally pruned ELM with L 1 -norm penalty [13] (OP-ELM) was proposed, where hidden nodes were sorted by using multi-response sparse regression (MRSR), and then the most unimportant hidden nodes were selected by leave-oneout (LOO) criterion. Zhou et al. [25] integrated a novel rowsparsity L 21 -norm regularization into the objective function of ELM to eliminate the potential irrelevant neurons, resulting in a more compact and discriminative hidden layer. Another similar work using L 21 -norm regularization can be found in [26] . All aforementioned methods suggest that compact and robust networks having the ability to achieve good generalization performance. In fact, how to generate a more robust and sparse discriminative hidden layer has long been a hotspot in the ELM community.
When the training data is contaminated with noises and outliers, outlier robustness problems may often occur and result in ELM producing a poor and unreliable solution. However, the outlier robustness problems of ELM are not widely mentioned. In this paper, we propose a robust and sparse ELM to exploit L 21 -norm minimization of both loss function and regularization. Our LR21-ELM has the advantages of discovering of the most-relevant features, countering of overfitting and resulting in a simpler, more robust model compared with the original ELM algorithm. The contributions of the proposed work are as follows:
1) Instead of using L 2 -norm based loss function that is sensitive to outliers, the L 21 -norm based loss function is adopted in our work to diminish the undue influence of outliers, and make the learning more robust and stable. Furthermore, a novel row-sparsity inducing L 21 -norm regularization term is integrated into the objective function of ELM. It can reduce the intrinsic complexity of the model, thus the learned sparse model can reduce overfitting of noisy outliers and improve generalization capability. Compared with our method, there are much hidden nodes in traditional ELM, which may overfit the noisy outliers and produce unreliable solution in the presence of outliers.
2) The novel L 21 -norm regularization is a powerful rowsparsity inducing regularization, it can eliminate the potential noisy and autocorrelated neurons of ELM adaptively. Thus the L 21 -norm regularization can help obtain practical speedups in neural networks. After the useless nodes are pruned, the LR21-ELM-pruned model gains a slightly improvement classification accuracy against LR21-ELM. So, with less hidden nodes, we can achieve comparable performance, and there is no degradation of classification performance for LR21-ELM and LR21-ELM-purned.
3) We propose an iterative algorithm to solve the corresponding L 21 -norm optimization problem with theoretically proved global convergence. We carry out a comparative analysis about the outlier robustness, convergence, sensitivity, classification performance and sparsity of the proposed L21-ELM model. Extensive empirical results over several benchmark datasets demonstrate the superior performance of our algorithm.
The rest of this paper is organized as follows. In Section II, related works about some notations and the background of the ELM are introduced. The proposed L 21 -norm minimization of both loss function and regularization extreme learning machine is detailed in Section III. Section IV reports the experimental results over several benchmark datasets with a few state-of-the-art approaches. Finally, some conclusions are drawn in Section V.
II. RELATED WORKS A. NOTATIONS AND DEFINITIONS
In this section, we summarize the notations and definitions used in the paper. The L p -norm of the vector v ∈ R n is defined
The vector norms treat a m × n matrix as a vector of sizemn, and use one of the familiar vector norms. For example, using the L p -norm for vector, we get L p -norm of the matrix M ∈ R m×n :
The special case p = 2 is the Frobenius norm or L 2 -norm, which is defined as:
The special case p = 1 is the L 1 -norm, it is defined as:
There is a novel L 21 -norm of a matrix introduced in [27] as a rotational invariant L 1 -norm (R1-norm) and it has been widely used for multi-task learning [28] , feature selection [29] , [30] , and low rank subspace segmentation [31] . It is defined as:
The L 21 -norm is rotational invariant for rows: MR 21 = M 21 for any rotational matrix R.
B. BRIEF INTRODUCTION OF EXTREME LEARNING MACHINE
The ELM algorithm was proposed by Huang et al. [1] - [6] in 2006. In general, ELM is a single-hidden-layer feed forward neural network (SLFN) with a simple three-layer structure comprising one input layer, one hidden layer, and one output layer. The basic idea of ELM is to randomly initialize the parameters of hidden layer and fixed without iteratively tuning, and then transform the input data from input space into high dimensional hidden layer space through ELM feature mapping, while the output parameters are determined analytically through ELM learning algorithm. The ELM architecture is shown as Figure 1 . Consider a supervised learning problem with N training samples {(
and m classes. Where
T is the target of i-th sample. The hidden layer output matrix of ELM with L nodes can be expressed as:
. . .
where ( The standard ELM tries to approximate these N samples with zero error, which can be written in the matrix form:
where
is the output weight matrix, and β i = [β i1 , β i2 , ..., β im ] T is the weight vector that connects the i-th hidden neuron and the output neurons. T is the training data target matrix:
The original aim of ELM is to simultaneously minimize the training error and norm of output weights to improve the stability and generalization ability:
where C denotes the regularization parameter to control the trade-off between the training error and the model complexity. By setting the gradient of L ELM with respect to β to zero, we have the following closed form solution for β:
Usually, the number of distinct training sample is much more than the hidden nodes, so H has more rows than columns (N > L). The ELM training algorithm can be summarized as follows [1] :
(1) Randomly assign the hidden input weights W and biases b;
(2) Calculate the hidden layer output matrix H; (3) Calculate the output weight β according to Eq. (9). In summary, for ELM, the parameters of hidden nodes are randomly generated and the output weights are determined analytically. ELM can provide a deterministic solution that is simple, stable, and efficient.
III. L21-NORM BASED LOSS FUNCTION AND REGULARIZATION EXTREME LEARNING MACHINE
In real-world applications, datasets often contain noises and errors. Some samples are outliers with errors or noises due to human or device errors that are outstanding and far away from other regular samples [32] . So the outlier robustness problems may often occur when the training data is contaminated with outliers, which may result in ELM producing a poor and unreliable solution. However, the outlier robustness problems of ELM are not widely mentioned. VOLUME 7, 2019 To deal with outlier robustness problem, we propose a robust and sparse ELM to exploit L 21 -norm minimization of both loss function and regularization. We focus on the following problem:
T is the training error vector of the m output nodes with respect to the training sample x i , and
is the training error matrix. Suppose x i is an outlier, then the residual r i = ξ i 2 is larger than residuals of other vector data points. In conventional extreme learning machine, due to the squaring,
would be much larger than other squared residuals and thus easily dominates the objective function. While in our objective function the error for each sample is r i = ξ i 2 , which is not squared, and thus can diminish the undue influence of those outliers and make the learning more robust and stable. So the L 21 -norm based loss function adopted in our work can decrease the negative impact of outliers. Furthermore, a novel row-sparsity L 21 -norm regularization term is integrated into the objective function of ELM. The inner L 2 -norm promotes a dense (non-zero) solution within the selected rows, while the outer L 1 -norm (sum) enforces sparsity in the selected rows. The L 21 -norm based regularization tends to reduce some rows to zero, namely reduce the weight parameters associated with negligible features to zero. Further motivated by the fact that, in a neural network, pruning a neuron and deleting a feature are almost equivalent problems. A neuron can be removed if, and only if, all its ingoing or outgoing connections have been set to 0. Suppose the i-th row of the weight matrix W is reduced to zero, then the output will not be affected by the corresponding input feature, so the i-th neuron can be removed. Therefore, L 21 -norm regularization can promote a more structural level of sparsity, and reduce the intrinsic complexity of the model by eliminating neurons as a whole. Thus L 21 -norm regularization can help obtain practical speedups in neural networks. Unlike L 1 -norm regularization only results in obtaining an element-wise sparse weight matrix and achieving a memory inefficient model, it usually does not result in meaningful speedups in practical network architectures. So we would prefer L 21 -norm regularization as a tool for enforcing compact network with a lower subset of selected features.
The above optimization problem can be transformed to the following dual optimization problem according to the KKT theorem. For the simplicity of representation, we define:
where α ij is the Lagrange multiplier of the i-th training sample and thej-th output neuron,
is the j-th column of output weight β. (In most papers, j-th column of output weight β is represented by β j , we find it is easily confused with previous definition β i = [β i1 , β i2 , ..., β im ] T . Because we will use β i frequently, so we change the definition of the j-th column of β.)
On the basis of the conclusion in [29] , the objective function (11) is equivalent to: (12) where D and D 1 are diagonal matrix with
. Obviously, β i 2 and ξ i 2 can be zero in theory, however, it will make Eq. (12) nondifferentiable. To avoid this condition, we can regularize
, where ε is a small enough constant, such as 10 ∧ − 10. It is easy to see that the regularized L 21 -norm of β (defined as
Take the derivative of L w.r.t.α i , β ·j , ξ i and set them to zero respectively, we have:
1) For the case where the number of training samples is less than hidden nodes (N < L). In this case, substitute (13) by (14) and (15) to eliminate β and ξ , we have:
Substitute (16) back into (14) , we arrive at:
2) For the case where the number of training samples is huge (N L), we have an alternative solution. Substitute (15) back into (13): 
where (H T D 1 ) † is the Moore-Penrose generalized inverse of H T D 1 . So, the final output weight β can be analytically determined as follows:
Note that, in (22) D and D 1 are dependent on β and thus are also unknown variables. In order to obtain the exact solution for Eq. (10), we propose an iterative algorithm to obtain the solution β. We summarize the detail algorithm in Algorithm 1.
The problem (10) is a convex problem, theoretical analysis guarantees that the objective value is monotonic decrease and lower bounded, so it should be convergent to a global optimum solution. More details of convergence proof can be found in [29] . We note that the proposed algorithm is just repeatedly calculating the output matrix for several times, when t = 1, the resultant β is just the solution of ELM. The proposed algorithm will converge after several iterations, β will meet the optimal condition, thus β is the global optimum.
Thanks to the introduction of the L 21 -norm regularization, some rows of β will shrink to zero if the corresponding hidden neurons are irrelevant to the output. If any L 2 -norm of β i 2 (i = 1, ..., L) is lower than a given threshold, it is considered as a zero vector approximately. So, the corresponding i-th column of H is considered to have insignificant effect to the final result. Therefore, these columns of H and corresponding rows of β should be deleted. Or we can rank the L 2 -norm of β i 2 (i = 1, ..., L) in descending order, and delete the row vector of β with smallest L 2 -norm step by step until the model performance does not decrease. Consequently, in practice, the final resultant β only keep the top K rows of β with the largest L 2 -norm, and the corresponding K nodes in hidden layer are kept ultimately. Thus the resultant H and W only keep the corresponding K column of H and W respectively. This compact model is called LR21-ELM-purned, as shown in Figure 2 . Now, we analysis the computational complexity of LR21-ELM. Take the case N > L for example, when calculating Eq. 
Update ξ as:
As the number of hidden layer nodes L and number of samples N are far greater than m usually and N > L, the computational cost to update β needs O( original ELM, the computational cost of LR21-ELM-purned in testing stage can be reduced greatly if K L. In addition, the storage cost can also be saved greatly. In summary, compared to the original ELM, although the computational cost of LR21-ELM in training stage is expensive, its computational efficiency in testing stage significantly improved.
IV. EXPERIMENTS AND ANALYSIS
In this section, we conduct extensive experiments to examine the performance of our proposed learning method. We carry out a comparative analysis about the robustness, convergence, sensitivity, classification performance and sparsity of the proposed L21-ELM model. The experiments are conducted in Matlab 2015 with 16GB of memory and i7-4790 3.6-GHz processor.
A. ROBUSTNESS OF LR21-ELM
Firstly, we give an example about two classes classification problem on artificial Gaussian dataset to demonstrate the outlier robustness of the proposed algorithm. We randomly generate 500 artificial Gaussian samples for class 1 with mean parameter µ 1 = [−2. training classification decision boundaries are shown in Figure 4 . One can easily observe that the decision boundary of ELM model changes significantly. The ELM model fits the noises, which results in a poor and unreliable solution. While decision boundary of LR21-ELM model is less affected by the noises, this is mainly due to the L 21 -norm based loss function that can diminish the negative influence of outliers by reducing the importance of the outlying samples. So our L21-ELM is highly robust to noises and outliers, which are of great significance in the real-world applications.
B. CLASSIFICATION PERFORMANCE
In order to further examine the classification performance of our proposed method, we test several experiments on a variety of real-world datasets. Table 1 shows detailed information about the datasets. Most of the datasets are taken from the UCI Machine Learning Repository [34] and Statlib [35] .
1) CONVERGENCE AND SENSITIVITY
Although the L 21 -norm optimization problem is difficult, we propose an iterative algorithm to solve the L 21 -norm extreme learning machine optimization problem. In this part, we report the optimization convergence curve results on Balance, Vehicle, and Vowel datasets as show in Figure 5 . It can be observed from Figure 5 that only 10-15 iterations are needed to converge, so the convergence is very fast, and our iterative optimization algorithm is effective and efficient. Therefore, the proposed method can be applied to large scale problem in practice.
There are two parameters to be chosen in the training process for LR21-ELM, the number of hidden nodes L and the regularization parameter C. In order to test the sensitivity of LR21-ELM to parameters, we chosen parameters from specified range. In the simulations, C is set as {2 ∧ − 10, 2 ∧ −8, ..., 2 ∧ 20}, and L is set as {20, 40, 60, .., 500}. The 3-D test classification accuracy curves for LR21-ELM on dataset Balance, Vehicle and Vowel datasets are shown in Figure 6 . According to the experiment results, the parameters of our method LR21-ELM are not very sensitive to the user specified parametric values especially in a tiny specified range and LR21-ELM shows good generalization performance. The user can choose these parameters randomly at the outset without affecting generalization performance in the learning process.
2) CLASSIFICATION ACCURACY
In this part, we provide classification accuracy evaluation of the proposed LR21-ELM compared with L2-ELM with L 2 -norm regularization [3] , L1-ELM with L 1 -norm regularization [22] . For L1-ELM, we change the objective function VOLUME 7, 2019 
Thus L1-ELM has a unified form and same parameters with L2-ELM and LR21-ELM. We adapt a fast iterative shrinkage thresholding algorithm (FISTA) [33] to solve this L 1 optimization problem. After the LR21-ELM has been trained, we prune some irrelevant hidden nodes to get the LR21-ELM-purned model.
According to the sensitivity experiment results, L has smooth impact on performance, it should be large enough for classification. In order to achieve a good generalization performance, the value of L is set as 100 for the dataset with less than 10 feature dimension, and set 400 for the dataset with more than 10 feature dimension in all experiments. While C has obvious impact on performance, so we chose C from the range {2 ∧ 20, 2 ∧ 18, ..., . We conduct experiments 20 trials for each dataset with the optimal parameter (C, L), and calculate the average testing accuracy and confidence interval at 95% confidence level with t-test. The t-test is given by:
where µ and σ indicate mean and variance respectively, and t 0.025 (19) = 2.0930.The experiment results are shown in Table 2 . The bold data are the best results among the different algorithms. One can easily observe that, the classification performance of LR21-ELM is better or at least comparable on those benchmark datasets compared with L1-ELM and L2-ELM algorithms in most cases. We also should notice that the hidden nodes of LR21-ELM are redundant on most datasets, except for Vowel, Satimage and Segmentation datasets. There may be no irrelevant hidden nodes for these three datasets. After the useless nodes are pruned, the LR21-ELM-pruned gains an improvement testing accuracy against LR21-ELM, This is mainly because after removing the redundant or irrelevant informations in the hidden layer, the model LR21-ELMpruned learns more discriminative features, and the sparse model can reduce overfitting and improve generalization capability.
In order to evaluate the robustness to outliers of our proposed LR21-ELM, we can generate outliers by randomly selecting a certain percentage P out of the training instances, and deliberately change their labels to the other class. The testing set is outlier-free, since the goal of the experiment is to evaluate the influence of outliers. We set P out = 10%, P out = 15% and P out = 20%, and then evaluate the performances of different classifiers on the Iris, Breast_cancers, Ionosphere and Vehicle datasets. We show the average testing accuracy and confidence interval at 95% confidence level with t-test over 20 trials in Table 3 . Best results are highlighted in boldface.
By analyzing the results in Table 3 , one can observe that when the datasets are clean, LR21-ELM and LR21-ELMpruned can achieve slightly better classification performances compared with L2-ELM and L1-ELM. But, when the training datasets are contaminated with outliers, the performances the LR21-ELM and LR21-ELM-pruned classifiers are considerably better than those achieved by the other two classifiers, more interesting is that LR21-ELM-purned achieves such an improvement of performance with much lower number hidden neurons. As the percentage of outliers increases, the testing classification performances of LR21-ELM and LR21-ELM-purned decease much slower than the other two classifiers, so they are more robust. In other words, they are much less sensitive to the presence of outliers in the training data.
Since the incorrectly labeled data are significantly different to other samples in the same class, these outliers could mislead the classifiers training task, such that the L2-ELM and L1-ELM classifiers are not optimal. But for LR21-ELM, the L 21 -norm based loss function can diminish the negative influence of outliers, and the sparse L 21 -norm regularization can reduce the intrinsic complexity of the model, thus the learned sparse model can reduce overfitting of noisy outliers and improve generalization capability. Compared with LR21-ELM-purned, there are much hidden nodes in L2-ELM and L1-ELM, they may overfit the noisy outliers and produce unreliable solutions.
So, LR21-ELM works well when the dataset are contaminated with outliers, it can diminish the negative influence of outliers and improve generalization capability. When there are redundant features in datasets and redundant neurons in ELM network, our method also works well, because it can eliminate the potential autocorrelated hidden neurons adaptively and reduce the intrinsic complexity of the model. It is sufficient to indicate that the robust and structured sparsity LR21-ELM has the advantages of discovering of the mostrelevant features, countering of overfitting and resulting in a simpler, more robust model. Hence, LR21-ELM has wide application prospects. 
C. SPARSITY OF LR21-ELM
As mentioned before, our LR21-ELM adapts the L 21 -norm regularization which can promote a more structured level of sparsity. So in this part, in order to verify that LR21-ELM can learn sparse representation for classification, we analyze the weights distribution of three trained model L2-ELM, L1-ELM, LR21-ELM and present experiments to answer the question that how does the L 21 -norm regularization perform on pruning the irrelevant hidden neurons.
Here, we only present weights distribution on Ecoli, Vehicle, and Spambasse datasets, as shown in Figure 7 , Figure 8 and Figure 9 . It can be easily observed that the proposed method LR21-ELM obtains a sparser model than the other two, because more weights are approximate to zero for LR21-ELM model. In fact, our LR21-ELM method can adaptively enforce some rows of β shrink to zero if the corresponding hidden neurons are irrelevant to the output, while L1-ELM only results in obtaining an element-wise sparse weight matrix β. Between the two sparse networks, we would prefer LR21-ELM which has a more structured level of sparsity. Then we prune two hidden nodes corresponding to row vector of β with smallest L 2 -norm at each step until the test accuracy does not decrease. The pruned model testing classification performance on Ecoli, Vehicle, and Spambase datasets are shown in Figure 10 . We notice that pruning some irrelevant hidden nodes does not affect the classification ability of the LR21-ELM model, we can even get better accuracy after eliminating irrelevant hidden nodes. More detail testing accuracy of LR21-ELM-pruned on all datasets can be found in the last column of Table 2 and  Table 3 . This validates the effectiveness of the sparse strategy by the L 21 -norm regularization, which can improve the sparsity by eliminating redundant information and get better accuracy.
V. CONCLUSION
In this paper, we introduce the L 21 -norm into ELM on both loss function and regularization. The L 21 -norm based loss function can decrease the negative impact of outliers, and deal with outlier robustness problems. The novel L 21 -norm regularization is a powerful row-sparsity inducing regularization, it can eliminate the potential autocorrelated neurons of ELM adaptively and can help reduce the intrinsic complexity of the ELM by eliminating neurons as a whole, and thus can help obtain practical speedups. To solve the L 21 -norm ELM minimization optimization problem, we propose an efficient iterative optimization algorithm which theoretically is proved convergence. Extensive empirical tests have been performed on a number of benchmark datasets. According to the experiment results, the LR21-ELM is very robust and shows good generalization performance. The sparse solution and the comparable or even better classification performance of the proposed method clearly illustrate its efficacy and applicability. But the computational cost of LR21-ELM in training stage is expensive. So it is our tasks in the future to develop faster algorithm for the programming with L 21 -norm minimization. 
