Crowd psychology is a critical factor when considering information diffusion, which has been modeled as composed influence. The composed influence is represented as a hyperedge in a graph model. A hyperedge e = (H e , v) contains the head node set H e and tail node v. Then a social network is modeled as a hypergraph. e can only propagate this influence when all nodes in H e become active first. In this paper, the Composed Influence Maximization (CIM) also aims to select k initially-influenced seed users in such a social network. The objective is to maximize the expected number of eventually-influenced users. We present an approximating method for this objective function by formulating a series of submodular functions and these functions are convergent. Then, we develop a lower bound and an upper bound problems whose objective functions are submodular. We design a greedy strategy based on the lower bound maximization for solving CIM. We formulate a sandwich approximation framework, which preserves the theoretical analysis result. Finally, we evaluate our algorithm on real world data sets. The results show the effectiveness and the efficiency of the proposed algorithm.
I. INTRODUCTION
People's personal behaviours always follow their friends or groups, which is called conformity behaviour [1] . Especially in marketing, when one plans to buy some product, he usually ask his friends' opinions [2] . ''What I tell you three times is true'' is a well-known rule. Gao et al. [3] modelled this social phenomena by the bootstrap percolation model, where nodes can be gradually activated by neighboring nodes in networks. Watts [4] stated the cascade propagation was very complicated in random networks. Buldyrev et al. [5] studied the cascading failures when considering information diffusion in interdependent networks and developed a framework for understanding the robustness of interacting networks. If more than one friend recommends the same product, he may be in conformity with that. Aral and Nicolaides [6] studied and The associate editor coordinating the review of this manuscript and approving it for publication was Lei Yang . estimated social contagion during exercise behaviors influence with social network of runners. After tracing people over 32 years, Christakis and Fowler [7] stated that the probability of being obese person will significantly increase when his friends or family have obese persons. By studying the spread of health behavior, Centola [8] specified the behavior spread farther and faster across clustered-lattice networks than other networks. Also this influence from group is different from personal influence, which is called composed influence in this paper. The composed influence is an additional influence, and it is not simple accumulative of personal influence. Then, we model such a social network by combining the personal influence with the composed influence, where we consider Influence Maximization (IM) problem which aims to select k initially-influenced seed users to maximize the expected number of eventually-influenced users. IM problem has many applications, such as viral marketing [9] , epidemic control and assessing cascading failures within complex systems. Then Influence Maximization (IM) in normal directed graph was extended to Composed Influence Maximization (CIM) [10] in social network. There are many publications that discuss the critical node evaluation in social networks. Ji et al. [11] proposed clusters division method and obtain a set of distributed and coordinated spreaders in each cluster. Zhang et al. [12] presented a VoteRank to identify a set of spreaders with the best spreading ability. Lü et al. [13] have reviewed this most relevant works on quantifying vital nodes in complex networks.
When considering information diffusion in social network, Independent Cascade (IC) model is most popular. A user is active if he receives the information and tries to activate his neighbors (friends). For each inactive user, every active neighbor will try to activate him with a certain active probability. IC model assumes the active events from all his active neighbors are independent. IC model also assumes each activated user has only one chance to activate his inactive neighbors. The information diffusion process in social network is similar to epidemic spreading in some publications. While the main difference from epidemic spreading models is the independent assumption of Independent Cascade model. This assumption assumes all activation events between activated node and inactivated node are independent. For example, there are three guys: John, Mike and Bob. They are friends with each other. Assume the influence probability from John to Bob is 0.5, while that from Mike to Bob is 0.6 as shown in Figure 1 , then Bob will be activated by his 2 friends with the probability of 1 − (1 − 0.5)(1 − 0.6) = 0.8 when John and Mike are active. Besides the personal influence, the composed influence comes from John and Mike when they become active. Bob will be activated by this composed influence with a certain probability which is quite different from personal influence. Assume the probability of composed influence is 0.4. Then the active probability of Bob in this model is 1 − (1 − 0.5)(1 − 0.6)(1 − 0.4) = 0.88. The composed influence is modeled as a hyperedge and such a social network is modeled as a hypergraph. A hyperedge is defined as a directed edge from a user set to one user in this paper.
This conformity phenomenon leads to non-submodularity of the objective function in CIM which has been proved in [10] . Note that influences through hypergraphs are not submodular, so we cannot adapt existing social influence maximization methods to solve the CIM. Therefore, challenges are faced to solve the CIM. The first challenge is to deal with the non-submodularity. New algorithms are needed, since a simple greedy algorithm can no longer guarantee an approximation ratio. Another challenge is the scalability. Since hyperedges change the scalability, it is difficult to reduce their complexities.
Kempe et al. [14] were the first to formulate Influence Maximization Problem (IM) as an optimization problem under the IC model. They prove IM to be NP-hard under IC model and design a natural greedy algorithm that yields (1 − 1/e − )-approximate solutions for any > 0. Zhu et al. [10] studied the influence maximization problem considering the crowd psychology influence. Motivated by this celebrated work, a fruitful literature for IM [15] - [22] has been developed. However, most of the existing methods are either too slow for billion-scale networks such as Facebook, Twitter and World Wide Web or fail to retain the (1−1/e− )approximation guarantees. TIM/TIM+ [23] and IMM [24] are two scalable methods with (1 − 1/e − )-approximation guarantee for IM. Tang et al. [23] , [24] utilize a novel Reverse Influence Set (RIS) sampling technique introduced by Borgs et al. [25] . TIM+ and IMM attempt to generate a (1 − 1/e − )-approximate solution with minimal numbers of RIS samples. However, they may take days on billion-scale networks.
Later, Nguyen et al. [26] made a breakthrough and proposed two novel sampling algorithms SSA and D-SSA. Unlike the previous heuristic algorithms, SSA and D-SSA are faster than TIM+ and IMM while providing the same (1−1/e− )-approximate guarantee. SSA and D-SSA are the first approximation algorithms that use minimum numbers of samples, meeting strict theoretical thresholds characterized for IM.
Although there are a large amount of literature for IM, almost all of IM are submodular. Few results [27] are provided when the influence propagation model even slightly violates the submodularity. Narasimhan and Bilmes [28] presented an approximation method for submodular+supermodular function by substituting the supermodular function to a modular function. In [29] , Bach gave an general idea that any nonsubmodular function could represent as a difference of two submodular function. The latest approach is based on the sandwich [30] approximation strategy, which approximates the objective function by looking for its lower bound and upper bound. Non-submodularity optimization problem is difficult among set function optimization. The concept of our sandwich model is similar to the methods in the previous references. Our contribution is to propose an efficient estimation method of the #P-hard objective function which hold convergence property.
Our contributions are summarized as follows:
(1) We develop lower bound and upper bound of the objective function for CIM.
(2) We design an algorithm to estimate the objective of CIM by formulating a series of submodular functions. Theorem 5 shows the convergency of these functions.
(3) For solving CIM, Algorithm 3 gives a greedy strategy based on lower bound maximization.
(4) Lastly, we verify our algorithm on real world data sets. The results show the effectiveness and the efficiency of the proposed algorithm.
The rest of this paper is organized as follows. In Section 2, we formulate a lower bound, upper bound and design an approximation scheme of the objective function. Algorithms for solving CIM are designed in Section 3. Experiment results are shown in Section 4 and we draw a conclusion in Section 5. Table 1 summarizes the frequently used symbols and their meaning. 
II. PROBLEM FORMULATION
Given a directed social network with composed influence G = (V , E, P), where V is a set of nodes (i.e., users in an Online Social Network (OSN)), E is a set of directed hyperedges and P is the weight function on edge set E. For each directed hyperedge e = (H e , v), where H e is a subset of V and is denoted by H e = {u 1 , u 2 , . . . , u k }, P e denotes the weight of e, representing the influence propagation probability (0 ≤ P e ≤ 1).
A. COMPOSED INFLUENCE
Composed influence comes from a group of users. When given a G = (V , E, P), we model all relations between users as hyperedges. The hyperedges represent influence propagation directions, including personal and composed influences. For a hyperedge e = (H e , v), let H e denote its head set of nodes and v be the tail node (i.e., e connects nodes in H e to node v). If H e contains only one node u, it means e is a normal directed edge and the influence is personal. While H e contains more than one node, the hperedge e means there is crowd influence from H e to v. Let P e denote the weight of e, representing the influence propagation probability (0 ≤ P e ≤ 1). Specifically, P e is the probability that v is activated by H e after each node in H e is activated. For simplification, we separate E into two parts: normal directed edges E N and directed hyperedges with at least two head nodes E H .
B. INDEPENDENT CASCADE MODEL
The Independent Cascade (IC) model is the most widely used information diffusion model. Our Composed Influence Maximization (CIM) Problem is based on IC model. IC model assumes a seed set S ⊆ V . Let S t be the nodes that are activated in step t(t = 0, 1, . . .) and S 0 = S. For a hyperedge e = (H e , v), e is activated for the first time at step t only if H e ⊆ S t and H e \ S t−1 = ∅. The diffusion process is as follows. At step t, each activated hyperedge e = (H e , v) for the first time has only one chance to activate the inactivated node v with the probability of P e . Note that a hyperedge e could only propagate the influence when all nodes in H e first become all active. If H e includes an inactive node, e cannot propagate the influence since hyperedges represent crowd influences. All seed nodes in S are initially-influenced, while all active nodes at the end of the process are eventually influenced. We use σ (S|G) to denote the expected number of eventually-influenced nodes.
C. COMPOSED INFLUENCE MAXIMIZATION PROBLEM
The Composed Influence Maximization (CIM) Problem G = (V , E, P), the objective is to select k initially-influenced seed users to maximize the expected number of eventuallyinfluenced users:
where S is the initial seed set and σ (S|G) the expected number of eventually-influenced nodes.
D. PROPERTIES OF COMPOSED INFLUENCE MAXIMIZATION PROBLEM
It is known that any generalization of a NP-hard problem is also NP-hard. The Composed Influence Maximization (CIM) Problem was proved to be NP-hard in [10] . The social influence maximization problem is a special case of CIM when the head set H e just contains one node. Also, we can get the following result of computing σ (S).
The objective function of CIM is neither submodular nor supermodular under IC model [10] .
III. UPPER BOUND AND LOWER BOUND
Since the objective function σ (S|G) is nonsubmodular and nonsupermodular, the greedy strategy can not guarantee an efficient approximation bound. We will introduce the sandwich approximation framework to bound the approximation by an upper bound function and a lower bound function. At the same time, we try to reduce the gap between upper bound and lower bound.
A. UPPER BOUND
For each hyperedge, CIM requires all nodes H e are activated when try to activate the tail node with a given probability. Now we construct an upper bound problem, which only needs at least one node in H e is activated. Furthermore, if specify a certain node u in H e , H e will try to activate the tail node after u is activated. It can be shown this problem is also an upper bound and it is more tight upper bound especially.
Given
Particularly, the number of nodes in H i is at least 2 according to our assumption. We generate new directed edges
. . , m} be the collection of these edges. For each e i ∈ E * , P e i = P (H i ,v i ) is the influence probability from u ij i to v i . If there already have some edges in E which are the same as in E * , they will be considered as multi-edge and activate the their tail nodes under IC model. Let G 0 = G−E H and σ (S|G 0 + E * ) denote the totally expected number of activated nodes when spread in G 0 + E * with initial seed set S under IC model. Since, G 0 + E * is a graph without hyperedges, σ (S|G 0 +E * ) is monotone and submodular [14] . Moreover, we have the following result.
Theorem 1: Given an instance of CIM G = (V , E, P) and a seed set
proof 2: Given an instance of CIM G = (V , E, P) and a seed set S, let f G 0 +E * (v) and f G (v) denote the eventually activated probability of v in G 0 + E * and G respectively. We only need to prove
is the edge set in G that contains all edges with tail node v. Then, E (v) can also divided into two parts according to the number of nodes in their head set
Under IC model, the diffusion process is step by step. In the first step, S is the seed set.
is activated, all nodes in head set H e of e must belong to S. On the other hand, there must exist (u ij , v) ∈ E * (v) where u ij ∈ H e . Obviously, u ij ∈ S and P (u ij ,v) = P e . Then we have
In the following step, the activated nodes in G are always a subset of that in
From Theorem 1, E * are picked arbitrarily. Meanwhile, we may gain the better one when min E * σ (S|G 0 + E * ). Then, a better upper bound will be obtained.
B. LOWER BOUND
If the composed influences are omit, which means all hyperedges are deleted from CIM, then we obtain a trivial lower bound for CIM. Obviously, this lower bound function is monotone and submodular.
C. APPROXIMATION SCHEME OF THE OBJECTIVE FUNCTION
In this subsection, we will present an approximation scheme for the objective function in CIM, then RIS method can be applied, which has been proved an efficient method in computing the objective function of Influence Maximization problems. One big challenge of computing objective function for CIM comes from the hyperedge structure which makes the RIS method unusable. Our basic idea is to formulate a series of functions which is convergence to the objective function in CIM for any given seeds set S. RIS method [25] can be applied in each one of these functions. And the number of these function may be theoretically bounded.
Randomly pick exactly one edge e i = (u ij i , v i ) from each E i , and let E * = {e i |i = 1, 2, . . . , m} be the collection of these edges. Let G 0 = G − E H , and assume f 0 (v) is the expected activation probability of v when spreading the influence on G 0 for a given seed set S. For each e i ∈ E * , the influence probability P 1
. Let E * (P 1 ) denote the edge set with influence probability P 1 e i on each edge. Then we have the following theorem.
Theorem 3: Given an instance of CIM G = (V , E, P) and a seed set
proof 4: Given an instance of CIM G = (V , E, P) and a seed set S, let f G 0 +E * (P 1 ) (v) and f G (v) denote the eventually activated probability of v in G 0 + E * (P 1 ) and G respectively. We only need to prove f G 0 +E * (P 1 ) (v) ≤ f G (v). For simplicity, let G = G 0 + E * (P 1 ).
Assume f 0 (v) is the expected activation probability of v when spread the influence on G 0 for a given seed set S.
are obviously true since G 0 is a subgraph of G and subgraph of G . For any node v, let E 1 (v) and E 2 (v) be the incoming normal directed edge set and hyperedge set respectively in G. Since the diffusion model in this paper is based on IC model, which means the influence from different neighbors are independent. Then, the expected activation probability can be estimated as follows
In G 0 + E * (P 1 ), there are only normal directed edges left according to the formulation process. We can still divide the incoming normal directed edge set of v into two parts: edges in G 0 and in E * (P 1 ). Let E 1 (v) and E 2 (v) denote these two parts respectively. Then,
is as follows:
Under IC model, the diffusion process is step by step. In the first step, S is the seed set. with f 0 (u) ≤ f G (u). Furthermore, we can update the influence probability on each edge in E * according to the output of the expected activation probability of each node v, i.e. f 1 (v). Then, for each e i ∈ E * , the influence probability P 2 e i = P (H i ,v i ) · j=k i j=1,j =j i f 1 (u ij i ) and formulate a new IM problem G 0 + E * (P 2 ). A series of IM problems can be generated according to the updated activation probability, and the following theorem shows their convergence to the objective function of CIM for a given S.
Theorem 5: Given an instance of CIM G = (V , E, P) and a seed set S, where E = E N ∪ E H . f t−1 (v) is the expected activation probability of v when spread the influence on G 0 + E * (P t−1 ) for the given seed set S. For each
where the iterations are at most m = |E H |. proof 6: Given an instance of CIM G = (V , E, P) and a seed set S, let f G 0 +E * (P t ) (v) and f G (v) denote the eventually activated probability of v in G 0 + E * (P t ) and G respectively.
We need to prove the following three statements is true for any t:
And
For simplicity, let G t
. For any node v, let E 1 (v) and E 2 (v) be the incoming normal directed edge set and hyperedge set respectively in G. Then, the expected activation probability can be estimated as follows
u∈H e f G (u)) (10)
In G 0 + E * (P t+1 ), there are only normal directed edges left according to the formulation process. We can still divide the incoming normal directed edge set of v into two parts: edges in G 0 and in E * (P t+1 ). Let E 1 (v) and E 2 (v) denote these two parts respectively. Then,
Obviously, E 1 (v) = E 1 (v) since G 0 is a subgraph of G. For each edge (u, v) ∈ E 2 (v), there must exist (H e , v) ∈ E 2 (v) such that u ∈ H e according to the definition of E * . Then, P t (u,v) = P (H e ,v) · u ∈H e ,u =u f t (u ). Equation 11 is as follows:
Under IC model, the diffusion process is step by step. In the first step, S is the seed set. For each node u ∈ S,
for any inactivated node v after the first step. While the following steps,
Secondly, assume f 0 (v) is the expected activation probability of v when spread the influence on G 0 for a given seed set
Then, we have P t e i ≤ P t+1 e i . That means the influence probability on each
Finally, we will prove the iterations are at most m. Since the activated nodes can only try to activate their inactivated neighbors once, the influence diffusion path from each node will be acyclic. According to the definition of IM problem G t , only edges in E * will change at each iteration P t
). If f t−1 (u) does not change for all nodes in H i , then P t e i = P t−1 e i . Since the influence diffusion is acyclic, once f t−1 (u) dose not change in iteration t, f t−1 (u) will never change in the following iterations. In the first iteration, assume hyperedge (H e , v) is closest to seed set S, that means each node in H e is not a tail of another hyperedge. Then, f 1 (u) = f 0 (u) for each u ∈ H e and P 1 (H e ,v) = P 0 (H e ,v) . If there does not exist another hyperedge in which v is the tail, otherwise we can used the same strategy as stated above, then f 2 (v) = f 1 (v). And so on, there must exist at least one hyperedge where each node in the head set of this hyperedge will be unchangeable. Then there are at most m iterations where m is the number of hyperedges in G.
IV. ALGORITHM A. ( , δ)-APPROXIMATION
We recall the ( , δ)-approximation in [32] that will be used in our algorithm. is relative error of estimation and (1 − δ) is confidence.
Definition 7 (( , δ)-approximation): Let Z 1 , Z 2 , . . . be independently and identically distributed samples according to Z in the interval [0,1] with mean µ z and variance σ 2 Z . A Monte Carlo estimator of µ z ,
is said to be an ( , δ)-approximation of µ Z if
Define ϒ = 4(e − 2) ln(2/δ)/ 2 and ϒ 1 = 1 + (1 + )ϒ, then the Stopping Rule Algorithm given in [25] has been proved to be ( , δ)-approximation. 
B. INFLUENCE ESTIMATION METHOD IN CIM
The Reverse Influence Set (RIS) sampling method [25] cannot applied directly to CIM problem since reverse reachable probability can not be used to estimate σ (·). On the other hand, Mento Carlo method always cost too much running time [10] . Then, we will introduce a new method to estimate the influence when given a seed set S for CIM problem. The main idea comes from Theorem 5. Firstly, we propose an estimation procedure for activation probability of each node when given the initial seed set S in a normal directed social network G. For each inactivated node v, we define a reverse reachable set (R v ) as follows [25] : (1) generating a sample graph g from G;
(2) returning R v as the set of nodes that can reach v in g. Let R v denote a set of random reverse reachable set for node v. Let Cov R v (S) denote the number of reverse reachable sets in R v that intersection with S is not empty. Then, we define an estimator of active probability for any node v as f (v) = Cov R v (S)/|R v |. According to Lemma 8, for each node v, we need to generate N = |R v (S)| reverse reachable sets that satisfy the stopping rule Cov R v (S) ≥ 1 + 4(1 + )(e − 2) ln(2/δ)/ 2 . Then, we present the following estimation procedure Algorithm 1 which will output f (v) as an estimation of activation probability f (v).
Secondly, we will formulate a group of IM problems which are lowerbounds for the original CIM. Given an instance of CIM G = (V , E, P), assume E H = {(H 1 , v 1 ), (H 2 , v 2 ), . . . , (H m , v m )} is the hyperedge set, where H i = {u i1 , u i2 , . . . , u ik i } is the head node set for hyperedge (H i , v i ) for i = 1, 2, . . . , m. Particularly, the number of nodes in H i is at least 2 according to our assumption. We generate new directed edges
Randomly pick exactly one edge e i = (u ij i , v i ) from each E i , and let E * = {e i |i = 1, 2, . . . , m} be the collection of these edges. Then we present the following influence estimation procedure Algorithm 2 for CIM based on Theorem 5. R ← generate a random reverse reachable set for node v 5:
In this subsection, we will present a greedy strategy for CIM based on updating the influence probabilities on each edge in E * . At each iteration, an IM problem will be solved by RIS method. Algorithm D-SSA [10] will apply in our algorithm. Algorithm 3 may not cost too much time since some data at first iteration can be reused in the following iterations and we only need to estimate the activation probability for node in head set of hyperedges. According to Lemma 8, define ϒ = 4(e − 2) ln(2/δ)/ 2 and ϒ 1 = 1 + (1 + )ϒ for given , δ. 
Randomly pick exactly one edge e i = (u ij i , v i ) from each E i , and let E * = {e i |i = 1, 2, . . . , m} 7: for t = 0 to t = m do 8:
for each node v do 10 :
end for 12: end for 13: σ (S|G) ← v∈V f (v) 14: return σ (S|G) The sample complexity of Algorithm 3 is O(mnϒ 1 ) where n is the number of nodes and m is the number of hyperedges.
D. COMPARISON EXPERIMENTS
Experiment results will be shown in the next section by comparing our algorithm with others. Firstly, we will present 
Randomly pick exactly one edge e i = (u ij i , v i ) from each E i , and let E * = {e i |i = 1, 2, . . . , m} 7:
end for 12: end for 13: return S k ← S m k several iterations of Algorithm 2 and compare with the upper bound. Secondly, an heuristic strategy, by selecting the first k Maximum Out-degree (MO) nodes as the seed set, will be presented for comparison with our algorithm.
V. EXPERIMENTS
In this paper, we have used three datasets [10] and one dataset in [33] . Each dataset has both one mode and two mode data which are preprocessed to give the edges (both simple and hyperedges) of the graph on which the experiments are performed. The first three datasets are a Facebook-like Forum network (FF), Newmanąŕs Scientific Collaboration network (NSC) and Norwegian Interlocking Directorate (NID) [10] . The fourth dataset is TheMarker [33] .
All datasets contain both one mode and two mode data or group information. For Facebook-like Forum Network dataset, we found the composed influence from the topics and got 479 hyperedges. There were 95188 normal edges and 3668 hyperedges in dataset NSC, and 7710 normal edges and 4977 hyperedges in dataset NID, and we got 13263 hyperedges for dataset TheMarker. All the programs were written in Python 3.6.3 and run on a Linux server with 16 CPUs and 251GB RAM. The data statistics are compiled in the Table 2 below. The estimation approximation parameters are set as = 0.8 and δ = 0.2. The influence probability on each hyperedge was generated according to the in-degree of the tail node.
A. EFFECTIVENESS
The graphs in Figure 2 , 3, 4, 5 show the experimental results for Dataset FF, NSC, NID, and TheMarker respectively. We run Algorithm 3 to get the seed set S. Then, compare the objective of S with that of seed set from Heuristic strategy MO. MO is the Maximum Outdegree method. In this approach, the k seeds are selected by the first k nodes of the graph that have the maximum outdegree i.e, the nodes that have the maximum number of edges going out of it. The index of Iteration is the symbol t in Algorithm 3. These results are shown in subfigure (a) for each dataset. Secondly, we show the convergency of Algorithm 2 for seed set S and compare with the upper bound proposed in section III-A. From all these experiments, we can get the following results.
We have gotten four main results. (1) The expected number of activated nodes in each dataset is increasing with the number of seeds increase in subfigure (a). (2) Subfigure (a) shows our Algorithm GSLBM performs better than the heuristic method of selecting first k nodes with maximum outdegree.
(3) From subfigure (b), Algorithm 3 is convergence since the number of activated nodes increase with the iteration from 0 to 3 and approaches to the upperbound. (4) Subfigure (b) also shows the output of Algorithm 3 is not too far from the upperbound.
VI. CONCLUSION
In this paper, we modeled the crowd influence in information diffusion process by using a hyperedge. The Composed Influence Maximization (CIM) was formulated to select initially-influenced seed users under Independent Cascade (IC) model to maximize the expected number of eventually-influenced users. We showed CIM was NP-hard and the objective function was neither submodular nor supermodular. An algorithm to estimate the objective of CIM by formulating a series of submodular functions was designed and the convergency of these functions was proved. We developed lower bound and upper bound of the objective function. For solving CIM, a greedy strategy based on lower bound maximization was presented. Finally, the experiment results showed effectiveness and the efficiency of the proposed algorithm. For future research, we are looking for an efficient method to solve nonsubmodular problems, such as difference of submodular decomposition since every nonsubmodular function can be written as a difference of two submodular functions. WEILI WU (M'00) received the M.S. and Ph.D. degrees from the Department of Computer Science, University of Minnesota, Minneapolis, MN, USA, in 1998 and 2002, respectively. She is currently a Full Professor with the Department of Computer Science, The University of Texas at Dallas, Dallas, TX, USA. Her research mainly deals in the general research area of data communication and data management. Her research interests include the design and analysis of algorithms for optimization problems that occur in wireless networking environments and various database systems. VOLUME 7, 2019 
