Abstract. The eigenvalue pattern of a *-homomorphism between two matrix algebras over commutative C * -algebras is a generalization of the Gelfand map in the commutative case. We give a systematic formulation of abstract eigenvalue pattern and extend the classical results by using a technique involving the groupoid algebras of eigenvalue patterns. In the case with matrix algebras over the one-dimensional circle, we characterize all the *-homomorphisms up to unitary equivalence by their eigenvalue patterns. Moreover, this technique has an application to recent classification theorems of C * -algebras proved by the present author.
Introduction
Let there be given two compact Hausdorff spaces X and Y . The so-called Gelfand map characterizes all the homomorphisms between the C * -algebra of continuous complex-valued functions on X, C(X), and that on Y , C(Y ), by continuous maps between Y and X. More precisely, every continuous map φ from Y to X induces a canonical map φ * from C(X) to C(Y ), with φ * (f )(y) equal to f (φ(y)) for all f in C(X) and y in Y . We shall show that homomorphisms between matrix algebras over C(X) and C(Y ) can be systemized in an analogous manner.
For any homomorphism φ from C(X) to M k (C(Y )), the k-dimensional matrix algebra over C(Y ), φ induces a canonical multi-valued map φ * from Y , the spectrum of M k (C(Y )), to X, the spectrum of C(X): for any y in Y , (φ(·))(y) : C(X) → M k (C) is a k-dimensional representation of C(X). So it is a direct sum of irreducible representations of C(X). Now, since all irreducible representations of C(X) are evaluations at some elements of X, we can associate k elements x 1 , . . . , x k of X (which may be repeated) to the representation φ(·) (y) . The map y → {x 1 , . . . , x k } is called the eigenvalue pattern of φ and is denoted by φ * . A question arises: (Q1) Can any multi-valued map (continuous in some sense) be the eigenvalue pattern of some homomorphism?
In the case k = 1, the Gelfand map gives an affirmative answer to the above question.
The present paper is the first paper giving the definition of a singular abstract eigenvalue pattern (a similar concept in the full matrix algebra (non-singular) case is considered in [Go] ). We will give partial answers to the above question in the higher-dimensional case by using a technique involving the groupoid algebras of eigenvalue patterns. In particular, in the case with matrix algebras over the onedimensional circle, we give a complete answer to the above question (Corollary 7.1). In other words, we characterize all the *-homomorphisms up to unitary equivalence by their eigenvalue patterns.
This technique has an application to recent classification theorems of C * -algebras proved by the present author (cf. [Ts1] , [Ts2] ). In [Ts2] , the present author applies Theorem 9.1 to construct a family of *-homomorphisms. This family of *-homomorphisms turns out to be a useful technique for proving the range of the invariant theorem in [Ts2] , which is the first Effros-Handelman-Shen-type theorem (cf. [EHS] ) associated with an isomorphism theorem for stably projectionless C * -algebras. (In [Ell2] and [EV] , there are similar results, but the constructions of these authors rely on the complicated structure of the fibre at infinity of their building block algebra. In [Ts2] , the fibre at the infinity of the building block algebra (cf. Chapter 8 in the present paper) is simple (its spectrum has only a single point) and the construction in [Ts2] is more natural, and also perhaps easier to understand).
The convenience of using the eigenvalue pattern can be seen in Theorem 9.1, which can be treated (with some technical modifications) as a new and shorter proof of Razak's existence theorem ( [Ra] , Theorem 3.1). We can freely deduce the complicated work on *-homomorphism construction by considering only the eigenvalue pattern construction. This gives us more flexibility in doing approximate intertwining arguments in classification theorem (cf. [Ell1] ).
Non-singular abstract eigenvalue pattern
Let X and Y be compact Hausdorff topological spaces. We denote the family of finite subsets (with multiplicity; that is, some elements can be repeated) of X with k elements by P k (X). Then P k (X) has a canonical topology, namely the Gromov-Hausdorff topology (that is, the product topology modulo the permutation relation).
A k-dimensional non-singular abstract eigenvalue pattern from Y to X is a continuous map ψ from Y to P k (X).
Remarks.
(1) Non-singular means the dimension k of the image of ψ is fixed for all y in Y . In Section 9, we shall discuss a singular case. (2) If φ * is the eigenvalue pattern of a homomorphism φ :
, then by continuity of φ, the eigenvalue pattern φ * is clearly a non-singular abstract eigenvalue pattern.
We shall introduce a technique involving the groupoid algebras of eigenvalue patterns.
Groupoid algebra
We review some definitions of a groupoid and its algebra in this section; more details can be found in [Re] .
A groupoid G is a set with:
(1) a product map (x, y) → xy :
We call an element x in G an arrow, and, for x ∈ G, h(x) = xx −1 is the head of x and t(x) = x −1 x is the tail of x. The set G 0 = h(G) = t(G) is called the unit space (or the set of objects) of G.
A topological groupoid G is a groupoid as well as a topological space such that the inverse map and the product map are continuous when G 2 has the induced topology from G × G.
A locally compact groupoid G is calledétale if its head and tail maps are local homeomorphisms from G to G 0 . Let G be a locally compact groupoid. For f, g in C c (G) (continuous function on G with compact support), let us define the convolution of f and g, and the involution of f as f * g(x) = y∈G f (xy)g(y −1 ) and f * (x) = f (x −1 ), respectively. Then C c (G) becomes a topological *-algebra (whenever C c (G) is closed under convolution)-in particular, it is true when the groupoid isétale, see ([Re] , Proposition 1.1).
Suppose
has the inductive limit topology and B(H) the weak operator topology, such that the linear span of {L(f
If we define the norm f equal to sup L bounded L(f ) , then the norm · is a C * -norm ( [Re] , Proposition 1.10). We denote the completion of C c (G) with respect to the above C * -norm as C * (G).
The path space of a non-singular abstract eigenvalue pattern
The idea of path space was considered by others many years ago (cf. [Eva] ); typical non-trivial examples are path spaces of the Bratteli diagrams associated with approximate finite algebras, AF-algebras (cf. [Br] ).
For a given non-singular abstract eigenvalue pattern ψ : Y → P k (X). We define the path space to be the set
It is a set of pairs with multiplicity (some elements are repeated if s appears in the image of ψ more than once). For any element e = (s, r) in E ψ , we write r(e) = r (the range of e) and s(e) = s (the source of e). An equivalent relation ∼ can be defined on E ψ by e 1 ∼ e 2 if r(e 1 ) = r(e 2 ) for e 1 , e 2 in E ψ (two paths are related if and only if they go to the same element in Y ).
The groupoid of a path space
Let ψ, E ψ be the same as in the previous sections. The equivalent relation ∼ on E ψ induces a groupoid G E ψ . More precisely, we write an element in G E ψ as (e 1 , e 2 ) (an element of the graph of the relation ∼), and we define the inverse operation as (e 1 , e 2 ) −1 = (e 2 , e 1 ) and the product operation as (e 1 , e 2 )(e 2 , e 3 ) = (e 1 , e 3 ). Two pairs (e 1 , e 2 ) and (e 1 , e 2 ) are composable if and only if e 2 equals e 1 .
Global labelling property
Let there be given a non-singular abstract eigenvalue pattern ψ : Y → P k (X) (with X, Y being compact and Hausdorff). The map ψ satisfies the Global Labelling Property if there exist continuous maps ψ 1 , . . . , ψ k from Y to X, such that ψ(y) = {ψ 1 (y), . . . , ψ k (y)} up to permutation. Clearly, a labelling may not be unique.
For an abstract eigenvalue pattern ψ satisfying the global labelling property with labelling (ψ 1 , . . . , ψ k ), we can distinguish the elements in E ψ (and hence the elements in G E ψ ). More precisely, for any y in Y , suppose that ψ i (y) equals ψ j (y) as an element in X with i = j. Now with the help of the labelling, we can regard the elements (Ψ i (y), y) and (ψ j (y), y) as different elements in E ψ ; hence, the elements (
Furthermore, we can define a topology on G E ψ using a fixed labelling (ψ 1 , . . . , ψ k ) of the eigenvalue pattern ψ: for an element (e 1 , e 2 ) in G E ψ with s(e 1 ) = ψ i 1 (r(e 1 )) and s(e 2 ) = ψ i 2 (r(e 2 )), and an open neighbourhood U of r(e 1 ) = r(e 2 ) in Y , we define
Topology on the groupoid G E ψ is generated by such sets (the sets O((e 1 , e 2 ), U)'s are basic neighbourhoods of (e 1 , e 2 )). 
Proof. For y in Y , we consider the arrows a ij (y) with head equal to (ψ i (y), y) and tail equal to (ψ j (y),
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We can define another groupoid which is a subgroupoid of G E ψ , namely, , e 2 ) ∈ G E ψ : s(e 1 ) = s(e 2 )} endowed with the induced topology.
Proof. Let f be an element in C (Image(ψ) ). We definef on G E ψ bŷ f ((e 1 , e 2 )) := f (s(e 1 ))(= f (s(e 2 ))).
Then the map f →f is an injective *-homomorphism from C(Image(ψ)) to
o t h e r w i s e ,
. Now, we can give a partial answer to question (Q1). Proof. For a function f in C(X), by Proposition 6.3 we can regard the restriction of f to the image of ψ as an element of the groupoid algebra
, which is isomorphic to M k (C(Y )) by Proposition 6.2. This map has ψ as its eigenvalue pattern, as desired.
Local labelling property and non-singular eigenvalue patterns on the circle
In the case X = Y = T, the one-dimensional circle, there are many abstract eigenvalue patterns which do not satisfy the global labelling property. One simple example is the following one:
If we parametrize T by the set {e 2πit : t ∈ (0, 1]} in C, then the eigenvalue pattern φ :
, has no global labelling. Geometrically, the graph of φ is:¨¨¨¨¨Ẅ e see that, at t = 1, the pattern flips over. Fortunately, a suitable topology can be introduced on the groupoid G E φ to make it anétale groupoid. cover Y , the element r(e 1 )(= r(e 2 )) is in the intersection of U and v i for some i. By the local labelling property, the source element s(e 1 ) equals ψ i j 1 (r(e 1 )), and the other source element s(e 2 ) equals ψ i j 2 (r(e 2 )) for some 1 ≤ j 1 , j 2 ≤ l. We define
Topology on the groupoid G E ψ is generated by such sets.
Remarks.
(1) Endowed with this topology, the groupoid G E ψ isétale.
(2) This topology is not canonical: two different local labellings induce two different topologies. (3) For the case Y equal to the one-dimensional circle, there is a Möbulis-bandparadox: if we move an arrow in the groupoid G E ψ around the circle once along the local labelling covering, we will not get the original arrow. It is just like the mobulis band being twisted (you can get the original arrow if you move around the circle twice). In our case, in order to get the original arrow, we need to move around the circle k! times, which is the order of the permutation group with k elements.
We have the same result as in the global labelling case (Theorem 6.1). (In other words, the global hypothesis of Theorem 6.1 can be replaced by the local one.) Proof. The argument of the statement in the global labelling property case can be carried over. One minor change in the proof is that the range of the map f →f (Proposition 6.2) is a C * -bundle over Y having fibre, at each y in Y , isomorphic to M k (C), so the range is isomorphic to a sub-C * -algebra of M k (C(Y )).
Therefore, we have an affirmative answer to question (Q1) in the case X = Y = T, the one dimensional circle:
Corollary 7.1. Any k-dimensional non-singular abstract eigenvalue pattern on T is the eigenvalue pattern of some homomorphism from C(T) to M k (C(T))
Proof. Any such eigenvalue pattern satisfies the local labelling property, since for each point in T, we can choose a neighbourhood such that the image of that eigenvalue pattern is not surjective. Hence we can cut the circle T at a point to make the image to be on a closed interval. Then we can label that neighbourhood by the image ordering on that closed interval. Using the compactness of the circle T, we get a local labelling.
A singular case
In previous sections, we considered the maps with C(X) as their domains. In the following two sections, we extend the definition of an eigenvalue pattern to a singular form which corresponds to a map with a sub-C * -algebra of M k (C(X)) as its domain.
In particular, we consider a case with X equal to the interval [0, 1] and having one singular point (at the fibre at infinity; see the definition below). We are interested in this special case because it has an application on classifying simple inductive limits of algebras having these properties as building blocks (cf. [Ts1] , [Ts2] ).
Clearly, the ideas in these two sections can be extended to other cases (for example, having different spectra or different number of singular points) without difficulty.
For a pair of natural numbers (n, n ) with n dividing n (n > n), let M n (C) and M n (C) denote the matrix algebras over C of orders n and n , respectively. Let homomorphisms φ 0 and φ 1 , from M n (C) to M n (C), have multiplicities n n − 1 and n n , respectively. (Up to unitary equivalence, the homomorphism φ 0 maps M n (C) into diagonal block matrices in M n (C) with n n − 1 identical blocks and one zero block, and the homomorphism φ 1 yields matrices with n n identical blocks; in particular, the homomorphism φ 1 is unital.) We define
The irreducible representations of A(n, n ) are just the natural evaluation maps. More precisely, for 0 < s < 1, consider the representation e s : A(n, n ) → M n (C) of A(n, n ) obtained by evaluating at s. Also consider the representation e ∞ : (n, n ) obtained by evaluating at the irreducible fibre at infinity. Then every irreducible representation of A is unitarily equivalent either to e s for some s ∈ (0, 1) or to e ∞ . In other words, the spectrum of A(n, n ) is T, the one-dimensional circle.
If we parametrize the spectrum of A(n, n ), T, by {e 2πit : t ∈ (0, 1]} (with e 2πi1 = 1 representing the irreducible representation e ∞ at the fibre at infinity), we see that the point e 2πi1 = 1 is a singular point since when t tends to 1, the irreducible representation e t tends to the direct sum of n n copies of the irreducible representation e ∞ . On the other hand, when t tends to 0, the irreducible representation e t tends to the direct sum of n n − 1 copies of the irreducible representation e ∞ . The numbers represent the multiplicities at different regions.
Example. Let us consider the map
From this example, we can see that the total multiplicity of a singular eigenvalue pattern may not be fixed. More precisely, total multiplicity may change at the singular point.
Therefore, in order to define a singular abstract eigenvalue pattern, the continuity of an abstract pattern must be compatible with the multiplicity change at the singular point.
Singular abstract eigenvalue pattern and its groupoid algebra
For two natural numbers k and N (usually k is greater than N ), we denote the family of all finite subsets of T (with multiplicity) with at most k elements as T (1) Two non-singular arrows (e 1 , e 1 ), (e 2 , e 2 ) are composable if the head e 1 of the first arrow equals the tail e 2 of the second arrow (the indexes of the sources are the same). (2) A singular arrow is composable only with itself and the composition is itself. (3) The inverse of a non-singular arrow (e, e ) is (e , e). (4) The inverse of a singular arrow is itself.
Also, the topology on the groupoid G Ψ is defined as the following:
(1) If non-singular x y (in Ψ(y)) tends to 0 as y tends to some point y 1 in Y , then the N − 1 arrows, with the i-th copy of x y as its head and tail, 1 ≤ i ≤ N − 1, tends to the singular arrow at y 1 . On the other hand, if non-singular x y (in Ψ(y)) tends to 1 as y tends to some points y 2 in Y , then the N arrows, with the i-th copy of x y as its head and tail, 1 ≤ i ≤ N , tends to the singular arrows at y 2 .
(2) Basic neighbourhoods of the non-singular arrows are defined as in Section 7 (with the indexes as labellings).
We note that the groupoid G Ψ may not beétale with this topology, but we can still define the groupoid algebra C * (G Ψ ), and by the same argument as in the proof of Theorem 7.1, we have C * (G Ψ ) ⊆ M kN (C[0, 1]). Furthermore, we consider the sub-C * -algebra C * (G Ψ ) 0 of the groupoid algebra C * (G Ψ ), which is equal to {f ∈ C * (G Ψ ) : f ((e 1 , e 1 )) = f ((e 2 , e 2 )) if s(e 1 ) ≡ s(e 2 ) and s(e 1 ) ≡ s(e 2 )}, where s(e 1 ) ≡ s(e 2 ) means s(e 1 ) is equal to s(e 2 ) as an element in T and also with the same index. The inclusion map of this sub-C * -algebra into C * (G Ψ ) induces a *-homomorphism from A(1, N) to M kN (C[0, 1]). Finally, we have an analogous result for the singular case. 
