Determining an appropriate number of clusters is a di cult yet important problem. The rival penalized competitive learning (RPCL) algorithm was designed to solve this problem. But its performance is not satisfactory when there are overlapped clusters or in the cases where the input vectors contain dependent components. This paper addresses this problem by incorporating full covariance matrices into the original RPCL algorithm. The resulting algorithm, referred to as the extended RPCL algorithm, progressively eliminates the units whose clusters contain only a small portion of the training data. The algorithm is applied to determine the number of clusters of a Gaussian mixture distribution. It is also applied to optimize the architecture of elliptical basis function networks for speaker veri cation and for vowel classi cation. It is found that the covariance matrices obtained by the extended RPCL algorithm have a better representation of the clusters than that obtained by the original RPCL algorithm, resulting in a lower veri cation error rate in the speaker veri cation problem and a higher recognition accuracy in the vowel classi cation problem.
I. Introduction
Clustering is a process in which a collection of data is partition into subgroups. It has important applications in many problem domains. Over the years, a number of clustering methods have been proposed 1]. One of the well-known methods is the K-means algorithm 2], which iteratively reassigns each data point to the cluster whose center is closest to the data point and then recomputes the cluster centers. The method is simple and computationally e cient. However, its disadvantage is that the number of clusters should be pre-speci ed. In many applications, this number is unknown.
To tackle this problem, Xu et al. 3] proposed a new idea of competitive learning called rival penalized competitive learning (RPCL) in an e ort to determine an appropriate number of clusters automatically. The basic idea is that for each input, not only the weights of the winner unit are updated to adapt to the input, but also the weights of its rival (the second winner) are delearned by a small amount.
After its introduction in 1992, RPCL has been applied to a number of real-world applications 4] 5] 6]. These applications consider the RPCL as a cluster selector which provides other algorithms with the optimal number of clusters and their center locations. It is found that the RPCL, when combined with a linear predictor, outperforms the Clus- Net 7] and the frequency sensitive competitive learning algorithm 8] in a time series prediction problem, especially for long prediction time lag.
Although promising results have been obtained in the above applications, we show in this study that the performance of RPCL degrades rapidly when the data set contains overlapped clusters or in the cases where the input vectors contain dependent components. In this situation, the algorithm is found to be very sensitive to the learning rates of the winner and rival units. The algorithm is also easily a ected by the initial center positions and the initial number of centers. We propose to address this problem by running the algorithm many times with randomized initial center positions. In each simulation run, the algorithm progressively removes the centers whose clusters contain only a small portion of the training data. When all of the simulation runs terminate, a distribution of the numbers of identi ed clusters is obtained. The optimal number of clusters is determined by nding the peak of this distribution.
This paper also proposes to modify the original RPCL algorithm so that a full covariance matrix is used to represent the probability density of data within a cluster. We denote the resulting algorithm as the extended RPCL algorithm. Its advantage is that it is able to identify potential clusters even though the clusters may be overlapped and the input vectors may have dependent components.
The remainder of this paper is organized as follows. In Section II, the original and the extended RPCL algorithms are introduced. Their performance in identifying Gaussian clusters and in optimizing elliptical basis function network's architecture is compared in Section III. In Section IV, the di erences between the extended RPCL algorithm and other radial basis function constructive algorithms are highlighted, followed by some concluding remarks.
II. RPCL Algorithm and Its Extension
A. Original RPCL Given a layer of units with the output of each unit denoted by i and its weight vector by! i (i = 1; :::; k), the RPCL algorithm consists of the following four steps 10]:
Step 1) Initialize the weight vectors f! i g k i=1 randomly and set t = 0, where t represents the number of weight updates so far.
Step 2) Randomly select a samplex from a data set D. For Here, i = n i = k j=1 n j where n j is the number of occurrences of j = 1. Note that c and r represent the winner and rival units respectively, and k k denotes Euclidean distance.
Step 3) Update the weight vectors f! i g k i=1 according to! i (t + 1) =! i (t) + ! i (t), where where 0 c ; r 1 are the learning rates for the winner and rival units, respectively. Note that only the winner and the rival units will be updated.
Step 4) Increment t by 1, if t < T, go to Step 2; otherwise, stop the algorithm. Note that T is the maximum number of weight updates and should be de ned before starting the algorithm.
After the algorithm terminates, the magnitude of each weight vector, j! i j, is compared with a pre-de ned threshold . Units with large value of j! i j are removed. More specifically, unit i is removed whenever j! i j > . The weight vectors corresponding to the remaining units are considered as the cluster centers. April 7, 1999 DRAFT B. Extended RPCL
The extended RPCL algorithm starts with a large number of units in the competitive learning network. After every iteration, the number of samples in each cluster is determined. Then, the units whose clusters contain only a few samples are discarded. We denote these units as abundant units. This step is to ensure that su cient training samples are used to compute the covariance matrices. Formally, the RPCL algorithm is modi ed as follows:
Step 1) Set the number of cluster centers k to a value that is larger than the expected number of clusters in the data set. Initialize the weight vectors f! i g k i=1 randomly and the matrices f j g k j=1 by using the K-nearest neighbors algorithm with K being set to 2. De ne a threshold for discarding abundant units. Set p = 0, where p is a counter representing the number of consecutive iterations for which no units have been discarded.
Step 2) Set t = 0, where t represents the number of weight updates so far in Step 2. (c) Increment t by 1. If t < T (the maximum number of weight updates), go to Step 2(a); otherwise, go to Step 3.
Step 3) For each patternx 2 D, nd its closest center using Mahalanobis distance measure and assign it to the associated cluster. Speci cally, x 2 D m if (x ?! m ) T ?1 m (x ?! m ) < (x ?! n ) T ?1 n (x ?! n ) 8n = 1; 2; : : : ; k; n 6 = m: April 7, 1999 DRAFT Step 4) For each cluster, determine the number of samples it contains. If the ratio of this number to the total number of patterns falls below the threshold , discard the associated center (unit).
Step 5) Modi ed the number of centers k according to the number of units discarded. If k remains unchanged (i.e. no unit has been discarded), set p = p + 1, else set p = 0.
Step 6) Regroup the clusters based on the remaining centers (as in Step 3). Update the remaining covariance matrices according to
where jD j j denotes the number of samples in cluster D j .
Step 7) If p = 2, stop the algorithm; otherwise continue from Step 2.
It is found that the original RPCL algorithm is very sensitive to the learning rates of the winner and rival units. This is because some abundant units (which should have been discarded) remain intact when the algorithm nishes. To address this problem, we repeat
Step 2 to Step 6 and keep on discarding abundant units until p = 2. In other words, we stop the algorithm after detecting that no more unit needs to be discarded for two consecutive iterations.
While Euclidean distance is a commonly used distance measure, it has limitations, as it assumes that the distribution of data is spherical in shape. In other words, it assumes that individual components of the data are independent. In most applications, however, the distribution of data could have a more complicated shape and the data could contain dependent components. In that case, Mahalanobis distance measure, which assumes unequal variances across di erent dimensions and the existence of correlated components, is likely to give a better representation of the data than the Euclidean one. The use of Mahalanobis distance can also be justi ed by the results of our previous study 11] where neural networks with elliptical basis functions outperform those with radial basis functions.
To estimate the elements of a d d full covariance matrix such that the resulting matrix has non-zero determinant, we need at least d + 1 samples. To ensure that the estimate is reliable, it is not uncommon to use ve times more than this number 12]. This guideline helps us to set the initial number of cluster centers in Step 1 of the extended RPCL. For example, in the 2-D vowel problem (see Section III-C), d = 2 and there are 338 training patterns. To reliably estimate the covariance matrices, we need at least 5 3 = 15 samples per matrix. In other words, the`expected' maximum number of clusters is 338=15 = 22. Therefore, we set the initial number of centers to 40 and allow the algorithm to discard abundant units progressively.
C. Hard Partitioning Vs. Soft Partitioning
In this work, we adopt a hard partitioning approach to partition the feature space, i.e., each sample in the feature space is assigned to a single cluster. As the data we considered (see Section III) contain overlapped clusters, it is natural to apply soft partitioning approaches such as fuzzy C-means 25] where each sample is assigned to several clusters with di erent degrees of membership. The fuzzy C-means, however, has the same limitation as the K-means algorithm, i.e., the number of clusters have to be de ned a priori. Although this work is based on a hard partitioning approach, it provides a framework for embedding soft partitioning approaches in the RPCL or the extended RPCL so that the resulting algorithm can on one hand re ect the overlapping characteristics of the data and on the other hand determine the optimal number of clusters.
III. Experiments and Results

A. Identi cation of Gaussian clusters
In this experiment, we used four overlapped Gaussian clusters with each cluster containing 500 samples. The four Gaussian distributions have covariance matrices (0:9; 0:2) T Fig. 1(a) illustrates the four clusters. We xed the learning rates c and r at 0.06 and 0.0004 respectively, 1 and the threshold was set to 0.1. These parameters are the same for both the extended RPCL and the original RPCL. The weight vectors were initialized to some Gaussian distributed random vectors whose mean and covariance matrix are (5:0; 5:0) T and (2:0; 0:0) T (0:0; 2:0) T ], respectively. 1 We have tried di erent learning rates and found that c = 0:06 and r = 0:0004 give reasonably good performance.
We started the extended and the original RPCL algorithms with 4, 5 and 10 units and run the algorithms 100 times with di erent initial conditions. Tables I(a) and I(b) list the frequency distributions (based on 100 runs) of the number of clusters identi ed by the algorithms. The results show that when the extended RPCL algorithm is started with 4, 5 and 10 centers, it can successfully identi es four clusters at a rate of 71%, 41% and 42% respectively. Each of these rates is the highest among the rates in the corresponding row of Table I(b). This suggests that the extended RPCL algorithm is able to identify the 4 clusters correctly regardless of the initial number of centers, provided that su cient trials have been made. On the other hand, when the original RPCL algorithm was started with 5 and 10 centers, only 24 and 26 out of 100 simulation runs were able to identify the four clusters successfully. Therefore, it is evident that the extended RPCL algorithm can identify the four clusters at a higher success rate for two out of three starting conditions. Fig. 1 shows the centers found by the algorithms in a typical simulation run. Evidently, the extended RPCL algorithm successfully locates the centroids of the four clusters, while the original RPCL algorithm misses one cluster. The gures also illustrate the equalpotential lines (circles and ellipses) formed by the covariance matrices, which show that the full covariance matrices of the extended RPCL algorithm have a better representation of the training data than the diagonal ones of the original RPCL algorithm.
B. Speaker Veri cation
We have also applied the algorithms to determine the number of centers of elliptical basis function (EBF) networks 13]. The resulting networks were then applied to speaker veri cation. The basis function parameters f~ j g J j=1 and f j g J j=1 can be estimated by the K-means algorithm and sample covariance 12], respectively. Once~ j and j are known, the output weight w kj can be found by the technique of singular value decomposition.
B.2 Speech Data and Pre-processing
Seventy six speakers (23 female and 53 male) from dialect region 2 of the TIMIT and NTIMIT corpuses 16] have been used in the experiments. Each speaker was asked to speak two dialectal sentences (the SA sentence set), ve phonetically compact sentences (the SX sentence set) and three phonetically diverse sentences (the SI sentence set). Speakers were divided into three sets: speaker set (20 speakers), cohort set (20 speakers), and impostor set (36 speakers). The SA and SX sentence sets were used as the training set, and the SI sentence set was used as the test set. The feature vectors that characterize the voice of speakers were derived from an LPC analysis procedure 17]. For every 14 ms, 12th order LP-derived cepstral coe cients were computed using a 28 ms Hamming window.
B.3 Application to Speaker Veri cation
Each speaker in the speaker set was assigned a network characterizing his/her own voice. Each network is composed of 12 inputs, 2 outputs and function centers contributed by the corresponding speaker and the cohort speakers. The purpose of the cohort set is to provide the network with speech data not originated from the speaker so that impostor's characteristics can be modeled. The inputs to each network are the 12th order LP-derived cepstral coe cients and the outputs represent the likelihood that the unknown speech is derived from the corresponding speaker or from a cohort speaker. The networks were trained to distinguish the voice of the speakers in these two sets. More speci cally, the rst output is trained to output a`1' for speaker's speech and a`0' for cohort speakers' speech, and vice versa for the second output.
RPCL and extended RPCL were applied to nd the optimal number of function centers (J) for each network. Each network was started with 40 centers (20 centers from the corresponding speaker and the other 20 from the cohort speakers), the learning rates c and r were set to 0.006 and 0.0004, respectively, and the threshold was set to the reciprocal of the number of starting centers. 2 This arrangement was found to be e ective in avoiding the removal of useful units. Similar to the previous experiments, the original and extended RPCL algorithms were run 10 times to obtain a distribution of the numbers of identi ed clusters. The number of identi ed clusters with the highest frequency (success rate) in the distribution was selected. This procedure was applied to all speakers and the results are shown in Table II . Table II shows that the number of clusters determined by the original RPCL algorithm is roughly half of that by the extended RPCL algorithm. This is because the original RPCL algorithm expels most of the centers during the rst few iterations, whereas the extended one is able to preserve most of them. This is illustrated in Fig. 2 where the feature vectors of the speaker`faem0' and the trajectories of the centers obtained by both algorithms are plotted. As it is di cult to visualize the feature vectors in 12-dimensional space, Fig. 2 only depicts their positions with respect to the rst two dimensions (components).
The performance of the optimized RBF and EBF networks was evaluated based on a veri cation procedure suggested in 11]. Table III shows the false acceptance rates (impostor acceptance or type II error) and the false rejection rates (true speaker rejection or type I error) achieved by the networks. The average error rate (AVE) is the square root of the product of the FAR and FRR. The result demonstrates that the EBF networks with architecture found by extended RPCL achieve the lowest average error, suggesting that they are more favorable for solving the speaker veri cation task.
C. Two-Dimensional Vowel Data
In this experiment, a set of two-dimensional (2-D) vowel data was used. They were obtained by computing the rst two formants (F1 and F2) of 10 vowels spoken by 67 speakers. The feature vectors were divided into a training set with 338 vectors and a test set with 333 vectors 19].
The original and the extended RPCL algorithms were applied to determine the optimal number of RBF and EBF centers, respectively. We started the algorithms from 4 centers per class. Therefore, the total number of centers was 40 at the beginning. The learning rates c and r were set to 0.02 and 0.004, respectively, and the threshold was set to 2 These parameters are the same for both algorithms. April 7, 1999 DRAFT the reciprocal of the number of starting centers. They were the same for both algorithms.
We have also applied the conventional RBF networks with 20 centers to classify the 2-D vowel data in order to highlight the bene t of using the extended RPCL algorithm. The function centers of these networks were determined by the K-means algorithm and their widths by the K-nearest neighbors algorithm. Table IV shows the frequency distributions (based on 100 runs) of the number of clusters identi ed by the algorithms. The results indicate that both algorithms suggest 19 as the optimal number of centers. However, we should bear in mind that the original RPCL uses diagonal covariance matrices (with equal variances), while the extended RPCL uses full covariance matrices. Therefore, the former suggests to use an RBF network with 19 centers to classify the vowel data, while the latter suggests to use an EBF network with 19 centers. Table V summarizes the performance of the conventional RBF networks and the EBF networks. It shows that the use of EBF networks yields a slightly higher recognition accuracy. The evidence favoring the extended RPCL algorithm is also clear. The results also suggest convincingly that the extended RPCL algorithm is superior to the original one in terms of the capability to optimizing the architecture of EBF networks.
Figures 3(a) { (c) depict the 2-D vowel test data and the decision boundaries formed by an RBF network with original RPCL, an EBF network with original RPCL and an EBF network with extended RPCL. All networks contain 19 centers. The results demonstrate that the two RPCL algorithms, especially the extended one, are able to nd a more optimized network architecture, resulting in a better representation of the data. It is also interesting to note the way the EBF networks attempts to nd the best decision boundaries of some overlapping classes. For example, the phonemes /E/ in \head" and /I/ in \hid", for which the RBF networks fail to resolve, have been successfully separated by the EBF networks.
IV. Related Work and Conclusions
A. Related Work
Various approaches have been proposed to optimally construct RBF networks. One school of thought addresses this problem by assigning each training sample to a unique cluster and then progressively merges the clusters according to the distribution of the training data 20]. Some variants of this approach include the frequency sensitive competitive learning 8] and rival penalized competitive learning 3]. The second school looks at the problem in an opposite way in that an RBF network is initialized with a small number of centers and the network is allowed to grow either by splitting the centers according to some splitting criteria 19] or by adding new centers into positions where high density of data is found 21]. Another school of thought selects a suitable set of centers from a large set of candidates. Typical examples include the orthogonal least squares algorithm 22] where centers are regarded as the regressors of a linear regression model, and genetic algorithms 23] where a population of variable length strings encoding RBF networks is evolved to produce the best network architecture. The dynamic decay adjustment 24], which nds the spherical areas where only patterns of one class occur, should also be mentioned.
Although promising results have been obtained by the above approaches, they aimed at optimizing networks with spherical units, with the practical situations where clusters may have complicated shape being ignored. This work extends and modi es the RPCL algorithm to con gure EBF networks by relaxing the equal variance constraint of the algorithm. Our results can be readily compared with those of Karayiannis and Mi 19] . In their experiment, an RBF network is allowed to grow (based on the minimization of the localized class-conditional variance) in an attempt to optimally match the 2-D vowel data. Their best network contains 25 centers and the classi cation accuracy for the training and test sets are 78.4% and 79.58%, respectively, which are comparable to our EBF networks with 19 centers, as shown in Table V .
B. Concluding Remarks
We proposed an extended RPCL algorithm by incorporating full covariance matrices in the distance computation and by discarding the units with only a few training samples. Our results show that the full covariance matrices of the extended RPCL algorithm have a better representation of the clusters than the diagonal covariance matrices of the original RPCL algorithm. In the speaker veri cation experiment, the lowest error rate attained by the RPCL algorithm is 0.40% in the TIMIT corpus and 13.61% in the NTIMIT corpus, while they were reduced to 0.20% and 11.25% respectively when the extended RPCL was used. In the 2-D vowel problem, it was found that the extended RPCL algorithm is capable of optimizing the architecture of EBF networks, resulting in a higher recognition accuracy. 
