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The traditional approach to network robustness, is based on comparing network parameters be-
fore and after an event of nodes removal, such as the change in network diameter, the change in
giant component size and the existence of giant component. Recently, a new approach to network
robustness was presented, where the network functionality during its entire life span (during the
node removal event) is considered. This approach considers nodes removal due to aging – a state
where nodes can be degenerated and become nonfunctional, when their survival time duration –
their lifetime – is passed. Accordingly, a problem that has to be solved is: in the network design
stage, how to divide a budget of lifetime between the network’s nodes, such that the network func-
tionality during all the stages of nodes removal due to aging, is maximized. To date, the problem
has been solved only partially and numerically. In this paper we solve the problem analytically, and
derive a criterion for choosing the right set of nodes on which the total lifetime budget should be
divided. We also find analytically the best way of dividing the lifetime budget between the chosen
set nodes, such that the network robustness with consideration to its functionality in the entire life
span, is maximized.
Introduction
The robustness of a network, which is the capability of
a network to keep being functional even when some of its
nodes (or links) are removed, is an issue that has been
researched and studied widely [1–23]. Traditionally, the
measurement of network robustness has been performed
in states where a removal of nodes is a result of an at-
tack on the network. There are two types of attacks, in
which the research has been focused. The first type is
random attack, where the choice of the network’s nodes
for removal is performed randomly, without preference of
a node to be removed over any other node in the network.
The second type is targeted attack where, in contrast to
random attack, the attack is targeted against the nodes
with the central role of maintaining the connectivity of
the network.
There have been many studies about network robust-
ness, that are based on percolation theory [1–10]. Ac-
cording to this approach, there are two states in which
a network can be found – the subcritical state where the
network is fragmented to many small components each
of them contains relatively small number of nodes, and
the supercritical state where there exists a relative big
component which contains a finite fraction of the entire
network’s nodes, i.e. scales as O(N), named the giant
component, and aside from it possibly exist small com-
ponents. The transition between the supercritical state
to the subcritical state, where the giant component is
fragmented into small components, occurs when a critical
combination of the network’s nodes is removed. The frac-
tion of the network’s nodes that has not to be removed
in order to guarantee the existence of the giant compo-
nent, is named the percolation threshold of the network,
denoted by pc.
In [1–3], the percolation thresholds for two kinds of
random networks that have been studied widely, were
measured. For Erdo˝s-Re´nyi (ER) network, which was
the first model of random network to be studied [24, 25],
where the node’s degree follows a Poisson distribution
P (k) = e−λ λ
k
k!
, and most of the nodes’ degrees are close
to the expected degree λ, it was found that under random
attack the percolation threshold is pc =
1
λ
. For Scale-Free
(SF) network, a topology that was found in many real
networks [26–29], where the node’s degree follows power-
law distribution P (k) ∼ k−γ , such that beside most of
the nodes that have a very small degree there are some
nodes with a very high degree that are named the hubs of
the network, it was found that under random attack, for
γ > 3, pc has a finite value, but for γ ≤ 3, pc approaches
0. This means that even when almost all of the nodes
are removed, the network is still functional and a giant
component exists in the network. For targeted attack it
was found that for ER network, pc is close to its value
under random attack, since most of the nodes’ degrees
are close to λ. In contrast, for SF network it was found
that under targeted attack pc is high, since removing only
the very small group of the network’s hubs, that have
a critical role of maintaining the network connectivity,
causes the network to be fragmented. The percolation
model for network robustness, was also generalized for
interdependent networks [11, 12].
In addition to measuring network robustness by the
percolation threshold, there have been other parameters
which were defined for measuring network robustness,
like change in the network diameter which is the av-
erage short path length between two randomly chosen
nodes [13, 14, 19], the relative size of the giant com-
ponent which is the ratio between the giant component
size after and before the attack [15], change in the be-
tweenness centrality which is the average of number of
shortest paths between pairs of the network’s nodes pass-
2ing through randomly chosen node [16], connectivity loss
which is the average of the ratio between the number
of nodes connected to randomly chosen node after and
before the nodes removal [17], and f-robustness which is
the number of nodes to be removed such that the giant
component size is reduced by factor f (f ∈ [0, 1]) [18].
Efforts also have been made to find a topology for
random network on which the robustness is optimized
both for random and targeted attack, based on diameter
change [19] or percolation threshold [6]. In addition to
the studies about random networks robustness, there are
also some studies about robustness of real networks like
the North American power grid [17] and optical commu-
nication networks [20].
A new approach to network robustness has been pro-
posed in [21, 22]. According to it, a measurement of
robustness should consider the whole life span of a net-
work. This way is different from the traditional meth-
ods, that measure robustness by comparing a final and
initial states after and before an attack on the network
took place, respectively, with no consideration to the in-
termediate state of the network functionality during the
attack. According to the new approach, network robust-
ness is measured by the integral value of the fraction of
nodes in the giant component with respect to the number
of nodes were removed from the network, during all the
stages of the network attack. In [21, 22] it was shown by
simulations, that choosing a small combination of pairs
of the network’s links and swapping the connections of
each pair (for example, the pair consisting of a link be-
tween nodes i and j and a link between nodes k and l,
is swapped and becomes a link between nodes i and k
and a link between nodes j and l), enhances the network
robustness, i.e. the integral value mentioned above, very
significantly.
This approach was further elaborated in [23], where
the effect of node aging has been added, as a factor that
should be considered in measuring network robustness.
It was argued, that each node has a typical lifetime, such
that from the beginning of the network life, after the node
lifetime is passed, the node becomes degenerate and in
fact is removed from the network. Therefore, node aging
is another cause to node removal, in addition to the tra-
ditional cause of an attack on the network. Accordingly,
a network survivability function, which is the integral of
the giant component size with respect to time during the
entire life span of the network T , has been defined
I =
∫ T
0
G(t)dt, (1)
that is very similar in logic to the robustness integral in
[21, 22] as was described above.
For maximizing the network robustness according to
it, the following problem has to be solved: in the net-
work design stage where the designer allocates the nodes
with lifetime, given a total budget of lifetime for all the
network’s nodes, what is the best way of dividing the life-
time budget between them, such that the survivability I
in Eq. (1) is maximized? Indeed, in [23] it was shown
numerically, that when a node’s lifetime is taken from a
distribution with expectation that equals kα, where k is
the node’s degree, then a critical value αc can be found,
dependent, among others, on the network topology, such
that determining the distribution expectation to be kαc ,
produces the optimized lifetime division with it the net-
work survivability is maximized.
However, all the previous results are based on numeri-
cal solutions or on simulations only as mentioned above,
and to date there is still no analytic solution for a cri-
terion or an algorithm according to it the network sur-
vivability would be maximized. In this paper we develop
analytically a solution for the problem of network sur-
vivability maximization. We develop analytically a cri-
terion for choosing the right set of nodes on which the
total budget of lifetime should be divided, and also we
find analytically the best way of dividing the lifetime be-
tween the nodes of the chosen set, in such a way that the
network survivability is maximized.
Model
Our model begins with a network with N nodes, and
a total budget of lifetime denoted by T0. We choose a
finite descending sequence of sets of the network nodes
A ⊃ B ⊃ C ⊃ D ⊃ E ⊃ F... . Firstly we divide the
entire lifetime budget T0 uniformly between set A nodes.
Then we subtract an equal part of lifetime units from
each of the nodes of set A − B – nodes that belong to
set A but not belong to set B, and transfer the entire
lifetime was subtracted uniformly between set B nodes.
Then we subtract an equal part of lifetime units from
each of the nodes of set B−C, and transfer it uniformly
between set C nodes. We continue this lifetime transfer
in the same way from set C−D to set D, from set D−E
to set E etc., until we transfer lifetime to the smallest set
was chosen. Fig. 1 is a basic illustration of this model.
Theory
Presentation of network survivability
For readability, we use Ψ = 〈A,B,C...〉 to note the sets
were chosen, where Ψ1 = A,Ψ2 = B etc. The number of
nodes in set Ψi and set Ψi − Ψi+1, would be noted nΨi
and nΨi−Ψi+1 , respectively. The lifetime of set Ψi would
be noted tΨi . The giant component size of set Ψi, when
set Ψi is the only set whose nodes are functional, would
be noted SΨi . The lifetime subtracted from set Ψi−Ψi+1
and transferred to set Ψi+1, would be noted δTΨi−Ψi+1 .
In general, the network survivability, with accordance
3FIG. 1: Basic model illustration for choice of three sets
A ⊃ B ⊃ C: (a) Uniform division of the entire lifetime bud-
get between the nodes of set A. Node’s lifetime is represented
by the height of the blue bars. (b) Transferring lifetime from
set A−B to set B. Set B nodes are those with the red bars
above the blue bars. Red bars height represents the lifetime
of set B nodes, after the lifetime transfer to this set was per-
formed. Blue bars height represents the remained lifetime of
set A. (c) Transferring lifetime from set B −C to set C. Set
C nodes are those with the green bars above the red and blue
bars. Green bars height represents the lifetime of set C nodes
after the lifetime transfer to this set was performed.
to its definition in Eq. (1), is
I = SAtA + SBtB + SCtC + ... =
∑
i
SΨitΨi . (2)
In our model, each stage of lifetime transfer between sets,
changes the parameters of Eq. (2) and thus changes the
network survivability. Due to that, in order to find the
final network survivability after the completion of lifetime
transfers, we calculate below the survivability in stages,
where in each stage we consider another lifetime transfer
in the sequence of transfers.
We begin firstly with the first stage of dividing the
entire lifetime budget T0 uniformly between set A nodes,
such that tA =
T0
nA
. Therefore the network survivability
is
I = T0
SA
nA
. (3)
Due to the first subtraction of δTA−B lifetime units from
each of the nodes of set A−B, the lifetime of set A nodes
is reduced by δTA−B and becomes tA =
T0
nA
−δTA−B, and
the lifetime of set B nodes increases by δTA−B lifetime
units over set A nodes. Moreover, due to the transfer
of the entire lifetime δTA−BnA−B that was subtracted
from set A − B, each node in set B receives in addition
δTA−BnA−B
nB
lifetime units. Therefore, the total lifetime of
set B nodes is tB = δTA−B
nA
nB
(the summation of δTA−B
and δTA−B
nA−B
nB
). Therefore, The network survivability
after the first lifetime transfer was performed is
I = SA
(
T0
nA
− δTA−B
)
+ SBδTA−B
nA
nB
= T0
SA
nA
+ δTA−BnA
(
SA
nA
−
SB
nB
)
. (4)
In similar way, due to the second transfer of δTB−C units
of lifetime from each of the nodes of set B −C to set C,
we get tB = δTA−B
nA
nB
− δTB−C , and tC = δTB−C
nB
nC
,
and the network survivability is
I = T0
SA
nA
+ δTA−BnA
(
SB
nB
−
SA
nA
)
+
+ δTB−CnB
(
SC
nC
−
SB
nB
)
. (5)
In general, after the completion of a lifetime transfer
δTΨi−Ψi+1 from each of the nodes of set Ψi − Ψi+1 to
set Ψi+1, we get tΨi = δTΨi−1−Ψi
nΨi−1
nΨi
− δTΨi−Ψi+1 , and
tΨi+1 = δTΨi−Ψi+1
nΨi
nΨi+1
.
The final network survivability after the last lifetime
transfer, to the smallest set was chosen, is completed, is
I = T0
SΨ1
nΨ1
+
∑
i
δTΨi−Ψi+1nΨi
(
SΨi+1
nΨi+1
−
SΨi
nΨi
)
. (6)
Figure 2 is an illustration of the first three lifetime
transfers as described above, for a network contains 10
nodes.
For the sake of convenience, from now on we develop
the theory for only four sets A ⊃ B ⊃ C ⊃ D, but
the generalization to any number of sets is simple as was
shown above. Since δTA−B is subtracted from the orig-
inal set A lifetime T0
nA
, and δTB−C is subtracted from
the original set B lifetime δTA−B
nA
nB
, and δTC−D is sub-
tracted from the original set C lifetime δTB−C
nB
nC
, there-
fore,
0 ≤δTA−B ≤
T0
nA
0 ≤δTB−C ≤ δTA−B
nA
nB
0 ≤δTC−D ≤ δTB−C
nB
nC
. (7)
4FIG. 2: Model illustration for network with 10 nodes. Nodes
are signed by numbers form ’1’ to ’10’.(a) First stage – The
entire lifetime budget T0 is divided uniformly between set A
nodes (in this case all the network’s nodes). Lifetime of set A
– T0
nA
– is represented by the height of blue bars attached to its
nodes. Links between the nodes are drawn at the bottom of
the figure. (b) Second stage – subtraction of δTA−B lifetime
units from each of the nodes of set A − B – nodes number
’1’,’3’,’7’ and ’10’. Set A remains with T0 − δTA−B lifetime
units, and set B – nodes number ’2’,’4’,’5’,’6’,’8’ and ’9’ –
gains automatically δTA−B lifetime units greater than set A.
Nodes in set B receive also δTA−B
nA−B
nB
lifetime units, due
to the lifetime transfer from set A − B. Total lifetime of set
B nodes is tB = δTA−B
nA
nB
. Lifetime of set B is represented
by the height of red bars attached to its nodes. (c) Third
stage – similar to (b), but when lifetime transfer is performed
from set B−C (nodes number ’4’,’6’ and ’8’) to set C (nodes
number ’2’,’5’ and ’9’). Lifetime of set C is represented by
the height of green bars attached to its nodes.
We define 0 ≤ αA, αB, αC ≤ 1. With Eq. (7) we get
δTA−BnA = αAT0,
δTB−CnB = αBδTA−BnA = αBαAT0, (8)
δTC−DnC = αCδTB−CnB = αCαBαAT0.
αA is the fraction of set A−B original lifetime
T0
nA
, was
transferred to set B. αB is the fraction of set B − C
original lifetime δTA−B
nA
nB
, was transferred to set C. αC
is the fraction of set C − D original lifetime δTB−C
nB
nC
,
was transferred to set D. Based on Eq. (6), the network
survivability is
I = T0
[
SA
nA
+ αA
(
SB
nB
−
SA
nA
)
+αBαA
(
SC
nC
−
SB
nB
)
+ αCαBαA
(
SD
nD
−
SC
nC
)]
. (9)
For each set we define Z ≡ S
n
, as the fraction between
its giant component size and its nodes number. We also
define UA ≡ ZB−ZA, UB ≡ ZC−ZB and UC ≡ ZD−ZC .
Accordingly, we get a final expression for the network
survivability
I = T0 [ZA + αA (UA + αB (UB + αCUC))] . (10)
Maximization of network survivability
According to Eq. (10), maximum network survivability
would be achieved by maximizing the following
max{αA (UA + αB (UB + αCUC))}. (11)
The maximization is implemented by determining the α’s
values from inside out, according to the rule: if the ex-
pression multiplied by α is greater than 0, then α = 1,
and if it is less or equal to 0, then α = 0.
We introduce now a specific example: firstly we have
to maximize αCUC . Assume that UC > 0 (which means
ZD − ZC =
SD
nD
− SC
nC
> 0), then αC is determined to
be 1, and αCUC becomes UC . Accordingly, The next
expression to be maximized is αB (UB + UC). Assume
that UB + UC ≤ 0 (which means ZC −ZB +ZD −ZC =
ZD − ZB =
SD
nD
− SB
nB
≤ 0), then αB is determined to be
0, and αB (UB + UC) becomes 0. Accordingly, the last
expression that has to be maximized is αAUA. Assume
that UA > 0 (which means ZB − ZA =
SB
nB
− SA
nA
> 0),
then αA is determined to be 1, and αAUA becomes UA.
Therefore, according to Eqs. (10) and (11) we get for the
maximum of network survivability
Imax = T0 (ZA + UA) = T0ZB = T0
SB
nB
, (12)
that means that maximum survivability is achieved by
allocating the entire lifetime T0, uniformly between the
nodes of set B. Note also that among the four sets, the
ratio S
n
is maximal for set B (as was shown ZD > ZC
, ZB ≥ ZD and ZB > ZA), and this is the reason for
choosing this set to be allocated by the entire lifetime.
The previous result can be presented in another way.
According to Eqs. (2) and (9), we get for the sets’ life-
5times the followings
tA = (1− αA)
T0
nA
,
tB = αA (1− αB)
T0
nB
,
tC = αAαB (1− αC)
T0
nC
,
tD = αAαBαC
T0
nD
. (13)
Thus, we can define a vector
〈1− αA , αA (1− αB) , αAαB (1− αC) , αAαBαC 〉.
The vector components represent the lifetime of sets
A,B,C and D, respectively, as a fraction of T0. With the
previous rule, that maximum of the network survivability
is achieved by determining the α’s values to be be 0 or 1,
we get that all the vector components equal 0, except one
component that equals 1 – the component that related
to the set in which the ratio S
n
is maximum. For the pre-
vious example – with αA = 1, αB = 0 and αC = 1, the
vector becomes (0, 1, 0, 0), where only the second compo-
nent, related to set B, equals 1. This presents, as was
concluded above, that in order to maximize the network
survivability, we have to allocate uniformly the entire life-
time to set B nodes only. The above example of four
sets, can be generalized to any final number of sets, per-
forming the same analysis of network survivability as was
implemented above.
Let us summarize the previous analysis with the gen-
eral rule we proved: for each given group of sets of net-
work’s nodes, all are potentially to be allocated with life-
time, the followings has to be performed in order to max-
imize the network survivability:
1. Choice of the set in which the ratio between the
giant component size and the number of nodes, is
maximal.
2. Uniform division of the entire lifetime budget, be-
tween the nodes in the chosen set.
Simulations and Results
Simulations were implemented on Erdo˝s-Re´nyi (ER)
and Scale-Free (SF) random networks, and on real net-
works. For each realization of each simulation of each
of the above networks, firstly a budget of lifetime is dis-
tributed non-uniformly between the various nodes, due
to a distribution rule. Due to that, the sets A, B, C
etc., as they were defined above in the model section, are
identified. Then the network survivability simulation be-
gins and a time clock is activated, whereby the different
sets terminate their life according to their lifetimes tA,
tB, tC etc. The time duration between two successive
sets failures is defined as one stage of the whole network
failure, and we note the last stage of the network failure
by m. Then, for each one of the network failure stages,
represented by i (i = 1, 2, 3, ...,m), the product between
the giant component size SΨi and the current stage time
duration tΨi is calculated. The network survivability is
calculated to be I =
∑m
i=1 SΨitΨi .
In the second part of each simulation realization, our
algorithm is activated. For each set of the network’s
nodes the ratio S
n
is calculated. We choose the set on
which this ratio value is maximized, and divide the whole
lifetime budget uniformly between this set’s nodes. Then
the network survivability simulation begins again and a
time clock is activated. Obviously, the entire network
collapses after the chosen set’s lifetime is passed. The
network survivability would be the product of the chosen
set’s giant component size by the chosen set’s lifetime.
Figures 3(a1) and 3(a2) present simulation results for
ER network with N = 104 nodes and mean degree
〈k〉 = 2. The nonuniform lifetime allocating rule is –
each node receives lifetime with proportion to its de-
gree. A plot of the giant component size vs. the time
during the network failure, is presented in Fig. 3(a1),
both for the nonuniform lifetime division (blue) and for
our theory with uniform lifetime division (red). In the
nonuniform lifetime division, the network survivability is
spanned over four stages, each of them is presented by a
blue rectangle. The giant component size for each stage,
is written above the relevant rectangle, and the time du-
ration of each stage is presented by braces below the t
axis, that are spanned over the stage’s lifetime, and is
written below the braces. For example, for the first stage
A, SA = 0.79 and t
nu
A = 0.49 (the superscript
′nu′ notes
nonuniform). Note that set A, in the first stage, includes
all the network’s nodes (except nodes with degree 0 that
obviously are not allocated with lifetime), set B, in the
second stage after nodes with degree k = 1 were failed
(lifetime distribution with proportion to node’s degree,
causes the nodes with degree k = 1 to receive minimum
lifetime), includes nodes with degrees equal or greater
than 2, set C, in the third stage, includes nodes with
degrees equal or greater than 3 and accordingly set D
includes nodes with degrees equal or greater than 4. The
next stages are not presented in the figure, since when
stage D is terminated and nodes with degree 4 are failed,
the network is fragmented and the giant component is not
exists anymore in the network. Hence, the contribution
of these stages to the network survivability is 0. Finally,
the network survivability for nonunifrom lifetime alloca-
tion is I = SAt
nu
A + SBt
nu
B + SCt
nu
C + SDt
nu
D .
The uniform lifetime division according to our theory is
presented by the red rectangle. As was described above,
our algorithm calculates for each of the sets A,B,C and
D, the ratio S
n
of the giant component size and the num-
ber of nodes in the set. Our algorithm finds that the
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FIG. 3: [(a),(b)] Failure stages of ER network: (a) Nonuniform lifetime division proportional to node degree:
Network size is N = 104 nodes with average degree 〈k〉 = 2. (a1) Graph of giant component size vs. time. Four blue rectangles
represent four failure stages with nonuniform lifetime division. Red rectangle represents single failure stage with uniform lifetime
division. Giant component size is written on top of the relevant rectangle for each failure stage. Time duration is written and
noted by braces, extended across the relevant rectangle, below the t axis, for each failure stage. (a2) Graph of accumulated
network survivability vs. time. Blue bars and red bars represent nonuniform and uniform lifetime division, respectively. The
diagram ends at a time point where the network collapses. For each division method, the total network survivability is written
on top of its last graph point. (b) Nonuniform lifetime division according to percentages of total lifetime: Network
size is N = 104 nodes with average degree 〈k〉 = 2.5. Percentages out of the total lifetime – nodes with degree k = 1 – 10%,
nodes with degrees k = 2, 3 – 15%, and nodes with degrees equal or greater than 4 – 75%. (b1) Graph of giant component size
vs. time, similar to (a1). (b2) graph of accumulated network survivability vs. time, similar to (b1). Averages were taken over
100 realizations. For convenience, the averages were taken on networks were generated with maximum degree kmax = 10. The
total lifetime budget T0 was taken to be 10
4 similar to the network size, in order to normalize the network survivability to be
between 0 and 1. Insets in (a1) and (b1): bar graph of the ratio
S
n
between the giant component size and the number of nodes,
for each of the sets. Maximum for this ratio is written on top of the bar of the set on which this ratio is maximal.
maximum for this ratio in our case, is obtained for set
B. This result is shown in the inset of the figure, which
is a bar graph with points for the sets A,B,C and D
on the x axis, and a bar for each of the points whose
height represents the ratio S
n
for the relevant set. We
see that the highest bar belongs to set B with a value
of 0.97. Accordingly, the lifetime budget is fully divided
uniformly between set B nodes, and the whole network
fails after one stage only – failure of set B nodes. The gi-
ant component size in this only stage is written above the
red rectangle SB = 0.58, and the time duration of this
stage is tuB = 1.68 (the superscript
′u′ notes uniform) and
is presented by braces below the t axis. Obviously, the
network survivability in this way is I = SBt
u
B.
Figure 3(a2) is a graph of the network survivability
I vs. the time during the network failure, both for the
nonuniform lifetime division (blue) and the uniform life-
time division (red). For each time t on the x axis, a
bar is drawn whose height represents the value of the
expression
∫ t
0
S(t′)dt′, which is the accumulated network
survivability from the beginning of the network failure
until time t. We can see that although in the nonuni-
form division the network survivability spans a longer
time period than for the uniform division, the total sur-
vivability of the uniform division (0.97) is greater than
for the nonuniform division (0.84). This result illustrates
the idea of our theory, that for each proposal of nonuni-
form lifetime division between the network’s nodes, there
is other proposal of uniform lifetime division, on which
the network survivability is greater.
Figures 3(b1) and 3(b2) present simulation results for
ER network with N = 104 nodes and mean degree
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FIG. 4: (a) Failure stages of SF network: Network size is N = 2.5 · 104 nodes with γ = 2.6. Network was divided to
five sets – nodes with degree 1, nodes with degree 2, nodes with degrees 3 and 4, nodes with degrees between 5 and 8 and
nodes with degrees equal or greater than 9. Each set was allocated by 20% of the total lifetime budget. (a1) Graph of giant
component size vs. time. (a2) Graph of accumulated network survivability vs. time. Averages were taken over 100 realizations.
(b) Failure stages of Power-Grid real network: Network size is N = 4, 941 nodes. Only the first 85% of nodes in the data
set were considered. Percentages out of the total lifetime – nodes with degree k = 1 – 30%, nodes with degrees k = 2 – 25%,
nodes with degrees k = 3, 4 – 25%, and nodes with degrees equal or greater than 5 – 20%. (b1) Graph of giant component size
vs. time. (b2) Graph of accumulated network survivability vs. time. Insets in (a1) and (b1): The ratio
S
n
for each of the sets,
similar to the insets of Figs. 3(a1) and 3(b1).
〈k〉 = 2.5. In this simulation, the nonuniform lifetime di-
vision was implemented according to percentages of the
total lifetime, such that 10% of the total lifetime was di-
vided uniformly between the nodes with degree 1, 15%
of the total lifetime was divided uniformly between the
nodes with degrees 2 and 3, and the remained 75% of the
lifetime was divided uniformly between the nodes with
degrees equal or greater than 4. An interesting point is
that according to this division, although the total life-
time budget for nodes with degree 1 (10%) is less than
for nodes with degrees 2 and 3 (15%), the lifetime of a
single node with degree 1 is greater than the lifetime of
a single node with degree 2 or 3. This is because the
network contains significantly more nodes with degrees 2
and 3 than nodes with degree 1. As a result, set A con-
tains all the network’s nodes except nodes with degree
0, set B contains nodes with degree 1 and with degrees
equal or greater than 4, after the nodes with degrees 2
and 3 of set A−B were failed, and set C contains nodes
with degrees equal or greater than 4.
Figure 3(b2) validates again our theory. We can see
that against the nonuniform lifetime division proposal
with network survivability value of 0.87, we propose a
uniform lifetime division in which the network surviv-
ability is greater with value of 0.96.
Figures 4(a1) and 4(a2) present simulation results for
SF network with N = 2.5 · 104 nodes and γ = 2.6. The
nonuniform lifetime division was implemented according
to percentages of the total lifetime. We divide the net-
work’s nodes to five sets – nodes with degree 1, nodes
with degree 2, nodes with degrees 3 and 4, nodes with
degrees between 5 and 8 and nodes with degrees equal
or greater than 9. Each set was allocated by 20% of the
total lifetime budget. In Fig. 4(a1) we can see the inter-
esting result, where our algorithm finds that maximum
survivability would be achieved by uniformly lifetime di-
vision on set E with the high degrees, that according to
SF network properties contains a very small part of the
network’s nodes. This result can be explained due to the
fact that the nodes in set E have relatively high degrees,
and the probability that all of them are connected to-
gether in one component is very high. Therefore, all, or
8at least most, of set E nodes are part of the giant com-
ponent of this set, and the ratio SE
nE
is very high, and
would be greater than this ratio value for the other sets.
Another interesting point is the very long time duration
of network survivability with uniform lifetime division on
set E, that is represented by the very long length of the
red rectangle in Fig. 4(a1). This is due to the fact that on
one hand set E receives 20% of the total lifetime, equally
to the other sets, while on the other hand it contains
a very small combination of nodes relative to the other
sets. Therefore, each node in this set receives a relatively
high lifetime amount, and this set’s lifetime is very high.
Figures 4(b1) and 4(b2) present simulation results for
the Power-Grid (PG) network [30], as a demonstration
of our theory on real networks too. Due to the nature of
the nodes belonging to this network, which are electric
elements, this network demonstrates a classical example
for nodes removal due to aging. Since PG network is
fully connected, then all its nodes are contained in its
giant component, its ratio value S
n
is 1, and the solution
for maximum survivability is very trivial – dividing the
total lifetime budget uniformly between all the network’s
nodes. In order to show nontrivial solutions for this net-
work too, we choose to consider only part of the net-
work’s nodes, such that ignoring the other nodes causes
the network to be not fully connected. Therefore, the re-
sults of Figs. 4(b1) and 4(b2) are related to PG network
where only the first 85% of the nodes in the data set were
considered. The nonuniform lifetime division was imple-
mented according to percentages of the total lifetime as
follows: nodes with degree 1 – 30%, nodes with degree
2 – 25%, nodes with degrees 3 and 4 – 25%, and nodes
with degrees equal or greater than 5 - 20%. The results
in Fig. 4(b2) show again that also in PG real network,
dividing the lifetime uniformly on set A nodes – the set
that contains all the network’s nodes except nodes with
degree 0, gives a network survivability value of 0.88, that
is greater than the survivability value of 0.72 with the
nonuniform lifetime division.
Summary
In this work we developed a method for maximizing
the robustness of a network in the dynamic approach,
where the robustness measurement is performed by
considering the network functionality during the entire
nodes removal event, and according to a survivability
function Eq. (1). We proved analytically that for a
given group of sets of nodes, all of them are possibly for
lifetime allocation, in order to maximize the network
survivability, we only have to allocate lifetime to the set
for which the ratio between its giant component size and
its number of nodes is maximal, where the allocation
should be performed uniformly between the nodes of the
chosen set. We hope that these findings could be useful
at the stage of network design, as a tool for improving
network survivability.
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