The stability of neural dynamics arises through a tight coupling of excitatory (E) and 15 inhibitory (I) signals. Genetically encoded voltage indicators (GEVIs) can report both spikes and subthreshold dynamics in vivo, but voltage alone only reveals the combined effects of E and I synaptic inputs, not their separate contributions individually. Here we combine optical recording of membrane voltage with simultaneous optogenetic manipulation to probe E and I individually in barrel cortex Layer 1 (L1) neurons in awake mice. Our studies show that L1 neurons integrate 20 thalamocortical excitation and lateral inhibition to produce precisely timed responses to whisker stimuli. Top-down neuromodulatory inputs drive additional excitation in L1. Together, these results suggest a model for computation in L1 consistent with its hypothesized role in attentional gating of the underlying cortex.
thalamocortical excitation and lateral inhibition to produce precisely timed responses to whisker stimuli. Top-down neuromodulatory inputs drive additional excitation in L1. Together, these results suggest a model for computation in L1 consistent with its hypothesized role in attentional gating of the underlying cortex.
One Sentence Summary: All-optical electrophysiology revealed the function in awake mice of 25 an inhibitory microcircuit in barrel cortex Layer 1.
Main Text
The brain receives myriad sensory inputs from which it must distinguish the relevant from the irrelevant. An input can merit attention either through its intrinsic properties (novelty, salience) or through learned associations. The sparse interneurons of neocortical Layer 1 (L1) 30 have been hypothesized as a hub for integrating these factors and modulating the underlying cortex (1-3). L1 interneurons receive direct thalamic (2, 4, 5) , cortico-cortical (6, 7), and neuromodulatory (cholinergic (2, 3, 8) and serotonergic (8, 9) ) inputs, the last mediated by fast ionotropic receptors. Activation of L1 interneurons exerts powerful control of underlying cortex by inhibiting deeper-lying interneurons, dis-inhibiting pyramidal neurons (1-3, 6), and directly 35 inhibiting pyramidal neurons dendrites (2, 10, 11) . Despite the suggestive anatomy and influence on underlying cortex, little is known about information processing within L1, especially in awake animals.
A core principle of neuronal network dynamics is maintenance of balance between excitation (E) and inhibition (I). For instance, during sensory processing in cortical layer 4 (L4) excitation driven by thalamic inputs is countered by feed-forward inhibition from parvalbumin (PV) interneurons (12, 13) . L1 interneurons receive inhibitory inputs both from other L1 interneurons (5, 14, 15) and from deeper Martinotti cells (11) . It is not known how these inputs 5 influence L1 activity in vivo.
Electrophysiological studies in L1 in vivo have been challenging due to the sparseness of neuronal cell bodies. While a few whole-cell patch clamp recordings have been performed in anesthetized rats (1, 4), technical difficulties have prevented similar acquisitions in awake animals. Due to their multimodal temporally precise inputs (16) and temporally precise outputs, 10 one would like to measure the sub-threshold dynamics and spike timing of L1 neurons with high precision. Recent advances in genetically encoded voltage indicators (GEVIs) enabled voltage imaging with single-neuron, single-spike resolution in hippocampus (17) (18) (19) (20) and in superficial cortex (18, 19) in vivo, opening the possibility for optical explorations of L1 circuit function in vivo.
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Voltage alone does not distinguish the relative contributions of E and I synaptic inputs, yet this distinction is critical for understanding circuit mechanisms. A commonly used patch clamp technique is to inject current to achieve different levels of baseline depolarization and thereby to shift the relative driving force of E vs. I post-synaptic currents, revealing their distinct contributions (21) . We previously paired near infrared GEVIs based on Archaerhodopsin 3 20 (Arch) with channelrhodopsin stimulation for optical measurements of excitability in vivo (Optopatch) (17, 22) and of synaptic transmission in primary culture and acute slices (23). Here we show that optogenetic depolarization of a postsynaptic neuron during sensory processing in vivo can unmask otherwise hidden inhibitory inputs. We combine a novel holographic structured illumination imaging system, an Archaerhodospsin-derived GEVI optimized for crosstalk-free in 25 vivo Optopatch, and patterned optogenetic stimulation to study the role of excitatory, inhibitory and neuromodulatory inputs on the function of the cortical L1 microcircuit during sensory processing in awake mice.
Results

In vivo Optopatch with holographic patterned illumination
30
Archon1 is an Arch-derived GEVI with improved trafficking and brightness (24) . A soma-localized variant, SomArchon, enabled voltage imaging in vivo with good signal-to-noise ratio (20) . We made a Cre-dependent bicistronic construct for co-expression of SomArchon and a blue light-activated soma-localized channelrhodopsin, CheRiff (25) . We call this combined construct Optopatch4. 35 Voltage signals in tissue arise solely from the neuronal membrane. Illumination that enters the tissue but misses the membrane of interest contributes to background fluorescence and heating, but not to signal. In epifluorescence images of membrane-labeled neurons, the soma perimeter appears brighter than the center, a geometrical projection effect from viewing membranes edge-on. We thus reasoned that incident photons would most efficiently produce 40 signal if targeted to the soma perimeter. Confocal-like excitation combined with spatially filtered emission would also minimize optical crosstalk from out-of-focus cells. We built a holographic structured illumination system (26) to achieve this precisely targeted illumination with red ( = 635 nm) light for excitation of SomArchon (Fig. 1A, Fig. S1 , Table S1, Methods).
SomArchon fluorescence from all holographically targeted spots was recorded simultaneously on a scientific CMOS camera. Spatial filters were applied digitally in post-processing to separate signal from background (Methods). A digital micromirror device (DMD) patterned blue illumination for targeted optogenetic stimulation (Fig. 1A, Fig. S1 , Table S1 ).
We characterized the performance of the system by imaging SomArchon-expressing 5 neurons in vivo in the cortex. Under wide-field red illumination, the cells were not visible due to high background from scattered light (Fig. 1B) . Targeted illumination revealed individual cells (Fig. 1B, Fig. S2 ). Holographic membrane-targeted illumination provided substantially better optical sectioning and signal-to-background ratio than did soma-wide illumination (Fig. S2) . The combination of SomArchon and the holographic optical system enabled recording of 10 spontaneous action potentials with SNR 12 ± 4 (mean ± s.d., n = 16 cells) at depths between 20 and 150 m and SNR 6.7 at a depth of ~200 m in awake head-fixed mice (Fig. S3, Methods) .
To target expression to L1, we expressed Optopatch4 in 5HT3AR-Cre mice (Fig. 1C, D) . This line drives expression predominantly in supragranular layers, including in ~90% of L1 interneurons (2, 9) . Recordings targeting L1 neurons were performed at a depth < 150 m.
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Two-photon fluorescence images of an appended eGFP tag showed membrane-localized and somatically restricted expression in L1 (Fig. 1E) . In acute slices, targeted optogenetic stimuli evoked characteristic firing patterns in L1 neurons, including previously reported bursting adapting and late-spiking non-adapting phenotypes (14) (Fig. S4) .
In head-fixed mice, targeted optogenetic stimuli evoked spikes which were clearly 20 resolved via holographically targeted voltage imaging in recordings acquired at a 1 kHz framerate (Fig. 1F) . We measured excitability and firing properties of L1 neurons in mice anesthetized with isoflurane, and then later re-measured the same neurons in awake mice (Fig. S5) . While awake mice tended to show higher excitability and more variable subthreshold dynamics, the core firing properties (e.g. bursting, adaptation) were preserved within each cell between the two 25 brain states (Fig. S5 ).
Voltage imaging of whisker stimulus-triggered activity in L1 neurons
Barrel fields corresponding to individual whiskers (B2, C2, D2) were identified by intrinsic imaging (Fig. S6, Methods) . We then used voltage imaging to characterize the sensory- 30 evoked responses in L1 interneurons. In both anesthetized and awake mice, brief stimuli to individual whiskers (~1 mm deflection, ~8 mm from the base, 20 ms duration, repeated at 0.5 Hz, Methods) elicited excitatory post-synaptic potentials (EPSPs) and often spikes in L1 neurons in the corresponding barrel fields (Fig. 1G, H) . The delay from stimulus onset to spike peak was 16 ± 2 ms (mean ± s.d., n = 135 events, 24 neurons, 3 mice) in anesthetized mice and 35 16 ± 3 ms in awake mice (mean ± s.d., n = 73 events, 21 neurons, 3 mice, Fig. 1J , K). Similar delay and jitter were previously reported in L4 pyramidal neurons and fast-spiking neurons, both of which receive direct thalamic inputs (12) .
In a comparison between spontaneous and whisker-evoked spikes, we observed striking differences in the mean subthreshold dynamics calculated via a spike-triggered average (STA, 40 Fig. 1I, L). Spontaneous spikes rode atop a baseline depolarization that both preceded and followed the spike, whereas whisker-evoked spikes arose abruptly and were followed by a period of hyperpolarization (Fig. 1I, L) . Stimulus-triggered average waveforms of trials that did not induce spikes also showed a depolarization followed by a hyperpolarization (Fig. S7) . Together, these results suggested that the hyperpolarization was due to a sensory stimulus-evoked networklevel inhibition, and not due to a spike-driven cell-autonomous afterhyperpolarization.
STA waveforms also differed between anesthetized and awake animals (Fig. 1I, L) . For spontaneous spikes, the subthreshold depolarization was larger under anesthesia than wakefulness (anesthetized: 22 ± 2% of spike height, n = 17 neurons, 3 mice vs. awake: 10 ± 2% 5 of spike height, n = 22 neurons, 3 mice, p = 3 × 10 −4 , two-tailed t-test, mean ± s.e.m.). For whisker-evoked spikes, the after-spike hyperpolarization was smaller but longer lasting under anesthesia than under wakefulness than (anesthetized: 11 ± 2% spike height, n = 24 neurons, 3 mice vs. awake: 17 ± 1% of spike height, n = 21 neurons, 3 mice, p = 0.02, two-tailed t-test; anesthetized: 254 ± 15 ms recovery time vs. awake: 127 ± 14 ms, p = 1 × 10 −7 , two-tailed t-test, 10 all mean ± s.e.m). These observations are consistent with a more depolarized resting potential under wakefulness (27) .
Optical dissection of excitation and inhibition during sensory processing
Rapid inhibition is mediated by GABAA receptors, ligand-gated chloride channels with a 15 reversal potential of ~-70 mV. L1 interneurons in anesthetized rats have been reported to rest at -65 to -70 mV (4), suggesting that inhibitory inputs should have only small effects on membrane potential at rest. Borrowing from well-established patch clamp protocols (21), we reasoned that optogenetic depolarization would increase the driving force for inward chloride current, and thereby amplify the impact of GABAA receptor activation on the inhibitory postsynaptic 20 potential (IPSP) ( Fig. 2A,B ).
In both awake and anesthetized mice, whisker stimuli in the absence of optogenetic stimulation evoked clear spikes or EPSPs in L1 interneurons, as in prior experiments (Fig. 2C,  S8 ). Optogenetic stimuli targeted to the same cells one at a time (500 ms duration, 1.8 to 21 mW/mm 2 , repeated at 1 Hz) reliably evoked stimulus intensity-dependent spiking. 25 Remarkably, whisker stimuli applied during targeted single-cell optogenetic stimulation led to suppressed spiking, and hyperpolarization (Fig. 2C , D, E, S8). We quantified the sensoryevoked subthreshold waveforms by digitally removing spikes (Methods) and calculating a stimulus-triggered average at different optogenetic stimulus strengths (Fig. 2E, S8 ). In both awake and anesthetized brain states, whisker stimuli had opposite effects in the absence vs. 30 presence of baseline optogenetic stimulation, illustrating dramatic non-additivity of sensory and optogenetic inputs to the same neuron.
A simple biophysical model containing passive leak, channelrhodopsin, AMPA receptor and GABAA receptor conductances captured the main features of our data (Fig. 2F , G, Methods). We assumed a transient excitatory synaptic input followed shortly by a transient inhibitory input. 35 The model confirmed that optogenetic depolarization increased the driving force for chloride, revealing the presence of otherwise hidden sensory-evoked inhibitory inputs. Depolarization via endogenous currents, as occurred in the transition from anesthesia to wakefulness, also amplified the impact of transient inhibition, explaining the difference in whisker-evoked subthreshold waveforms in Figs. 1I, L.
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Despite lacking many details (e.g. active conductances), the biophysical model captured several subtle aspects of the subthreshold dynamics. In the anesthetized state, the IPSP amplitude was significantly smaller under strong optogenetic drive than under weak drive (16 ± 4% of spike height at high optogenetic drive (21 mW/cm 2 ) vs. 29 ± 5% of spike height at low optogenetic drive (5.8 mW/cm 2 ), n = 15 neurons, 3 mice, p = 0.001, two-sided paired-sample ttest, mean ± s.e.m.). There was also a small, but not statistically significant, similar trend in the awake state (23 ± 4% of spike height at high optogenetic drive vs. 28 ± 4% of spike height at low optogenetic drive, n = 27 neurons, 4 mice, p = 0.19, two-sided paired-sample t-test). The model revealed that these decreases were due to shunting of the membrane potential toward CheRiff 5 reversal potential (~0 mV), and attributed the difference between anesthesia and wakefulness to a lower membrane resistance under wakefulness (e.g. due to tonic synaptic inputs). The IPSP duration also became shorter under strong optogenetic drive in both awake and anesthetized brain states. The model ascribed this effect to a decreased membrane RC time-constant due to the high CheRiff conductance. Our simple model thus connected the complex context-dependent 10 whisker-evoked responses in L1 neurons to basic membrane biophysical properties.
Temporal dissection of excitation and inhibition
We next asked about the relative timing of excitatory and inhibitory inputs. We delivered whisker stimuli alternately with and without baseline weak optogenetic stimulation targeted to 15 single neurons (5.8 mW/mm 2 , Fig. 2H ). We anticipated that the whisker-evoked responses in these two conditions would initially coincide and then would diverge upon arrival of the inhibitory inputs. We compared stimulus-triggered average waveforms of trials that evoked spikes (Fig. 2I) . The shape of the waveforms overlapped for the first 2 ms after onset of whisker-evoked depolarization. Thereafter, the waveform in the presence of optogenetic 20 stimulation fell below the waveform in the absence, signaling the onset of inhibition (Fig. 2I,  inset) . This finding implies a ~2 ms delay between onset of excitation and inhibition, suggesting at most a difference of one synapse in the respective paths (12) . This result does not rule out the possibility that slower inhibitory signals (e.g. from GABAB receptors or polysynaptic mechanisms) also contributed to inhibition at later times.
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Lateral inhibition
We then sought to identify the source of the inhibition. Patch clamp measurements in acute slices have identified inhibitory connections between L1 interneurons (5, 14, 15) . Since our whisker stimuli evoked spikes in arbitrarily selected cells with high probability and 30 inhibition lagged excitation by only ~2 ms, we hypothesized that the rapid whisker stimulusevoked inhibition was due to lateral connections within the L1 population.
To test this hypothesis, we performed an all-optical circuit-mapping experiment in vivo using patterned optogenetic stimulation (Fig. 3A) . We expressed Optopatch4 in 5-HT3AR-Cre mice and targeted voltage imaging to 1-3 L1 interneurons in the center of the field of view. We 35 then defined two optogenetic stimulus patterns. The first pattern comprised small disks targeted individually to the central neurons. These disks were stimulated with long pulses of blue light (500 ms, 25 mW/mm 2 ), with the goal to depolarize the targeted cells and to increase the driving force for inhibitory currents. The second pattern comprised an annulus (inner diameter ~200 m, outer diameter of ~400 m, 2 ) was applied to the neurons in the surrounding annulus to evoke synchronized spiking of the surrounding cells.
Optogenetic stimulation of the central neurons evoked robust spiking (spike rate 41 ± 6 Hz, n = 25 neurons, 3 mice, mean ± s.e.m.). Stimulation of the surrounding neurons transiently suppressed this spiking (spike rate 12 ± 4 Hz in the 25 ms following the annular flash, p = 4 × 10 −4 , two-sided paired-sample t-test, Fig. 3D , E, F). The mean fluorescence waveform following the annular flash showed robust hyperpolarization of the central neurons (27 ± 3% of spike height, Fig. 3G, S9 ). (Control experiments without the central optogenetic stimulus revealed that the initial depolarization after the annular flash was an artifact from light scatter, Fig. S9 ). The spike patterns and subthreshold hyperpolarization dynamics in these experiments closely 5 resembled the corresponding data for a sensory stimulus (Fig. 2E, F, I ). These results are consistent with the model that sensory stimulation elicits rapid activation of L1 neurons followed by rapid lateral inhibition.
Neuromodulation
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Finally, we explored the role of neuromodulatory activity on L1 dynamics (Fig. 4A) . A mild air puff to the face has been shown to activate cholinergic neurons in basal forebrain (16) , and these neurons are known to innervate cortical L1 (3, 28) . We imaged L1 neurons in awake mice while delivering a mild air puff (100 ms duration, ~5 psi) to the ipsilateral eye (to avoid incidental stimulation of whiskers associated with the imaged neurons, Fig. 4B ). In 15 of 21 15 neurons, the air puff evoked a clear depolarization. In 6 of these neurons the air puff evoked one or more spikes and in 3 of these neurons, the air puff evoked a barrage of firing that lasted ~1 s, strikingly different from the precisely timed single spikes evoked by whisker stimulation (Fig.  4C) . To resolve the subthreshold dynamics, we digitally removed spikes and calculated the air puff-triggered average across all imaged neurons. The air puff evoked a depolarization that grew 20 over ~100 ms, reached 20 ± 3% of spike height, and decayed with a ~1600 ms recovery time (Fig. 4E) . When the air puff was paired with optogenetic stimulation (500 ms, 5.8 mW/mm 2 ), we did not observe a significant change in population-average spike rate associated with the air puff (Fig. 4D) . Some neurons increased their spike rate while others appeared to enter depolarization block (see e.g. Fig. 4C , second and fourth traces), both effects attributable to 25 increased excitation. The subthreshold voltage showed a depolarizing transient (Fig. 4E) , opposite to the response to a whisker stimulus (e.g. Fig. 2C ).
Together, these results implied that the air puff evoked a predominantly excitatory subthreshold input without paired inhibition. Considering the heterogeneous neural responses to the air puff, it is possible that the air puff primarily activated a subset of L1 neurons that did not 30 have strong inhibitory connections within L1; alternatively, the predominantly subthreshold and asynchronous responses may not have driven enough synchronous spiking to elicit detectable inhibition in L1.
The 4 nicotinic acetylcholine receptor is highly expressed in L1 interneurons (2, 29) . We made paired recordings of the same L1 interneurons before and after systemic administration 35 of the 4 nAChR blocker dihydro-β-erythroidine hydrobromide (DHE, 1.5 mg/kg i.p., Fig. 4F ). This drug did not significantly affect the spike rate (Fig. 4G ), but it largely suppressed the air puff-induced depolarization, consistent with a cholinergic mechanism for this effect (amplitude, A. U., 0.22 ± 0.04 before vs 0.10 ± 0.03 after drug, n = 15 neurons, 3 mice, p = 0.02, two-sided paired-sample t-test, Fig. 4H, I ).
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Discussion
All-optical electrophysiology can report both the nature of the synaptic inputs (E vs. I) and the spiking output of a cell, revealing the transformation that the cell implements. Optogenetic stimulation and voltage imaging in distinct neural populations can reveal cell type-specific connections and their role in circuit dynamics. While we focused on rapid sensory processing, these tools may also prove useful in studies of neural plasticity, development and disease mechanisms.
Our experiments revealed that lateral inhibition among L1 interneurons mediates 5 precisely timed single-spike responses to abrupt sensory inputs. A striking aspect of these findings was that the same sensory input (a whisker deflection) could elicit spikes in a hyperpolarized neuron, but decrease the mean spike rate in a depolarized neuron. This observation highlights the importance of considering electrophysiological context when interpreting functional data recorded in vivo. While our experiments used a channelrhodopsin to 10 drive depolarization, ionotropic AMPA receptors (30) , acetylcholine receptors (31), serotonin receptors (32) and channelrhodopsins (33) all have similar current-voltage relations, implying that baseline activation of any of these receptors could switch the sensory-evoked response of an L1 neuron from excitation-dominated to inhibition-dominated. Our results showed that thalamic and neuromodulatory excitation converge in L1 neurons, albeit with different temporal profiles.
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Whereas thalamic excitation led to synchronous spiking followed by network inhibition, neuromodulatory excitation evoked mainly subthreshold depolarizations or asynchronous spiking in a subset of cells, which did not induce network inhibition.
Together with prior anatomical and electrophysiological studies (2, 5, 14, 34) , our results suggest a simple picture for how L1 detects novel sensory stimuli (Fig. 5) . While at least four 20 genetically distinct sub-types of neurons exist in L1 (11, 15), we consider here two broad classes based on firing properties and morphology. One population bursts readily, but quickly adapts (14, 15) . A second population is slow to spike, and does not adapt (14, 15) . Thalamic inputs drive both cell types. The late-spiking cells inhibit the bursting cells. The late-spiking neurons are primarily neurogliaform (eNGC) cells which synapse within L1, while the bursting cells are 25 primarily VIP + single bouquet-like (SBC-like) cells which project to deeper areas, where they dis-inhibit underlying cortex. Thus a transient input activates the output cells, while a tonic input predominantly drives lateral inhibition. Within this picture, the distinct intrinsic firing properties of the different L1 sub-types play a crucial role.
Experiments in vivo (3) and in slices (35) have shown that cholinergic stimulation elicits 30 complex effects on L1 interneurons, but how these effects modulate sensory-evoked responses in vivo remains to be determined. A clear goal for future work will be to characterize the role that each subclass of L1 interneurons plays in sensory processing and integration of top-down information including cortico-cortical and neuromodulatory inputs. 
