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Abstract--A new algorithm for the inductive inference of pattern recognition rules from a class of 
examples and another class of counter-examples is given. An important feature of the algorithm is that 
a diseriminant for the class of examples i generated in a format which allows immediate interpretation 
into the language of the application domain expert. 
The approach is an extension to that of Michalski and incorporates ideas from fuzz3' set theory. It is 
aimed at applications where the observable variables are such that the sample space of each class overlaps. 
In such cases an absolutely complete and consistent descriptor of the class of examples can be overly 
complicated or even impossible. By allowing suitable classification errors simpler descriptors can be 
constructed. The heart of the algorithm involves generalisation f examples of the concept using the 
counter-examples to limit the degree of generalisation. Generalisation procedures for nominal, ordinal and 
hierarchical variable types are described, and procedures for generating linguistic descriptors of the class 
of examples at different levels of generality are given. 
Because the search tree involved in the algorithm is potentially very large, a form of utility function 
is constructed which allows a branch and bound approach to pruning the search tree and to feature 
selection. 
The algorithm has been tested and validated on a complex data set consisting of observations on 1000 
head-injured patients. A particular feature of this data set is the large proportion of missing values. This 
data set was also of special interest, since it has been used by others as a vehicle for comparing several 
statistical discrimination techniques. The proposed method for transformation tolinguistic output is also 
demonstrated for this data set. 
1. INTRODUCTION 
1.1. Motivation 
This paper reports on work aimed at developing a procedure for establishing classification rules 
which are suited to problems where the sample space of  the classes may overlap and where a 
description of  the classes is required in a simple and easily understood format. 
Important problems of  this kind arise particularly in medical and social science applications. As 
an example consider the testing of  a drug or treatment regime in a clinical trial. Here there is a 
demand from doctors to have a simple linguistic expression of  the results of  their trails. It is also 
quite common for the results from the treated groups to overlap to the extent that they even have 
identical observation vectors in each group. 
Such classification problems have been tackled principally by statistical techniques. Fisher [1] 
first introduced the linear discriminant function in 1936 and whilst this and the many developments 
of  this work (see for example Devijver and Kittler [2]) cope with the possibility of  the classes 
overlapping the classification rules are given in the form of  a mathematical expression. Spiegelhalter 
and Knill-Jones [3] discuss the limited practical impact of  statistical systems in clinical medicine, 
arguing that: 
"the general opinion appears to be that the statistical approach is often too simplistic 
for realistic clinical problems, inapplicable because there are insufficient data, and 
incomprehensible to the user." 
The more recent approaches to classification by Michalski [4-10], Quinlan [11, 12] and A-Razzak 
et al. [13] place more emphasis on obtaining meaningful discriminants of  the classes involved. 
Michalski's approach is to learn a symbolic description of  a class (or classes) which is in the form 
of  a logical type expression which he calls "annotated predicate calculus". He emphasises the 
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human comprehensibility factor and in fact postulates [9] that: 
"The results of computer induction should be conceptual descriptions of the data, 
similar to the descriptions a human expert might produce observing the same data. 
They should be comprehensible byhumans as single 'chunks' of information, directly 
interpretable in natural anguage, and can involve both quantitative and qualitative 
information." 
Quinlan's, A-Razzak's and Michalski's approaches are essentially deterministic (as against the 
statistical approach which treats the observations in the training sets as instances of random 
variables) and, as long as none of the observations in the different classes happen to be identical, 
they can both always produce a set of classification rules which discriminate completely between 
the training sets. When there are observations which belong to both classes, then another class can 
be created representing the observations in the overlap area. With Michalski's method there is also 
the option of generalising over the intersection and allowing more than one rule to fire for the 
events in the intersection. These modifications are appropriate in the case where the overlapping 
observations can be defined exactly (e.g. as those observations which are actually identical in both 
classes) and this is known a priori  to be a good definition of the intersection. However, in many 
applications there can be a gradual transition (when ranging over the domains of the feature 
variables), from definite membership of one class to definite membership of the other class and a 
definition of an "intersecting area" a priori  is a difficult operation. (Taking the observations which 
happen to be exactly identical is not necessarily a good idea. For each identical observation there 
will usually be many which are very similar and the problem of where to draw the boundary line 
arises.) Methods which give a grade of membership of observations in each class are better since 
they can determine the class boundaries in the sample space and depend on fewer assumptions. 
In cases where the sample spaces overlap significantly then the answers resulting from 
Michalski's or Quinlan's method could be complex. For example take the case of overlap where, 
for simplicity, none of the observations happen to be identical. As has already been mentioned, 
in such a case, with deterministic approaches it is then always possible to find a discriminant which 
completely separates the training sets. (For example, if the class chosen for description has vector 
observations, then a simple disjunction of expressions where each expression represents just one 
of the data vectors describes the chosen class. The real question is, of course, whether the 
discriminant is worthwhile as measured by some appropriate criteria. Both Michalski's and 
Quinlan's approaches optimise over suitable criteria and in the former approach the user can 
choose the most appropriate for the application.) However, when the overlap is significant it is 
possible that there will be several isolated, or nearly isolated observations (i.e. observations in class 
1 which are surrounded by observations in class 2) and so only trivial generalisations can be made. 
Such generalisations may only cover the isolated observation. In this way a large number of 
disjunctions of very specific expressions (in Michalski's case) or a bushy decision tree (in Quinlan's 
case) will be found. In Quinlan's case the bushiness of the tree can be effectively reduced by not 
dividing nodes corresponding to only a few observations when it is not clearly advantageous. This 
results in nodes for which probabilities of classification can only by given. Overly complicated 
descriptors of the class may also not achieve any increased predictive capability on new data. They 
may even be worse predictors. (For example see Breiman et al. [14].) 
Significant overlap can arise, say, when class 1 is a set of observations on patients who responded 
well to treatment and class 2 the set of observations on patients who did not. In such a case there 
may well be factors which have not been measured which account for some (or even most) of the 
difference in response. This results in poor separation between the classes. It could also occur in 
cases where the treatment was not much different from the control. However the situation arises, 
it may be that it is unrealistic to force an absolute discriminant function and simple discriminant 
that covers most of class 1 and not many of class 2 could now be more valuable. 
The algorithm described in this paper whilst aiming for absolute completeness (i.e. all 
observations in class i satisfy the computed iscriminant for class i) and absolute consistency (i.e. 
the discriminant for class i covers no observation i  class j, j ~ i), can provide solutions at other 
levels of completeness and consistency. There is no claim that it tackles the criticism levelled against 
the statistical approach by Spiegelhalter et al. [3], of being too simplistic and often inapplicable; 
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but it does attempt to tackle the comprehensibility factor. The primary objective is to provide useful 
and effective simple discriminants of the classes involved. 
1.2. Background 
Learning from examples can be subelassified depending on whether only positive examples are 
available (e.g. most of Vere's work [15]) or whether counter-examples are also available. In the 
former case instances of the concept cannot provide information which can prevent over- 
generalisation. Least general generalisations are usually constructed to obviate this difficulty. It is 
the latter problem, where there are both examples and counter-examples, which is the most 
common and the one considered here. For this paper two classes only will be assumed; class 1 being 
the label for the set of examples and class 2 the label for the set of counter-examples. The method 
generalises to more than two classes quite readily [16]. 
An important factor is the source of the examples. The source can be a "teacher" who generates 
examples pecifically to optimise the learning process; or can be the "learner" itself based on its 
own state of knowledge (e.g. the LEX system of Michalski et al. [10]); or it can be the external 
environment. In the latter case the learner has to handle new observations which can be in a 
haphazard sequence. This is the case dealt with in this report. 
Additionally learning from examples can be based on a single experiment or can be designed 
to be incremental. A problem with the incremental pproach is that inductive inferences based on 
the possibly small set of initial data can be misleading and can start the learning program down 
a garden path. In this paper learning is based on a single experiment. Incremental learning has been 
considered. It appears, however, to be a difficult problem and is not reported here but is discussed 
in Ref. [16]. 
The objective is to learn a discriminant of a class of objects that distinguishes the given class 
from a limited number of other classes. This is in contrast o learning a characteristic description, 
where a template for the class is sought, which specifies all common properties in the class in the 
context of an unlimited number of alternative classes. 
1.2.1. Michalski's approach 
Michalski and his colleagues have done a considerable amount of important work in the area 
of "conceptual" induction [4-10] and it is on their approach that much of this work is based. 
Typically the output from his AQVAL/1 program is a disjunction of conjunctions of selectors. 
For example, the problem of finding a discriminant of class 1 against class 2 specified in Fig. 1 
could have an answer of the form 
[x, = 0 . . .  4][x2 = yes][x3 = 1 . . .  3] 
V[Xl = 5][x2 = yes] [x3 = 0 . . .  11, 
when the descriptor is chosen to maximise the simplicity of the answer according to certain defined 
criteria. The expressions in square brackets are called selectors. A conjunction of selectors (the 
"and" is implied) is called a complex. 
CLass 1 Ckass 2 
x l  x2  x3 x l  x2  x3 
0 yes 2 
1 yes 1 
I yes 3 
4 yes 1 
5 yes 0 
5 yes 1 
Fig. 1. Data for a simple discrimination 
1 yes 0 
1 yes 4 
4 yes 4 
4 no 2 
4 no 4 
5 yes 2 
5 no 1 
$ no 2 
5 no 4 
problem. 
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The above answer can be interpreted as: 
"an object belongs to class 1 if Xl has value between 0 and 4, x2 equals 'yes' and x3 
equals 1, 2 or 3; or x~ has value 5, x2 equals 'yes' and x3 equals 0 or 1." 
It should be noted that in Michalski's INDUCE program the problem statement can be in a 
more general form that a set of vector observations from each class. In this paper it is however 
assumed that the classes are describable by sets of vectors. There are good reasons for this. 
Michalski and Larson [17] have concentrated on representing relational descriptors and each 
selector is a proposition which is either satisfied or not. Internally a selector may contain a 
conjunction, disjunction or range. Many of his examples are of blocks (cf. Winston) or trains 
moving east and west with complex relationships between the components. The data which is the 
target for the method proposed in this paper usually consists of measurements and the emphasis 
is on the values that the attributes measured can have and not the relationships between the 
components of the observation. This does not mean that correlations between attributes are not 
considered. What it does mean is that it is not intended to capture phrases like "a patient consists 
of three parts, part one is the 'head' and is on top o f . . . "  
Quinlan's approach is computationally simpler than Michalski's and produces class descriptors 
as nested if~then__else__statements. Comparisons [18] have indicated that Michalski's approach 
expresses the answer in terms which are more understandable to the user. It is this ability for simple 
description which makes Michalski's approach suitable as the backbone to the procedure proposed 
here. A comparison of rule learning techniques including Michalski's and Quinlan's methods can 
be found in Ref. [19]. 
1.3. The Solution Format Proposed 
To increase the linguistic expressiveness of a selector, a selector is here defined in terms of a fuzzy 
set over the domain of the selector feature, i.e. a selector is of the form [X is f ]  where f is a fuzzy 
set over the domain of X. For example a complex might read 
[age is old] [response is highly clinically significant], 
where "old" and "clinically significant" are predefined fuzzy sets over the domains of age and 
response, respectively. "Highly" is a linguistic hedge. Internal conjunctions or disjunctions are also 
possible. For example [age is not old and not very young]. Fuzzy truth values can also be attached 
to these statements and this is illustrated in the example in Section 2.6. 
The classification rules produced are in the form of disjunctions of complexes of selectors of the 
form above, where the fuzzy sets are estimated from the sample data. Such a disjunction will be 
called a discriminant. The mapping into the language of the domain expert has to be done via a 
post processing program. Mappings of this nature are described in Refs. [20-23] and is illustrated 
in the example in Section 2.6. 
The estimation of the fuzzy sets is firstly based on trimming an overgeneral discriminant of the 
concept by using the counter-examples (i.e. the observations in class 2) to trim the fuzzy sets 
corresponding to the discriminant. This solution can be further refined, depending on the 
application, in two ways. If a minimal generalisation is required then a technique for generating 
a minimal generalisation of the identified clusters of observations i given. Secondly the dual 
problem, where the class of examples is treated as the class of counter-examples, can be used to 
further shape the fuzzy sets. There is a difficulty with the latter refinement, however, since a direct 
approach spoils the simplicity of the answer. How this is resolved is described in Section 2.7. 
In Ref. [7] Michalski and Chilausky introduce the idea of certainty factors when representing 
the knowledge of experts. They do not, however, use any such ideas in the rules which are induced 
from the data. The performance of the expert derived rules were then compared with the induced 
rules. 
2. THE INDUCTION ALGORITHM 
This section describes the basic induction algorithm devised to produce a form of linguistic 
output. 
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Definitions are introduced to provide a more precise statement of the way fuzzy sets are being 
used in the algorithm and this is followed by a description of the generalisation process, optimality 
criteria and search mechanism employed, and the final mapping into linguistic terms is discussed 
in the context of the example in Section 2.5. 
The section concludes with a simple illustration of the application of the algorithm. 
2. I. Fuzzy Descriptors 
In Section 1 the idea of a selector and a complex defined in terms of a fuzzy set was introduced. 
This section defines more precisely the terms to be used. 
Definition 2.1 
The grade of membership of a quantity e in a selector [X is f ] ,  where f is a fuzzy set over the 
domain of X, is its membership value in f ,  i.e. u:(e). 
Definition 2.2 
The grade of membership of the vector quantity 
e = (el . . . . .  en), 
in a complex 
C = [Xl is f l ] . .  • [X, is f,], 
denoted by Mc(e), is the minimum of the membership values of each of its components ei in the 
selectors of the complex, i.e. 
Mc(e) = min{usl (e l ) . . .  u:~ (e.)}.  
Definition 2.3 
A discriminant D is a disjunction of complexes, i.e. 
D=C1v CE V "" v Cm 
for given complexes C1, C2 . . . . .  Cm. 
Definition 2.4 
The grade of membership of a vector quantity e with respect o a discriminant D is 
max{gct (e), Mc2 (e) . . . . .  Mcm (e)}. 
When the algorithm is described later it will be seen that when evaluating the grade of 
membership of a quantity e with respect o a discriminant, it is usually to find if it is greater than 
some threshold figure. Because the complexes of a discriminant are found sequentially, Mcl (e) is 
first computed, then possibly Mc2(e) . . . .  and should one exceed the threshold then this is taken 
as the membership grade--the others not being computed. From a classification point of view this 
does not make a difference since even if a higher Mci is later found it cannot alter the assignment. 
This is an important point however. Disjunctions in this work (or Michalski's) are not true 
disjunctions. If the complexes are being used as predicates (by comparison with a threshold for 
example) then the disjunction components are evaluated sequentially and only observations which 
the next test. 
These definitions give a means of evaluating how well any observation matches a concept 
described by a discriminant. This in turn allows definitions of completeness and consistency which 
are introduced after the utility function is discussed. 
2.2. The Generalisation Process 
2.2.1. Using contradictions 
Consider the case of finding a discriminant (see Definition 2.3) where there are two classes of 
objects, class 1 and class 2 say, where each is a set of n-tuples. Imagine firstly that class 1 is the 
set of examples of the concept and class 2 the set of counter-examples. The objective is to find a 
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descriptor which covers all of class 1 (i.e. the grade of membership with respect o the descriptor 
is greater than some threshold--see Definition 2.4) and no more than a given percentage of class 
2 (i.e. the grade of membership with respect o the discriminant is less than some threshold for 
that given percentage of class 2. Note that this percentage can be 0%). This discriminant has to 
be suitable for translation into linguistic terms. The method escribed below corresponds intuitively 
to a maximal generalisation. It is also a basis for finding a least general generalisation--see 
Section 2.8. 
Firstly assume the gross over-generalisation 
[X, is UII[X2 is U2]...  [Xn is Un], 
where the Ui are fuzzy sets with grade of membership unity over the whole domain of 2.,.. Now 
this is clearly an over-generalisation for whilst it covers all the examples in class 1 it also covers 
all those of class 2. The counter-examples are then used to trim the fuzzy sets U until the required 
degree of consistency is achieved. The nature of the trimming depends on the type of variable 
involved and is discussed in Section 2.2.2. 
There are two points worth noting at the outset. 
(i) It is clear that by using the unit function over the whole universe of discourse there will 
be over-generalisation. If there are a priori grounds for having an initial conjecture of the form 
[Xl is G,][X2 is G2]. . .  [X, is G,], 
where the Gg are user prescribed fuzzy sets then this is quite compatible with the method suggested 
below provided the G are not pessimistic. There is in fact an option for this in the implementation. 
Over-generalisation s dealt with in Section 2.7, where the results of generalising class 2 against class 
1 are used to eliminate superfluous generalisation and in Section 2.8 where a least general 
generalisation is discussed. The latter are probably better approaches than assuming a difficult a 
priori conjecture. The use of the word "over-generalisation" is not meant o imply that the answer 
is wrong. It is always consistent with the counter-examples. In some applications the conservative 
approach of generating least general generalisations is suitable whilst in other applications a wide 
generalisation is more suitable. 
(ii) The counter-examples can only be used to shape the fuzzy sets in the regions of the domains 
where there are contradictions to the conjecture. Shaping in the area of complete consistency has 
been achieved by considering the generalisation of class 2 against class 1, i.e. by using the previous 
examples of the concept as counter-examples to the complementary concept. 
2.2.2. Different ypes of variables 
When generalisation or particularisation takes place it is usually with respect o an underlying 
background structure of the domain of the feature variables. The current implementation of the 
algorithm allows for three types of background omain. This covers the most common cases. The 
program has been designed in such a way that additional domain types are easily incorporated 
should they be needed in an application. This section explains the particularisation process for each 
of the variable types. 
Hierarchical types. A simple example of a hierarchical structure is shown in Fig. 2. This can be 
interpreted as representing a case where an attribute which can take the values D, E or F then a 
legitimate generalisation is to B, etc. 
It is possible to classify hierarchical variables further into ordered and unordered epending on 
the structure of the hierarchy--see Michalski and Stepp's chapter in Ref. [10]. In the current 
implementation the values at a given level of the hierarchy are assumed to be unordered. 
An important case which can be modelled using a hierarchical domain is when the attribute 
values have a "don't care" state. In the implementation "don't cares" are represented by a • in 
place of a variable value and in the particularisation process the children of the "don't care" nodes 
are used to trim the fuzzy set. 
The most common domain type is, however, when the domains of the feature variables are 
nominal or ordinal. 
Nominal type. Here the feature variable has no order in its domain. For example, the feature 
"eye colour" may have as its domain {green, blue, brown}. Each contradiction to the generalisation 
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[A) 
/ \  
(B) (C) 
/ \ / \  
(DE) (F} (GH} 
Fig. 2. Example of a hierarchy of 
observed values of an attribute. 
, 0 
Number of 
contradictions 
i l 
I I 
I I 
I I 
I I I I1 I II I I I I 
10 20 30 40 50 60 70 
Fig. 3. Particularisation in the ordinal case. 
(which is in the first instance the uniform function over the domain) causes a decrement in the 
membership value at the domain value corresponding to the contradiction. 
The implementation in fact notes the number of contradictions and the mapping to membership 
values is only needed when the linguistic approximation is made. The following description is in 
terms of numbers of contradictions. 
When relating to the definitions above it has to be remembered that the operations of taking 
the minimum membership value corresponds to finding the maximum number of contradictions, 
etc. 
More formally if g/x)  is the step function which represents the number of contradictions 
corresponding to each value of the attribute i, with domain {al , . . . ,  ak }, then g~(x) is represented 
as a simple association list of attribute domain values, at, paired with the corresponding number 
of contradictions, n~. 
gi = {(nl. at ) . . .  (nk. ak)}. 
If Xj is the ith component of a counter-example, then g~ is modified to g~ where 
g; = {(nl .a l ) . . .  (n~+ 1.aj) . . .  (nk.ak) }. 
when xi = aj. 
Initially g~ is {(0.a~)... (0.ak)}. 
If the contradiction xe is regarded as the simple step function 
h = {(0.a,). . .  (1.x,). . .  (0.ak)}, 
then the arithmetic above represents he composition of g~ and h giving g'. This terminology is used 
later in the description of the algorithm. 
Ordinal type Here the feature variable has a domain which is ordered. For example "age" or 
"temperature". For simplicity the domain is automatically mapped on to the integers 0, 1 . . . .  so 
quantisation approximations of real numbers have to be made. Since the fuzzy sets corresponding 
to the features are stored as transition points of step functions there is no arbitrary limit to the 
degree of quantisation. Efficiency and limitations on memory make it, of course, only sensible to 
make the quantisation only to the level that the application requires. 
The mode of particularisation is perhaps best illustrated by an example. Starting with the selector 
[age is U] as a conjecture, suppose it is known that a representative element of class 1 (the class 
being described) has an age of 30. This is called the seed dement. If an element of class 2 has age 
60 and another has age 40 then U would be modified as shown in Fig. 3. 
For attribute i let e~ be the component of the seed element being used to generate the complex. 
Suppose g~(x) is the step function which represents he current number of contradictions for each 
value of the domain of attribute i. Suppose also that the domain of x~ = {0, 1, 2 . . . .  }. (Inside the 
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program all ordinal domains are transformed to a range of integers which start at zero. This is 
hidden from the user.) g~ is represented by 
gi = {(nl. 0) (n2. a2) . . .  (nk. ak)}, 
which corresponds to 
gi(x)=nlO<<.x <a2, =n2a2<~x <a3, = . . . .  n~ak <~x, 
where ni is the number of contradictions for x in the corresponding range. Note that a~ . . . . .  ak 
is not the domain of x. (This is transformed onto the unbounded set {0, 1, 2 . . . .  }.) Here the ai are 
the values at which the contradictions have occurred. This representation is used to give flexibility 
in the representation f ordinal values. For example suppose for the variable x 
g(x) = {(1.0)(3.2)(4.5)} 
then 
g(x )= 1 0~<x <2 
=3 2~<x<5 
=4 x~>5. 
Initially gi = {(0.0)}, since this is the analogue (in terms of contradictions) to the uniform fuzzy 
set over the whole domain. 
Letting x~ be the ith component of the counter-example then if x~ > ei + t~, where t~ is a user 
prescribed tolerance for attribute i, then g~ is modified to g~, where 
g~=gi for x<x i ,  =ns+l  for x~x<as+~,  =nj+l+l  
for aj+~<<.x<as+2 . . . .  nk+l  for ak<.X, 
where it has been assumed that a: <~ xi < as+ ~. If x~ < et - ti then g~, assuming at ~< x~ < a,+ ~, is 
modified in a corresponding way giving 
g~=nl+l  for O<<.x<al . . . .  n ,+~+l  for a,<x<~xi, =gi(x)  for x>x i  
(i.e. x I> x; + 1 since the domains are mapped onto integers). 
If  I x~-  e~l ~< t~ two modified step functions are produced corresponding to both cases above. In 
particular, if the tolerance is greater than the known range of the domain then both alternatives 
are always generated. This need not include the seed. 
If the contradiction is thought of as a simple step function defined by 
h={(O.O)(1.x~)} if x i>O or ={(1.0)} if x~=O, 
in the first case and 
h ={(1.O)(O.xi+ 1)} 
in the second, then the above operations define the composition of gi and h for the ordinal case. 
Note that domain values more extreme than the actual counter-example have their number of 
observed contradictions incremented. Different methods for accruing contradictions can be devised, 
e.g. by making the x; the centre---rather than the end point---of a range of domain values which 
have their corresponding number of contradictions incremented. 
In the principal application of the algorithm it was thought that the response, i.e. grade of 
membership in class 1, within each derived complex would be unimodal or monotonic so the 
particularisation process is sensible. If it is felt that, for ordinal variables, the fuzzy set 
corresponding to its selector will not be unimodal or monotonic increasing or decreasing then a 
different method for particularisation should be adopted. The program is written in a manner which 
allows such modifications to be made relatively easily. Note, however, that if the fuzzy set is, say, 
bimodal then this may be picked out in two separate complexes, each capturing one of the unimodal 
components. 
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Because of the common occurrence of overlapping feature values from observations from 
different classes it is not immediately obvious which part of the domain should suffer the diminished 
membership value. The choice is made to maximise a utility function associated with the 
discriminant. This is described in Section 2.3. 
2.3. Selecting the Best Discriminant 
In the preceding section the method for incrementing the number of contradictions correspond- 
ing to a single variable was considered. In this section the multivariate and computational spects 
of the problem are considered. This is linked to the form of the utility function. 
2.3.1. The computational problem 
The general procedure is described in this section. 
Choose an observation at random from the class of examples. This is the seed observation. (The 
choice of seed is not discussed in this paper, though it is important, see Ref. [16].) 
Consider the first counter-example of the concept. Suppose this is of the form 
Xl = x . ,  X2= x,2 . . . . .  X. = xl.. 
Each component of the counter-example can be used to particularise the generalisation 
[X, is U,][X2 is U21... [X. is U.], 
of the seed chosen from class 1. 
For example [X~ is U~] can be particularised to [Xi is g~)], say, using the first element of the 
counter-example and the ideas in Section 2.2.2. So a valid generalisation which does contradict he 
first counter-example is 
[X, is gt')][Xz is U2].. .  IX. is U.], 
or [Xi is g~)] for short. 
From now on, if a selector for a variable is missing, it is assumed that its corresponding fuzzy 
set is U. The superscript 1 indicates that this set has been obtained using the first counter-example. 
The subscript refers to the variable which gives the domain of the fuzzy set. This is 1 when the 
first element (i.e. variable) is being considered. 
There are of course (unfortunately) many other particularised generalisations which are 
consistent with the first counter-example, namely 
or . . .  
o r . . .  
[X2 is g~l)] or [)(3 is g~l)] 
[X. is g(.')] or [X, is gl')][X2 is g~)] 
-o) 1 [Xl is g~l)]... IX. is g . . .  
Now each of the simplest possibilities, namely 
[X~ is g/°] and IX2 is g~')] and . . .  IX. is g~.~)], 
where only one of the elements of the counter-example is used to particularise the initial conjecture 
is sufficient o ensure consistency with respect o that counter-example. The approach chosen here 
is to ignore all the more complicated possibilities. This is to help contain the combinatorial 
explosion. It has to be stressed that the simplest alternatives are sufficient for consistency as well 
as being attractive by means of their parsimony. (Additionally the overall "best" simplest 
alternative is chosen--see later.) 
Considering the second counter-example, then the generalisation 
IX, is U~]... [X. is U.] 
can be particularised to 
[XI is g~2)] or [X2 is g~2)] or . . . [X.  is g?~]. 
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Since the discriminant should be consistent with respect o both the counter-examples then 
[X 1 is g~l)][X" I is gt2)], [X 1 is g~l)][X" 2 is g~2)] . . .  [X, is g( l ) ] [X n is g~2)] 
are each sufficient. 
Complexes like [X~ is g~O] [X~ is g~2~] are combined and written as the simpler [X~ is g~t)(2)], where 
g~0(2) is the composition of gl l~ and g~2~. 
The nature of the composition depends on the type of the variable as described in Section 2.2. 
Note that g~2~,..., g~2~ are of the form of a simple step function (see the definitions in Section 
2.2.2) and the composition referred to is that specified in Section 2.2.2. That g~]),.., g~]) are also 
simple step functions is simply because it is the beginning of the search. Later the constructed 
gl I~t2~ are more complex. 
To find the best discriminant this process has to be repeated with each of the counter-examples. 
A tree of possibilities is created as shown in Fig. 4. There are clearly n m possible consistent 
complexes. (This is not quite true. When there are ordinal variables and the distance between the 
representative element of class 1 and the element of class 2 is below a user prescribed tolerance 
then two selectors are created, not just one--see Section 2.2.2.) To select which is the best some 
kind of utility function has to be used. Michalski uses a lexicographic utility function which can 
be tailored to the problem's requirements (e.g. Ref. [6]), and a similar approach as been adopted 
here. 
There is clearly a severe computational problem. Michalski has tackled this by keeping at each 
level of the tree the MAXSTAR best complexes, picking the best one at the last step. MAXSTAR 
is a parameter set by the user of the algorithm. This approach certainly seems to work reasonably 
well. However, rather than using a truncated form of blind search it would be better to use a 
method which incorporated pruning which had a sound justification. An approach to this problem 
is covered in the next section. 
[X  1 is 0(11) ] (X  2 iS g(21) ] [X  n is g(~) ] Lever 1 
/1\ /\ 
/ I \ \ 
[X~ is Q~2)]EX 2 is Q~)] [X  2 is g(m(~)) [X  n is Q~)] [X  2 is 0 (1) ] Lever 2 
/1\ / \ A\ 
/1 \  /1 \  /1 \  
/1\ 
/ /1\ 
(lb-(m) ISg 1 ][ 'X2 is g~ m) ] I 'X 1 iS QI 3 [X  1 . (1)-.(m-1) Lever M 
Fig. 4. The tree of possible solutions. 
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Example 2. I 
The process of generating the search tree is illustrated using the data set in Fig. 1. 
Take as seed the first element of class 1, i.e. (0 yes 2). The most general generalisation is 
[X~ is {(0.0)}][)(2 is {(0 . yes) (0 . no)}] [X3 is {(0.0)}]. 
This is the root complex. The first counter-example is 
X l= l ,  x2=yes, x3=0. 
Particularising as suggested, bearing in mind that x2 is nominal and x~, x3 are ordinal, and assuming 
a tolerance of 0 for the ordinal variables gives three children 
[X 1 is glt)], where gl ')= {(0.0)(1.1)} 
and 
and 
[X2 is g~l)], where g~l)= {(1.yes)(0.no)} 
[X3 is g~O], where g~O = {(1.0)(0.1)}. 
These three complexes (which are in fact just simple selectors) are the nodes in the search tree at 
the first level, i.e. after the first contradiction has been considered. 
When the second counter-example, (1 yes 4), is considered each of these can generate at least 
three children. For example g~O has the children which are formed by combining ~t) with each of 
gl 2) = {(0.0)(1.1)} 
g~2) = {(1. yes) (0. no)} 
gt 2) = {(0.0)(1.4)} 
to give the complexes 
and 
and 
[)(1 is {(0.0)(2.1)}] 
[Xt is {(0.0) (1.1)}] IX2 is {(1. yes) (0. no)}] 
[Art is {(0.0)(1.1)}]IX3 is {(0.0)(1.4)}]. 
These three complexes are three of the possible nine nodes in the second level of the search tree. 
The complete search tree can be constructed in this way. Note that this is not a tree of all 
possibilities, but every terminal node will be consistent, i.e. will not cover any of class 2. 
2.3.2. Pruning the search tree 
Figure 5 shows a simple tree of possible complexes where each complex has a utility function 
associated with it. To improve the search mechanism the utility function was designed (see Section 
u? u~ u~ u: 
u~ 
u~ o63 u? u. ~ 
Lever I 
Lever 2 
Lever 3 
Fig. 5. A complete solution tree for two variables and three counter-examples. 
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2.3.3) to be monotonic decreasing with the tree depth, i.e. U~ + ~) ~< U~, for all leaves j emanating 
from node i and for all levels l. 
The advantage is that in this case a branch and bound procedure can be constructed to compute 
the best complex. To see how this can work, imagine that complex C~ has been found with its 
associated utility U~. Clearly C~, U~, CI and U~ have also been computed en route. Suppose C~ 
and U~ are now found. If U~ < U~ then the whole tree emanating from this node can be eliminated. 
This approach was first described by Narendra and Fukunaga [24] for feature subset selection. 
Each time a terminal node is computed, if it has a higher utility than the current best complex, 
then it is saved and the lower bound on the utility updated. If an optimal solution is sought then 
it can be found by a search which succesively eliminates nodes of low utility. The branch and bound 
approach can be speeded up (making it no longer necessarily optimal) in several ways. 
One approach is to put a range on the degree of backtracking. This can be loosely justified on 
the grounds that if the observations corresponding to the backtrack window are representative of 
the class, then the solutions which perform badly in this window will perform badly generally. If 
a depth first search is used, expanding the nodes with highest utility first, then the fact that the 
utility function is designed to never increase allows the use of a backtrack window which 
automatically moves down the tree whenever a new level is explored in the search. Nodes in the 
tree which are "left behind" as the window moves down the tree are rejected. This type of search 
is an option in the implementation. 
Another good approach is to keep lower bounds for each level of the search tree and during 
the search compare the utility function with the lower bound corresponding to a given number of 
steps ahead. 
More detail on the search is given in Ref. [16]. 
Other features provided by the implementation are 
(a) the incorporation of user specified windows; 
(b) an option which allows the user to build up a solution in steps by incrementing 
the number of selectors to be admitted in a complex. The lower bounds are kept 
at each level so the greatest lower bounds found for a chosen number of selectors 
can be used when an additional selector is added. This reduces the amount of 
fanning of the tree and enables more effective pruning. 
2.3.3. Creating a monotonic utility function 
Define a utility function U for a complex by 
u(c )  = (a l(C), a2(C)  . . . .  ) 
where the ai are attributes of C, each measured on an ordered scale. For example ai could be the 
number of selectors in C, or the number of observations in class 1 which are covered by C (to at 
least some threshold figure), etc. 
Given two complexes C~ and (72, then define the statement "C~ has a higher utility than C2" by 
whether either 
or  
al(C.)=al(C2) 
al(C~)=al(C2) and a2(C~)>a2(C2) 
or . . .  is true. 
Considering the process of generating consistent complexes described in Section 2.3.1 then it is 
worth listing some attributes which characterise a complex and make it useful as an answer. 
(al) The number of observations of class 1 which are completely covered by the 
complex. 
(a2) The number of selectors in the complex. 
(a3) The number of observations in class 1 which contradict the complex at most 
once. (This can be extended to at most twice, at most thrice, etc.) 
(a4) The number of observations in class 2 which are completely covered by the 
complex. 
(0 
(4 
(0 
The inductive inference of pattern recognition rules 851 
The number of observations in class 2 which contradict the complex at most 
once, at most twice, etc. 
The total number of observations in both class 1 and class 2 which are 
completely covered by the complex. 
The total number of observations in both class 1 and class 2 which contradict 
the complex at most once, at most twice, etc. 
This could of course be a longer list. This attributes characterise ach node of the search tree. 
Consider an arbitrary node corresponding to a complex (C, say) at level k of the complex generating 
search tree. In moving to level (k + 1) and creating a new complex (D, say) it is certainly always 
true that 
(1) D covers no more observations of class 1 than C, 
(2) D has no fewer selectors than C, 
(3) D covers no more elements of class 1 with number or contradictions at most one 
(or at most two, or at most three,. . . ) than C, 
(4) D covers no more elements of class 2 than C, 
(5) D covers no more elements of class 2 with number of contradictions at most one 
(or at most two, or at most three,. . . ) than C, 
(6) D covers no more elements of class 1 and class 2 than C, 
(7) D covers no more elements of class 1 and class 2 with number of contradictions 
at most one (or at most two, three, . . . ) than C. 
In general conditions (l)-(3) can be regarded as degradations in the value of the complex as 
measured by attributes (al)--(a3), respectively. Conditions (4) and (5) are improvements as 
measured by attributes (a4) and (as). This implies that a utility function V(C) defined as, for 
example 
WC) = [al(C), a2(C), a3(01, 
will ensure that if C@ + *) is any complex at level (k + 1) formed from Ck then 
U(C(k+‘)) < U(Ck). 
One practical approach is to construct a utility function based on attributes (al) and (a3) with 
its extensions, namely 
where for example, X(0 + 1) represents the number of observations in class 1 which has zero or 
one contradiction to the proposed complex. 
Attribute (a2) can be incorporated nicely into the branch and bound approach. Successively 
solving the problem starting from one selector (say) allows the bounds found at each level of the 
search tree to be used in the next. 
Attributes (a4) and (as) are attractive since minimising these increases the separation between 
the classes. Possible utility functions which incorporate attributes (a4) and (as) are 
or 
[ 
c 09 - 2 09 z (0 + I), - c (0 + I), (si (0 + 1 + 2), -c (0 + 1 + 2) . (11 PI 12) 1 
Unfortunately, though this form of utility is appealing they violate the monotonicity condition. 
It is worth noting however that improvements uch as would be measured by attributes (a4) and 
(a5) are produced in any case by construction at each stage. The limitations of maximising the utility 
function U - 1 over class 1 are not so bad as might first appear. 
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Instead of using attributes (a4) and (a5), if attributes (a6) and (a7) are incorporated into a utility 
function such as 
(~0, - -  ~ 0, ~ (0 +1), -- ~ (0+1)  . . . .  ) , 
{I}U{2} {I} { 1}U{2} (U 2) 
then this satisfies the monotonicity condition. It is also a useful function in that since the 
components are being maximised in order, 
maximis ing-  ~ 0 
{i}v{2} 
after having 
corresponds to 
maximised ~ 0 
{1} 
minimising ~ 0 
{2} 
conditionally, which in many ways is what is wanted. Similar arguments apply to 
~(0+1),  -- ~ (0+1). 
{1} {l/v{21 
The strict ordering imposed by such utility vectors can be alleviated by use of tolerances T~, 
T 2 . . . .  and defining C~ to have a higher utility than C2 iff 
al(Ci) - al(C2) > Ti 
or  
la l (C~)-  al(C2)[ ~ 7"1 and a2(C , ) -  a2(C2) > 1"2 
or . . . .  
This has not been included in the current implementation, though it would not be difficult. The 
Ti are absolute tolerances and so each run of the program with different numbers in each class, 
even if it was the same application, would require different T, to be specified. The T, can be made 
relative by, say, defining them as proportion of the maximum range of the ai(C) for all complexes 
C. This has been done by Michalski. 
2.4. Finding a Discriminant 
The discriminant is found by repeatedly applying the process of finding the best covering complex 
as described above and removing the covered observations (or more precisely those observations 
which have a grade of membership in the complex above a certain threshold--see Definition 2.2) 
until there are no more observations in class 1 or the number is below that dictated by the 
completeness threshold (cf. type I error). 
This gives a discriminant of the form 
D=CI  v C2 v""  v Cp, 
where C~, C2 . . . . .  Cp were produced in that order. The cut-off threshold for each complex is chosen 
by looking at the consistency of different thresholds (cf. type II error). The consistency for different 
thresholds is output by the program and is explained further in the following example. 
Example 2.2 
This example describes the application of the induction algorithm to a large and complex data 
set.t 
The complexity of the data arises through the presence of both nominal and ordinal data (some 
of which might be regarded as continuous), the occurrence of a high proportion of missing values, 
and of course its multidimensionality. 
?The data was kindly made available by Professors Jennett and Titterington, both of Glasgow University. 
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The data is especially interesting because it has been used by Titterington et al. [25] to compare 
the performance of different discriminant analysis methods. This study has been described by 
Anderson (see discussion in Ref. [25]) as a classic in the field of discrimination. 
A full description of the history and format of the data has not been included because of lack 
of space but can be found in Titterington et al. [25] and Jennett et al. [26]. Jennett et al. [26-28] 
collected between 1968 and 1976 data on 1000 patients with severe head injury. The study was 
begun at the Institute of Neurological Sciences, Glasgow, and after four years data from Rotterdam 
and Croningen in The Netherlands was included. Latterly data from Los Angeles was also included. 
The original purpose of the study was, quoting Titterington: 
" . . .  to investigate he feasibility of predicting the degree of recovery which individual 
patients would attain, using data collected shortly after injury." 
Patients admitted to the study must have been in a coma for at least 6 h, where coma was defined 
by "not opening the eyes, not uttering any recognisable words, and not obeying commands" (see 
Ref. [28]). 
As the characteristics of the data from all centres were very similar [26] the 1000 patients were 
treated as a single series. 
2.4.1. The attributes measured 
In the data given for analysis there were six feature variables, namely, age, EMV score, MRP, 
change, pupils and eye indicant. These are described briefly below. 
Age. Age was grouped onto the decades 0-9, 10-19 . . . .  ,60-69, 70+, and coded as 1 . . . . .  8, 
respectively, on the data used. Note that whilst the algorithm described oes not require such data 
to be grouped, this grouping was made in the data provided for analysis. 
EMV score. This is a created indicant, calculated from three components. 
(i) E score. This is a measure of eye opening in response to stimulation graded 1 (nil) to 4 
(normal). 
(ii) M score. This is a measure of the motor response of the best limb in response to 
simulation, graded 1 (nil) to 6 (normal). 
(iii) V score. This is a measure of verbal response to stimulation, graded 1 (nil) to 5 (normal). 
The EMV score is the sum of the raw E, M and V scores. This can range from 3 to 15, but was 
grouped as 3, 4, 5, 6, 7, 8, 9-15 and coded as 1, 2 , . . . ,  7 in the data used. Missing values were 
coded as 0. The individual E, M and V scores were not available in the data given for analysis. 
Motor response pattern (MRP). This is an overall summary of the motor responses in all four 
limbs, graded 1 (nil) to 7 (normal) and coded as 1 . . . . .  7, respectively, in the data used. Missing 
values were coded by 0. 
Change. This is the change in neurological function over the first 24 h graded 1 (deteriorating), 
2 (static) or 3 (improving). Change was coded as 1, 2 or 3, respectively, with a 0 for missing values. 
Pupils. This is the reaction of pupils to light, graded as 1 (non-reacting) or 2 (reacting) and coded 
as 1 and 2, respectively, with 0 for missing values. 
Eye indicant. This is a created indicant calculated from three components. 
(i) 
(ii) 
(iii) 
Eye 
It was 
Spontaneous eye movements (SEM) graded 1 (nil) to 4 (normal). 
Oculocephalics (OCS) graded 1 (nil) to 4 (normal). 
Oculovestibulars (OVS) graded 1 (nil) to 4 (normal). 
indicant is a summary of SEM, OCS and OVS, graded 1 (bad), 2 (impaired) or 3 (good). 
coded as 1, 2 or 3, respectively, again with 0 for missing values. 
2.4.2. Missing values 
One of the difficulties with this data set is the presence of an appreciable number of missing 
values. For example, approx. 5% of EMV scores were missing, 4% of MRP, 260 of change, 3% 
of pupils and 22% of eye indicant scores. Modifications to the algorithm described above are 
required to handle missing data and these are discussed in Ref. [16]. Lack of space prevents 
explanation here, but the results of the modified algorithm will be used to illustrate the application 
of the algorithm. 
C.A.M.W.A. 15/IO~E 
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2.4.3. Analysis of the data 
The data set was split into two halves to allow for validation as well as training. This resulted 
in a training set consisting of 500 patients. The validation showed that the method behaved reliably, 
but will not be discussed here. Similarly comparison with an independent Bayesian analysis has 
been made and the results shown to be comparable [16]. 
For the purposes of this analysis the patients were considered to belong to two classes, namely 
those who made either a good recovery or were left with only moderate disability (CLASSI) and 
those who suffered severe disability or were vegetative or who died (CLASS2). In the training set 
189 belonged to CLASSI and 311 to CLASS2. 
All six variables were included in the classification and were typed as follows: 
AGE--ordinal;  
PUPILS--nominal with missing values; 
MRP, EMV, EYEIND, CHANGE--ordinal  with missing values. 
2.4.4. Results 
The first complex found was as follows: 
CHANGE 
MRP 
EMV 
PUPILS 
AGE 
EYEIND 
(12.1) (1.2) (0.3) 
(94.1) (85.2) (58.3) (47.4) (3.5) (0.6) 
(9.1) (2.2) (1.3) (0.6) 
(106.1) (0.2) 
(5.1) (0.2) (6.3) (9.4) (17.5) (33.6) (71.1) (81.8) 
(4.1) (1.2) (0.3)c_, 
The notation used is that of the raw program output and is in terms of contradictions to selectors. 
For example the EMV row is interpreted as shown below. 
There are 9 "contradictions" to EMV having a value of 1 
2 2 
1 3-5 (inclusive) 
0 6 
There were only nine counter-examples where it was best (to maximise the utility function) to use 
the EMV attribute, one having a value of 5, one a value of 2, and seven having a value of 1. 
Attributes which are used more often are clearly more important. How this is handled can be seen 
when the thresholds are chosen for the complexes. At this stage it can be seen that the selected 
attribute values (best from the discrimination point of view) from the counter-examples are shaping 
the fuzzy sets in the selectors. 
The complex is interpreted as follows. If CHANGE = 3 (domain = { 1,2,3}) and MRP = 6 or 7 
(domain={1,2,3,4,5,6,7}) and EMV=6 or 7 (domain={1,2,3,4,5,6,7}) and PUP ILS=2 
(domain = {1,2}) and AGE = 2 (domain = 1,2,3,4,5,6,7,8}) and EYEIND = 3 (domain {1,2,3}) 
then 9% of CLASS1 are "covered" and 0% of CLASS2. An observation is covered if all its 
attribute values lie in the prescribed domain ranges. This complex is 100% consistent--or 
equivalently has a 0% type II error. It was constructed to be so by the basic algorithm. 
Suppose we now say that we would like a complex which covers a higher per cent of CLASS1 
at the expense, perhaps, of covering more of CLASS2. Define as covered at contradictions level 1 
those observations in CLASS1 or CLASS2 whose attribute values fall in the range(s) in the domains 
of the selector variables which have either 0 or 1 contradictions. For example the complex at 
contradictions level 1 is CHANGE = 2 or 3, MRP = 6, EMV = 3 . . .  6, PUPILS = 2, AGE = 2, 
and EYEIND = 2 or 3. 
How this answer format is mapped into linguistic statements i illustrated later. They can 
however be interpreted quite readily. For example the results for AGE are shown in Table 1. 
Table I. No. of contradictions 
0-9 10-19 20-29 30-39 40-49 50-59 60~9 70+ 
5 0 6 9 17 33 71 81 
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ICONTRADICT IDNS LEVEL I  CLASS1 I I  CLASS2 I 
I I ~ covered  I I  ~ covered  I 
0 
1 
2 
3 
5 
6 
7 
B 
9 
10 
11 
12 
13 
15 
16  
17 
18 
19 
20 
9 
20  
21 
22  
23  
31 
40 
40 
49 
49  
58  
58  
58  
58  
58  
65  
65  
65  
65  
0 
0 
0 
0 
0 
2 
5 
5 
5 
7 
"7 
7 
10  
10  
10  
10  
10  
13  
13 
13  
Fig. 6. Coverage of complex C__I. 
Figure 6 shows the coverage of this complex with respect to CLASS 1 and CLASS2 for different 
contradictions levels. As the contradictions level is allowed to increase then clearly more and more 
of CLASS1 is covered. Eventually if the contradictions level was increased to 106 then 100% of 
CLASS1 would be covered. However, as is only to be expected, increasing the contradictions level 
also increases the number of observations of CLASS2 covered. 
A decision has to be made as to the level of coverage of CLASS2 to be allowed. For example 
a threshold of 2% coverage of CLASS2 can be chosen for the first complex in which case 31% 
of CLASS1 is covered by a complex at a contradictions level of 5. If the threshold is raised to 5% 
then the first complex covers 40% of CLASS1. When a suitable threshold is chosen then the 
covered observations are removed from CLASSI and the process repeated. It expected that in 
application a suitable type II error would be chosen before the analysis and could be partitioned 
according to the user perceived trade-offs in relation to the CLASS 1 cover. A more detailed analysis 
can be found in Ref. [16]. 
2.5. Classification 
In the process described above only the number of contradictions to a domain value or range 
is maintained. The choice of the appropriate contradictions level enables an approximate mapping 
of the complexes into fuzzy subsets, which in turn allows a linguistic expression. 
Let d~ be the membership value associated with i contradictions to variablej. Assume firstly that 
1 > dla > dJ > ' ' '  . 
In order to classify a new observation as belonging to class 1 or class 2 it is necessary to make 
two further and perhaps more arbitrary assumptions. It is arranged that any existing consistent 
observation i  class 2 has a membership less than 0.5. How the breakpoint is found is explained 
below. Please note that the use of the number 0.5 is arbitrary. It is only chosen because it is 
intuitively appealing. 
Secondly, to make calculations impler and to avoid the problem of allocating a possibly 
complicated ordering to the d~ J, it is assumed in the implementation that d[ = d k for all J, k, and 
i. This avoids the problem of deciding whether, for example, dl > d 2, etc., and is in some ways 
equivalent to not giving a prior ranking to the importance of the variables to the concept. The 
assumption was made for simplicity and is not inherent in the method. It is, however, difficult to 
see how ordering information could reliably be acquired. To see how the critical membership value 
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which separates the two classes is found, suppose 
D =Ci  v C2 v ' ' '  v Cq, 
where C~ covers a subclass of class 1 at the threshold x. This means that all observations in this 
subclass have membership value/> dx. All consistent observations in class 2 have membership value 
<d~ corresponding to the user prescribed consistency. 
Example 2.3 
From Fig. 6 it can be seen that for a complex to have 98% consistency then a contradictions 
level of 5 has to be used. I f  this contradictions level is chosen then any observation covered at 
contradictions level 5, but not at level 0, 1, 2, 3 or 4 is assigned a membership value of 0.5 in the 
fuzzy set representation. Note also that observations covered at contradictions level 0 can be 
assigned a membership value of 1. C2 covers another subclass of class 1 and the threshold is, say, 
dy, where y is again given by the program corresponding to the user prescribed consistency. 
Similarly for C3 . . . . .  Cq. All that is necessary is to make dx = dy . . . . .  dq = 0.5 and classify all 
observations with grade of membership greater or equal to 0.5 to belong to class 1 and 
all observations with grade of membership less than 0.5 belong to class 2. (There are of course 
existing observations which are allocated incorrectly according to this rule, namely those 
observations which were "ignored" using the allowed consistency tolerance and completeness 
tolerance.) 
2.6. A Linguistic Interpretation for the Discriminant 
In order to convert he complexes described in terms of contradictions to a linguistic form, an 
approximate mapping between contradictions and grades of membership has to be made. This 
section describes one way in which this can be done. 
Take as an example the first complex extracted when all the observations are used. This complex 
is slightly different from the complex C__ 1 above because all the observations were used. For 
illustrative purposes a consistency of 88% was chosen as this gave a natural partition of the data. 
In this case the first complex at contradictions level of 4 covered 64% of the patients in class 1 
(i.e. has a membership greater than or equal to 0.5) and since subsequent complexes did not cover 
much more of class 1 than class 2 then this one complex gives a possible (weak) descriptor of much 
of class 1. 
Requiring an 88% consistency implies that an observation covered at a contradictions level 4 
should belong to class 1, otherwise to class 2. The first step is to make the membership value 
associated with a contradictions level of 4, but not 0, 1, 2 or 3, equate to the degree of belief 0.5. 
Since it is clear that zero contradictions should correspond to degree of belief 1, this gives two 
points in the mapping. Mapping the other contradiction levels to degrees of belief is much more 
difficult. The approach ere is to perform the mapping using some suitable ad hoc function. For 
example 
d = exp( - a • n), 
where d is the degree of belief corresponding to n contradictions and a is a constant chosen so that 
the mapping is correct at the critical threshold level of d = 0.5 For example, for this complex a 
is chosen so that 
0 .5=exp( -a .4 ) ,  i.e. a=0.17 ,  
since n = 4 is the highest contradiction level which corresponds to the chosen consistency. This is 
taken from a table output by the program which is similar to Fig. 6. 
This function has the intuitively appealing quality that it approaches zero as the number of 
contradictions increases. More complicated mappings could be used (e.g. using an S-shaped 
mapping) but it could be argued that these are further distorting the basic shape of the selector 
functions. 
Though the mapping is ad hoc it must be remembered that since a linguistic mapping is a further 
approximation to the membership value, then so long as the critical parts of the mapping truly 
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0 0-9 30-39 ,VM 
o I I I I I 
0 1 2 3 4 5 6 
1 L MOtOr response pattern 
o l  ~ • ! i ~ ~ i / i  i 
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Fig. 7. A complex. 
correspond (i.e. where the degree of belief equals 1 or 0.5) and the general shape is retained, the 
exact mapping function used may not be vital to the interpretation. 
Figure 7 shows graphs of the complex after the above mapping. The vertical axis for each selector 
is now membership value. 
Translating fuzzy sets to linguistic descriptors is highly dependent on the definitions of the fuzzy 
sets which make up the vocabulary. This vocabulary would ideally be constructed by the user. 
However, once this has been decided there is no difficulty, in principle, in converting a fuzzy set 
to its linguistic approximation. The following interpretation of the program output relies on the 
definitions of "good", "old", "almost" and "child's age". (See Tables 2-4.) 
The hedge "quite" is defined as the square root, young the same as very, i.e. the square, and 
almost is a translation of one step in the MRP scale. 
Phrases like "is indicated to be not young", or more generally "X is indicated to be F" where 
F is a fuzzy set with membership function ur ranging over x, the fuzzy set "indication" with 
Table 3. Old Table 2. Good eye-indicant Table 4. Child's age 
Bad Impaired Good 0-9 10-19 20-29 30-39 40-49 50-59 60-69 70+ 0-9 10-19 20-29 
0 0.1 I 0 0 0 0.2 0.5 0.8 0.9 1.0 I 0.3 0 
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Fig. 8. The main mapping  functions. 
membership function ul maps the fuzzy set F onto a new set F ÷, where 
ur+( )=u,(ur( )). 
There is a similar mapping for "strong indication". The mappings have been defined so that 
"indication" maps to values at the critical threshold of 0.5 (and hence do not actually affect 
selection) whilst "strongly indicates" maps to values some of which are less than 0.5, etc. This is 
related to the use of truth values [29]. The mapping functions used are shown in Fig. 8. 
It should be noted that these can be qualified by quite, very, etc., to give a range of 
transformations to match the real data. For example "very strongly indicated" can be defined by 
2 
Uvery strongly indicated ~---Ustrongly indicated" 
Using the vocabulary given above and a linguistic approximation program written and kindly made 
available by Chui [23] the following linguistic approximation to the complex was found: 
and 
and 
and 
and 
pupils react to light 
EMV score is strongly indicated to be not 0 
eye indicant score is strongly indicated to be quite good 
MRP is almost normal 
age is not old and there is an indication that age is not that of a young child. 
This description covers 64% of class 1 and not more than 12% of class 2. 
2. 7. Using the Dual Generalisations 
Corresponding to each complex Cl . . . . .  Cp found above are the observations covered by each 
of them. Each of these could be regarded as a subclass of class 1. Exactly the same process could 
be repeated to find a discriminant of class 2 against each of the subclasses of class 1. Taking one 
Table 5. Normal MRP 
1 2 3 4 5 6 7 
0 0 0 0.1 0.3 0.7 1.0 
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subclass in particular we could obtain, say 
D'= C'1 v C'2 v . ." v C'q, 
where D' is a discriminant of class 2 against he chosen subclass. If C~, C~ . . . . .  C'q are thought 
of as "counter-examples" to class 1 then D could be particularised to 
D*= (C1 v C2 v .- .  v Cp)& ~(C~ v C~ v . . .  v C"q) 
=(c ,  v c2 v . . .  v c~)&(~c ' , )&(~c; )& . . .&(~c 'q )  
D* can be repeatedly modified in this way for each of the subclasses of class 1. 
D* may be an acceptable answer in this format but it is probably too complicated. The standard 
fuzzy set operations can be carried out which produces an n-dimensional table (there being n 
features) with the corresponding grades of membership in the cells. Projections of the table can 
be used to give the membership values of chosen features and combinations of features. 
However, what has been lost in this approach is the linguistic summary of the generalisation i  
a suitable format. The difficulty arises from the functional incompleteness of fuzzy logic. 
Another approach which has been adopted here is to find the discriminants of class 2 against 
the subclasses of class 1 and to restrict he complexes in the discriminants to have length l, i.e. 
to be simple selectors. Then 
D* =(C ,  v C2 v . . .  vCp)&~(S~ v S t  v . . -  v s'q) 
=(c ,  v c~ v . - .  v cp)&~s ' , ,~  ~s~&. . .&~Sq 
= C~' v C~' v . . .v  Cp*, 
where the S~ have modified the Ci. 
This has the advantage of keeping the logical and linguistic simplicity of the original answer. 
Clearly the constraint hat the complexes of the discriminant are selectors means that on 
occasions it may not be possible to find a selector which completely covers any elements of class 
2. In such cases the selector chosen is the one with the best cover of class 2, and the completeness 
threshold is lowered so that at least one observation from class 2 is removed. 
It should be noted that this is quite a distinct operation from that of stripping the unused 
segments of each variable domain. 
2.8. A Least General Generalisation 
The process described so far finds a complex by assuming a gross generalisation and then 
reducing it by means of the counter-examples on an as-needed basis. This can be followed by a 
further trimming using the dual generalisation process described above. For some applications it
may be that such an answer is too general. A different approach is to produce what could be termed 
a "least general" complex corresponding to the actual coverage of a complex already found. This 
can be done by applying an extension of Michalski's refunion approach [10]. 
More specifically, given a complex C generated as described in the previous sections, then: 
(1) for each i (i = 0, 1 . . . .  ) find all the observations covered by the complex to 
degree of belief greater than di. Call these sets So, $1, . . .  ; 
(2) for each i create the refunion of each of the sets So, $1; 
(3) using R0, R I , . . .  produce the corresponding complex in the obvious way. 
This procedure is illustrated in the example in the next section. Note that this discriminant can 
still be further shaped by using the dual generalisation. 
Example 2.4 
To clarify some of the steps in the application of the proposed algorithm an application of it 
to a simple data set is given. 
The data in Fig. l is used. 
Using the method described in Section 2 a descriptor which completely described all the obser- 
vations of class 1 and none of class 2 was sought and when expressed in Zadeh's notation [30] was 
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CI = IX, is {1/0 + 1/1 + 1/2 + 1/3 + 1/4 + d,/5}]&[X2 is {1/yes + d4/no}] 
&[X3 is {d~/0 + 1/1 + 1/2+ l/3+d3/4+d3/5}] 
C2 = [Xa is {d4/0 + d4/1 + d3/2 + d3/3 + d3/4 + 1/5}]&[X2 is {l/yes + d2/no}] 
&IX3 is {1/0 + 1/1 + d2/2 + d2/3 + d3/4 + d3/5}] 
d; is the membership value associated with i contradictions. Note that if only membership values 
of 1 and 0 are allowed (i.e. da = d2 =" '= 0) then the above can be expressed in Michalski's 
notation as shown in Section 1.2.1. 
This generalisation can be specialised by using the generalisation of class 2 against against each 
of the observations covered by the complexes Ca and C2. Class 2 versus the elements covered by 
Ca gives the following disjunction of selectors 
[)(2 is {da/yes + l/no}] v [2"3 is {d4/0 --1- d4/1 "q- d2/2 + d,/3 + 1/4 + 1/5}] 
v [Xa is {d4/0 + d3/1 + d,/2 + da/3 + da/4 + 1/5}] 
v [)(3 is {1/O+d2/l +d3/4+d4/3+d4/4+d4/5}] 
=S~ v St v S~ v S~, say. 
Ca is, therefore, modified to Cj &~(S~ v St v S t v St), 
i.e., 
C*= [X a is {(1 - d4)/0 -4- (1 - d3)/1 -4- (1 - d2)/2 + (1 - d~)/3 + (1 - da)/4 + da/5}] 
&IX2 is {(1 - d4)/yes + 0/no}] 
&[X3 is {0/0 + (1 - d2)/1 + (1 - d2)/2 + (1 - da)/3 + 0/4 + 0/5}]. 
Similarly the disjunction of selectors found from class 2 versus the elements covered by C2 
modifies C2 to 
C* = [Xa is {0/0 + 0/1 + 0/2 + 0/3 + 0/4 + (1 - d2)/5}]&[X2 is {(1 - d2)/yes + 0/no}] 
&[X3 is {1/0 + 1/1 + d2/2 + d2/3 + d3/4 + d3/5}]. 
A possible answer to the problem is therefore 
D*= C* v C~'. 
A "least general" generalisation could be 
with membership value 1: 
found as follows, Ca covers the following observations 
(4 yes 1) 
(1 yes 3) 
(0 yes 2) 
(1 yes 1). 
This list corresponds to So in Section 2.8. Bearing in mind the type of domain the refunion R0 is 
[X, = 0 . . .  4] [)(2 = yes] [)(3 = 1 . . .  3]. 
(Note that the first selector could quite legitimately be [X~ = 0 . . .  1,4] but the above is used because 
of the assumed nature of the domain of Xj .) 
Ca covers all the vectors of class 1 with membership value at least da, therefore Sa is the whole 
of class 1. The refunion of these, i.e. Ra, is 
[Xa = 0 . . .  5] [)(2 = yes] [X3 = 0 . . .  3]. 
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The fuzzy complex formed from these two complexes gives the new version of C~. Call this C~'. 
C* = [X~ is {1/0 + 1/1 + 1/2 + 1/3 + 1/4 + d~/5} I&tX  2 is {1/yes + 0/no}] 
&[X3 is {d~/0 + 1/1 + 1/2+ 1/3+0/4+0/5}] .  
C* can now be trimmed (if wanted) using the dual generalisations in the same way as this was 
done to Cj. C~ can be dealt with in the same way. 
Note that if the consistency had been set at 78% (in realistic applications this would be perhaps 
90 or 95 or 99° ) ,  then the complex C~ found would then have been sufficient. 
3. SUMMARY 
This paper has described a simple algorithm for creating a discriminant between two data sets 
which may then be expressed in linguistic terms. In particular it has done the following. 
(a) Described a procedure for using counter-examples to form complexes consisting 
of conjunctions of fuzzy sets. 
(b) Described how a discriminant can be found by repeatedly applying the procedure 
for finding a complex. 
(c) Described forms of utility function for a complex which allows an optimal 
branch and bound approach to finding a solution to small problems or a 
constrained branch and bound approach in larger problems. 
(d) Described a method of search which allows for feature selection to be incor- 
porated. 
(e) Described a method for refining the solution by using solutions from dual 
generalisation problems. 
(f) Described a method for obtaining a form of least general generalisation. 
(g) Described how a descriptor can be used for classification purposes and scaled 
so that a grade of membership t> 0.5 corresponds to classification as an example 
of the concept. 
(h) Given an example of the use of the algorithm on a real data set. 
The method is seen as relevant when an easily interpreted answer is required and the classes are 
not disjoint. The method of course works just as well when the classes are disjoint, so the algorithm 
could be used in situations where Michalski's or Quinlan's approaches are relevant. Complexes at 
contradictions level 0 correspond to the results which would be obtained by Michalski's approach 
if the corresponding utility function was used. There is of course the possibly unnecessary 
computational overhead involved in computing the membership grades. 
REFERENCES 
1. R. A. Fisher, The use of multiple measurements i  taxonomic problems. Ann. Eugen. 7, 178-188 (1936). 
2. P. A. Devijver and J. Kittler, Pattern Recognition: a Statistical Approach. Prentice-Hall, Englewood Cliffs, New Jersey 
0982). 
3. D. J. Speigelhalter and R. P. KniU-Jones, Statistical nd knowledge-basod approaches to clinical decision-support 
systems, with an application to gastroenterology. Jl R. statist. Soc. A 147(1), 35-77 (1984). 
4. R. S. Michalski, A variable-valued logic system as applied to picture description and recognition. Graphic Languages 
(Eds F. Nake and A. Rosenfeld). North-Holland, Amsterdam 0972). 
5. R. S. Michalski, AQVAL/1. Computer implementation f a variable valued logic system VL, and examples of its 
application to pattern recognition. Proc. 1st Int. Joint Conf. on Pattern Recognition, Washington, D.C. (1973). 
6. R. S. Michalski, A system of programs for computer aided induction. Proc. 5th Int. Joint Conf. on Artificial Intelligence, 
Cambridge, Mass. (1977). 
7. R. $. Michalski and R. L. Chilausky, Knowledge acquisition by encoding expert rules versus computer induction from 
examples: a case study involving soya bean pathology. Int. J. Man Mach. Stud. 12, 63-87 0950). 
8. R. S. Michalski, Pattern recognition as rule guided inductive inference. IEEE Trans. Pattern Analysis Mach. Intelligence 
PAMI-2(4), 349-361 0980). 
9. R. S. Michalski, A theory and methodology of inductive l arning. Artif. Intell. 20, 111-161 (1983). 
10. R. $. Michalski, J. C. Carbonell and T. M. Mitchell, Machine Learning, an Artificial Intelligence Approach. Tioga, Los 
Altos, Calif. (1983). 
11. J. R. Quinlan, Discovering rules by induction from large collections of examples, In Expert Systems in the Electronic 
Age (Ed D. Michie), pp. 168-201. Edinburgh University Press (1978). 
12. J. R. Quinlan, Discovering rules from large collections of examples: a case study. In Introductory Readings in Expert 
Systems (Ed. D. Michie) pp. 192-207. Gordon & Breach, New York (1982). 
862 J. BIGHAM 
13. M. A-Razzak, T. Hassan and R. Pettipher, Research and development in expert systems (Ed. M. A. Bramer). Proc. 
Fourth Technical Conf. of the British Computer Society Specialist Subgroup on Expert Systems, University of Warwick, 
18-20 Dec. Cambridge University Press (1984). 
14. L. Breiman, J. H. Freidman, R. A. Olshen and C. J. Stone, Classification and Regression Trees. Wadsworth, Belmont, 
Calif. (1984). 
15. S. A. Vere, Inductive learning of relational productions. Pattern Directed Inference Systems (Eds D. Waterman and 
F. Hayes-Roth). Academic Press, New York (1978). 
16. J. Bigham, The inductive inference of pattern recognition rules which have a linguistic interpretation. Ph.D. Thesis, 
Queen Mary College, London University (1985). 
17. J. B. Larson, Inductive inference in the variable valued predicated logic system VL2~: methodology and computer 
implementation. Ph.D. Thesis, University of Illinois (1977). 
18. P. O'Rorke, A comparative study of inductive learning systems AQ11P and ID-3 using a chess end game test problem. 
ISG Report, ISG 82-2, UIUCDCS-F-82-899, Department of Computer Science, Univeristy of Illinois (1982). 
19. A. Bundy and B. Silver, A critical survey of rule learning programs. Department of Artificial Intelligence Research 
Paper No. 169, Edinburgh University, Scotland (1981). 
20. P. P. Bonissone, Linguistic approach and its related problems. 14th A. Conf. on Information Sciences and Systems 
(C1SS), Princetown, New Jersey, March 26-28 (1980). 
21. F. Eshragh and E. H. Mamdani, A general approach to linguistics approximation. In Fuzzy Reasoning and its 
Applications (Eds E. H. Mamdani and B. R. Gaines), pp. 169-186. Academic Press, New York (1981). 
22. F. Wenstop, Deductive verbal models of organisations. Fuzzy Reasoning and its Applications (Eds E. H. Mamdani and 
B. R. Gaines). Academic Press, New York (1981). 
23. D. Chui, FLM: Fuzzy linguistic matcher. Internal Report, Dept. of Electrical and Electronic Engineering, Queen Mary 
College, London University (1985). 
24. P. M. Narendra nd K. Fukunaga, A branch and bound algorithm for feature subset selection. IEEE Trans. Comput. 
26, 917-922 (1977). 
25. D. M. Titterington, G. D. Murray, L. S. Murray, D. J. Spiegelhalter, A. M. Skene, J. D. F. Habbema nd G. J. Gelpe, 
Comparison of discrimination techniques applied to a complex data set of head injured patients. Jl R. statist. Soc. ,4 
144(2), 145-175 (1981). 
26. B. Jennett, G. Teasdale, R. Braakman, J. Minderhound, J. Heiden and T. Kurze, Prognosis of patients with severe 
head injury. Neurosurgery 4(4), 283-289 (1979). 
27. B. Jennett, G. Teasdale, R. Braakman, R. Minderhound and R. P. Knill-Jones, Predicting outcome in individual 
patients after severe head injury. Lancet May, 1031-1034 (1976). 
28. B. Jennett and M. Bond, Assessment of outcome after severe brain damage--a practical scale. Lancet March, 480-484 
(1975). 
29. J. F. Baldwin, Fuzzy logic and fuzzy reasoning, In Fuzzy Reasoning and its Applications (Eds E. H. Mamdani and 
B. R. Gaines), pp. 133-148. Academic Press, New York (1981). 
30. L. A. Zadeh, Outline to a new approach to the analysis of complex systems and decision processes. IEEE Trans. Systems 
Man Cyber. SMC-3, 28-44 (1973). 
