I. INTRODUCTION
.
The advent of high-speed digital computers has made it possible to use simulaThese simulations are generally tion techniques incorporating probabilistic features. referred to as Monte Carlo simulations and a r e resorted to whenever t h e systems being studied are not amenable to deterministic analytical methods o r where direct experimentation is not feasible. An integral part of these simulations is the use of random numbers having a certain specified distribution characteristic of the process being studied. Since these simulations require a vast amount of calculations, speed is a vitally important factor. computer's memory with large aggregates of random numbers. computer algorithms were developed which allowed random numbers t o be generated on-line. Since the generation of random numbers by such numerical algorithms is somewhat a contradiction i n terms, they are often called "pseudo-random" numbers. There are essentially two problems encountered in generating such random numbers. One is that the generated random numbers are not representative of the desired distribution, and the other is that they are not statistically random, i . e . , that there exist correlations in the generated numbers. The latter problem is the more serious one as evidenced by the considerable attention it has been given in the literature.
I t was soon recognized that it was intractable to fill the Because of t h i s ,
This report presents several random number generators which have been found particularly useful in aerospace engineering applications. also listed in Appendix B for most of the generators. APL computer programs are
UNIFORM RANDOM NUMBER GENERATORS
The basic element of all Monte Carlo simulations is the uniform random number generator. Once uniform random numbers are available, all other desired distributions can be obtained either by use of the probability integral transformation o r by applying some known relationship between the desired distribution to be generated and the uniform distributi0n.l One of the early methods used to generate uniform random numbers was the mid-square method originally proposed b y John V . Neumann. In practice, one selects an arbitrary K -d i g i t number, squares it, and then selects the K middle digits as the new random number. The process is repeated using this new random number. The drawback of this method is that it can produce a zero random number at unpredictable times and , t h u s , the process terminates. Consequently, this method was abandoned quite early in favor of the so-called congruential method first proposed by D . H. Lehmer i n 1949 [ 11. Accordingly, the random number generator takes the form 1.
Often it is convenient to generate a random number from a specified distribution by employing its relationship to the normal distribution. generate the normal random number(s) as a function of uniform random numbers and then proceed to the desired distribution.
I
However, one must first (1) where the multiplier a , increment b , and modulus M are integers.
X is called the "seed" of the random number generator. Since the congruential relationship (1) is cyclical, the sequence of random numbers will repeat after a certain period. Generators i n which b = 0 are called multiplicative; otherwise, they are called mixed. The statistical behavior of the generated random numbers is predominantly governed by the choice of the multiplier a and the modulus M. Therefore, the most widely used generators are of the multiplicative type ( b = 0 ) . Many empirical and theoretical tests have been developed to assess the "goodness" of a random number generator. One of the most popular of these tests today is the lattice test which determines the lattice structure of the random number generator by comparing i +n i+n-1 to this test an acceptable generator can be obtained by selecting the constants a , b y and M to achieve a nearly hyper-cubic lattice s t r u c t u r e , i . e . the ratio of cell sides should be close to unity [ 21. In practice, n is usually less than o r equal to five [3] .
Especially useful are congruential generators for whic'h the modulus M is a prime number and hence, are called prime modulus generators. If the multiplier a is selected to be a primitive root modulo M , the generated random number sequence attains i t s maximum period P = M -1 and all possible value from 0 to M -1 will be generated. 
RANDOM NUMBERS FROM CONTINUOUS DISTRIBUTIONS
Many of the generators for continuous distributions are obtained by a direct application of the probability integral transformation [ 51. For a given uniform random number u between zero and one, a random number x having the desired distribution F ( x ) is obtained by solving the equation u = F(x) for x. Since this process requires the determination of the inverse cumulative distribution function F -l ( x ) , its practicality depends upon the availability of explicit expressions o r convenient approximations for this inverse cumulative distribution function. We now discuss methods on how to generate random numbers from continuous distributions which appear frequently I in aerospace engineering simulations.
A . The Normal Distribution
The most common distribution is the normal o r Gaussian distribution with density function given by Consequently, a variety of methods have been devised which can be used to generate normal random numbers. Of these, t h e following three were found to be satisfactory and practical in terms of accuracy and computer run time.
This method invokes the probability integral transformation in a slight variation in that it employs the complement of the cumulative distribution Q(x) = 1-F(x). The reason for this is that suitable rational approximations for Q(x) were derived by Hastings [ 6 ] . The most accurate of Hastings approximations is given as:
where Co = 2.515517
X is the desired Normal random number and p is a uniform random number.
2. Box-Mueller o r "Polar" Method
This method generates a pair of normal random variables using a pair of uniform random numbers as follows:
Let u and u be independent uniform random variables and define 1 2 2 '
Then x and x a r e two independent normal random variables with zero mean and unit variance. To see this, we establish the inverse relationships
and It follows then that the joint probability density function of x is a n d , t h u s , the desired conclusions, including the independence of x1 and x 2 , are obtained [ 71.
. . , x be a sequence of n uniform random variables. Then n -112 n Yn 1=1 will be distributed asymptotically as a normal random variable with zero mean and unit variance. For n = 1 2 , we see that ( 9 ) reduces to
The exact distribution of t h e standardized sum of n independent uniform random numbers can be easily derived using moment generating functions. of PI independent uniform variables has moment generating function
Since the sum x its density function is given as Density functions obtained by this method for n = 2 , 4 , 1 2 , 20 a r e compared with the normal density function (dotted) in Figure 1 . Also, a comparison of the cumulative distribution function for n = 1 2 w i t h the cumulative normal distribution is given in Table 1 to four decimal places.
The agreement between the two distributionsis very good except in the tail areas. But a comparison of random numbers generated by the three methods revealed no significant statistical differences even for the tail areas.
A comparison of computer CPU r u n times for each of these three methods to generate 1000 normal random numbers is as follows: 
B . Log-Normal Distribution
It is often claimed that the log-normal distribution is as fundamental as the normal distribution and may be thought of as arising from the combination of random terms by a multiplicative process. The log-normal distribution has been applied in a wide variety of fields including social sciences , physical sciences , and engineering and its density function is given by Log-normal random numbers x may be generated by the relationship x = e' :, where y is a normal random number obtained b y methods discussed in Section IIJ, paragraph A .
C . Weibull Distribution
The Weibull distribution is perhaps the most popular distribution at the present time when dealing with problems of reliability and material fatigue. Its appeal stems from its mathematical tractability and for this reason is often preferred to the gamma distribution. The Weibull density function is given by
The cumulative distribution function F ( x ) = 1 -e relations hip leads immediately to the inverse
as the desired Weibull random generator.
D. Gamma Distribution
The gamma distribution is another two parameter distribution which is also quite flexible in fitting a variety of random processes. meteorology, and aerospace engineering. I t s density function is I t finds use in reliability analysis,
where 0 5 x < and a,P > 0.
I 111111111
For integer values of 6, t h e gamma distribution is often referred to as the Erlangian distribution after the Danish mathematician, A . K . Erlang, who introduced it in the theory of queues and Markov processes i n 1917. Erlangian distribution are generated by the formula Random numbers following t h e P x = --l x l n u.
The exponential distribution appears ,often i n engineering applications because of its importance in reliability theory and queueing theory. The probability density function of the exponential distribution is In u x = --a as the desired exponential random number generator.
F . Chi-square Distribution A s a special case of t h e gamma distribution, t h e X2-distribution is often used as a measure of goodness of fit of a specified distribution to observed frequencies.
For discrete variates, x distribution.
2 provides a sensitive test of departure from the Poisson The Chi-square density function with n degrees of freedom is given by , n -1 -x / 2 e r (n)
f ( x ; n ) =
9
> o and n = 1 , 2 , 3 , ... Because of its relationship to the normal distribution, Chi-square random numbers may be generated b y taking t h e sum of n squared Normal random numbers.
G . F Distribution
The F distribution appears extensively in statistical hypothesis testing under normality theory and has the density function n n'2 "' 2 r (y) x n / 2 -1 r ( n / 2 ) r ( m / 2 ) (m + nx) 1/2(m+n) ' f ( x ; m , n ) = --where x > 0 and m ,n = 1 , 2 , . . . , are degrees of freedom.
found to be most convenient to make use of t h e F distribution's relationship to the Chi-square distribution in order to generate F random numbers. and x ( n ) a r e two independent Chi-square random variables with m and n degrees of freedom, respectively, then 
IV. RANDOM NUMBERS FROM DISCRETE DISTRIBUTIONS
Generation of random numbers from a discrete distribution is handled in a manner analogous to that of a continuous distribution. u and cumulative discrete distribution F ( x ) , the least value of x for which F(x) ,u is sought.
Given a uniform random number
This x is the desired random number having discrete density function f ( x ) .
A . Binomial Distribution
The cumulative binominal distribution is given by
For a given uniform number u , one may successively evaluate the upper limit x until the minimum value of x is found for which An alternate method is based on the sum of n independent Bernoulli random variables.
By this method , Bernoulli trials, each having probability of success p , are simulated with each Bernoulli trial being assigned a one o r zero (depending on success o r failure).
2. Because factorials , exponentials , and powers frequently occur in probability density functions , care must be taken to avoid computer overflows/underflows when computing individual components of the density function. Recursive relationships are quite useful i n dealing with these t y p e s of p r o b l e m s , b u t computer programs employing recursive relationships a r e , i n general, much slower.
Then the sum of these n Bernoulli random numbers will be a random number from a Binomial population with parameters n and p . is relatively slow.
However, it was found that this process
B . Poisson Distribution
Poisson random numbers x may be generated from cumulative distribution function F -1 by using the same technique which was used for the binominal distribution. An alternate method for obtaining Poisson random numbers is by generating uniform random numbers u. until the inequality
is satisfied, which gives k as the desired Poisson random number. method was found to be relatively slow.
However, this
C. Neyman Type-A and Thomas Bistributions
These two distributions belong to the category of cluster (self-exciting) point processes and have found application i n aerospace engineering, ecology, reliability, and forestry. Cluster processes a r e characterized by a primary (mother) process which generates at each point secondary (daughter) events. When only daughter events appear in the final process and when primary and secondary distributions are both Poisson, the resulting distribution is known as the Neyman type-A counting distribution w i t h probability function [ 81 t 00 , n = 0 , 1 , 2 ,... The parameter (3 represents the rate at which primary events occur and a is the average number of secondary counts per primary.
(1 + a ) a p , respectively.
events are counted i n the final process.
The mean and variance is a ' and The Thomas distribution is similar, except that primary The probability function is given by n n = 0 , 1, 2 , ... APL programs are provided i n Appendix B which generate random numbers from A these distributions.
V . CONCLUSION
Because large scale simulations often require a vast number of random numbers from various distributions, emphasis should be placed on speed and accuracy of the methods used. this report to be both suitable and practical. exhausted and the literature is found to be extensive in this area. Random numbers can be generated from nonuniform distributions b y finding the inverse to the cumulative distribution functions i n accordance with the probability integral transformation. However statistical relationships may be used to generate the desired random numbers. Again, speed and accuracy should be key factors i n choosing between candidate methods. Some useful approximations to the cumulative normal distribution are given i n Appendix A and APL programs for most of the generators are listed i n Appendix B.
We have found the congruential uniform generators presented in However, not all possibilities have been when no convenient inverse exists , numerical approximation methods or
Because of the extensive application of the Normal distribution in aerospace simulation studies, w e include here three methods for approximating t h e cumulative standard Normal distribution. Other useful formulae may be found in Reference 9. Denote the standard normal density function by 2 -112 e-x I 2 f ( x ) = (2Tr) and its cumulative distribution function by F(x). each of t h e following:
Then F(x) may be represented b y
[ x 2 x 2 2x2 3x 4x
The last two formulae are called continued fractions, where t h e conventional notation is used to conserve space. Since each formula is exact, we investigate their rates of convergence t o F(x) for computational convenience. 
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