ABSTRACT. This paper describes a software package, called LOQO, which implements a primaldual interior-point method for general nonlinear programming. We focus in this paper mainly on the algorithm as it applies to linear and quadratic programming with only brief mention of the extensions to convex and general nonlinear programming, since a detailed paper describing these extensions were published recently elsewhere. In particular, we emphasize the importance of establishing and maintaining symmetric quasidefiniteness of the reduced KKT system. We show that the industry standard MPS format can be nicely formulated in such a way to provide quasidefiniteness. Computational results are included for a variety of linear and quadratic programming problems.
INTRODUCTION
LOQO is a software package for solving general (smooth) nonlinear optimization problems. It implements an infeasible-primal-dual path-following method. For linear programming, such methods were first proposed independently by Lustig [12] and Tanabe [26] . The method as applied to LP was subsequently studied empirically by Lustig et.al. [13] . Global convergence was proved by Kojima et.al [11] while Zhang [39] established polynomiality of a long-step infeasible path-following method. Finally, superlinearly convergent variants were given by Potra [23] and Wright [37] . Detailed discussion of the computational aspects for infeasible-interior-point methods for linear programming were given by Lustig et.al. [15] and by Andersen et.al. [1] . Comprehensive modern treatments of interior-point methods for linear programming can be found in [38] and [33] .
The first extension of primal-dual path-following methods to convex optimization was given by Monteiro and Adler [20] with superlinear convergence being established somewhat later by Monteiro
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The software package LOQO has undergone many developmental phases since the first version was released in 1991. From the start, we recognized that quasidefinite matrices (introduced and studied in [32] ) are important for obtaining efficient algorithms for convex quadratic programming. The original incarnation of LOQO (version 1.xx) is described in [34] . In these early versions, quasidefiniteness was not present in the reduced KKT system itself but rather was introduced during the process of matrix factorization by an appropriate choice of initial pivots. In 1994, we discovered techniques guaranteeing quasidefiniteness in the reduced KKT system itself. This greatly freed up the choice of pivot elements in the factorization process. The technical report [31] documenting these changes was never published. This paper is derived directly from that technical report. In preparing this paper, we updated the text to reflect developments taking place since 1994 and we completely redid all computational experiments using the most current version of LOQO (3.10) .
The most significant development between 1994 and the present is that LOQO can now solve general nonlinear optimization problems (having smoothly defined objective and constraints). The changes to the algorithm that makes this possible are described in detail in [36] . In this paper, we describe them only briefly.
Before proceeding with a detailed treatment, we present in the following subsection on overview of the main feature that distinguishes LOQO for other LP and QP solvers, namely, having a quasidefinite reduced KKT matrix regardless of problem formulation.
Quasidefinite Reduced KKT Systems.
Most software packages for solving linear programming problems using interior point technology take as input a linear program in the industry standard MPS format. This is a flexible format that allows variables to be free or bounded (on one side or both sides) and allows constraints to be either inequalities or equalities with the inequalities even allowed to be two-sided. Yet, these packages invariably map the given problem to a standard form in which all constraints are equalities and all variables are either free, nonnegative, or bounded between zero and a finite upper bound. The algorithm then involves solving a system of equations involving the following reduced KKT matrix:
Here, A is the constraint matrix for the problem in standard form and D is a diagonal matrix having nonnegative values. The diagonal elements of D are positive finite numbers with the following exceptions:
• Free variables produce zero diagonal elements.
• Variables having zero upper bound (i.e. fixed variables in the original MPS file) produce infinitely large diagonal elements. Hence, free variables and fixed variables raise specific issues that we shall address.
It is easy to remedy the situation regarding fixed variables. The infinite diagonal element is a consequence of initializing the primal variable x j and its slack t j to the upper bound u j so that the slack's definitional constraint is satisfied:
When u j = 0, this constraint forces both x j and t j to vanish, which is how an infinity ends up appearing in the corresponding location on D. However, Lustig [12] (and independently Tanabe [26] ) showed that interior-point methods could and should be viewed as infeasible methods and that the obvious algorithm will work toward feasibility at the same time that it works toward optimality. Once, infeasible interior-point methods became popular with the appearance of Lustig, et.al.'s, computationally oriented paper [13] , it became natural to relax the above constraint and initialize x j and t j to a positive value even when the upper bound is zero. This remedy for the fixed variable problem was discovered independently by Lustig et.al. [12] and by Vanderbei [28] . Of course, as the algorithm progresses, the fixed variables x j and the corresponding t j will get small and this will force the corresponding diagonal element of D to grow very large. But it is well-known that even without fixed variables, every element of D approaches either infinity or zero. Hence, this remedy for fixed variables makes them behave no worse than any other variables.
Regarding free variables, one possibility is to replace each one with a difference of two nonnegative numbers. There are two disadvantages to this approach. First, it involves a model reformulation and, as our ultimate goal is to create a code for general nonlinear programming, it is desirable to design an algorithm that does not include any problem reformulations in the reduced KKT system since in nonlinear programming these reformulations will need addressing at every iteration rather than just at the beginning. Secondly and more importanly, previous work (see, e.g., [15] ) has identified numerical instabilities caused by pairs of split variables becoming large even as their difference remains bounded. This tendency has caused numerical troubles in the past and specific techniques have been proposed to remedy this situation such as simultaneously shifting them at every iteration so that the smaller one is some specified value. In this paper, we revisit the issue of free variable splitting and argue that the agressive reduction of the barrier parameter found in LOQO (and other codes) prevents the split variables from getting large. In LOQO, for each free variable a new constraint is added (implicitly) that asserts that the free variable is the difference of two nonnegative numbers. The free variable is not then eliminated. Instead, the step directions associated with the nonnegative variables are eliminated in the reduction from the KKT system to the reduced KKT system. That elimination then produces a positive diagonal element in the reduced KKT system. Of course, the zero matrix in the lower right-hand block of the reduced KKT matrix is also undesirable. Because of this zero matrix, most existing implementations first choose their pivots from the upper left block and thereby reduce the system to the so-called normal equations which involves a matrix of the following form:
Many papers have discussed the pros and cons of working with the normal equations. The obvious advantage is that the matrix is positive semidefinite. But a disadvantage appears when A has dense columns. In this case, the positive semidefinite matrix is dense even if A is mostly very sparse. A related disadvantage appears when one wishes to generalize the algorithm from solving linear programs to one that can solve quadratic programming problems. The zero on the lower right-hand block appears because of the conversion of every problem to equality form. If one had derived the algorithm to act on problems in inequality form (even allowing two sided inequalities), then this lower right-hand block becomes a diagonal matrix with all strictly negative elements. But then one must address how to handle equality constraints, if in fact the original problem has them (as they almost always do). The obvious approach is to represent each equality constraint as a two sided inequality with the two sides agreeing:
If one does this and relaxes the appropriate slack definitional constraints, one obtains a method for treating equality constraints that produces strictly negative entries in the lower right-hand block. Note that this technique is quite analogous to the technique we described above for handling fixed variables. Employing the techniques described above, the reduced KKT matrix becomes a symmetric quasidefinite matrix:
Here, D and E are positive definite diagonal matrices. We showed in [32] that one can factor any symmetric permutation of a symmetric quasi-definite matrix. Hence, using this approach it is quite natural to solve the reduced KKT system directly instead of reducing it to the system of normal equations.
Outline.
In this paper, we describe in detail the algorithm as outlined above. We also describe a software package, called LOQO, which implements this method. In Section 2, we describe one iteration of the symmetrically formulated primal-dual path-following method. Section 3, describes the starting point selection and termination criteria as implemented in LOQO. Then, in Section 4, some more specific implementation details are presented that further define the algorithm. Section 5 discusses the extension of the algorithm to handle pure inequalities (i.e. infinite ranges) and infinite upper and/or lower bounds on the variables. Finally, computational results can be found in Section 6.
ALGORITHM
The algorithm implemented in LOQO is a infeasible-primal-dual path-following method. As implemented, it operates directly on QP problems presented in the following general form, which for LP's corresponds directly to the industry standard MPS format:
Here, A is the m × n matrix of coefficients, b is called the right-hand side (even though it appears on the left), r is the vector of ranges on the constraints, and u and l are the vectors of upper bounds and lower bounds, respectively, on the variables. Each element b i of b is assumed to be a finite real number. However, the elements of the other vectors are permitted to take values in the extended reals subject to the following limitations:
Infinities require special treatment. They shall be discussed in Section 5. The objective function, f + c T x + 1 2 x T Hx, is a quadratic function. For historical reasons, the constant term f is called the fixed adjustment. The matrix H appearing in the quadratic term is assumed to be positive semidefinite so that the objective function is convex.
Derivations of the infeasible-primal-dual path-following method for problems presented in simpler forms can be found, for example, in [5, 13, 14, 34, 30, 35] . Hence, we proceed directly to the derivation in the present general context.
Add Slacks.
The first step in the derivation is to introduce slack variables as appropriate to replace all inequality constraints with simple nonnegativity constraints. Hence, we rewrite the primal problem (2.1) as follows:
The dual of (2.2) is:
2.2. Central Path. The next step in the derivation is to introduce the primal-dual central path (introduced by Megiddo [17] -see also [33] ). We parametrize this path by a positive real parameter µ. Indeed, for each µ > 0, we define the associated central-path point in primal-dual space as the unique point that simultaneously satisfies the conditions of primal feasibility, dual feasibility, and µ-complementarity. Ignoring nonnegativity (which is enforced separately), these conditions are:
The last four equations are the µ-complementarity conditions. As usual, each upper case letter that appears on the left in these equations denotes the diagonal matrix having the components of the corresponding lower-case vector on its diagonal. This is a nonlinear system of 5n+5m equations in 5n+5m unknowns. It has a unique solution in the strict interior of the appropriate orthant in primal-dual space:
This fact can be seen by noting that these equations are the first order optimality conditions for an associated strictly convex barrier problem (see, e.g. [35] ).
As µ tends to zero, the central path converges to an optimal solution to both the primal and dual problems. A primal-dual path-following algorithm is defined as any iterative process that starts from a point in the strict interior of (2.5) and at each iteration estimates a value of µ representing a point on the central path that is in some sense closer to the optimal solution than the current point and then attempts to step toward this central-path point making sure that the new point remains in the strict interior of the appropriate orthant.
Suppose for the moment that we have already decided on the target value for µ. Let (x, . . . , q) denote the current point in the orthant and let (x + x, . . . , q + q) denote the point on the central path corresponding to the target value of µ. The defining equations for the point on the central path can be written as
where we have introduced notations ρ, . . . , γ q as shorthands for the right-hand side expressions. This is almost a linear system for the direction vectors ( x, . . . , q). The only nonlinearities appear on the right-hand sides of the complementarity equations (i.e., in γ z , . . . , γ q ).
Predictor-Corrector.
LOQO implements a predictor-corrector [18] approach to finding a good approximate solution to equations (2.6). The predictor step consists of dropping both the µ terms and the "delta" terms that appear on the right-hand side (i.e., γ z = −z, etc.) and solving the resulting linear system for the "delta" variables. Then an estimate of an appropriate target value for µ is made and the µ and "delta" terms are reinstated on the right-hand side using the current estimates and the resulting system is again solved for the "delta" variables. This second calculation is refered to as the corrector step and the resulting step directions are used to move to a new point in primal-dual space.
2.4. Solving the Indefinite System. Clearly the main computational burden is to solve system (2.6) twice in each iteration. It is important to note that this is a large, sparse, indefinite, linear system. It is, however, symmetric if one negates certain rows and rearranges rows and columns appropriately:
As we shall see shortly, the symmetry of this system suggests a systematic process of elimination. In other works (such as [13, 14] ) the analogous system is not written in a symmetric form and the elimination process, in the early stages, is often performed in ad hoc ways until ultimately arriving at a symmetric positive semidefinite system (involving a matrix with the symbolic structure of either AA T or A T A and just one of the delta variables -either y or x). These other works then assert that this new system can be solved robustly and hence that the reduction yields a more numerically stable procedure. However, this argument ignores the fact that, once the reduced system has been solved, its solution must then be used to "back substitute" to get all of the other delta variables that were eliminated and that these extra calculations represent predetermined pivots in the original system that might reintroduce the numerical instability that one had hoped to avoid. Hence, in the end, we are still faced with solving a large, indefinite, linear system and it is this system that we should study carefully. By employing a systematic elimination process from the beginning, one hopes to obtain a more robust procedure for the original large system.
The most numerically robust technique for solving large, perhaps nonsymmetric, systems is to employ a full-pivoting solver. Unfortunately, such an approach yields a code that is significantly slower than ones based on a predetermined reduction. Also, experience shows that these predetermined reductions (which amount to pivoting without regard for the size of the pivot element) can yield remarkably robust codes (this phenomenon is only partially understood -see, e.g., [32] ). Hence, to be competitive, LOQO uses a predetermined reduction, which we now describe. Now we describe the systematic elimination process. First, we use the pivot elements −ST −1 , −G −1 Z, −P −1 Q, and V −1 W to solve for t, g, p, and v, respectively,
which we then eliminate from the remaining equations to obtain 
where once again we have introduced abbreviated notations for some of the right-hand side expressions. Next, we use the pivot elements P Q −1 , G Z −1 , and S −1 T to solve for q, z, and s, respectively,
Eliminating these variables from the remaining equations, we get 
where
and
are positive-definite diagonal matrices. Finally, we use the pivot element −E −1 to solve for w,
which brings us to the so-called reduced KKT equations:
2.5. Solving the Symmetric Quasidefinite System. Up to this point, none of the eliminations have produced off-diagonal fill-in in the remaining system. However, proceeding further will definitely introduce such fill-in. For example, if we were to use the first equation in (2.8) to solve for x and then eliminate it from the second equation, the resulting system for y would involve the matrix
(this is the normal-equations approach used in OB1 [13, 14] , CPLEX-barrier, and other codes). Similarly, if we were to solve the second equation for y and then eliminate this variable from the first equation, the resulting system for x would involve the matrix
(this is the approach advocated by the optimization group at the National Institute of Standards and Technology [2, 24] ). Both of these will generally entail fill-in, which in some cases can be considerable. For example, if the Hessian H is not a diagonal matrix or if the matrix A has a dense column, the first form can suffer "catastrophic fill-in" (see [19] for analysis of non-diagonal H). On the other hand, if A has a dense row, the second form will be very bad. If A has both dense columns and dense rows, then both of these forms will suffer unnecessarily large amounts of fill-in and one would prefer, in that case, to work with the larger system to find a pivot order that does not generate so much fill-in. This idea was first suggested by Turner [27] and has been adopted by Saunders et.al. [10, 9, 8] and Mehrotra [5] . All three use a Bunch-Parlet factorization of the indefinite system. Solving the larger system is also the approach adopted in LOQO, but LOQO does not employ a Bunch-Parlet factorization. Instead, LOQO uses a modified Cholesky factorization code that has been altered to solve symmetric quasidefinite systems (see [32] ). Equation (2.8) is an example of such a system. The matrices defining these systems share with symmetric semidefinite matrices the nice property that the (diagonal) pivots can be selected based only on a fill-in minimizing heuristic; i.e., without regard for the numerical values, which may only be known later.
There are two types of fill-in minimizing heuristics: myopic heuristics, such as minimum-degree [7] , which sequentially minimize the fill-in produced in each subsequent stage of elimination and global heuristics, such as nested-dissection [22] , which analyze the overall structure to find good orderings. In the symmetric quasidefinite system (2.8), there is an obvious global structure that one can exploit. For example, the lower-right block is a diagonal matrix (as is the upper-left block whenever H is diagonal or absent). Hence, initial pivots selected from the lower-right block can only produce fill-in in the upper-left block. It is potentially advantageous to exploit this structure. To test this hypothesis, we compared two ordering schemes. The first is just a straight minimum-degree heuristic implemented as described in [29] . The second can be described as a priority minimum-degree method. Each diagonal element is assigned a small integer representing an elimination priority. At first, pivots are selected only from the elements assigned priority zero. Within this priority class, pivots are selected according to the usual minimum degree heuristic. Only after all priority zero pivots have been eliminated do we proceed to the priority one elements. Again, within this priority class, the elimination order is determined using the minimum-degree heuristic. This process is continued through each priority class until all elements are eliminated.
The priority classes are determined as follows. First a simple estimate is made of the number of nonzeros in AA T and of the number of nonzeros in A T A. If these estimates indicate that AA T will have less fill-in than A T A, then the pivot elements from the upper-left block are assigned priority zero and the lower-right block elements are given priority one. Otherwise, the reverse priority is assigned. Next, the priority zero pivots are scanned to see if any of them have high degree (relative to the other elements). Such elements are then reassigned to priority one so that these elements (which correspond to dense columns/rows of A) are eliminated last.
Let K denote the symmetric quasidefinite matrix in (2.8). The ordering heuristic computes a permutation matrix P which is applied to both the rows and the columns of K and the resulting matrix is factored into the product of a unit lower triangular matrix L times a diagonal matrix D times the transpose of the lower triangular matrix:
While we often refer to fill-in produced by some ordering heuristic, a better gauge of the quality of the ordering is to count the number of arithmetic operations, narth, required to compute the factorization. There is a simple formula for this:
Here, k denotes the number of rows/columns of K , nonz(·) denotes the number of nonzeros and L j denotes the j-th column of L. Table 1 shows the results of our comparison. It is clear that there can be a substantial difference between the two methods. However, on the average they are about the same. To justify this claim, let R i denote the ratio of the number of arithmetic operations using the ordinary minimum-degree method to the number obtained using the priority method for the i-th problem. Since a ratio of 2 and a ratio of 1/2 should be counted equally, we use the geometric mean to summarize the overall average behavior:
For the data in Table 1 ,R = 0.964, which indicates that the ordinary minimum-degree heuristic was on the average 3.6% better. But, at the 95% confidence level, we must reject the hypothesis that the ordinary minimum-degree heuristic is better since the standard deviation of the logarithm of the R i 's divided by the square root of one less than the sample size is 0.037 indicating that the 3.6% deviation is only about one standard deviation away from the mean. Hence, we have no evidence to say that one method produces a better ordering than the other. However, there is a significant difference from the point of view of numerical stability. The priority-minimum-degree method tends to arrange the computations so that all additions (to positive diagonal elements) are taken first and the subtractions come last. This enhances the numerical stability greatly. Indeed, using the priority method, LOQO solves essentially all of the NETLIB problems listed in Table 1 (except dfl001) whereas the ordinary minimum-degree heuristic has trouble on 31 out of the 92 problems. For this reason, LOQO uses the priority method.
OPENINGS AND ENDGAMES.
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Then the other variables are set as follows:
where max() and abs() denote componentwise maximum and absolute value, respectively. The default stopping rule in LOQO is to stop when the primal and dual are both feasible and their objective functions agree to eight significant figures. The level of primal infeasibility is measured by computing
Similarly, dual infeasibility is measured using
By default, a solution is primal/dual feasible if these measures are less than 10 −6 . The significant figures of agreement between the primal objective function value and the dual is computed as follows:
In addition to identifying optimal solutions, it is also important to identify infeasible and unbounded problems. This identification is based on the observation (see, e.g., [35] ) that the primal infeasibility and the dual infeasibility decrease monotonically. If the primal problem is infeasible, then the primal infeasibility will stall (and in fact start to increase) before getting close to zero. If the primal problem is unbounded, then the dual infeasibility's reduction will stall. LOQO tests for stalling and, if detected, terminates with an appropriate message.
MIDGAME STRATEGIES.
Two midgame strategies need to be mentioned. The first is the computation of step lengths. At the end of each iteration, the current solution is updated to a new solution according to the following formulas:
The normalizations α p and α d should be one (since the step directions were derived based on this assumption), but they may need to be shortened to maintain strict positivity of the nonnegative variables. Hence they are calculated as follows:
Here, the inner maximizations are over all j = 1, 2, . . . , n or all i = 1, 2, . . . , m as appropriate for each of the four terms in the argument list. If the problem is a pure linear programming problem, then the step lengths are as given. If it is a quadratic program, then a common normalization is used:
The second midgame strategy is the computation of the parameter µ. To understand the heuristic used to come up with a value for µ, first consider a point on the central path. From (2.4), we see that
Hence, one way to recover µ from a given point on the central path is to compute
We use this expression to assign a par value for µ even when the current point is not on the central path.
Since we wish to step from the current point toward a point on the central path that is "closer" to the optimal solution it is desirable to use a value of µ that is some fraction of the par value. Simply setting this fraction to one tenth works most of the time, but it turns out to be better to assign it dynamically based on how much one must shorten the predictor step direction to preserve strict positivity of the nonnegative variables. Hence, LOQO calculates values for α p and α d as described above using the predictor directions and then multiplies the par value of µ by the following fraction:
This fraction tends to be close to zero when α pd is close to 1 but gets close to one as α pd becomes large.
HANDLING INFINITIES.
In this section, we discuss the absense of bounds on variables and ranges on constraints. Our basic problem formulation (2.1) shows variables having two-sided bounds (above and below). But real-world problems contain a mix of bound types: some variables may have two-sided bounds, while others have only one-sided bounds (either upper or lower) and yet others have no bounds whatsoever (so-called free variables). Missing bounds are easy to handle. We simply omit the slack variable associated with the missing bound. For example, if x j is a variable having no upper bound, then the primal problem (2.2) will have no upper-bound slack variable t j and the associated dual (2.3) will be missing the corresponding variable s j . Similarly, if a lower bound is missing, then a g j and z j are dropped. This causes no difficulties except for the fact that each free variable will produce a zero on the diagonal matrix D given by (2.7). Hence, free variables must be handled separately in the factorization of the symmetric quasidefinite matrix appearing in (2.8). In LOQO versions 2.16 and earlier, free variables are treated exactly this way. The diagonal entries of the symmetric quasidefinite matrix associated with these free variables are assigned to priority class two thereby ensuring that they are eliminated last (by which time the diagonals should be nonzero). In LOQO versions 2.17 and later, free variables are handled in a different manner -one in which the none of the diagonals are ever zero. This produces a more robust code. The details are discussed below.
If the i-th constraint has infinite range, i.e. a pure inequality constraint, then we leave out the slack variable p i associated with this constraint and also the corresponding dual variable q i .
Splitting Free Variables-An Old Idea Revisited.
As mentioned in the introduction, an old technique for handling free variables, borrowed from the simplex method, is to replace each one with the difference of two nonnegative variables. It was noted early on that simple implementations of this technique have the property that the split variables tend to infinity even as the difference they represent remains bounded. To review why this happens, consider the following trivial problem: minimize 0 subject to x ≥ 0.
The dual for this problem is maximize 0 subject to z = 0 z ≥ 0.
(We are thinking of x ≥ 0 as a bound constraint on x so that the constraint matrix in the primal is a 0 × 1 matrix. Therefore, the dual has no variables except for a slack variable, which we denote as usual by z.) The cental path equations for this problem are
Of course, the central path itself does not exist and these equations have no solution (or, viewed another way, the solution is x = ∞, z = 0) but nonetheless they can be used to derive formulas for step directions:
For this problem, the step length turns out to be determined solely by z and is always as large as possible: α pd = 1/0.95. Consequently, the µ value used by LOQO on this problem is γ x z where γ = 0.000023. It is easy to see then that after the k-th iteration
Of course, x (k) tends to infinity as k gets large. But, how fast? Consider the situation after 100 iterations. Starting from x (0) = z (0) = 1, we have x (100) ≈ 1.002 and z (100) ≈ 10 −130 . So, z tends to zero (and thereby triggers the stopping rule) much faster than x tends to infinity. Of course, this is only a small example but it illustrates the fact that small values of µ can make the trend to infinity very slow. This is born out by extensive testing on hundreds of problems many of which are formulated entirely with free variables. Finally, we note that by changing the heuristic for calculating µ so that it involves a higher power of the par value, one can guarantee that even in the limit x remains finite. Such a statement is true for our small example and can probably be established in general but since LOQO does not use such a heuristic, we don't pursue it further.
Since splitting free variables has historically involved their elimination as well whereas we leave them in the model, we present here a detailed derivation of the resulting reduced KKT system. Indeed, consider a modification of our original problem (2.1) in which all variables are free:
(5.1)
Introducing new variables g and t and the constraint that x = g − t, we get the following primal problem:
which is clearly equivalent to (5.1). The dual of (5.2) is:
(Note the high degree of symmetry between this primal/dual pair.) The equations defining the central path for this pair of problems closely parallels those we had before in (2.4):
Continuing with the usual algorithm derivation process, the equations for the step directions now become:
By appropriately arranging the variables and equations, this system can be written in a symmetric form:
Using the pivot elements −G −1 Z, −P −1 Q, S −1 T , and V −1 W to solve for g, p, s, and v, respectively, we get
Next, we use the pivot elements P Q −1 and G Z −1 to solve for q and z, respectively, to get
Eliminating these variables from the remaining equations, we get
Finally, we use the pivot elements −(ST −1 + G −1 Z) and −(V W −1 + P −1 Q) to solve for t and w:
Eliminating t and w from (5.6), we arrive at last at the reduced KKT system:
Note that, since D and E are both positive definite, this reduced KKT system is quasidefinite. Also, the lower-left block is precisely the original constraint matrix, which as we've said before is a desirable property given our intention to extend LOQO to the realm of general nonlinear programming.
COMPUTATIONAL RESULTS.
In this section, we attempt to characterize the performance of LOQO. Our experiments were performed on a Silicon Graphics Indigo R4600 workstation having a 133 MHz clock, 160 MBytes of real memory, and running the IRIX 5.3 operating system.
We tested version 3.10 of LOQO which is written in ANSI C and was compiled using the -O optimization flag. Version 3.10 is the first version of LOQO that incorporates special techniques for general nonlinear programming. Namely, it uses a merit function to help choose an appropriate step length and it uses diagonal perturbation of the Hessian to guarantee a descent direction when problems are nonconvex. Associated with these new features are new parameters and new defaults for some old parameters. It turns out that some of these parameters need to be set differently if the problem is linear or convex quadratic as opposed to if it is a general nonlinear problem. An attempt was made to detect if a problem is linear and to set the defaults correctly in that case. It is a little harder to detect that a problem is convex quadratic and so in this version of LOQO these problems get the same default values as general nonlinear optimization problems. Consequently, when a problem is known to be convex quadratic, some parameters need to be changed from their defaults. The specific parameters and their values are given below. Future releases of LOQO will automatically set the affected parameters correctly.
Linear Programming Problems.
For linear programming problems, most parameters get the correct default values automatically but we forgot to disable diagonal perturbation for these problems. When the solution gets nearly optimal numerical issues often arise that makes the problem look slightly nonconvex and LOQO then tries diagonal perturbation. This behaviour needs to be disabled. It is done so by including the assertive parameter convex in the list of parameters. In a UNIX csh environment, this can be accomplished at the shell prompt by writing setenv loqo options "convex" Our first set of test problems is taken from the standard NETLIB [6] test suite of linear programming problems. There are currently two collections of NETLIB problems. One contains problems that have optimal solutions and the other contains problems that are infeasible. Tables 2 and 3 show results for the collection having optimal solutions. All the problems except for dfl001 and forplan were solved to an acceptable level of infeasibility and with eight figures of agreement between the primal and dual solution.
Dfl001 is a badly scaled problem: the coefficients in the objective function range from about 0.1 to about 1.0e+8. The preprocessing phase of LOQO does not attempt to scale the problem, hence there is no correction for this gross scale discrepancy. As a result, LOQO has numerical trouble with dfl001 from the start. However, simply dividing the objective function by 1.0e+6 corrects this defect and LOQO is then able to solve the problem in 44 iterations. It took 5201.02 seconds to get this solution.
On iteration 30, forplan had 8 digits of agreement between primal and dual objective functions, relative primal infeasibility of 1.89e-11, and dual infeasibility of 9.17e-04 before numerical troubles set in which on the 36th iteration led LOQO to conclude that the problem is dual infeasible. It should be emphasized that infeasibilities are measured in a relative sense and sometimes the relativizer might itself be of an inappropriate magnitude. This might have been the case for both forplan since the initial relative infeasibility was greater that 1.00e+03, which is rather large. Table 4 shows the number of iterations needed to detect infeasibility for the collection of infeasible problems. There are two ways in which infeasibility and unboundedness are detected. The first, as mentioned earlier, is if the primal or dual infeasibility increases from one iteration to the next. The other is if some iteration produces a step direction that points in an unbounded direction away from a feasible solution for either the primal or the dual. For several problems, infeasibility was detected in preprocessing. Two problems, cplex2 and gosh ran 200 iterations and stopped at the iteration limit. Problem cplex2 is interesting. It is so close to being feasible that it satisfies LOQO's test for feasibility (in both the primal and the dual), but runs into numerical trouble after achieving only five significant figures. 
Quadratic Programming Problems.
As mentioned at the beginning of this section, in LOQO version 3.10, parameter values have different defaults depending on whether a problem is linear or nonlinear. Consequently, quadratic programming problems are treated as general nonlinear problems even though the appropriate default values for linear programming work much better on these problems. Therefore, the runs documented in this section were all performed with the following nondefault parameter settings:
• convex: ensures that none of the special code for nonconvex nonlinear programming is called.
• bndpush=100: ensures that initial values are sufficiently far removed from their bounds.
• honor bnds=0: allows variables to violate their bounds initially.
• pred corr=1: enables the predictor-corrector method.
• mufactor=0: sets the predictor direction to the primal-dual affine-scaling direction. Future releases of LOQO will ensure that these are the defaults for convex quadratic programming problems (as was the case in earlier releases).
We used the repository of convex quadratic programming problems collected by Maros and Mészáros [16] . It should be noted that the problems stored in this repository are stored in an extended form, called QPS, of the industry standard MPS format. In MPS and QPS format, a constant term for the objective function is stored in the right-hand side section of the file. Unfortunately, LOQO does not pick this constant out from this section and so the objective function values reported below don't match those given in [16] . Spot checks verified that this is the sole source of discrepancy between our values and those reported in [16] .
Some of the problems in the repository are quadratic variants of problems from the NETLIB collection. Results for these problems are shown in Table 5 . Of the 46 problems in this test set only two (forplan and pivotnov) failed to achieve the conditions for the stopping rule (which is relative primal and dual infeasibilities less that 1.0e-6 and 8 digits of agreement between primal and dual objective functions). On iteration 30, forplan had 8 digits of agreement between primal and dual objective functions, relative primal infeasibility of 1.89e-11, and dual infeasibility of 9.17e-04 before numerical troubles set in which on the 36th iteration led LOQO to conclude that the problem is dual infeasible. Similarly on iteration 48, pilotnov had 6 figures of agreement, primal infeasibility of 1.43e-08, and dual infeasibility of 1.46e-02, after which numerical difficulties set in and LOQO was never able to find a dual feasible solution. As we saw with the linear programming version of forplan, normalizer used in the relativization might be of the wrong magnitude. This might have been the case for both forplan and pilotnov since the initial relative infeasibility was in both cases greater that 1.00e+03.
Another collection of problems in the repository come from the CUTE set of problems [4] . Results for these problems are shown in Tables 6 and 7 . All 76 problems in this set solve to optimality. 
