Railway subgrade defect is the serious threat to train safety. Vehicle-borne GPR method has become the main railway subgrade detection technology with its advantages of rapidness and nondestructiveness. However, due to the large amount of detection data and the variety in defect shape and size, defect recognition is a challenging task. In this work, the method based on deep learning is proposed to recognize defects from the ground penetrating radar (GPR) profile of subgrade detection data. Based on the Faster R-CNN framework, the improvement strategies of feature cascade, adversarial spatial dropout network (ASDN), Soft-NMS, and data augmentation have been integrated to improve recognition accuracy, according to the characteristics of subgrade defects. The experimental results indicates that compared with traditional SVM+HOG method and the baseline Faster R-CNN, the improved model can achieve better performance. The model robustness is demonstrated by a further comparison experiment of various defect types. In addition, the improvements to model performance of each improvement strategy are verified by an ablation experiment of improvement strategies. This paper tries to explore the new thinking for the application of deep learning method in the field of railway subgrade defect recognition.
Introduction
Railway subgrade defect is a serious threat to railway transport safety. At present, the main detection equipment of railway subgrade defects is the vehicle-mounted ground penetrating radar (GPR) [1, 2] . In spite of the large amounts of railway subgrade detection data on existing railway, the defect recognition method still primarily relies on the low efficient artificial recognition by experienced experts, which has influenced the further development of railway subgrade detection. Therefore, how to automatically recognize subgrade defects to improve the recognition efficiency and accuracy has been an urgent problem.
At present, the researches on railway subgrade defect recognition primarily focus on the extraction of handdesigned features and the application of traditional machine learning methods such as support vector machine (SVM) and shallow neural network in classifier training. Liao et al. [3] extracted features of mud pumping defects by analyzing layer drawing of GPR data and recognized defects by neural network technology. Du et al. [4] extracted subband energy, variance, and layer position from subgrade GPR images as features to establish a vector neural network model and used the model to recognize subgrade defects, such as mud pumping, subgrade settlement, and ballast fouling. However, the blurred boundary between the features of subgrade settlement and ballast fouling affected the final recognition rate. Zou et al. [5] used instantaneous frequency and instantaneous amplitude as features and SVM as classifiers to recognize subgrade defects. However, the recognition range was limited to the training set. Du et al. [6] used the sparse representation method to express subgrade defect features and recognized subgrade defects by quarter-sphere SVM.
The essential features of railway subgrade defects cannot be obtained by the traditional way which designs defect features artificially. Therefore, ideal classification results are not achieved by traditional methods. In recent years, deep learning methods [7] [8] [9] , especially the target detection algorithms [10] [11] [12] [13] based on convolutional neural network, have achieved great success in many fields. By extracting hidden high-dimensional features from training data, deep learning methods can eliminate the drawbacks of artificial design features and tedious image processing steps in traditional approaches. Some researchers have tried the deep learning method to solve the problems in railway engineering. Yin et al. [14] proposed an automated diagnosis network of VOBE for high-speed train via deep belief network (DBN) and improves the accuracy of fault diagnosis for VOBEs to 90-95% in HSRs; Gibert et al. [15] combined multiple detectors within a multitask learning framework to improved accuracy for detecting defects on railway ties and fasteners; Pang et al. [16] recognized the faults of high-speed train bogie based on deep network and the recognition rate is 100% for nonwhole fault of key components of bogie at the different speed; Giben et al. [17] described a novel approach to visual track inspection using material classification and semantic segmentation with Deep Convolutional Neural Networks (DCNN). In summary, the current researches on railway subgrade defect recognition mainly focus on combining artificial design features with traditional machine learning classification algorithms such as support vector machine and artificial neural network. However, the subgrade defects are various in shape and size, and the artificial design features are limited in the ability of feature representation. Therefore, the artificial design features are difficult to deal with the complicated subgrade environments. In addition, although the deep learning method has been introduced in the railway field, it has not been extended to the subgrade defects recognition. Therefore, different from the traditional methods, this paper uses the deep learning method to extract high-dimensional features and recognize defects from the GPR profile of subgrade detection data.
In this paper, a novel method of applying Faster R-CNN [13] to automatic recognition of railway subgrade defects was proposed. To solve the difficulties in subgrade defect recognition task, the improvement strategies of feature cascade, adversarial spatial dropout network (ASDN) [18] , Soft-NMS [19] , and data augmentation were integrated to improve Faster R-CNN. In order to conduct experimental research, a dataset with a total of 2050 labelled subgrade defect profiles was made. In addition, based on the dataset, a large number of experiments including the ablation experiment of improvement strategies, the comparison experiment with traditional approaches and the comparison experiment with various defect types have been conducted to verify the effectiveness of the proposed method. This paper explores the possibility of applying deep learning methods to recognize subgrade defects, and provides a new thinking for the field of railway subgrade defect recognition. The recognition method based on Faster R-CNN improves the recognition accuracy compared with traditional methods.
The rest of this paper is structured as follows. Section 2 introduces the foundation of railway subgrade detection and the establishment of defect dataset. Section 3 describes the method of railway subgrade defect recognition based on Faster R-CNN and the improvement strategies. The experiment and analysis of subgrade defect recognition are discussed in Section 4. Finally, Section 5 presents the conclusions and future work of the paper.
Railway Subgrade Detection and Defect Dataset Construction

Principle of Ground Penetrating Radar.
Ground penetrating radar (GPR) [20] is a kind of electronic device that uses high-frequency electromagnetic waves to detect the distribution of subsurface media. The principle of GPR is shown in Figure 1 . First, the transmitter emits high-frequency electromagnetic waves through the transmitting antenna, and the electromagnetic wave is reflected when encountering mediums with dielectric differences during the propagation process. Then, the reflected wave is input to the receiver through the receiving antenna. Finally, the host radar records the motion characteristics of the electromagnetic wave and saves it into a file. The cross-sectional scanning image of the underground media is generated by the image display system. According to the arrival time of the reflected signal and the Scientific Programming average reflection velocity of target, the distance of detection target can be calculated.
Vehicle-Borne GPR Detection
Technology. The subgrade data used in this paper is collected by the subgrade status inspection vehicle as shown in Figure 2 , in which a fast and nondestructive detection technique of vehicle-borne GPR is adopted to detect subgrade. The detection vehicle is equipped with the RIS ground penetrating radar of Italy IDS company to build an acquisition system of railway subgrade data, which consists of three-channel radar antenna group (as shown in Figure 3 ), FastWave host radar (as shown in Figure 4 ), central control system, signal display instrument, range finder, signal transmission cable, etc. When the system is started, the central control system sends a data acquisition instruction to the host radar. Then, the host radar transmits pulse signal through the air-coupled antenna in the radar antenna group and receives the reflected signal of subgrade structure layer simultaneously. The range finder can synchronously records the driving distance of train. Finally, all the data is transmitted to the central control system through the transmission cable, and the subgrade data profile can be viewed in real time through the signal display instrument.
A total of three survey lines are arranged during the detection, which are distributed on the centre of railway and the both sides of rails. Three 400 MHz air-coupled antennas are placed in parallel to collect subgrade data. The time window of 400MHz antenna is set to 60ns, the number of sampling points is set to 512 points, and the sampling interval is set to 0.115m.
Radar Data Processing.
The railway subgrade data collected by vehicle-borne GPR is unavoidably incorporated into noise signals, due to the interference caused by catenary, high-voltage wire pole, railway signal equipment, locomotives, and so on. In addition, the rails and reinforced concrete sleepers have strong reflections of radar electromagnetic waves which reduce downward radiated energy and affect the quality of inspection data. Therefore, the processing of the original signal can suppress the noise signal and highlight the interlayer interface or the effective characteristic information such as the amplitude, phase, and waveform of the reflected wave of the target defect.
The SRS-DPA postprocessing software is used for data processing and the software interface is shown in Figure 5 . The radar signal processing includes preprocessing and further processing analysis. The preprocessing includes data sampling, zero-line correction, and mileage correction. The data processing includes horizontal filtering, vertical bandpass filter, gain setting, speed analysis, and contrast setting. The processed data are saved as images for the subsequent image annotation.
Data Interpretation and Defect
Labelling. The basis of defect determination in this paper mainly includes the GPR features of railway subgrade defects, on-site excavation verification of defects, and expert interpreting experience. Firstly, different types of subgrade defects have their own features in GPR profiles. Therefore, different defects such as mud pumping and subgrade settlement can be distinguished and discriminated based on their radar image features, as shown in Figure 6 . The radar image features of subgrade settlement are that the reflection events of the interface between the ballast and subgrade bed and the one between surface layer and bottom layer of subgrade bed are obvious bend sinking and depth-down offset, and the events are discontinuous and uneven near the same depth position, as shown in Figure 6 (a). The radar image features of water abnormality are that the medium interface is low-frequency and strong reflection, large amplitude, contrary phase, and multiple reflections, as shown in Figure 6 (b). The radar image features of mud pumping are that the wave group of defects is disorderly and discontinuous, and the strong low-frequency reflection resembles a mountain tip or straw hat, as shown in Figure 6 (c). The radar image features of ballast fouling are that there is a snow shaped or flocculent reflection inside ballast bed, and the reflection events on the interface between ballast bed and subgrade bed are not clear or discontinuous, as shown in Figure 6 (d).
Secondly, some of the defects detected have been excavated on site to verify the correctness of defect radar features. The on-site verification images are shown in Figure 7 .
Subgrade defects will directly affect traffic safety. For example, mud pumping defect will cause problems such as track offset, uneven rail surface, and hard bending of rails, which will have a serious impact on the entire track structure; subgrade settlement defect could cause recess to make the line uneven; ballast fouling defect will lead to poor drainage and water accumulation, which will infiltrate into the subgrade and cause defects like mud pumping under the influence of train loads; water abnormality defect could cause certain settlement or partial collapse. If the subgrade lacks adequate protection and reinforcement equipment, the subgrade stability will be affected or destroyed.
Thirdly, due to the complex geological structure of railway subgrade, the subgrade defects are various in shape and size. Therefore, the identification of specific defects still needs expert experience. The defect images are labelled with the open source software Labelimg [21] . The annotated images are shown in Figure 6 . Different defect types are labelled with rectangle frames in different colours. Then, the software will automatically generate the XML index file needed for model training phase, including the position and lengthwidth information of defects in the image. Image annotation is carried out by experienced subgrade detection experts. The labelling rules are that the defects verified by on-site excavation will be preferentially selected; then, the defects with obvious defect GPR features will be labelled; finally, the fuzzy defects that even the experienced experts cannot confirm will be preferentially eliminated.
Building Defect Dataset.
The defect dataset is constructed from the labelled defect images and its data distribution is shown in Table 1 Total  Training set  360  280  280  320  400  1640  Validation set  45  35  35  40  50  205  Test set  45  35  35  40  50  205  Total  450  350  350  400  500  2050 in which 500 are normal subgrade images and 1550 are defect images. Among the 1,550 defect images, 450 are mud pumping defects, 350 are subgrade settlement defects, 350 are water abnormality defects, and 400 are ballast fouling defects. The data set is divided into training set, validation set, and test set according to the ratio of 8:1:1. Each set randomly selects images in proportion from the four defect types and normal subgrade to ensure that each set is in the same distribution. Therefore, the training set includes 1640 images, of which 400 are normal subgrade, 360 are mud pumping, 280 are subgrade settlement, 280 are water abnormality, and 320 are ballast fouling; the verification set and the test set, respectively, include 205 images, of which 50 are normal subgrade, 45 are mud pumping, 35 are subgrade settlement, 35 are water abnormality, and 40 are ballast fouling.
Subgrade Defect Recognition with Improved Faster R-CNN
Faster R-CNN.
With the accumulation of R-CNN [10] and Fast R-CNN [12] , Ross B. Girshick presented a new detection algorithm, Faster R-CNN [13] . On the structure, Faster R-CNN has integrated the four basic steps of target detection into a single deep network, which were feature extraction, proposal generation, bounding box regression, and classification. Therefore, a significant performance has been achieved, especially on the detection speed. The traditional Selective Search [22] was replaced with the Region Proposal Network (RPN) in Faster R-CNN, a fully convolutional network [23] . Therefore, the Faster R-CNN was composed of two components: RPN and Fast R-CNN. The RPN generated a series of rectangular proposal regions which might include objects and transferred them to the Fast R-CNN; the Fast R-CNN performed target classification and position correction of bounding boxes. The architecture of Faster R-CNN is presented in Figure 8 .
Overview of the Proposed Defect Recognition Method.
In this paper, the Faster R-CNN is applied to the automatic recognition of railway subgrade defects. In view of the difficulties in the detection task of railway subgrade defects, multiple improvements have been made to improve the traditional Faster R-CNN. The specific implementation process is presented in Figure 9 .
As shown in Figure 9 , using deep learning method to conduct the research of subgrade defect recognition, the development environment needs to be built firstly. In this paper, we build the development environment based on Caffe, which has two model training modes that are CPU and GPU. After the key parameters are set up, we need to choose 
Improvement Strategies.
The method of directly applying traditional Faster R-CNN to railway subgrade defect recognition cannot achieve ideal recognition effect. The main reasons are that different from general target detection task of natural images, in railway subgrade defect detection task, the boundaries between target and background are blurred, the dimension and shape of detecting targets are diverse, the proportion of positive and negative samples is highly imbalanced, and the number of samples is limited. Therefore, in view of the characteristics and difficulties in railway subgrade defect detection task, four improvement strategies of feature cascade, ASDN, Soft-NMS, and data augmentation have been integrated to improve the traditional Faster R-CNN. The network structure of the improved model is shown in Figure 10 and implementation details will be described in following parts.
Feature Cascade.
The traditional Faster R-CNN uses the features pooled by the Roi-pooling layer to perform image classification and regression, which have wide acceptance region and coarse feature grain. Therefore, small targets are easy to be ignored. However, in the railway subgrade defect detection task, the dimension and shape of target defects are changeable, so traditional Faster R-CNN does not achieve expected detection performance. Inspired by the studies in [24, 25] , an improvement strategy called feature cascade has been used to improve the traditional Faster R-CNN. This improvement strategy combines the output features of swallow convolutional layers with those of deep convolutional layers to form a new multisized feature, which can detect multiscale targets and improve model performance. The specific implementation method is shown in a blue dashed box in Figure 10 . Firstly, the output features of conv3 3, conv4 3, and conv5 3 layers are, respectively, pooled and normalized by their own Roi-Polling layer and L2 Norm layer. Then, the three output features are combined into a single feature via the Concate layer. Finally, the Conv1×1 layer integrates the multichannel features and reduces output feature dimension to match the input dimension of the fc6 layer in traditional Faster R-CNN. In addition, it is notable that the L2 Normalization layer is necessary, because the feature dimensions in swallow convolutional layers and deep convolutional layers are different. By means of the L2 Norm layer, all features from the multiple convolutional layers in different depth are unified into one dimension.
Adversarial Spatial Dropout Network.
Compared with the target detection task of natural images, the number of samples which can be collected in the railway subgrade defect recognition task is limited, and the shape and dimension of defects are diverse. These factors will lead to the incomplete coverage of defect dataset. Therefore, a kind of adversarial nets called adversarial spatial dropout network (ASDN) [18] is introduced to solve the problem. The ASDN generates hard positive samples which are infrequent and hard to classify by confrontational learning. Then, those hard samples are input to the detector to enhance their influence so that the detecting network and its adversary, the ASDN, could learn together to improve model performance. The specific structure of the ASDN is shown in a green dotted box in Figure 10 . A mask with the same size of the output of feature cascade is generated to modify its partial feature, which makes the detector difficult to distinguish. Through the improvement of the ASDN, the detection precision of the model is improved. 
Soft-NMS. Nonmaximum suppression (NMS)
[26] is a vital part of target detection process, which can effectively suppress redundant detection boxes. However, in traditional NMS, only the detection box with the highest confidence level will be left and all the adjacent detection boxes whose overlap with the highest one is greater than the set threshold will be suppressed. Therefore, the traditional NMS cannot detect two adjacent and similar targets. Additionally, in railway subgrade defect recognition task, two or more similar defects often occur in adjacent regions, when the traditional NMS will lead to leakage judgment. Therefore, Soft-NMS [19] , an improved NMS method, is adopted in this paper, which is marked with a red dotted box in Figure 10 . Soft-NMS does not directly suppress the detection box whose overlapping degree is greater than the threshold, while reducing the confidence level according to the overlapping area of detection boxes. It effectively reduces the number of false positive results and improves model performance. Soft-NMS uses the attenuation function to adjust the confidence level of detection box, which includes a linear weighted and a Gaussian weighted function forms. In this paper, the Gaussian weighted form is used, as given by
where M is the detection box with the greatest confidence level; b i is the pending detection box; iou (M, b i ) is the overlap degree of M and b i ; s i is the corresponding confidence level of b i ; D is the set of detection boxes reserved.
Data Augmentation.
As the limited samples in railway subgrade defect dataset, a variety of data augmentation methods are comprehensively applied to expand the defect samples, which can effectively prevent the overfitting situation during model training process and improve model performance. Data augmentation allows the improved model to learn more image invariance features by geometric transformation, which means the pixel values of image samples are unchanged and only the pixel location is changed. The data augmentation methods used are presented in Table 2 .
Experiments
Model Training and Key Parameters.
The development environment is built on the deep learning infrastructure, Caffe [27] . Model training and testing are based on the Python implementation version [28] of Faster R-CNN. A large model, VGG16 [29] , is chosen as the basic network model. Caused by the few samples in training set, the pretrained model of VOC2007 ImageNet [30] is used to initialize model parameters. Then, on this basis, self-made dataset is applied to further fine tune the model. Alternating training is used to train the model in GPU acceleration mode. The main configurations of development environment are shown in Table 3 .
The maximum iterations are set up as [60000, 30000, 60000, 30000]. The global learning rate is set to 0.001, and in order to accelerate convergence process, the learning rate of new added layers in the improved model is increased. The spatial scale parameter in Roi pooling layer is set up according to feature map dimension, with 0.25 in roi pool3, 0.125 in roi pool4, and 0.0625 in roi pool5. The num output parameter in Con1×1 layer is set up to 512 to match the input dimension of original fc6 layer.
Detecting Results and Qualitative Analysis.
The mud pumping defects are taken as examples; two detecting results selected randomly in testing set are shown in Figure 11 . It can be obtained from Figure 11 (a) that the two mud pumping defects, separated by a short section of normal subgrade, are correctly recognized by the proposed model; they both get a high confidence level and a detection box which is basically consistent with actual defect region. From Figure 11(b) , under the interference of the bridge in the middle, the mud pumping defect is still accurately detected with a more than 90% confidence level.
Ablation Experiments of Improvement Strategies.
In order to quantitatively evaluate the effect of each improvement strategy proposed to the model performance, multitudes 
Contrast
Changing the saturation S and V luminance component in the HSV color space of the image, and keeping the tone H unchanged. Zoom Enlarging or compressing the image according to a certain proportion.
Random Cropping
Clipping the image randomly, including the scale jittering method and the enhancement transform of dimension and length-width ratio. Rotation
Rotating the image at arbitrary angle to change the orientation. of ablation experiments are designed, which are shown in Table 4 . The experimental results displayed in ROC curves are shown in Figure 12 .
In Table 4 , the symbols of check mark and cross indicate whether the model located in this line has applied the kind of improvement strategy. Therefore, none of the improvement strategies has been used to Model 1. Pretrained model has been applied to improve Model 2. Model 3 applied the improvement strategies of pretrained model and feature cascade. Model 4 applies pretrained model and ASDN. Model 5 applies three improvement strategies which are pretrained model, feature cascade, and ASDN. Model 6 uses all improvement strategies except data enhancement. Model 7 applies all five improvement strategies.
Firstly, the effect of pretrained model on model performance is examined by the ablation experiment (Model 1 versus Model 2). Model 1 is a traditional Faster R-CNN detection algorithm without any improvement strategy, while Model 2 uses the pretrained model on PASCAL VOC2007 for parameter initialization. It can be obtained from the ROC curves of the two models that the light blue one of Model 2 is closer to upper left corner than the black one of Model 1. Therefore, the performance of Model 2 is better.
Secondly, the improvement strategy of feature cascade is validated by the ablation experiment experiments (Model 2 Finally, combing all the improvement strategies, Model 7 achieves the best detection performance, which verifies the effectiveness of improvement strategies applied in this paper.
Comparison Experiment with Traditional Methods
Experiment Design.
In order to comprehensively evaluate the performance of the proposed method, a comparison experiment with the traditional sliding method of SVM and histogram of oriented gradient (HOG) is conducted. Since SVM is a binary classifier, four linear SVM classifiers are trained separately for four kinds of subgrade defects which are the mud pumping, subgrade settlement, ballast fouling, and water abnormality. Firstly, the positive samples of each defect type are cropped from the self-made subgrade defect dataset, and the negative ones are randomly cropped from nontarget regions. Then, the training samples are uniformly rescaled to 224×224, and HOG features are extracted to train linear SVM classifiers. Finally, in detection stage, a sliding window with the dimension of 224×224 is used for defect detection, which is consistent with the input dimension cropped in Faster R-CNN.
Evaluation Method.
In order to objectively evaluate the performance of three models in this experiment, three evaluation indexes which are the Precision, Recall, and FScore are used. Precision is the proportion of predicted defect samples that are actual defects, as given by
where TP is the number of actual defect samples which are predicted to be defects; FP is the number of actual background samples which are predicted to be defects. Recall is the proportion of actual defect samples that are correctly predicted to be defects, as given by
where FN is the number of the actual defect samples that are predicted to be backgrounds. F-Score is the harmonic mean of Precision and Recall, as given by
Results and Analysis.
The comparison experiment results are shown in Table 5 . It can be obtained that the precision of the proposed method and traditional Faster R-CNN are greater than the HOG+SVM, because in deep learning approach, hidden features which are better than HOG can be extracted from training data. Meanwhile, the precision of the proposed method is greater than traditional Faster R-CNN, since the comprehensive application of improvement strategies could effectively overcome the difficulties in railway subgrade defect recognition. For the index of recall, the proposed method performs much better than the others. Furthermore, the recall index is the most vital index in the subgrade defect recognition task. If this index is quite low, a large number of actual defects will been omitted. Finally, from the comprehensive performance index F-Score, the proposed method achieves the greatest detection performance. In addition, the detection speed of the three models is compared in CPU and GPU mode, respectively. The comparative results are displayed in Table 5 . The index of detect speed means the average detection time per image in testing set. It can be obtained that although the detection speed of the proposed method is lower than the other models in CPU mode, it increases nearly 6 times in GPU mode and outperforms the traditional approach, which has basically achieved the real-time detection.
A sensitivity analysis has been conducted to test whether the model proposed is overfitting. The 10-fold crossvalidation has been used to design experiments. Therefore, the defect dataset is evenly and randomly divided into ten parts and the data of each defect type and normal subgrade in each part are kept in the same distribution. Then, one of them is selected as test set in turn, and the rest is used as training set and validation set to train and evaluate model. The crossvalidation experimental results are shown in Table 6 . It can be seen from the experimental results in Table 6 that the F-Score of the 10 group dataset of the proposed method are all above 82% and relatively stable and achieves an average F-Score of 83.6%. Therefore, the model trained in this paper has no overfitting. In the same way, the overfitting phenomenon do not occur in the other two models of HOG+SVM and Faster R-CNN, which achieve the average F-Score of 38.5% and 67.6%, respectively.
Furthermore, in order to examine the model performance for various defect types, a comparison experiment is conducted with the same testing set consisting of mud pumping, subgrade settlement, ballast fouling, and water abnormality. The experimental results are shown in Figure 13 . Compared with the other two methods, the proposed method achieves the greatest detection precision and stability for four kinds of defects. It is notable that the detecting precision of the ballast fouling defect is lower in all three models, because the features of ballast fouling in GPR profile are extremely complex and the ballast fouling is sensitive to signal interference from the structures such as turnouts and bridge guardrails.
Conclusions
An automatic recognition method of railway subgrade defects based on an improved Faster R-CNN was proposed. The ablation experiments of improvement strategies are shown that the pretrained model, feature cascade, ASDN, Soft-NMS, and data augmentation can effectively improve the model performance. The result of the comparison experiment with traditional approach showed that the proposed method achieves the greatest mAP of 83.6%, much greater than the 38.6% of HOG+SVM, and is 16% greater than that of traditional Faster R-CNN. Furthermore, the detection speed of 0.093s in GPU mode outperforms the traditional approaches and basically meets the requirement of realtime detection. Additionally, the comparison experiment for various defect types further verifies the strong robustness of the proposed method. In the future, the following deficiencies still need to be further studied: (1) the original GPR signal data of GPR loses part of data accuracy during the process of converting to GPR profile, which affects the recognition accuracy. Therefore, how to recognize defects from raw data format of GPR may be a future research direction. (2) The current recognition algorithm can only identify four types of defects, so the promotion of recognition algorithms to other types of subgrade defects needs to be further studied.
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