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Prologo
Este trabajo nace frente a un interes por estudiar sensibilidad a la evidencia en
redes Bayesianas Gaussianas. En el camino, ante el intento por ajustar una red de este
tipo a datos reales, se genera un segundo eje de trabajo que consiste en la revision del
supuesto de Normalidad de los datos, y en encontrar un procedimiento que permita
que este supuesto se cumpla.
Las redes Bayesianas pertenecen a la familia de modelos gracos probabilsticos,
donde se combinan conceptos de Teora de grafos y de Teora de Probabilidad. Un
modelo graco probabilstico construdo para un grupo de variables de interes, busca
representar la interaccion entre las variables a traves de un grafo, considerado como
la parte cualitativa del modelo; y explicar la distribucion condicionada de estas varia-
bles, por medio de distribuciones de probabilidad que determinan la parte cuantitativa.
As, el Captulo 1 se ha dedicado a introducir conceptos que se hacen fundamentales
en esta lnea de trabajo. Se comienza por revisar los conceptos basicos de Teora de
grafos, con especial enfasis en diferenciar entre grafos dirigidos, donde las interacciones
dan un sentido de causalidad entre las variables, y grafos no dirigidos. Dentro de los
grafos dirigidos, se debe distinguir a los grafos acclicos, donde cada trayectoria dentro
del grafo contiene nodos diferentes, incluyendo el nodo inicial y el nal. Finalmente,
se revisa el tipo de conexiones que se pueden presentar en grafos acclicos dirigidos, ya
que esto determinara de que manera es posible transmitir informacion a lo largo de la
red, en presencia de valores conocidos que se han denominado evidencia.
El Captulo 1 tambien contiene conceptos basicos y ampliamente conocidos respec-
to a la Teora de Probabilidad. Se ha preferido incluir esta seccion como una manera
de aunar conocimiento y notacion que luego sera utilizada a lo largo de este trabajo.
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Con estos primeros conceptos ya claros, se puede entonces denir una red Bayesia-
na como un modelo graco probabilstico, donde a traves de un grafo acclico dirigido
(DAG) se representan relaciones de dependencia directa entre las variables aleatorias.
Las redes Bayesianas son de gran interes como herramienta de modelado, ya que
permiten conocer la estructura de interacciones entre variables, y son utlizadas en areas
tan diversas como la biologa, la medicina y la economa, entre otras. De acuerdo al tipo
de variables que se consideren para modelar, se puede distinguir entre redes Bayesianas
discretas, redes Bayesianas Gaussianas y redes Bayesianas mixtas, que corresponde a
una combinacion de las dos anteriores. En el Captulo 2 se revisa mas en detalle esta
denicion y algunas propiedades relacionadas con redes Bayesianas.
Por ser el tema central de este trabajo, el Captulo 3 se ha dedicado por completo
a redes Bayesianas Gaussianas (RBG), esto es, redes Bayesianas donde la distribucion
de probabilidad conjunta tiene distribucion Normal Multivariante.
Despues de presentar su denicion formal, se dedica una seccion a la construccion
de una RBG, donde los objetivos a cumplir son determinar su estructura, determinar
los parametros involucrados y denir el metodo de propagacion de evidencia. Respecto
a los dos primeros objetivos, es importante distinguir si la red se construye a partir de
informacion dada por expertos (enfoque tradicional), o si se construye a partir de los
datos (enfoque de aprendizaje). Respecto a la propagacion de evidencia, se propone
utilizar el metodo paso a paso introducido por Castillo et al. [5].
Una segunda Seccion de este captulo corresponde a uno de los objetivos centrales
de analisis en este trabajo; el supuesto de Normalidad. Como ya se menciono, es de gran
interes modelar con redes Bayesianas situaciones extradas de la realidad. Sin embargo,
en el caso de redes Bayesianas Gaussianas, por denicion, se debe cumplir que estos
datos sigan una distribucion Normal Multivariante. Este trabajo muestra como aplicar
un test de normalidad multivariante para revisar el supuesto, y aplica una nueva e
interesante aproximacion respecto a la metodologa a utilizar para reparar la falta de
Normalidad cuando el test resulta rechazar.
En el caso univariante, este es un tema ya muy desarrollado, y la metodologa habi-
tual para obtener Normalidad en los datos es aplicar la transformaciones de Box-Cox.
Sin embargo, en el caso multivariante esto no es posible, ya que al tratar cada variable
de forma individual, se perdera la estructura de correlacion de los datos. En el trabajo
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de Liu et al. [29], se introduce la distribucion nonparanormal, la cual es presentada
en este trabajo como una alternativa para obtener Normalidad de la matriz de datos
manteniendo su estructura de correlacion, lo cual permite entonces modelar con una
RBG.
Al ajustar una red Bayesiana, generalmente se dene alguna de las variables como
salida principal. Un buen modelo, busca que la distribucion de probabilidad de esta
variable de interes presente la menor variablidad posible, como una medida de certeza.
A partir de esta idea, y de los conceptos vistos hasta aqu, surge la pregunta de como
o en que medida las distintas variables del modelo afectan en esta variabilidad, y ante
la posibilidad de observar al menos algunas de estas variables, cual o cuales de ellas
aportan de manera mas signicativa a una mayor certeza en la salida. Para responder
a estas preguntas, en este trabajo se propone utilizar como medida de dispersion la
entropa, y como medida de aporte de cada variable a la salida, la informacion mutua.
Es por esta razon que el Captulo 4 consiste en revisar deniciones y propiedades de la
Teora de la Informacion.
A partir de las deniciones, conceptos y propiedades vistas en los captulos ante-
riores, en el Captulo 5 se propone un procedimiento para analizar sensibilidad a la
evidencia en redes Bayesianas Gaussianas. En modelos que reejan situaciones de la
realidad, no necesariamente la evidencia esta preestablecida. Entonces, este procedi-
miento busca determinar que variables son las mas informativas en el modelo, de ma-
nera que, en la medida de lo posible, sean estas las variables observadas. Esto permite
obtener una mayor eciencia del modelo, y una reduccion de costes, ya que sera posible
priorizar la observacion de variables e incluso dejar de observar aquellas variables que
no aporten al resultado de interes.
El procedimiento propuesto permite, dentro de una RBG, obtener valores que ge-
neran una prioridad de las variables. Pero ademas, como extension, se propone un
nuevo procedimiento que utliza como medida de contribucion, la informacion mutua
normalizada. Este nuevo procedimiento permite por ejemplo, comparar el aporte de
una misma variable en redes diferentes, ya que al ser un valor normalizado, las escalas
de medicion de los valores informativos se hacen comparables.
En el Captulo 6 se recogen los procedimientos y metodologas propuestas en este
trabajo y se aplican a una base de datos real. El principal enfasis esta en el analisis del
supuesto de Normalidad de los datos y el analisis de sensibilidad a la evidencia.
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La aplicacion consiste en modelar el Indice de Masa Corporal (IMC : Peso=Talla2)
de una muestra de personas que participaron de la Encuesta Nacional de Salud 2009-
2010 en Chile. A partir de datos recolectados de tipo clnico, de laboratorio y de infor-
macion suministrada por cada persona, interesa modelar como este grupo de variables
interactua para explicar el IMC. Se espera que estas variables no afecten de la misma
manera a hombres y mujeres, por lo que se ajusta una red diferente para cada sexo, y
se realizan comparaciones del analsis de sensibilidad con los procedimientos propuestos
en el Captulo anterior.
Finalmente, en el Captulo 7, se recogen comentarios respecto al trabajo realizado
y se proponen futuras lneas de investigacion.
Todos los analisis y calculos desarrollados en este trabajo, especialmente en ejemplos
y aplicacion nal, fueron desarrollados utilizando el programa estadstico de distribu-
cion libre R.
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Extended abstract with conclusions
Introduction
In general, a Bayesian network attempts to model some interesting phenomenon,
considering the random variables which are involved in the problem and the existing
dependency structure between them. So, the main objective consists in obtaining the
conditioned probability distribution of the unknown variables, basically of some of them
dened as target variable, based on the variables which are observable ones (evidential
variables). Many times, the variables that may be observed are xed a priori; however,
other times, these may be dened during the modelling process of the network. This
study is about Gaussian Bayesian networks, that is networks in which the joint pro-
bability distribution associated with the variables X = (X1; :::; Xn) has a Multivariate
Normal distribution.
Considering these models, a methodology is suggested to deal with the analysis of
sensitivity to evidence in Gaussian Bayesian networks. For many problems in which the
aim is modelling real situations, the set of evidential variables is not dened previously;
in fact, a common practice is trying to collect the greatest amount of information you
can, a practice that always will have associated costs. After that, the main idea follo-
wing usually consists in evaluating which of all the available variables are the ones that
deliver more information to obtain a better result of the model.
Objectives
The rst objective of this study is proposing a methodology, based on Information
Theory, to analyze the sensitivity to evidence of Gaussian Bayesian networks. On the
way, attempting to adjust a network of this kind to real data, a second working axis is
created, which brings up new objectives, making it possible to present a methodology
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able to revise the assumption of Normality of the data and nding a procedure which
permits to meet this assumption. In addition, there is a transversal objective to the
previously exposed, which consists in adjusting a Gaussian Bayesian network to real
data.
Results and Conclusions
In this study we have proposed a methodology for analyzing evidence in Gaussian
Bayesian networks, theory which is based on the Information Theory. The primary
motivation for this proposal came from the idea that not all variables of a Gaussian
Bayesian network have the same inuence on the variable of our interest. In this context,
it's important to underline that the objective of the procedure consists in identifying
which one or ones, among the available variables have a stronger inuence in dimini-
shing the entropy of the objective, which means a reduction of uncertainty.
A second contribution of the study consists in the use of normalized mutual informa-
tion to detect the informative value of each variable with respect to the objective. This
extension of the procedure permits to prioritize variables in the already exposed way
and, besides that, it makes it possible to compare the contribution of dierent alternati-
ve variables within the same network, or similar variables among dierent networks. In
this sense, we show an example in which the aim is to know if the replacement of a node
in the network means a higher or lower informative contribution than the original node.
Up to now, in general, the analysis that have been carried out regarding Gaussian
Bayesian networks, have been of theoretical character. So, an important contribution
of this study is having carried out an application to real data. However, this procedure
meant facing some issues that were not considered within the theoretical approaches.
The rst issue was the revision of the assumption of Normality. When working with ad-
justed networks under the traditional approach, Normality is assumed and the analyses
are carried out without problems. But when facing a real database, it becomes nece-
ssary to revise the compliance of the assumption of Normality. Therefore, in this study
we looked for dierent methodologies and used a Multivariate Normality test, which
permitted to respond to this assumption.
On the other hand, when the hypothesis of Normality was refused, a new problem
arose: how to solve the lack of Normality in order to make it possible to adjust a
Gaussian Bayesian network. In order to face that, we propose considering the Nonpa-
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ranormal distribution for the data matrix. Using a semiparametric transformation, it
is possible to obtain a data matrix which meets the assumption of Normality. This fact
becomes very important due to the possibility of using Bayesian networks as a real tool
for modelling reality, as very frequently the real data don't have a Multivariate Normal
distribution.
VII
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Captulo 1
Conceptos preliminares
Los modelos gracos probabilsticos combinan resultados de la teora de grafos y de
la probabilidad; la primera, considerada como el aspecto cualitativo del modelo, permite
representar la estructura de dependencia (o independencia) de un conjunto de variables
aleatorias, y la segunda, el aspecto cuantitativo, dene numericamente estas relaciones.
Las redes Bayesianas pertenecen a esta familia de modelos gracos probabilsticos,
tambien conocidos como redes probabilsticas, por lo que es pertinente comenzar por
introducir algunos conceptos basicos de Teora de grafos y de Probabilidad, para luego
relacionarlos en una seccion dedicada a causalidad.
1.1. Teora de grafos
En el contexto de redes probabilsticas, un grafo representa interacciones entre un
conjunto nito de variables aleatorias, digamos V = fV1; V2; ::; Vng, donde cada variable
Vi corresponde a un vertice o nodo del grafo y las interacciones entre ellas, quedan
denidas por aristas o arcos.
Denicion 1.1 Un grafo G se dene como un par (V,E), donde V = fV1; V2; ::; Vng
es un conjunto de elementos denominados vertices o nodos y E  V  V es un
conjunto de aristas o arcos. Cada elemento de E, se representa por Eij, indicando que
corresponde a la arista que une Vi con Vj, para i 6= j.
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1.1.1. Clasicacion de grafos
Una primera clasicacion de grafo se puede realizar de acuerdo al tipo de aristas
que contiene. As, se debe distinguir entre:
Arista dirigida
Figura 1.1: Arista dirigida
La presencia de una arista dirigida Eij entre los vertices Vi y Vj, signica que el
nodo Vi se relaciona con el nodo Vj, pero no al reves; se reere a una relacion
Causa-Efecto y se escribe como Vi ! Vj. En la Figura 1.1 se muestra un ejemplo
de dos vertices, A y B, conectados a traves de una arista dirigida.
Arista no dirigida
Figura 1.2: Arista no dirigida
Aqu, tanto la arista Eij como la Eji estan contenidas en E, es decir, los nodos
Vi y Vj se relacionan en forma recproca, por lo que se dice que estan Asociados.
La Figura 1.2 muestra una conexion no dirigida entre los nodos A y B.
De acuerdo a esto, si todas las aristas contenidas en E son no dirigidas, corresponde
a un grafo no dirigido. En forma analoga, si todas las aristas son dirigidas, es un
grafo dirigido. Por ultimo, si el grafo contiene los dos tipos de aristas, se trata de
un grafo de cadena o mixto. En la Figura 1.3, se muestran ejemplos de los dos
primeros casos.
Las redes Bayesianas, tema principal de esta memoria, se representan con un caso
particular de grafos dirigidos, por lo que de aqu en adelante se hara referencia solo a
este tipo grafos.
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Figura 1.3: a) grafo dirigido. b) grafo no dirigido.
1.1.2. Grafos dirigidos
En esta Seccion, se revisan los principales conceptos y propiedas de los grafos diri-
gidos.
SeaG=(V,E) un grafo dirigido, formado por un conjunto de elementos V = fV1; V2; ::; Vng,
conectados por un conjunto de aristas dirigidas E, entonces se pueden introducir las
siguientes deniciones:
Si Vi ! Vj se dice que el nodo Vi es padre del nodo Vj, y que el nodo Vj es hijo
del nodo Vi.
El conjunto de todos los padres del nodo Vj se escribe como pa(Vj).
La familia del nodo Vj corresponde al conjunto que contiene la union del nodo
con sus padres, y se denota por fa(Vj) = Vj [ pa(Vj).
Al conjunto de todos los nodos con al menos un posible camino hasta el nodo Vi,
se denomina ancestros o ascendientes de Vi, y se escribe as(Vi).
El conjunto de todos los nodos que no son ascendientes o ancestros de Vi se escribe
como na(Vi).
Al conjunto de todos los nodos a los que se puede llegar por al menos un camino
desde Vi, se denomina descendientes de Vi y se escribe de(Vi).
El conjunto de todos los nodos que no son descendientes de Vi se escribe como
nd(Vi).
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Como ejemplo, en el grafo a) de la Figura 1.3 se tiene que E es hijo de C, pa(C) =
fA;Bg y que fa(C) = fA;B;Cg.
Denicion 1.2 Sea G = (V;E) un grafo dirigido, entonces G0 = (V 0; E 0) es subgrafo
de G si cumple que V 0  V , E 0  E y G0 es un grafo. Es decir, G0 es un subconjunto
de nodos, con sus enlaces, de G.
En la Figura 1.4 se muestra un posible subgrafo del grafo a) de la Figura 1.3.
Figura 1.4: Subgrafo.
Denicion 1.3 Sea G = (V;E) un grafo dirigido, se llama trayectoria en G a una
sucesion de nodos V1V2:::Vp 1Vp, tales que Ei i+1 2 E, para cada i = 1; 2; :::; p  1.
As, se dice que la trayectoria conecta o une al nodo V1 con el nodo Vp y que el
numero de arcos recorridos, p  1, es la longitud de la trayectoria.
Un camino se dene como una trayectoria sin nodos ni arcos repetidos.
Cuando dicho camino contiene nodos diferentes, excepto el inicial y nal, se habla de
un ciclo. Luego, se dice que un grafo es acclico si no tiene ciclos.
En la Figura 1.5 se muestran ejemplos simples de grafos cclicos y no cclicos.
Los grafos que se utilizan para describir las redes Bayesianas son grafos acclicos
dirigidos, en adelante, DAGs (Directed Acyclic Graphs).
Otras deniniciones interesantes en Teora de grafos son:
Denicion 1.4 Un grafo es conexo si cada par de nodos esta conectado por un ca-
mino; es decir, desde cualquier nodo inicial, existe al menos un camino que permite ir
a todos los demas.
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Figura 1.5: a) Grafo cclico. b) Grafo acclico.
Denicion 1.5 Un grafo moral Gm se obtiene a partir de un DAG G = (V;E);
primero, uniendo con aristas no dirigidas a todos los nodos adyacentes no conectados
con hijos comunes, y luego, cambiando todos los enlaces dirigidos por conexiones no
dirigidas.
Este ultimo tipo de grafos es relevante en el aspecto computacional de las redes Baye-
sianas.
Denicion 1.6 El esqueleto de un grafo se obtiene a partir de un DAG G = (V;E)
reemplazando todos los enlaces dirigidos por conexiones no dirigidas.
Denicion 1.7 Es necesario distinguir entre tres tipos de conexiones que pueden pre-
sentarse en un grafo acclico dirigido:
Conexion serial Corresponde a una dependencia consecutiva entre los nodos.
As, en la Figura 1.6 a), se observa que el nodo A es padre del nodo B, quien a
su vez, es padre del nodo C.
Conexion divergente En este caso, de un nodo padre, se desprenden dos o mas
nodos hijos no conectados entre s. En la Figura 1.6 b) se muestra un ejemplo.
Conexion convergente Se reere a una conexion en la cual dos o mas nodos
padres, no conectados entre s, tienen asociado un mismo nodo hijo, como se
muestra en la Figura 1.6 c). En este caso se suelen denominar a los nodos A y
B como esposos.
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Figura 1.6: a) Conexion serial b) Conexion divergente c) Conexion convergente.
1.2. Independencia e independencia condicionada
El siguiente paso, es asociar los conceptos generales de grafos ya vistos, a modelos
de redes probabilsticas, donde los nodos pasan a ser variables aleatorias y la estructura
de dependencia se describe por medio de distribuciones de probabilidad condicionadas.
Sin embargo, para esto, es necesario primero revisar conceptos de independencia e in-
dependencia condicionada.
1.2.1. Independencia
Si al conocer la ocurrencia de un suceso, no se modica la probabilidad de ocurrencia
del otro, entonces se dice que los sucesosos son independientes.
Denicion 1.8 El suceso A es independiente de B si
p(AjB) = p(A)
Esta denicion es simetrica, es decir, si A es independiente de B, tambien es cierto
que B es independiente de A, luego:
p(BjA) = p(B)
En forma analoga, si A y B no son independientes (son dependientes), entonces:
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p(AjB) 6= p(A) o p(BjA) 6= p(B)
Aplicando la regla de multiplicacion y la denicion de independencia 1.8, se obtiene
que si A es independiente de B entonces,
p(A \B) = p(AjB)p(B) = p(A)p(B)
1.2.2. Independencia condicionada
Sean tres sucesos A, B y C, entonces se dice que A es condicionalmente indepen-
diente de B dado C si,
p(AjB \ C) = p(AjC)
En forma analoga a la independencia, la independencia condicionada tambien es
simetrica, es decir, si A es condicionalmente independente de B dado C, entonces B es
condicionalmente independente de A dado C:
p(BjA \ C) = p(BjC)
Por ultimo, en forma similar al caso anterior, si se aplica la regla de la cadena,
entonces se tiene que si A es condicionalmente independente de B dado C:
p(A \BjC) = P (AjC)p(BjC)
Se puede ver que, si se considera C = ;, entonces la independencia es un caso par-
ticular de la independencia condicionada.
A continuacion, se aplican las deniciones anteriores a variables aleatorias.
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1.2.3. Independencia e independencia condicionada en varia-
bles aleatorias
Como ya se ha mencionado, en una red Bayesiana los nodos representan variables
aleatorias. Por esta razon, a continuacion se presentan las deniciones y propiedades
de independencia e independencia condicionada aplicado a variables aleatorias (Dawid
[10]).
Denicion 1.9 Sean X e Y variables aleatorias; se dice que X e Y son indepen-
dientes, y se denota como X ? Y , si y solo si
p(x; y) = p(x)p(y)
Es decir, se dicen independientes si y solo si, su funcion de probabilidad conjunta
se puede obtener como el producto de sus funciones de probabilidad marginales.
Intuitivamente, si X ? Y entonces la informacion que pueda aportar Y no afecta
en la incertidumbre de X; es decir, de forma equivalente se puede escribir
p(xjy) = p(x)
A partir de la denicion, se obtiene el siguiente teorema.
Teorema 1.1 Si X ? Y , entonces Y ? X.
A continuacion, se incorpora una tercera variable aleatoria, Z, para ver la indepen-
dencia condicional.
Denicion 1.10 Sean las variables aleatorias X, Y y Z,; se dice que X e Y son
condicionalmente independiente dado Z, y se denota como X ? Y j Z, si y solo
si
p(x; yjz) = p(xjz)p(yjz)
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De manera analoga al caso de la independencia, en el caso de la independencia
condicionada, se puede escribir de forma equivalente,
p(xjy; z) = p(xjz)
Propiedades de la Independencia condicionada
Se presentan las principales propiedades de independencia condicionada, lo que
permite obtener nuevas relaciones entre variables que podran ser de utilidad de acuerdo
a la informacion disponible.
Simetra: si X ? Y j Z, entonces Y ? X j Z.
Descomposicion: si X ? (Y [W ) j Z entonces X ? Y j Z y X ? W j Z.
Union debil: si X ? (Y [W ) j Z, entonces X ? Y j (W [Z) y X ? W j (Y [Z).
Contraccion: si X ? Y j Z y X ? W j (Y [ Z), entonces X ? (Y [W ) j Z.
Interseccion: si X ? Y j (Z[W ) y X ? W j (Y [Z), entonces X ? (Y [W ) j Z.
La independencia y la independencia condicionada tiene una considerable impor-
tancia para este trabajo de Tesis, pues implica que no es rentable obtener informacion
sobre variables independientes, ya que dicha informacion es irrelevante.
1.3. Propagacion de la Evidencia
En esta seccion se revisaran algunas reglas importantes respecto a la transmision
de la evidencia en grafos acclicos dirigidos, las cuales permitiran el posterior trabajo
y comprension de las redes Bayesianas.
Evidencia
En un grafo, o especcamente en un grafo acclico dirigido para el interes de este
trabajo, cada uno de los nodos representa una variable aleatoria, y los arcos represen-
tan la estructura de dependencia entre ellas. As, cada variable puede tomar valores
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categoricos o continuos, dentro del correspondiente espacio muestral asociado.
Cuando se conoce el valor exacto que toma una de las variables, dicho valor sera con-
siderado como evidencia y es de interes conocer de que manera, el introducir esta
informacion en la red, afecta a la incertidumbre del resto de las variables.
d-separacion en grafos dirigidos
Para estudiar como se traspasa la informacion de la evidencia a lo largo de una
red, es necesario conocer los criterios de separacion que se cumplen en el grafo; esto
hace referencia a las relaciones de independencia o dependencia condicionada entre las
variables, que dependeran del tipo de conexion que se considere (Denicion 1.7).
Conexion serial
En este caso el nodo A inuye en B, quien a su vez, inuye en C. Luego, tener
evidencia sobre el estado de A o de C, transmitira informacion en la trayectoria
a traves de B. Sin embargo, si hay evidencia acerca de B, la conexion queda
bloqueada, y A y C se hacen independientes; tambien se dice que A y C estan
d-separados dado B. En la Figura 1.7 a) se muestra esta situacion, donde la evi-
dencia queda representada por el nodo sombreado.
En resumen, en una conexion serial, se transmite informacion de la evidencia,
excepto que dicha informacion este contenida en el nodo intermedio.
Conexion divergente
Ahora , la informacion puede pasar a los hijos del nodo A, excepto si A es cono-
cido; luego, si la evidencia esta contenida en el nodo A, como se muestra en la
Figura 1.7 b), B y C estan d-separados dado A.
En una conexion divergente la informacion uye a traves de la red, excepto si la
evidencia se encuentra en el nodo padre, ya que queda bloqueada la comunicacion
entre los nodos hijos.
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Conexion convergente
Una conexion convergente funciona radicalmente diferente a las dos anteriores;
si no hay informacion sobre el nodo C, entonces los nodos A y B son indepen-
dientes, de hecho, si la evidencia se encuentra en uno de ellos, digamos A, dicha
informacion no tendra inuencia en B. Sin embargo, si hay evidencia en el efecto
C, entonces las causas A y B se hacen dependientes, como muestra la Figura 1.7
c), y se dice que A y B estan d-conectados.
En una conexion convergente la informacion puede ser transmitida a traves de la
red solo si se tiene la evidencia sobre el nodo hijo, o un descendiente de este.
Figura 1.7: a) A y C d-separados dado B. b) B y C d-separados dado A. c) A y B
d-conectados dado C.
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Captulo 2
Redes Bayesianas
Una red Bayesiana es un modelo graco probabilstico que representa, a traves de
un graco acclico dirigido (DAG), la estructura de dependencia de un conjunto de va-
riables aleatorias. Se ha convertido en una herramienta de gran utilidad y popularidad
para razonar bajo incertidumbre, ya que su representacion graca permite una mejor
e intuitiva comprension del fenomeno que se modela.
Formalmente, una red Bayesiana consiste en un modelo formado por dos partes;
una cualitativa y otra cuantitativa. La dimension cualitativa de la red esta dada por el
DAG, cuyos nodos representan variables aleatorias y los arcos representan relaciones
de dependencia directa entre las variables. La parte cuantitativa de la red, asociada al
DAG, especica las distribuciones de probabilidad condicionadas de cada nodo dado
sus padres.
2.1. Denicion y Caracterizacion
Una red Bayesiana esta formada por el par (G;P), donde G es una grafo acclico
dirigido (DAG) formado por un nodo para cada variable aleatoria de X = fX1; :::; Xng
y arcos que representan la estructura de dependencia probabilstica entre ellas, P =
fp(x1jpa(x1)); :::; p(xnjpa(xn))g es un conjunto de n distribuciones de probabilidad con-
dicionadas, y pa(xi) es el conjunto de padres del nodo Xi en G.
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Una caracterstica importante de las redes Bayesianas, es que aplicando la regla de
la cadena y las independencias condicionadas, se puede determinar la distribucion de
probabilidad conjunta a partir de P mediante la siguiente factorizacion (demostracion
disponible en Jensen [23]):
P (X) =
nY
i=1
P (Xijpa(Xi)): (2.1)
Es interesante observar que en la ecuacion 2.1 se tiene una distribucion de probabi-
lidad condicionada por cada variable aleatoria, es decir, cada nodo Xi es una variable
condicionada por sus padres. Luego, esta denicion de red Bayesiana, establece una
relacion directa entre la parte cualitativa y la parte cuantitativa de la red, ya que es el
grafo el que permite determinar las distribuciones de probabilidades condicionadas que
se consideren en la factorizacion de la distribucion de probabilidad conjunta. Es decir,
cada factorizacion de la distribucion de probabilidad conjunta de una red Bayesiana,
esta asociada a un determinado DAG.
Para revisar y comentar algunas propiedades presentes en redes Bayesianas, a con-
tinuacion se presenta un ejemplo introducido por Ben-Gal [2].
Ejemplo 1 Este ejemplo, tiene una estructura similar al ampliamente conocido ejem-
plo "Terremoto"de Pearl [33]. En la Figura 2.1 se muestra el DAG y las tablas de
probabilidad condicionadas correspondientes porque las variables que intervienen son
discretas. Considera la situacion de una persona que podra estar con dolor de espalda,
representado por la variable Dolor (D). Este dolor, puede ser causado por una Lesion
(L), la cual a su vez, podra ser producida por una Actividad (A) fsica mal hecha,
o porque en la ocina en que trabaja se han comprado nuevas e incomodas Sillas (S)
de trabajo. Si la lesion se presentara por esta segunda razon, es de esperar que su
Compa~nero (C) de trabajo, desarrolle tambien una lesion similar. Todas las variables
aleatorias consideradas son discretas de tipo binario, y para cada caso se tiene los
posibles estados excluyentes verdadero (V) o falso (F).
A continuacion se revisaran algunas propiedades con este ejemplo. Lo primero es
observar que las variables Silla y Actividad, son padres de Lesion, por otro lado Dolor
es hijo de Lesion, y por ultimo, los ancestros de Dolor son las variables Silla, Actividad
y Lesion.
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Figura 2.1: Ejemplo 1: red Bayesiana.
Es interesante reconocer al menos dos posibles enfoques como objetivo del modelo
con una red Bayesiana. Usualmente, al modelar un fenomeno con una red Bayesiana,
se identica una variable de interes, digamos Xi, y se busca conocer la distribucion de
probabilidad condicionada de dicha variable dada la evidencia, proceso que se conoce
como inferencia en la red.
Respecto a la interpretacion de los resultados, si se tiene evidencia en variables que
son hijos de Xi entonces se esta contribuyendo a considerar Xi como una variable de
Diagnostico; por otro lado, si la evidencia se incorpora en padres de Xi, la inferencia
es a favor de realizar una Prediccion en el nodo Xi. As, mirando el ejemplo, si se
considera Xi = A y se observa evidencia en L y D, se podra interpretar la probabilidad
condicionada que se obtenga para A como la capacidad de la variable Actividad para
diagnosticar una lesion, y por lo tanto, el dolor de espalda. En cambio, si Xi = D y la
evidencia se incorpora en S y A, a traves de la inferencia se podra pronosticar tener
dolor de espalda.
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2.1.1. Independencia condicionada
Considerando que una red Bayesiana es un caso particular de grafo dirigido, en-
tonces es natural asumir que se cumplen las propiedades de d-separacion vistas en la
Seccion 1.3, las que determinan estructuras de independencia (y dependencia) condi-
cionada.
A continuacion, se describiran algunas situaciones de dependencia (o independencia)
condicionada presentes en el Ejemplo 1, de acuerdo al tipo de convergencia.
Las variables Silla y Actividad son independientes, pero si se conoce el verdadero
estado de Lesion y se incorpora como evidencia, entonces ellas pasan a ser con-
dicionalmente dependientes. Esto tiene sentido intuitivo, ya que inicialmente, sin
saber si existe o no una lesion, las variables Silla y Actividad no tienen ninguna
relacion entre ellas; pero esta situacion cambia al saber que por ejemplo s hay
lesion, ya que ellas, o al menos una de ellas, podra ser responsable de dicha lesion
(conexion convergente).
Si se introduce evidencia acerca del estado de la variable Silla, las variables Com-
pa~nero y Lesion pasan a ser condicionalmente independientes. Por ejemplo, si se
sabe que las sillas nuevas no producen ningun efecto fsico, entonces las variables
Compa~nero y Lesion ya no tienen relacion ninguna (conexion divergente).
Por ultimo, si se observa la variable Lesion, Dolor sera condicionalmente inde-
pendiente de cada uno de sus ancestros, Silla y Actividad. Esto tiene sentido
porque son estas variables las que logran explicar Dolor pero a traves de Lesion,
por lo tanto, si ya se conoce Lesion, los ancestros no agregan nueva informacion
(conexion serial).
Como ya se dijo, estas estructuras de independencia condicionada permiten escribir
la distribucion de probabilidad conjunta de una red Bayesiana, de acuerdo a la facto-
rizacion presentada en 2.1. Ahora se va a revisar la implicacion de este hecho con el
Ejemplo 1.
Si se quisiera calcular la distribucion de probabilidad conjunta del Ejemplo, apli-
cando la regla de la cadena, pero sin considerar las independencias condicionadas, se
tendra que:
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P (S;A;C; L;D) = P (S)| {z }
1
P (A j S)| {z }
2
P (C j A;S)| {z }
4
P (L j C;A; S)| {z }
8
P (D j L;C;A; S)| {z }
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donde en cada probabilidad requerida, se ha especicado el numero de parametros in-
volucrados. Es decir, con solo 5 variables, este modelo tiene 31 parametros (este calculo
se puede obtener como 25   1 = 31).
Ahora, aplicando la factorizacion que caracteriza a una red Bayesiana, en que se
considera su estructura de independencia condicionada, este mismo calculo se puede
realizar de la siguiente manera:
P (S;A;C; L;D) = P (S)| {z }
1
P (A)| {z }
1
P (C j S)| {z }
2
P (L j A;S)| {z }
4
P (D j L)| {z }
2
es decir, esta factorizacion reduce el numero de parametros a un total de 10, lo que
implica importantes ventajas en el momento de realizar procesos de estimacion y/o
aprendizaje de la red.
2.1.2. Propiedad de Markov
Sea una red Bayesiana formada por el par (G;P), donde G es un grafo acclico dirigi-
do (DAG), en que cada nodo representa una variable aleatoria Xi de X = fX1; :::; Xng
y P una distribucion de probabilidad conjunta sobre X; entonces la red cumple la pro-
piedad de Markov si y solo si, cada nodo Xi es condicionalmente independiente de sus
no descendientes, nd(xi), dado sus padres, pa(xi) (Korb and Nicholson [25]). Es decir,
P (xi j pa(xi); nd(xi)) = P (xi j pa(xi)) (2.2)
En la siguiente Figura 2.2 se muestra la propiedad de Markov.
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Figura 2.2: Propiedad de Markov.
Esta propiedad, permite una denicion de red Bayesiana equivalente a la propiedad
de factorizacion de la distribucion de probabilidad conjunta recogida en 2.1, a traves
de los siguientes teoremas.
Teorema 2.1 Todo par (G;P) que cumple la propiedad de Markov, constituye una red
Bayesiana.
Demostracion
Aplicando la regla de la cadena, la distribucion de probabilidad conjunta de X =
fX1; :::; Xng puede ser factorizada por:
P (X) =
nY
i=1
P (xijx1; :::xi 1):
Considerando que los nodos estan en orden ancestral, entonces el conjunto fX1; :::Xi 1g
contiene a todos los padres deXi y a los nodos no descendientes deXi. Luego, aplicando
la propiedad de Markov,
P (xi j x1; :::; xi 1) = P (xi j pa(xi)):
y entonces, la distribucion de probabilidad conjunta de X puede ser factorizada segun
la denicion de red Bayesiana recogida en 2.1.
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Teorema 2.2 Toda red Bayesiana formada por el par (G;P), cumple la propiedad de
Markov.
La demostracion consiste en tomar la distribucion de probabilidad conjunta de X
y escribir la factorizacion 2.1 que se cumple por ser red Bayesiana. Luego, si se toma
cualquier subconjunto de nd(xi), es evidente que cumple la propiedad de Markov.
En resumen, si se consideran estos dos teoremas recprocos, se puede concluir que
toda red Bayesiana denida por el par (G;P), cumple dos propiedades equivalentes: la
factorizacion presentada en 2.1 y la propiedad de Markov presentada en 2.2.
2.1.3. Tipos de redes Bayesianas
La variable aleatoria X considerada en la red Bayesiana, puede ser de tipo discreta
y/o continua, lo que determinara familias parametricas especcas en 2.1. As, se pue-
den distinguir tres tipos principales de redes Bayesianas:
Redes Bayesianas discretas
En este caso, se considera que todas las variables aleatorias de X = fX1; :::; Xng
son discretas, es decir, cada variable solo puede tomar un numero nito de posibles
estados. Ademas, la distribucion de probabilidad de cada variable, condicionada a sus
padres, es multinomial, por lo que dicha distribucion queda especicada por tablas de
probabilidades para las posibles combinaciones de estados entre las variables involu-
cradas.
Ejemplo 2 La red Bayesiana que se presenta a continuacion, cuyo DAG y correspon-
dientes tablas de probabilidad condicionadas se muestran en la Figura 2, consiste en un
modelo de diagnostico medico. Comienza por considerar la presencia (o ausencia) de
Metastasis (M), la que podra causar un Tumor cerebral (T) e Incremento en los niveles de
calcio (I). Estas dos variables, Tumor e Incremento de calcio, podran causar un estado
de Coma (C), y el tumor cerebral puede procucir ademas fuertes Jaquecas (J). Todas
las variables consideradas son discretas dicotomicas que tienen como posible resultado
Verdadero (V) en caso de presencia del sntoma o enfermedad, y Falso (F) en caso de
ausencia.
27
Figura 2.3: Ejemplo 2: red Bayesiana discreta.
Luego, considerando la factorizacion presentada en 2.1, se puede calcular la proba-
bilidad conjunta como:
P (M;T; I; J; C) = P (M)P (T jM)P (I jM)P (J j T )P (C j T; I)
Una vez conocida la distribucion de probabilidad conjunta, es posible conocer la
distribucion de cualquier conjunto de variables, incorporando evidencia acerca de una o
mas variables de la red. As por ejemplo, si se quiere saber la probabilidad de Metastasis,
para un paciente que ha estado en Coma y que no presenta Jaqueca, entonces hay que
calcular:
P (M j J = F;C = V ) = P (M;J = F;C = V )
P (J = F;C = V )
=
P
I;T P (M; I; T; J = F;C = V )P
M;I;T P (M; I; T; J = F;C = V )
(2.3)
Este calculo, a pesar de ser una red con solo 5 variables, no es simple, requiere
un importante esfuerzo computacional. Para poder obtener conclusiones respecto a la
incorporacion de evidencia, se implemento el ejemplo en el programa Hugin (Hugin
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Lite 7.4 [22]). La Figura 2.4 muestra la red inicial, sin incorporar evidencia, y luego,
en la Figura 2.5 se puede observar las probabilidades condicionadas en la evidencia
propuesta en 2.3.
Figura 2.4: Red Ejemplo 2 en Hugin.
Figura 2.5: Red Ejemplo 2 con evidencia en Hugin.
Luego, la probabilidad de tener metastasis, una vez observado que el paciente ha
estado en coma y no ha tenido jaqueca, es:
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P (M = V j J = F;C = V ) = 0:42 (2.4)
Es decir, la probabilidad de metastasis aumento de 0.2 inicial a 0.42 al conocerse
esta evidencia. Tambien es interesante observar que paso con la variable Incremento
de calcio; inicialmente (ver Figura 2.4) la probabilidad marginal de presentar Incre-
mento era de 0.32, sin embargo, conocida la evidencia, esta aumenta a 0.85, lo cual
tiene mucho sentido al observar la red, ya que la ausencia de jaqueca hace que sea
razonable pensar que el estado de coma se deba al Incremento de Calcio mas que a un
Tumor cerebral, de hecho la probabilidad de Tumor aumento muy poco al conocerse
la presencia de estado de Coma.
Redes Bayesianas Gaussianas (RBG)
Al considerar redes Bayesianas con variables de tipo continuas, el modelo mas
comunmente utilizado son las redes Bayesianas Gaussianas, donde se asume que las
variables tienen distribucion Normal por tanto la relacion entre ellas es lineal. Sin em-
bargo, esta no es la unica alternativa; por ejemplo, en el trabajo de Main y Navarro
[30] se propone un modelo mas general considerando que la distribucion conjunta per-
tenece a la familia Potencial Exponencial Multivariante (MEP)introducida por Gomez
et al. [16]. Otra variedad a estos modelos se puede encontrar en el trabajo publicado
por Driver and Morrell [13] donde se propone aproximar las densidades condicionadas
usando distribuciones de sumas Gaussianas ponderadas.
En redes Bayesianas Gaussianas, la distribucion de probabilidad conjunta asociada
a las variables X = (X1; X2; :::; Xn) tiene distribucion Normal Multivariante N(;)
con funcion de densidad conjunta dada por,
f(x) = (2) n=2 jj 1=2exp

 1
2
(x  )T  1 (x  )

(2.5)
donde  es el vector de medias con dimension n 1,  la matriz denida positiva de
covarianzas.
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De acuerdo a las propiedades de la distribucion Normal y a la factorizacion presen-
tada en 2.1, la densidad conjunta de una red Bayesiana Gaussiana puede ser escrita
como el producto de densidades de probabilidad condicionadas, donde cada una de
ellas corresponde a una distribucion Normal tal que:
f(xi j pa(xi))  N
 
i +
i 1X
j=1
ji(xj   j); vi
!
; (2.6)
donde ji es el coeciente de regresion de Xj en la regresion de Xi condicionada a sus
padres y vi = i   ipa(Xi) 1pa(Xi)Tipa(Xi) es la varianza condicionada de Xi dado sus
padres, con i la varianza marginal de Xi, ipa(Xi) el vector de covarianzas entre Xi y
las variables del conjunto pa(Xi), y pa(Xi) la matriz de covarianzas de los pa(Xi).
El coeciente de regresion ji cuantica el grado de relacion entre Xi y Xj, luego,
si ji = 0 (j < i), entonces Xj no es padre de Xi, es decir, no existe una arista dirigida
entre ellas.
Ejemplo 3 A continuacion se presenta una RBG estudiada por Castillo and Kjaerul
[6]. El objetivo es evaluar los da~nos en estructuras de hormigon armado en edicios.
Para esto, se determina una variable de interes, X24, la que indica el da~no observado en
una viga. Un ingeniero civil identica 16 variables (de X1 a X16) como las principales
variables que inuyen en el da~no de la estructura. Ademas, el ingeniero tambien de-
ne 7 variables intermedias no observables (de X17 a X23) que indican algunos estados
parciales de la estructura. Todas las variables fueron medidas en una escala construda
en directa relacion con la variable objetivo, es decir, entre mas alto el valor, mayor
posibilidad de da~no. En Castillo and Kjaerul [6] se encuentra en detalle la denicion
de cada variable. En la Figura 2.6 se muestra el DAG correspondiente a la parte cua-
litativa de la red. Para denir la parte cuantitativa de acuerdo a 3.1, se considera que
todas las medias de todas las variables son iguales a cero, que los coecientes de regre-
sion ji se denen como se muestra en la Figura 2.6 y que las varianzas condicionadas
estan dadas por:
vi =
 10 4; si Xi no es observable
1; en otro caso
En esta Memoria, se centrara el trabajo en el estudio de redes Bayesianas Gaus-
sianas, por lo que se dedicara una seccion posterior a revisar propiedades y tecnicas
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Figura 2.6: Ejemplo 3: red Bayesiana Gaussiana.
de este tipo de redes; principalmente como denir los parametros de la distribucion
Normal Multivariante N(;) y como propagar la evidencia a lo largo de la red.
Redes Bayesianas mixtas
En redes Bayesianas mixtas, o tambien conocidas como redes Bayesianas hbridas,
el conjunto de variables considerado X = (X1; X2; :::; Xn) contiene variables de tipo
continuo y discreto. Este tipo de redes presentan una alta complejidad cuando se quiere
realizar inferencia en la red, es decir, al propagar informacion.
Un caso particular de este tipo de redes son las redes Gaussianas condicionadas li-
neales; las primeras en que se desarrollaron metodos exactos de propagacion (Lauritzen
[28]). As, siguiendo la notacion presentada en Kjaerul and Madsen [24] y Cobb et
al. [8], se considera que X se particiona en dos, X = Y [ Z, donde Y representa las
variables discretas y Z a las continuas. Luego, cada nodo en el DAG G representa una
variable discreta con un conjunto nito de estados (exclusivos y excluyentes), o una
variable continua con distribucion condicionada lineal Gaussiana en sus padres discre-
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tos. Si la variable continua tiene padres continuos, entonces la media de la distribucion
condicionada Gaussiana dependera linealmente del estado de sus padres continuos.
Luego, en un modelo condicionado Gaussiano, la distribucion de una variable con-
tinua, dado sus padres discretos, sera una distribucion Gaussiana Multivariante:
Z j Y = y  N((y);(y)) (2.7)
con  denida positiva.
Una importante restriccion en este tipo de redes es que toda variable aleatoria dis-
creta, solo puede tener padres discretos, no se permiten padres continuos para hijos
discretos.
Denicion 2.1 Una variable aleatoria mixta X = (Y;Z) tiene distribucion con-
dicionada Gaussiana si la distribucion conjunta tiene densidad:
f(x) = f(y; z) = (y)expfg(y) + h(y)Tz  zTK(y)z=2g
donde (y) 2 f0; 1g indica si f es positiva en y, g es una funcion real, h es un vector
y K una matriz.
Es usual, para distinguir entre variables discretas y continuas, representar el DAG
de una red Bayesiana mixta utilizando doble-ovalos para las variables continuas.
Ejemplo 4 Se presenta un ejemplo muy sencillo introducido por Kjaerul and Madsen
[24] donde X = fX1; X2; X3g con Y = fX1g es una variable aleatoria discreta binaria
(toma valores V o F) y Z = fX2; X3g son variables continuas. El correspondiente DAG
se muestra en la Figura 2.7.
Luego, es necesario especicar la parte cuantitativa de la red, es decir, las distribu-
ciones de probabilidad condicionadas del modelo:
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Figura 2.7: Ejemplo 4: red Bayesiana Gaussiana condicionada lineal.
La variable X3 sigue una distribucion Gaussiana condicionada lineal tal que:
f(x3 j x1 = V; x2)  N( 5 + ( 2  x2); 1:1))
f(x3 j x1 = F; x2)  N(5 + (2  x2); 1:2))
La variable X2  N(0; 1).
P (x1) = (0:75; 0:25)
Calcular la distribucion conjunta en este tipo de redes, y luego hacer inferencia,
requiere calculos computacionales mas complejos. Una primera propuesta para reali-
zar propagacion en este caso, fue planteada por Lauritzen [28], basando los calculos
computaciones en un esquema de arbol de union.
En forma mas reciente, Moral et al.[32] han propuesto representar la distribucion
de las variables de la red, discretas y continuas, usando una mixtura de exponenciales
truncadas (MTE). Este modelo tiene la ventaja, respecto a las redes Gaussianas condi-
cionadas lineales, de permitir que variables discretas tengan padres continuos; es decir,
no pone restricciones respecto a como se relacionan las variables dentro de la red. Mas
detalles del modelo y sobre como realizar inferencia y aprendizaje en este tipo de redes,
se pueden ver en Cobb et al. [8].
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Captulo 3
Redes Bayesianas Gaussianas
(RBG)
Como ya se ha mencionado, en este trabajo se consideran redes Bayesianas Gau-
ssianas, es decir redes donde la distribucion de probabilidad conjunta asociada a las
variables X = (X1; X2; :::; Xn) tiene distribucion Normal Multivariante. Debido a la
importancia que tiene este tipo de redes para este trabajo, se ha dedicado un captulo
completo a ellas. Se comienza por detallar su denicion y propiedades, para luego de-
dicar una seccion a la revision del supuesto de Normalidad y de que manera se puede
hacer cumplir este supuesto.
3.1. Denicion y caracterizacion
A continuacion se revisara con mas detalle la denicion, construccion, propiedades
y metodo de propagacion de la evidencia, en redes Bayesianas Gaussianas.
3.1.1. Denicion
Denicion 3.1 Una red Bayesiana Gaussiana (RBG) corresponde a un tipo
de red Bayesiana donde la densidad de probabilidad conjunta asociada con X es una
distribucion Normal Multivariante N(;).
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Comunmente, al modelar una situacion de incertidumbre utilizando una red Baye-
siana, se considera una de las variables como variable respuesta de interes. Luego, a
traves de la inferencia en la red, se busca conocer principalmente la distribucion mar-
ginal condicionada de esa variable. En ese sentido, las redes Bayesianas Gaussianas,
gracias a las propiedades de la distribucion Normal Multivariante, permiten obtener
informacion relevante sin necesidad de una alta complejidad en los calculos.
3.1.2. Construccion de RBG
Como ya se menciono, en una RBG la densidad conjunta se puede escribir como el
producto de las siguientes densidades condicionadas:
f(xi j pa(xi))  N
 
i +
i 1X
j=1
ji(xj   j); vi
!
; (3.1)
donde ji es el coeciente de regresion de Xj en la regresion de Xi condicionada a
sus padres y vi = i   ipa(Xi) 1pa(Xi)Tipa(Xi) es la varianza condicionada de Xi dado
sus padres, con i la varianza de Xi, ipa(Xi) el vector de covarianzas entre Xi y las
variables del conjunto pa(Xi), y pa(Xi) la matriz de covarianzas de los pa(Xi).
En relacion a calculos que se desarrollaran mas adelante, es importante notar que
la media condicionada xijpa(xi) depende de los valores que tomen los padres de Xi; en
cambio la varianza condicionada no, esta solo depende de la estructura de covarianzas
de Xi con sus padres.
Para construir una red Bayesiana, discreta o Gaussiana, se deben resolver las si-
guientes tres tareas:
1. Determinar la estructura Esta tarea consiste en determinar el DAG de la red,
lo que se ha llamado la parte cualitativa. Basicamente consiste en determinar las
relaciones de dependencia entre las variables involucradas en un estudio.
2. Determinar los parametros Consiste en derminar la parte cuantitativa de la
red, es decir, la funcion de densidad marginal o condicionada, de cada nodo de
acuerdo a la estructura antes denida.
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3. Propagacion de evidencia Una vez que se ha denido la parte cualitativa
y cuantitativa de la red, interesa conocer como cambian las distribuciones de
probabilidad a lo largo de la red cuando los valores de algunas de las variables
son conocidos.
Respecto a las tareas denidas en 1 y 2, se debe distinguir entre dos enfoques para
la construccion de la red:
Enfoque tradicional
Enfoque de aprendizaje
A continuacion se presenta cada uno de ellos, planteando en cada caso posibles
metodologas para el caso particular que interesa en este trabajo: las redes Bayesianas
Gaussianas.
Enfoque tradicional
En este caso, la construccion de la RBG se hace con un grupo de expertos; quienes
denen las variables que se deben considerar, la forma en que ellas se relacionan y las
distribuciones de probabilidad condicionada de cada una dado sus padres. Para realizar
este trabajo, hay dos posibles caminos:
A partir de la distribucion conjunta
Es necesario denir los parametros involucrados en la distribucion conjunta asocia-
da al DAG, es decir, los parametros de 2.5; estos son:
: el vector de medias con dimension n  1, donde cada i es la media de la
variable Xi para i = 1; ::; n.
: la matriz (denida positiva) de covarianzas de dimension n n, donde ii es
la varianza de Xi y ij es la covarianza entre Xi y Xj, para i; j = 1; ::; n.
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A partir de las distribuciones condicionadas
Ahora, los parametros que se necesitan denir estan determinados por las distribu-
ciones condicionadas de la expresion 3.1; es decir:
: el vector de medias con dimension n  1, donde cada i es la media de la
variable Xi para i = 1; ::; n.
los coecientes de regresion ji de Xj en la regresion de Xi sobre pa(Xi), para
i; j = 1; ::; n.
Los dos conjuntos de parametros anteriores permitiran denir las medias condi-
cionadas E(Xi j pa(Xi)).
las varianzas condicionadas vi de cada Xi dado sus padres, con i = 1; ::; n.
Enfoque de aprendizaje
El procedimiento de aprendizaje consiste en determinar tanto el DAG como las
distribuciones de probabilidad, a partir de una base de datos.
Respecto a los algoritmos de aprendizaje de la estructura de una red Bayesiana se
pueden distinguir tres grandes grupos:
Algoritmos basados en restricciones: En este caso, la estructura de la red se deter-
mina aplicando test de independiencia condicionada de acuerdo a la propiedades
de Markov presentes en toda red Bayesiana. Se busca construir un grafo que
cumpla con las reglas de d-separacion.
Algoritmos basados en puntuaciones o medidas: Este algoritmo asigna una pun-
tuacion a toda posible red bayesiana que se pueda construir con los datos, e
intenta maximizar dicha puntuacion con mecanismos de busqueda heurstica.
Algoritmos hbridos: Corresponde a una combinacion de algoritmos basados en
restricciones y algoritmos basados en puntuaciones. En general, los primeros se
utilizan para limitar el espacio de busqueda a traves de test de independencia
condicionada, y los segundos para encontrar, por medio de alguna medida, una
red optima en dicho espacio reducido.
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En la Seccion 6 de esta Tesis, se ajusta una RBG bajo el enfoque de aprendizaje,
utilizando el algoritmo hbrido max   min hill   climbing (mmhc) introducido por
Tsamardinos et al [44]. El objetivo del algoritmo mmhc consiste en ajustar un grafo
acclico dirigido de una red Bayesiana a partir de un conjunto de datos. Corresponde a
una combinacion del algoritmo basado en restricciones max-min parents and children
(mmpc) introducido por Tsamardinos et al. [43] y al algoritmo basado en puntuaciones
hill climbling (hc) (detalles en Russell and Norvig [36]); en forma resumida, el primer
algoritmo permite construir el esqueleto de la red, y el segundo establece la direccion
de los enlaces.
3.1.3. Propiedades
Normalmente, dentro del enfoque tradicional, para los investigadores resulta mas
comodo construir una RBG deniendo los parametros de las distribuciones condicio-
nadas (expresion 3.1). Para calcular luego la distribucion conjunta, de acuerdo a 2.5,
sera necesario obtener la matriz de covarianzas .
Descomposicion de la matriz 
En el trabajo de Shachter y Kenley [38], ademas del algoritmo correspondiente, se
muestra que la matriz , siendo denida positiva, se puede calcular como:
 = [(I B) 1]TD(I B) 1 (3.2)
donde D es una matriz diagonal formada por las varianzas condicionadas vi, B es una
matriz triangular estrictamente superior de dimension n  n con los coecientes de
regresion ji e I es la matriz identidad de dimension n n.
As, a partir de los parametros denidos en las densidades condicionadas, es posible
obtener la matriz  y por tanto, denir la distribucion conjunta de la RBG.
En forma alternativa, se puede obtener la matriz de precision W =  1 a partir
de la siguiente formula recursiva presentada en el mismo trabajo de Shachter y Kenley
[38]:
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W (1) =
1
vi
W (i+ 1) =
0@ W (i) + i+1Ti+1vi+1  i+1vi+1
 Ti+1
vi+1
1
vi+1
1A i = 1; :::; n:
donde W (i) es una submatriz i i y i es el vector columa fji con j < ig.
Independencia e Independencia condicionada
A continuacion se revisan algunas propiedades conocidas de la distribucion Normal
Multivariante que permiten determinar la independencia y la independencia condicio-
nada entre dos variables, a partir de la estructura de ceros de la matriz de covarianzas.
Proposicion 3.1.1 Sea X con distribucion Normal Multivariante N(;) tal que X
se particiona como X = fX1;X2g con  y  dados por
 =

1
2

y  =

11 12
21 22

entonces, se cumple:
X1  N(1;11) y X2  N(2;22)
X1 y X2 son independientes si y solo si 12 = 21 = 0
Como ya se dijo, cuando la matriz  es denida positiva, entonces su inversa existe
y la matriz de precision se puede obtener como W =  1. Luego, considerando la
estructura de independencia introducida en la ultima Proposicion, se puede obtener el
siguiente resultado sobre independencia condicionada.
Proposicion 3.1.2 Sea X con distribucion Normal Multivariante N(;), si  es
una matriz invertible, entonces las variables Xi y Xj son condicionalmente indepen-
dientes dado el resto de las variables de X, si y solo si, Wij = 0.
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A continuacion, se mostraran estos calculos y propiedades con un ejemplo.
Ejemplo 5 Este problema, presentado por Gomez-Villegas et al. [18], trata sobre el
tiempo de duracion de una maquina trabajando. La maquina esta formada por siete
elementos, conectados como se muestra en el DAG de la Figura 3.1.
Figura 3.1: DAG Ejemplo 5.
El nodo de interes es X7 y la parte cuantitativa de la red corresponde a una Normal
Multivariante con los siguientes parametros.
 =
0BBBBBBBB@
1
3
2
1
4
5
8
1CCCCCCCCA
B =
0BBBBBBBB@
0 0 0 1 0 0 0
0 0 0 2 2 0 0
0 0 0 0 1 0 0
0 0 0 0 0 2 0
0 0 0 0 0 2 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
1CCCCCCCCA
D =
0BBBBBBBB@
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 2 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 4 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 2
1CCCCCCCCA
,
con  vector de medias, D matriz diagonal de varianzas vi, B matriz triangular supe-
rior con los coecientes de regresion ji para Xj padre de Xi.
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Usando la expresion presentada en 3.2, se obtiene que la variable aleatoria X =
fX1; X2; X3; X4; X5; X6; X7g  N(;) con parametros,
 =
0BBBBBBBB@
1
3
2
1
4
5
8
1CCCCCCCCA
 =
0BBBBBBBB@
1 0 0 1 0 2 2
0 1 0 2 2 8 8
0 0 2 0 2 4 4
1 2 0 6 4 20 20
0 2 2 4 10 28 28
2 8 4 20 28 97 97
2 8 4 20 28 97 99
1CCCCCCCCA
A continuacion, se muestra la matriz de precision obtenida a partir de W =  1:
W =
0BBBBBBBB@
2 2 0  1 0 0 0
2 6 0:5  2  0:5 0 0
0 0:5 0:75 0  0:25 0 0
 1  2 0 5 4  2 0
0  0:5  0:25 4 4:25  2 0
0 0 0  2  2 1:5  0:5
0 0 0 0 0  0:5 0:5
1CCCCCCCCA
Alternativamente, se podra haber obtenido W por el metodo recursivo antes pre-
sentado y luego haber calculado  =W 1.
Para aplicar los conceptos de independencia e independencia condicionada, a partir
de las matrices  y W respectivamente, a continuacion se van a revisar los resultados
obtenidos en relacion a la variable X7:
A partir de la matriz  y siguiendo la estructura del DAG de la Figura 3.1, se
puede ver que la variable X7 no es independiente de ninguna de las otras variables
contenidas en X, lo que se traduce en no observar ningun cero en la columna 7
(o la 7) de la matriz de covarianzas.
Sin embargo, siguiendo las propiedades de independencia condicionada, se sabe
que X7 es condicionalmente independiente de Xi dado el resto de las variables
para i = 1; :::; 5, lo que se ve reejado en los correspondientes ceros de la matriz
de precision W.
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3.1.4. Propagacion de la evidencia
En problemas que consideran situaciones de la vida real, la informacion sobre el
estado de una o mas variables, conocidas como variables evidenciales, podra encon-
trarse disponible. En este caso, es de interes incorporar dicha informacion a la red y
en base a ella, actualizar las distribuciones de probabilidad del resto de las variables;
este proceso es conocido como propagacion de evidencia.
Se han propuesto distintas metodologas para propagar evidencia en una red Ba-
yesiana Gaussiana. En este trabajo, se considera el metodo paso a paso propuesto por
Castillo et al. [5], que consiste en calcular la densidad condicionada de una distribucion
Normal cada vez que se introduce, una a una, cada evidencia en la variable evidencial.
Luego, considerando el conjunto de variables no evidenciales Y y variables evidenciales
E = fXeg, entonces, X se puede escribir como la particion X = (Y; E) y la distri-
bucion condicionada de Y dado E = e es una distribucion Normal Multivariante con
parametros:
YjE=e = Y +YEEE
 1(e  E) (3.3)
y
YjE=e = YY  YEEE 1EY (3.4)
Si el interes esta en la densidad marginal a posteriori de solo una variable consi-
derada como respuesta, Xi  Y, y una variable evidencial E, entonces, al propagar la
evidencia se obtiene:
Xi j E = e  N


Y jE=e
i ; 
Y jE=e
ii

= N

i +
ie
ee
(e  e); ii   
2
ie
ee

con parametros previos a la propagacion, i y e las medias de Xi y E, ii y ee las
varianzas de Xi y E, y ie la covarianza entre Xi y E.
Para explicar esta metodologa, se retoma el ejemplo 5 presentado por Gomez-
Villegas et al. [18].
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Ejemplo 6 Se vuelve a considerar la RBG del Ejemplo anterior, representada por
el DAG de la Figura 3.1, donde X7 se denio como la variable respuesta. Ahora, se
considerara que se conoce el valor de las variables X1, X2 y X3: E = e = fX1 =
2; X2 = 2; X3 = 1g. Luego, interesa conocer la distribucion de probabilidad a posteriori
de las variables no evidenciales, una vez que se realiza la correspondiente propagacion
de la evidencia contenida en E.
Incorporando las variables evidenciales una a una, de acuerdo a las expresiones 3.3
y 3.4, se obtiene que YjE = e  N(y j YjE=e;YjE=e) con,
YjE=e =
0BB@
0
1
 3
0
1CCA YjE=e =
0BB@
1 0 2 2
0 4 8 8
2 8 21 21
2 8 21 23
1CCA
Es interesante notar que la distribucion marginal de la variable respuesta X7 en la
red original era X7  N(8; 99), lo que implica una considerable incertidumbre debido
a una alta variabilidad. Sin embargo, despues de propagar la evidencia, la distribucion
marginal actualizada para esta variable es X7  N(0; 23), es decir, la incertidumbre
disminuyo en forma importante al incorporar la informacion disponible.
A partir de este ejercicio, se genera la siguiente pregunta: >son estas variables y
estos valores, (E = fX1 = 2; X2 = 2; X3 = 1g), la mejor opcion para reducir la incer-
tidumbre de X7? El trabajo que se desarrolla en esta Tesis, contiene las herramientas
necesarias para responder a esta pregunta.
3.2. Supuesto de Normalidad en RBG
Como ya se ha mencionado, se consideran redes Bayesianas Gaussianas, es decir
redes donde la distribucion de probabilidad conjunta asociada a las variables X =
(X1; X2; :::; Xn) tiene distribucion Normal Multivariante. Sin embargo, al trabajar con
datos reales y construir una red bajo el enfoque de aprendizaje, dicho supuesto toma
especial importancia, ya que debe ser revisado y se debe cerciorar que sea cumplido
antes de modelar.
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3.2.1. Revision del supuesto de Normalidad
Para ajustar una RBG el primer supuesto es que la matriz de datos se distribuya
mediante una distribucion Normal Multivariante. Para revisar este supuesto, se utiliza
el test omnibus de Doornick-Hansen [12] implementado en el paquete asbio de R [1].
Es importante se~nalar que probar Normalidad Multivariante es una tarea difcil de
realizar, ya que cualquier graco diagnostico tradicionalmente utilizado, solo permite
observar dos variables a la vez. Por otro lado, si a partir de una matriz de datos se
prueba que cada una de sus variables no se distribuye como Normal Univariante en
forma independiente, entonces la matriz no se distribuye mediante una Normal Mul-
tivariante. Sin embargo, si todas y cada una de las variables cumple con Normalidad
Univariante, no necesariamente se cumple que la matriz completa siga una distribucion
Normal Multivariante. Esto hace necesario disponer de un test especco para resolver
la hipotesis de que los datos tienen distribucion Normal Multivariante.
El estadstico de Doornick-Hansen, en el caso univariante, se basa en el estadstico
introducido por Bowman y Shenton [4], quienes a su vez proponen un estadstico basa-
do en el calculo de kurtosis y asimetra multivariante. Sin embargo, como se menciona
en el trabajo de Doornick-Hansen [12], los valores de kurtosis y asimetra no cumplen
con ser independientes aunque son incorrelados, y la kurtosis muestral se aproxima de
forma muy lenta a la Normalidad. Para superar esta deciencia, los autores proponen
un test derivado del trabajo de Shenton y Bowman [40] quienes asignan a la kurtosis
una distribucion gamma, condicionando a que se cumpla que kurtosis > asimetra + 1 .
Para el caso multivariante, el test de Doornick-Hansen utiliza una transformacion
que permite, de forma aproximada, llevar una distribucion multivariante a Normales
estandar independientes. Luego calculan kurtosis y asimetra univariantes para cada
variable y el test estadstico sigue la misma logica del test univariante, pero aplicado a
vectores de kurtosis y asimetra.
En el mismo trabajo de los autores, se muestra que el test omnibus de Doornick-
Hansen propuesto tiene mayor potencia que el test de Shapiro-Wilks; razon por la que
se ha escogido como test a utilizar en este trabajo.
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3.2.2. Caso de no Normalidad
Frente a una matriz de datos para la cual no se ha pasado el test de Normalidad,
surge el problema de no cumplir con los supuestos requeridos para poder ajustar una
RBG si se busca trabajar bajo el enfoque de aprendizaje. Frente a esto, se hace nece-
sario transformar la matriz de datos de tal manera que se satisfaga la suposicion de
Normalidad, sin afectar la estructura de correlacion de los datos. Este ultimo hecho es
el motivo por el que no es posible aplicar la transformacion de Box-Cox.
En el trabajo de Lui et al. [29] se introduce la distribucion Nonparanormal como
metodologa de transformacion de datos para el ajuste de grafos no dirigidos. En este
trabajo, se propone aplicar a la matriz de datos la transformacion Nonparanormal in-
troducida por Lui et al. [29] e implementada en el paquete huge [45] de R.
Denicion 3.2 Se dice que el vector X = (X1; :::; Xn) tiene distribucion Nonparanor-
mal (npn) si existen funciones ffjgnj=1 tales que:
Z  f(x)  N(;) con f(x) = (f1(x1); :::; fn(xn))
Luego, se tiene que X  N(;; f), donde las f 0js son funciones monotonas y di-
ferenciables.
Con esto, se tiene que la funcion de densidad conjunta de X es:
pX(x) =
1
(2)n=2jj1=2 expf 12(f(x)  )T 1(f(x)  )g
Qn
j=1 jf
0
j(xj)j
donde el producto corresponde al jacobiano.
Propiedades
Si X  N(;; f) y cada fj es diferenciable, entonces la estructura de indepen-
dencia condicionada de los datos se mantiene a traves de la matriz  1.
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La estructura del grafo asociado a la matriz  1 de las variables transforma-
das (ahora Normales) es identica a la estructura del grafo de las variables no
Normales, esto se reeja en los ceros de  1.
Estas dos propiedades, permiten estimar el grafo como si las variables fueran Nor-
males.
Lema 1 La distribucion npn es una copula Gaussiana cuando las f 0js son monotonas
y diferenciables.
El Lema 1 se obtiene a partir del Teorema de Sklar (Sklar [41]) en el que se indica
que cualquier funcion de distribucion acumulada conjunta se puede escribir a partir de
las funciones de distribuciones acumuladas marginales como:
F (x1; :::; xn) = CfF (x1); :::; F (xn)g donde C es una funcion llamada copula.
En el caso de la distribucion npn, se tiene que:
F (x1; :::; xn) = ;(
 1(F1(x1)); :::; 1(Fn(xn)))
con ; la funcion de distribucion de una Normal Multivariante, y  la funcion de
distribucion de una Normal estandar Univariante.
Luego, la copula que se obtiene es de la forma:
C(u1; :::; un) = ;(
 1(u1); :::; 1(un))
lo que corresponde a una copula Gaussiana con parametros  y .
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Para que la densidad de X, con X  N(;; f), sea identicable, se debe cumplir
que las funciones fj preserven las medias y las varianzas, es decir:
j = E(Zj) = E(Xj) y 
2
j  jj = V ar(Zj) = V ar(Xj).
Es interesante notar que estas condiciones solo dependen de la diagonal de la matriz
 y no de la matriz de covarianzas completa.
Sea Fj(x) la funcion de distribucion acumulada de Xj, considerando que la compo-
nente fj(Xj) tiene distribucion Normal, entonces:
Fj(x) = P(Xj  x)
= P(Zj  fj(x))
= 

fj(x)  j
j

luego,
fj(x) = j + j 
 1(Fj(x)): (3.5)
Metodo de estimacion
A partir de la ecuacion 3.5, es posible denir los parametros y funciones de distribu-
cion marginal que es necesario estimar. A continuacion se especican dichos estimadores
(Liu et al. [29] y Laerty et al. [26]).
Sea X(1); :::;X(N) una muestra aleatoria de tama~no N con X(i) = (X
(i)
1 ; :::; X
(i)
n )T y
sea eFj un estimador de Fj, entonces un posible candidato a estimador es la funcion de
distribucion marginal emprica:
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bFj(t) = 1
N
NX
i=1
1
X
(i)
j t
Sin embargo, en el contexto de datos de alta dimension (high dimensional data),
los autores Liu et al. proponen utilizar el siguiente estimador truncado para acotar la
variabilidad de bFj:
eFj(x) =
8><>:
N si eFj(x) < NbFj(x) si N  eFj(x)  1  N
(1  N) si eFj(x) > 1  N
donde N es el parametro de truncamiento con valor:
N =
1
4N1=4
p
 logN
Una vez denido el estimador para las funciones acumuladas marginales, ya es
posible obtener una estimacion de las densidades marginales:
efj(x) = bj + bj  1( eFj(x)):
donde bj y bj corresponden a los estimadores muestreales de la media y la desviacion
estandar:
bj  1N PNi=1X(i)j y bj =
r
1
N
PN
i=1

X
(i)
j   bj2
A continuacion se muestra un ejemplo donde el interes esta primero en comprobar
la Normalidad, y luego, al no cumplirse, aplicar la distribucion Nonparanormal.
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Ejemplo 7 En este ejemplo, se consideran los parametros  y  denidos en el Ejem-
plo 5, donde se modela el tiempo de duracion de una maquina trabajando formada por
siete elementos.
Utilizando la funcion rmvt del paquete estadstico mvtnorm de R [15], se generan
200 observaciones de X = fX1; X2; X3; X4; X5; X6; X7g provenientes de una distribu-
cion t-Multivariante de parametros,
 =
0BBBBBBBB@
0
0
0
0
0
0
0
1CCCCCCCCA
 =
0BBBBBBBB@
1 0 0 1 0 2 2
0 1 0 2 2 8 8
0 0 2 0 2 4 4
1 2 0 6 4 20 20
0 2 2 4 10 28 28
2 8 4 20 28 97 97
2 8 4 20 28 97 99
1CCCCCCCCA
Al aplicar el test omnibus de Doornick-Hansen [12], el supuesto de Normalidad
resulta rechazado. En la Tabla 3.1 se muestra est resultado, donde E corresponde al
valor calculado para el estadstico de Doornick-Hansen.
Tabla 3.1: Test de Normalidad Multivariante inicial Ejemplo 7
Var E df (2p) P (Chi > E)
X 59.66 14 1:345e  07
Para corregir la falta de Normalidad, en este trabajo se propone aplicar la distribu-
cion Nonparanormal introducida por Lui et al. [29] mediante la funcion huge:npn del
paquete huge de R. De esta manera, se obtiene una nueva matriz de datos, que contiene
la estructura de correlacion de la matriz original, y que se espera, permita aceptar el
supuesto de Normalidad. En las siguientes Tablas 3.2 y 3.3 se puede observar que es
efectivamente lo que ocurre.
Tabla 3.2: Test de Normalidad Multivariante Ejemplo 7
Var E df (2p) P (Chi > E)
X 7.5702 14 0:9105
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Tabla 3.3: Test de Normalidad Univariante Ejemplo 7
Var E df (2) P (Chi > E)
X1 0.147 2 0:9292
X2 0.743 2 0:6898
X3 0.912 2 0:6337
X4 0.994 2 0:6073
X5 1.586 2 0:4524
X6 1.493 2 0:4739
X7 1.695 2 0:4285
Finalmente, la propuesta de este trabajo consiste en considerar la matriz de datos
X con distribucion Nonparanormal y de acuerdo con esto obtener la matriz Z con
distribucion Normal. Luego, a esta matriz Z aplicar el proceso de ajuste. Esto permite
encontrar la RBG considerando en forma correcta el supuesto de Normalidad requerido.
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Captulo 4
Teora de la Informacion
La medida de la incertidumbre se realiza con la probabilidad, pero es necesario
contar con un mecanismo que mida la sensibilidad y ese mecanismo se va a jar a
partir de la Teora de la Informacion. Por esta razon a continuacion se presentan las
principales deniciones y propiedades para Entropa e Informacion Mutua.
4.1. Entropa y entropa diferencial
En esta seccion, se comienza por presentar la Entropa de Shannon, introducida
por Shannon en 1948 (Shannon [39]); como mas adelante se consideraran redes Ba-
yesianas cuyas variables tienen distribucion Normal Multivariante, estos resultados,
que originalmente en su mayora fueron especicados para variables discretas, seran
complementados por sus correspondientes expresiones para el caso de variables conti-
nuas(Cover and Thomas [9]).
Denicion 4.1 Sea X una v.a. discreta con probabilidad p(x), entonces la entropa
es:
H(X) =  Ep(x)[log p(X)]
=  
X
X
p(x) log p(x)
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Es decir, la entropa mide el grado de caos en la distribucion de una variable; co-
rresponde a una medida de incertidumbre.
En forma analoga al caso discreto, la entropa se dene para variables continuas y
se conoce como entropa diferencial.
Denicion 4.2 Sea X una variable aleatoria continua, con densidad f(x), entonces
la entropa diferencial es,
h(X) =  Ef [log f(X)]
=  
Z
S
f(x) log f(x) dx
donde S es el conjunto soporte de X (el conjunto en que se cumple que f(x) > 0).
Para el caso discreto, la entropa es una medida de incertidumbre o aleatoriedad de
una variable aleatoria. Sin embargo, intuitivamente hablando, la incertidumbre de una
variable continua es innita (Ihara [21]). Luego, en el caso discreto, la entropa mide
incertidumbre en forma absoluta, en cambio en el caso continuo, se reere a una medida
relativa y debe ser utilizada para hacer comparaciones entre dos o mas variables, o en
la misma variable bajo diferentes modelos.
Es importante hacer notar que la entropa y la entropa diferencial dependen solo de
la funcion de masa, o funcion de densidad segun corresponda, de la variable aleatoria;
no depende del valor especco que tome la variable. Ademas, se cumplira siempre que
en el caso discreto H(X)  0, en cambio, para el caso continuo h(X) puede tomar
valores negativos.
Hasta aqu, se ha considerado la denicion de entropa para solo una variable alea-
toria; a continuacion, se presentan algunas extensiones para dos o mas variables.
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4.1.1. Entropa conjunta y entropa condicionada
Se comenzara por revisar el caso en que se consideren dos variables discretas, para
luego hacer una generalizacion en el caso continuo.
Denicion 4.3 Sean dos variables aleatorias X e Y discretas, con su correspondiente
funcion de probabilidad conjunta p(x; y), entonces la entropa conjunta esta denida
por,
H(X; Y ) =  Ep(x;y)[log p(X; Y )]
=  
X
X
X
Y
p(x; y) log p(x; y)
A continuacion se dene la entropa condicionada de una variable aleatoria discreta
dada la informacion de una segunda variable aleatoria discreta.
Denicion 4.4 Sea Y una v.a. discreta con funcion de probabilidad p(y), entonces la
entropa condicionada de X dado Y es:
H(X j Y ) =  Ep(x;y)[log p(X j Y )]
=  
X
Y
p(y) H(X j Y = y)
=  
X
Y
p(y)
X
X
p(x j y) log p(x j y)
=  
X
Y
X
X
p(x; y) log p(x j y)
A partir de la regla de la cadena, se obtiene la siguiente expresion que permite
obtener una idea mas intuitiva de lo que busca medir la entropa condicionada (demos-
tracion disponible en Cover and Thomas [9]):
H(X j Y ) = H(X; Y ) H(Y )
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Es decir, la entropa condicionada corresponde a la entropa conjunta de dos varia-
bles, menos la entropa de la variable que condiciona.
Se debe notar que H(X j Y ) 6= H(Y j X), sin embargo, s se cumple que H(X j
Y ) +H(Y ) = H(Y j X) +H(X).
Para el caso de tres variables aleatorias discretas, se tiene que:
H(X; Y j Z) = H(X j Z) +H(Y j X;Z)
4.1.2. Entropa diferencial conjunta y entropa diferencial con-
dicionada
Para el caso continuo, que corresponde al interes de este trabajo, se dene a conti-
nuacion la entropa diferencial conjunta y condicionada:
Denicion 4.5 La entropa diferencial conjunta de un conjunto de variables alea-
torias X1; :::; Xn, distribudas de acuerdo a la densidad conjunta f(x1; :::; xn), se dene
por
h(X1; :::; Xn) =  
Z
f(x1; :::; xn) log f(x1; :::; xn) dx1:::dxn
Denicion 4.6 La entropa diferencial condicionada para dos variables aleato-
rias continuas X e Y , con funcion de densidad conjunta f(x; y) es
h(X j Y ) =  
Z
f(x; y) log f(x j y) dxdy (4.1)
Considerando que f(x j y) = f(x; y)=f(y), entonces (4.1) tiene una expresion alter-
nativa dada por
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h(X j Y ) = h(X;Y )  h(Y ) (4.2)
La entropa conjunta mide cuanta incertidumbre hay en un conjunto de variables
aleatorias X1; :::; Xn consideradas en forma simultanea, y la entropa condicionada es
una medida de cuanta incertidumbre queda en X una vez que se conoce Y .
Tanto en el caso discreto, como en el caso continuo, se cumple que al condicionar
se reduce entropa; es decir
H(X j Y )  H(X)
h(X j Y )  h(X)
cumpliendose la igualdad cuando X e Y son independientes.
4.2. Entropa relativa e informacion mutua
En esta seccion se revisan dos conceptos relacionados con la entropa: la entropa re-
lativa, tambien conocida como divergencia de Kullback-Leibler, y la informacion mutua.
La entropa relativa es una medida de discrepancia entre dos distribuciones de pro-
babilidad, o dos densidades en el caso continuo.
Denicion 4.7 La entropa relativa o divergencia de Kullback-Leibler, entre
dos distribuciones de probabilidad p(x) y q(x), se dene por
D(p j q) = Ep

log
p(X)
q(X)

=
X
X
p(x) log
p(X)
q(X)
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A continuacion, se presenta la denicion de entropa relativa para el caso continuo,
es decir, considerando dos densidades de variables aleatorias continuas.
Denicion 4.8 La entropa relativa o divergencia de Kullback-Leibler entre
dos densidades f(x) y g(x), denidas para el mismo soporte S, esta dada por,
D(f(x) j g(x)) =
Z
S
f(x) log
f(x)
g(x)
dx
Por otro lado, la informacion mutua mide cuanta informacion comparten dos va-
riables aleatorias; representa la reduccion de incertidumbre de cualquiera de ellas si se
conoce la otra.
Denicion 4.9 Sean X e Y dos v.a. discretas, con funcion de probabilidad conjunta
p(x; y) y funciones de probabilidad marginales p(x) y p(y), entonces la informacion
mutua entre X e Y es:
I(X;Y ) =
X
X
X
Y
p(x; y) log
p(x; y)
p(x)p(y)
Luego, la informacion mutua I(X;Y ) corresponde a la divergencia de Kullback
Leibler entre la distribucion de probabilidad conjunta p(x; y) y el producto de las
distribuciones marginales p(x) y p(y), es decir
I(X;Y ) = D(p(x; y) j p(x)p(y))
Nuevamente, si se trata de dos variables aleatorias continuas, las deniciones son
analogas.
Denicion 4.10 La informacion mutua (IM) entre dos v.a. continuas con funcion
de densidad conjunta f(x; y) y densidades marginales f(x) y f(y), esta denida por,
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I(X;Y ) =
Z
f(x; y)log
f(x; y)
f(x)f(y)
dxdy
Y se cumple que,
I(X;Y ) = D(f(x; y) j f(x)f(y))
La informacion mutua sera siempre no negativa, ya sea entre variables discretas o
continuas, es decir
I(X;Y )  0
con igualdad si y solo si X e Y son independientes.
4.2.1. Relacion entre la entropa y la informacion mutua
Las relaciones que ahora se presentan, son validas tanto para variables discretas
como continuas, y sus respectivas demostraciones se encuentran disponibles en Cover
and Thomas [9].
I(X;Y ) = H(X) H(X j Y )
= H(Y ) H(Y j X)
= H(X) +H(Y ) H(X;Y )
Ademas,
I(X;Y ) = I(Y ;X)
I(X;X) = H(X)
59
Figura 4.1: Relacion entre la informacion mutua y la entropa
El siguiente diagrama (Figura 4.1), tomado de Cover and Thomas [9], muestra
claramente la relacion entre entropa e informacion mutua.
Como ya se menciono, todas estas relaciones se cumplen tambien para variables de
tipo continuo.
I(X;Y ) = h(X)  h(X j Y )
= h(Y )  h(Y j X)
= h(X) + h(Y )  h(X;Y ) (4.3)
Cumpliendose que,
I(X;Y ) = I(Y ;X)
I(X;X) = h(X)
4.2.2. Propiedades de la entropa y la informacion mutua
En esta Seccion se revisan algunas propiedades de gran utilidad para realizar calcu-
los de entropa e informacion mutua, debiendo distinguir algunas diferencias para el
caso discreto y continuo. Todas las demostraciones se encuentran disponibles en Cover
and Thomas [9].
Denicion 4.11 Sea un conjunto de variables aleatorias discretas X1; X2; :::; Xn, con
su correspondiente funcion de probabilidad conjunta p(x1; x2; :::; xn), entonces la regla
de la cadena para la entropa permite calcular la entropa conjunta como,
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H(X1; X2; :::; Xn) =
nX
i=1
H(Xi j Xi 1; :::; X1)
Y si se trata de variables continuas,
Denicion 4.12 Sea un conjunto de variables aleatorias continuas X1; X2; :::; Xn, con
densidad conjunta f(x1; x2; :::; xn), entonces la entropa diferencial conjunta se puede
calcular con la regla de la cadena para entropa diferencial:
h(X1; X2; :::; Xn) =
nX
i=1
h(Xi j Xi 1; :::; X1)
En el caso discreto y continuo, se cumple que:
H(X1; X2; :::; Xn) 
nX
i=1
H(Xi)
h(X1; X2; :::; Xn) 
nX
i=1
h(Xi);
presentandose la igualdad si y solo si las Xi son independientes.
La siguiente denicion, corresponde a la informacion mutua condicionada; medida
que indica la informacion que comparten las variables X e Y cuando Z es dada como
evidencia.
Denicion 4.13 La informacion mutua condicionada entre dos v.a. discretas
X e Y , dada una tercera v.a. discreta Z es,
I(X;Y j Z) = Ep(x;y;z)

log
p (X;Y j Z)
p (X j Z) p (Y j Z)

= H(X j Z) H(X j Y; Z)
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En el caso discreto, se cumple que I(X;Y j Z)  0.
Para el caso continuo la denicion es analoga,
Denicion 4.14 La informacion mutua condicionada entre dos v.a. continuas
X e Y , dada una tercera v.a. continua Z es,
I(X;Y j Z) = h(X j Z)  h(X j Y; Z) (4.4)
A continuacion se presentan otras maneras de escribir 4.4 que seran de gran utilidad
para realizar calculos posteriores. Estas equivalencias son validas para el caso discreto
y continuo.
I(X;Y j Z) = h(X j Z) + h(Y j Z)  h(X; Y j Z)
= I(X;Y )  I(X;Y ;Z)
= h(X;Z) + h(Y; Z)  h(X; Y; Z)  h(Z) (4.5)
Por ultimo, en las siguientes deniciones se presenta la regla de la cadena para
informacion mutua, tanto para el caso discreto como continuo.
Denicion 4.15 Sea un conjunto de variables aleatorias discretas X1; X2; :::; Xn con
distribucion de probabilidad conjunta p(x1; x2; :::; xn), y sea otra v.a. discreta Y , en-
tonces la regla de la cadena para informacion mutua en el caso discreto se
dene por,
I(X1; X2; :::; Xn;Y ) =
nX
i=1
I(Xi;Y j Xi 1; Xi 2; :::; X1)
Y para variables aleatorias continuas,
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Denicion 4.16 Sea un conjunto de variables aleatorias continuas X1; X2; :::; Xn con
densidad conjunta f(x1; x2; :::; xn), y sea otra v.a. continua Y , entonces por la regla
de la cadena para informacion mutua en el caso continuo se cumple que,
I(X1; X2; :::; Xn;Y ) =
nX
i=1
I(Xi;Y j Xi 1; Xi 2; :::; X1)
4.3. Informacion mutua normalizada (IMN)
Las deniciones que se presentan en esta Seccion, originalmente fueron introdu-
cidas para variables aleatorias discretas, sin embargo, por el interes de este trabajo,
a continuacion seran presentadas con la notacion correspondiente a variables continuas.
En el artculo de Strehl and Ghosh [42] se propone la siguiente denicion para
informacion mutua normalizada.
Denicion 4.17 Sean dos variables aleatorias X e Y , entonces la informacion mu-
tua normalizada es,
IN(X;Y ) =
I(X;Y )p
h(X)h(Y )
; (4.6)
donde h(X) y h(Y) son las correspondientes entropas diferenciales.
Luego, IN es una medida que puede tomar valores que van desde cero, cuando X
e Y son independientes, a uno en el lmite en que X = Y (en este caso, se puede ver
en Cover and Thomas [9] que I(X;X) = h(X)).
Esta denicion permite una mejor interpretacion de resultados y comparar valores
de informacion mutua correspondientes a diferentes conjuntos de variables (modelos).
Es importante notar que la entropa relativa, como ya se dijo, puede tomar valores
negativos; luego, si las dos entropas relativas involucradas son negativas, el denomi-
nador sera un numero real y el calculo se puede realizar sin problemas, sin embargo
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esto no se cumple si solo una de ella es negativa, ya que el resultado sera un numero
complejo.
El siguiente resultado es una extension de la denicion anterior, propuesta por
Richiardi [35].
Denicion 4.18 Sean tres variables aleatorias X, Y y Z, entonces la informacion
mutua condicionada normalizada viene dada por,
IN(X;Y j Z) = I(X;Y j Z)p
h(X j Z)h(Y j Z) ; (4.7)
con IN(X;Y j Z) entre cero (cuando X es independiente de Y dado Z ) y uno (cuan-
do X = Y dado Z ). En forma similar a lo presentado para IN(X;Y ), se debe tener
cuidado con las restricciones necesarias para obtener un numero real.
Finalmente, se presenta una medida propuesta por Besson et al. [3]. que tambien
contribuye a la interpretacion de resultados.
Denicion 4.19 Sean tres variables aleatorias X, Y y Z, se dene como diferencia
normalizada a la expresion:
IXY Z =
[IN(X;Y )  IN(X;Y j Z)]
IN(X;Y )
(4.8)
64
Captulo 5
Sensibilidad a la evidencia en Redes
Bayesianas Gaussianas
5.1. Introduccion
En general, una red Bayesiana busca modelar algun fenomeno de interes, conside-
rando las variables aleatorias involucradas en el problema y la estructura de dependen-
cia existente entre ellas. As, el objetivo principal consiste en obtener la distribucion
de probabilidad condicionada de las variables que no son conocidas, principalmente de
alguna de ellas denida como variable respuesta, en base a las variables que s lo son
(variables evidenciales). Muchas veces, las variables observables estan jas a priori; sin
embargo, otras veces, estas pueden ir siendo denidas durante el mismo proceso de
modelado de la red.
En este contexto, el analisis de sensibilidad estudia de que manera, la informacion
que se introduce en la red, produce efectos o cambios fundamentales en la distribucion
condicionada de la variable respuesta. Dicha informacion puede variar al producirse
cambios en los parametros considerados en la distribucion de probabilidad condicio-
nada, o en los valores especcos que se asigne a las variables evidenciales. Bajo este
enfoque de sensibilidad, es posible encontrar bastante literatura, de la ultima decada
principalmente, donde se presentan diversas tecnicas para realizar analisis de sensi-
bilidad en redes Bayesianas. La gran mayora de estos trabajos se reeren a redes
Bayesianas discretas; por ejemplo, Malhas y Aghbari [31] introducen un procedimiento
basado en incrementos de la informacion mutua que permite descubrir nuevos patrones
de interes; Chan y Darwiche [7] proponen una medida de distancia entre la distribucion
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original y una nueva distribucion donde se han modicado los parametros; y Laskey
[27] mide sensibilidad calculando las derivadas parciales de la probabilidad condiciona-
da respecto a los parametros considerados. En redes Bayesianas Gaussianas, Castillo y
Kjaerul [6] desarrollan analisis de sensibilidad usando derivadas parciales y propaga-
cion simbolica; y en los trabajos de Gomez-Villegas et al. [17] y Gomez-Villegas et al.
[18] consideran la divergencia de Kulback-Leibler como medida de sensibilidad.
En este trabajo, se propone una metodologa para tratar el analisis de sensibilidad
desde un aspecto diferente. Como ya se menciono, en muchos problemas en que se
busca modelizar situaciones reales, el conjunto de variables evidenciales no esta previa-
mente denido; de hecho, es una practica usual el intentar recoger la mayor cantidad
de informacion posible, lo cual siempre tendra un coste asociado. Luego, la idea prin-
cipal que a continuacion se desarrolla, y que ya se encuentra en proceso de publicacion
(Gomez-Villegas et al. [19]), consiste en evaluar cual o cuales, de todas las variables
disponibles, son las mas informativas para obtener un mejor resultado en el modelo.
As, por ejemplo, si se intenta obtener un diagnostico medico, en base a antecedentes
previos del paciente y a examenes clnicos que se realicen, nace la pregunta natural
sobre que examenes seran de mayor utilidad, y por lo tanto prioritarios, para obte-
ner un diagnostico mas preciso. Responder esta pregunta en forma correcta, permite
hacer el modelo mas eciente, en terminos de obtener el mejor resultado al menor coste.
Para cumplir con el objetivo recien propuesto, es necesario dejar claro que se consi-
dera el siguiente supuesto: un mejor resultado sera aquel en que se obtiene la distribu-
cion de probabilidad condicionada de la variable respuesta con menor incertidumbre,
es decir, con menor entropa. Luego, en esta seccion, se introducen las herramientas
necesarias, considerando medidas basadas en teora de la informacion, para priorizar
la informacion disponible de manera que se reduzca lo mas posible la incertidumbre de
la variable respuesta.
5.2. Antecedentes
En esta Seccion, se presenta una metodologa presentada por Kjaerul y Madsen
[24] para redes Bayesianas discretas. Este proceso, denominado analisis de valor de la
informacion (value of information analysis), es un proceso paso a paso que permite
cuanticar cambios en la distribucion de la variable respuesta, al incorporar a la red
una variable adicional como evidencia.
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Considerando que la entropa puede ser usada como una medida de incertidumbre
de la distribucion de la variable respuesta, la metodologa se basa en utilizar esta me-
dida para determinar un orden de prioridad al incorporar nuevas evidencias.
A continuacion se introduce un resumen del procedimiento propuesto. Sea X la
variable de interes en una red Bayesiana discreta, y sea Y el conjunto de todas las res-
tantes variables discretas involucradas en la red (inicialmente no observadas), entonces:
Procedimiento
1. Calcular la funcion valor, denida por V (X) =  H(X)
2. Calcular I(X;Y ) para todo Y no observado.
3. Incorporar a la red como evidencia (e) la variable Y con la que se obtuvo una
mayor I(X;Y ) en 2.
4. Calcular el aumento que se ha producido en V (X) =  (H(X)  I(X;Y = y)) =
 H(X j Y = y)
5. Volver a calcular I(X;Y ) para todo Y 6= e incorporado en 3.
Notas :
 Si la variable con mayor I(X;Y ) no es observable, considerar la segunda mayor.
 Las variables con I(X;Y ) = 0 no necesitan ser observadas porque no aportan
informacion a la variable respuesta.
Hay que notar que se propone como medida de decision, la funcion valor V (X) =
 H(X), es decir, el valor negativo de la entropa, en vez de la entropa directamente.
Para justicar esta eleccion, Kjaerul y Madsen [24] proponen un ejemplo. Si se con-
sidera que la variable de interes X es de tipo binario, con posibles estados verdadero
y falso, entonces la distribucion de X corresponde a una distribucion de Bernoulli de
parametro (p). Luego, Prob(X = verdadero;X = falso) = (p; 1   p) y la entropa
maxima se alcanzara en p = 0:5. Sin embargo, los autores enfocan el analisis en el
sentido de obtener la mayor informacion posible para la distribucion de la variable
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respuesta, mas que en disminuir la entropa (aunque en ambos casos se llega al mismo
objetivo); por esta razon, eligen trabajar con la funcion valor, la que en el ejemplo
sera mnima cuando p = 0:5 y maxima en los extremos. En la Figura 5.1 se pueden
comparar ambas medidas para el ejemplo recien dado.
Figura 5.1: Entropa y funcion valor.
As, esta metodologa permite generar un orden de prioridad para incorporar varia-
bles evidenciales a una red Bayesiana discreta. En las siguientes secciones, se propone
una generalizacion para redes Bayesianas Gaussianas, incorporando luego, nuevas me-
didas que permitiran realizar comparaciones entre distintos modelos.
5.3. Analisis de sensibilidad a la evidencia basado
en informacion mutua
Como ya se ha comentado, el principal objetivo de la metodologa que a continua-
cion se propone, consiste en identicar aquellas variables que proporcionen la mayor
informacion mutua con la variable respuesta; estas potenciales variables evidenciales
seran las que permitan, al ser observadas, reducir la incertidumbre (entropa) de la
distribucion condicionada de la variable respuesta.
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5.3.1. Procedimiento propuesto
Sea el conjunto de variables no evidenciales Y (inicialmente se puede considerar
Y = X porque E = ) y la variable respuesta Xi  Y; se hara referencia a Y i como al
conjunto de variables no evidenciales sin considerar la variable respuesta Xi, es decir,
Y i = YnXi. Luego, el procedimiento propuesto (Gomez-Villegas et al. [19]) involucra
los siguientes pasos:
1. Calcular la entropa para la variable respuesta h(Xi).
2. Calcular la informacion mutua entre la variable respuesta Xi y cada una de las
variables no evidenciales Y diferentes de Xi, es decir, I(Xi;Y i).
3. Elegir como variable evidencial la Xk de Y i que proporcione la mayor informa-
cion mutua con Xi.
4. Determinar la disminucion de entropa en h(Xi j E)   I(Xi;Xk j E) = h(Xi j
E; Xk).
5. Considerar que Xk  E.
6. Calcular la informacion mutua condicionada entre la variable respuesta y el nuevo
conjunto de variables no evidenciales Y i: I(Xi;Y i j E).
7. Volver al paso 3.
Notas:
Detener el proceso cuando la incertidumbre de Xi sea sucientemente peque~na o
cuando no queden variables no evidenciales disponibles con informacion mutua
mayor a cero.
Si la variable con la informacion mutua mas alta no esta disponible, entonces se
debe considerar como evidencia aquella variable que contenga la segunda infor-
macion mutua mas alta (y as sucesivamente).
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Las variables con informacion mutua igual a cero, o cercano a cero, no deben
ser consideradas como evidencia, ya que ellas no van a aportar informacion a la
distribucion de la variable respuesta.
En la siguiente Seccion, se denen los principales conceptos de teora de la in-
formacion para el caso especco en que las variables aleatorias consideradas tengan
distribucion Normal. De esta forma, se busca contar con las herramientas necesarias
para aplicar este procedimiento a RBG.
5.3.2. Teora de la informacion en RBG
Considerando que este trabajo se basa en redes Bayesianas Gaussianas, se hace
necesario presentar los valores para entropa diferencial cuando las variables aleatorias
utilizadas tienen distribucion Normal Univariante y distribucion Normal Multivariante.
Entropa diferencial para la distribucion Normal
Sea la variable aleatoria X con distribucion Normal de media  y varianza 2, es
decir, X  N(; 2), entonces:
h(X) =
1
2
ln (2e2) (5.1)
Demostracion
Si X  N(; 2) entonces (x) = 1p
22
e 
1
22
(x )2 , luego
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h(X) =  
Z
S
(x) ln (x)dx
=  
Z
S
1p
22
e 
1
22
(x )2 ln

1p
22
e 
1
22
(x )2

dx
=   ln 1p
22
Z
S
(x) +
1
22
Z
S
(x) (x  )2 dx
=   ln 1p
22
+
1
22
Z
S
(x) x2 dx  2
Z
S
(x) x dx+ 2

=   ln 1p
22
+
1
22

E(X2)  2 E(X) + 2
Considerando que:
E(X) = 
y que,
V (X) = E(X2)  E2(X) por lo tanto E(X2) = 2 + 2;
entonces,
h(X) =   ln 1p
22
+
1
22
2
=
1
2
ln (2e2)
Entropa diferencial para la distribucion Normal Multivariante
Sea el vector aleatorio X1; X2; :::; Xn con distribucion Normal Multivariante, de
vector de medias  y matriz de covarianzas , es decir, X  N(;), entonces:
h(X1; X2; :::; Xn) =
1
2
ln (2e)njj; (5.2)
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donde jj es el determinante de .
Demostracion
Si X = (X1; :::; Xn)  N(;) entonces,
(x) =
1
(
p
2)n jj1=2 e
 1
2
(x )T  1(x )
Luego, siguiendo un procedimiento analogo al caso anterior,
h(x) =  
Z
S
(x) ln (x) dx
=   ln 1
(
p
2)njj1=2
Z
S
(x) +
1
2
Z
S
(x) (x  )T 1(x  ) dx
=   ln 1
(
p
2)njj1=2 +
1
2
E

(x  )T 1(x  )
As, es necesario calcular,
E

(x  )T 1(x  ) = E "X
i
X
j
(xi   i) 1ij (xj   j)
#
=
X
i
X
j
E [(xi   i)(xj   j)]  1ij
=
X
i
X
j
[E(xixj)  jE(xi)  iE(xj) + ij]  1ij
=
X
i
X
j
ij
 1
ij
=
X
i
Iii
= n
Esta misma demostracion se puede obtener considerando que (x  )T 1(x  )
corresponde a una forma cuadratica Normal con distribucion Chi-cuadrado, con n gra-
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dos de libertad, y por tanto su media es n.
Luego,
h(x) =   ln 1
(
p
2)njj1=2 +
1
2
n
=
1
2
ln (2e)njj
Con estas deniciones, ya es posible realizar el calculo de la informacion mutua e
informacion mutua condicionada, para el caso Normal, siguiendo las notaciones pre-
sentadas en 4.3 y 4.5.
En particular, a continuacion se incluye como ejemplo el valor de informacion mu-
tua para el caso Normal Bivariante.
Informacion mutua para la distribucion Normal Bivariante
Sea el vector aleatorio (X; Y ) con distribucion Normal Bivariante, de vector de
medias  y matriz de covarianzas 22, entonces:
I(X;Y ) =  1
2
ln (1  2X;Y ) (5.3)
donde 2X;Y es el coeciente de correlacion entre X e Y .
Demostracion
Utilizando la expresion 4.3 y los resultados obtenidos en 5.1 y 5.2, entonces:
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I(X;Y ) = h(X) + h(Y )  h(X;Y )
=
1
2
ln (2e2X) +
1
2
ln (2e2Y ) 
1
2
ln (2e)2jj
=
1
2
ln

2e 2e
(2e)2

+
1
2
ln

2X 
2
Y
jj

Considerando que  =

2X XY
XY 
2
Y

, entonces:
I(X;Y ) =
1
2
ln

2X 
2
Y
2X 
2
Y   2XY

=  1
2
ln

1  
2
XY
2X 
2
Y

=  1
2
ln
 
1 

XY
X Y
2!
=  1
2
ln (1  2X;Y )
Luego, para el caso Normal Bivariante, la informacion mutua queda en funcion del
coeciente de correlacion, como era de esperar.
5.3.3. Ejemplo: Analisis de sensibilidad (AS)
Para mostrar el comportamiento del procedimiento propuesto y los resultados que
se pueden obtener con el, se considera nuevamente el Ejemplo 5, correspondiente a una
RBG, cuyo DAG se muestra en la Figura 3.1. Se ha denido la variable X7 como la
respuesta de interes y se trabajara bajo el supuesto de que inicialmente no hay variables
evidenciales determinadas.
A partir de (4.3) y utilizando la deniciones de entropa para el caso Normal (5.1) y
Normal Multivariante (5.2), se calculan los pasos 1 y 2 especicados en la Seccion 5.3.1.
As, se obtiene la entropa diferencial de la variable respuesta X7, h(X7) = 3:7165, y
los valores de informacion mutua para cada una de las variables no evidenciales con la
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Tabla 5.1: Ejemplo: Analisis de sensibilidad (AS). Paso 2.
Y i h(Y i) h(X7; Y i) I(X7;Y i)
X1 1.4189 5.1148 0.0206
X2 1.4989 4.6155 0.5199
X3 1.7655 5.4399 0.0421
X4 2.3148 5.4718 0.5595
X5 2.5702 5.5018 0.7849
X6 3.7063 5.4718 1.9509
variable respuesta. Los calculos se realizaron con el software estadstico de distribucion
libre R [34] y los resultados obtenidos se muestran en la Tabla 5.1.
Al presentar el Ejemplo 5, se determino la red y se obtuvo la distribucion conjunta
de X, correspondiente a una distribucion Normal Multivariante con parametros  yP
. A partir de estos parametros, se obtiene que la distribucion marginal de la variable
X7 corresponde a una distribucion Normal X7  N(8; 99). Luego, es posible observar
que la distribucion contiene asociada una alta variabilidad, lo que se ve reejado en una
alta entropa tambien. Por lo tanto, es de interes buscar que variables, hasta ahora no
observables, permitiran disminuir este nivel de incertidumbre si fueran incorporadas
como informacion a la red.
Los resultados presentados en la Tabla 5.1, permiten obtener un orden de prioridad
para disminuir la entropa de X7. Es evidente que la variable mas informativa para X7
es la variable X6 y luego, la variable X5.
Para mostrar como la eleccion de la variable a observar afecta en la disminucion
de la incertidumbre de la variable respuesta X7, se calculo la varianza condicionada de
X7 y su entropa diferencial condicionada, considerando el caso supuesto de que cada
una de las variables evidenciales fuera observada. Para realizar estos calculos, que se
presentan en la Tabla 5.2, se utilizaron las expresiones 3.4 y 4.2. Es importante notar
que estas medidas no dependen del valor que tome la variable observada, si no solo,
del conjunto de variables evidenciales que se considere.
Como ya se dijo, la distribucion inicial de X7 era N(8; 99) con una entropa diferen-
cial de h(X7) = 3:7165; luego, es evidente que la variable mas informativa para X7 es
X6. De hecho, si se pudiera incorporar esta variable como evidencia, la varianza de X7
disminuira a 2 y su entropa a 1.76; es decir, sera suciente observar X6 para que el
problema quedara resuelto con una alta precision. Por otro lado, es interesante observar
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Tabla 5.2: Ejemplo: AS. Sensibilidad de X7 a la evidencia.
Y i V ar(X7jY i) h(X7jY i)
X1 95 3.6959
X2 35 3.1966
X3 91 3.6743
X4 32.3 3.1564
X5 20.6 2.9316
X6 2 1.7655
que las dos variables que fueron incorporadas como evidencia cuando se presento este
ejemplo, X1 y X3, en realidad no contribuyen individualmente en forma signicativa a
la reduccion de la incertidumbre en X7.
Para seguir con el procedimiento propuesto, se va a suponer que la variable X6
no esta disponible, pero que s se cuenta con informacion para la variable X5, que es
la que produce el siguiente mayor efecto. Si se incorpora esta variable a la red como
evidencia (paso 3), entonces la nueva distribucion de X7jX5 es N(8,20.6) y del paso
4 se obtiene una entropa diferencial condicionada h(X7jX5) = 2:9316, lo que implica
una importante reduccion de incertidumbre.
Ahora, de acuerdo con los pasos 5 y 6 respectivamente, X5  E y se calcula la
informacion mutua condicionada del resto de las variables Y i con X7. Para realizar
estos calculos, es posible utilizar las deniciones 4.2 y 4.5 para entropa e informacion
mutua condicionada; en forma equivalente, se puede calcular la distribucion Normal
Multivariante condicionada por el resto de las variables al propagar X5 a traves de
(3.3) y (3.4), es decir, la distribucion de (X1; X2; X3; X4; X6; X7 j X5), y luego hacer
los calculos en forma analoga a los realizados para la Tabla 5.1. Los resultados para el
paso 6 se muestran en la Tabla 5.3.
Tabla 5.3: Ejemplo: AS. Paso 6, condicionado en X5
.
Y i h(Y ijX5) h(X7; Y ijX5) I(X7;Y ijX5)
X1 1.4189 4.2426 0.1079
X2 1.1635 3.7814 0.3137
X3 1.6539 4.5451 0.0404
X4 2.1597 4.1279 0.9633
X6 2.8805 4.6460 1.1661
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Es claro, de la Tabla 5.3, que sigue siendo la variable X6 la que permite disminuir
en forma mas signicativa la incertidumbre de X7, pero como se ha considerado que
esta variable no puede ser observada, se incorporara como evidencia la segunda variable
mas informativa para X7, la variable X4. As, volviendo al paso 3, despues de propagar
la variable evidencial X4, se obtiene que la nueva V ar(X7 j X5; X4) = 3, lo que signica
que se ha podido obtener un resultado con una alta precision.
Finalmente, la entropa diferencial condicionada que se ha obtenido para X7 j
X5; X4 es h(X7 j X5; X4) = 1:968, y en la Tabla 5.4 se muestran los nuevos valores de
entropa e informacion mutua de las variables que van quedando como no evidenciales.
Se puede observar que la entropa diferencial de la variable respuesta X7 ha disminudo
notoriamente y que ya no hay variables no evidenciales que aporten informacion rele-
vante, ni siquiera X6; de hecho, las variables X1, X2 y X3 tienen valores de informacion
mutua con X7 de cero, lo que signica que ellas son independientes de X7 dado X4 y
X5, como se muestra en el DAG.
Tabla 5.4: Ejemplo: AS. Paso 6, condicionado en X4 y X5.
Y i h(Y ijX5; X4) h(X7; Y ijX5; X4) I(X7;Y ijX5; X4)
X1 1.2883 3.2565 0
X2 0.7643 2.7325 0
X3 1.6047 3.5729 0
X6 1.4189 3.1844 0.2027
5.4. Extension del analisis de sensibilidad a la evi-
dencia basado en informacion mutua normali-
zada
En esta Seccion se presenta una extension al procedimiento propuesto en 5.3.1 in-
corporando medidas basadas en informacion mutua normalizada introducidas en 4.3.
Estas medidas tienen la ventaja de tomar valores entre 0 y 1, independientemente de la
unidad de la variable aleatoria que se considere, lo que permite realizar comparaciones
entre distintas variables dentro de un mismo modelo, e incluso entre modelos diferentes.
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5.4.1. Nuevo procedimiento propuesto
Este procedimiento se basa en el procedimiento presentado en 5.3.1; el cambio
consiste en reemplazar los valores de informacion mutua por medidas normalizadas,
ademas se incorpora la diferencia normalizada.
Sea el conjunto de variables no evidenciales Y (inicialmente se puede considerar
Y = X porque E = ) y la variable respuesta Xi  Y; considerese Y i como el
conjunto de variables no evidenciales sin utilizar la variable respuesta Xi, es decir,
Y i = YnXi. Entonces, este nuevo procedimiento consiste en:
1. Calcular la entropa para la variable respuesta h(Xi).
2. Calcular la informacion mutua normalizada entre la variable respuesta Xi y cada
una de las variables no evidenciales Y diferentes de Xi, es decir, IN(Xi;Y i)
3. Elegir como variable evidencial la Xk de Y i que proporcione la mayor informa-
cion mutua normalizada con Xi.
4. Mirar la disminucion de entropa en h(Xi j E)  I(Xi;Xk j E) = h(Xi j E; Xk).
5. Considerar que Xk  E.
6. Calcular la informacion mutua condicionada normalizada entre la variable res-
puesta y el nuevo conjunto de variables no evidenciales Y i: IN(Xi;Y i j E).
7. Calcular la diferencia normalizada IXiY iE.
8. Volver al paso 3.
Las notas para este procedimiento son analogas al procedimiento anterior.
Detener el proceso cuando la incertidumbre de Xi sea sucientemente peque~na o
cuando no queden variables no evidenciales disponibles con informacion mutua
normalizada mayor que cero.
Si la variable con la informacion mutua normalizada mas alta no esta disponi-
ble, entonces se debe considerar como evidencia aquella variable que contenga la
segunda informacion mutua normalizada mas alta (y as sucesivamente).
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Las variables con informacion mutua normalizada igual a cero, o cercano a ce-
ro, no deben ser consideradas como evidencia, ya que ellas no van a aportar
informacion a la distribucion de la variable respuesta.
Antes de aplicar este procedimiento a un ejemplo, es necesario revisar algunas
restricciones importantes que se deben cumplir al trabajar con redes Bayesianas Gau-
ssianas.
5.4.2. Informacion mutua normalizada en RBG
No es necesario incorporar nuevas deniciones respecto a informacion mutua nor-
malizada en el caso de redes Bayesianas Gaussianas, ya que las expresiones para la
entropa en el caso Normal dadas en 5.1 y 5.2, son sucientes para aplicar el nuevo
procedimiento propuesto.
Sin embargo, s es importante considerar la siguiente restriccion; como ya se men-
ciono al introducir los conceptos de informacion mutua normalizada en 4.3, se debe
procurar no obtener un numero complejo en el denominador, lo cual sucede si solo una
de las entropas diferenciales consideradas es negativa. En el caso particular en que las
variables aleatorias tengan distribucion Normal, las entropas diferenciales denidas en
5.1 y 5.2, seran negativas si:
2 <
1
2e
i.e. ( 0:0585) para la distribucion Normal Univariante N(; 2)
y
j  j< 1
(2e)n
para la distribucion Normal Multivariante N(;)
Esto signica que si se estan comparando dos variables aleatorias X e Y , y solo
una de ellas tiene una varianza muy peque~na (menor que 0:0585 si tiene distribucion
Normal univariante, 0:05852 para el caso bivariante, y as sucesivamente), entonces en
el denominador se obtendra un numero complejo; en este caso, es mejor no utilizar
la denicion propuesta en 4.6. Sin embargo, en la mayora de los casos esta situacion
no sucedera, ya que usualmente los problemas que interesa modelar comienzan con-
teniendo variables con alta varianza, no muy diferentes entre ellas, y lo que se busca
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justamente es reducir esta incertidumbre.
5.4.3. Ejemplo: Analisis de sensibilidad basado en IMN
Con el objetivo de poder comparar procedimientos y resultados, se trabaja nueva-
mente con la RBG introducida en el Ejemplo 5, donde X7 se dene como la variable
de interes.
Para aplicar el nuevo procedimiento basado en la informacion mutua normaliza-
da, lo primero que se debe hacer es comprobar la restriccion presentada en 5.4.2 para
obtener un numero real en
p
h(X)h(Y ). De la matriz de covarianzas , se puede ver
que todas las varianzas individuales son mayores a 0:0585, por lo que no se obtendran
entropas diferenciales univariantes negativas. Respecto al caso Normal Multivariante,
se calculo el determinante de , obteniendo un valor de j  j= 16 > 1=(2e)7, luego en
este caso tampoco se observan entropas diferenciales menores de cero. As, es posible
aplicar el nuevo procedimiento propuesto a esta RBG.
Se comienza por realizar los pasos 1 y 2, usando 5.1 y 5.2, respectivamente. La
entropa diferencial inicial no cambia, es decir, h(X7) = 3:7165; los valores de informa-
cion mutua normalizada de las variables no evidenciales con la variable respuesta, se
muestran en la Tabla 5.5.
Tabla 5.5: Ejemplo: Analisis de sensibilidad con IMN. Paso 2
Y i h(Y i) IN(X7;Y i)
X1 1.4189 0.0089
X2 1.4989 0.2263
X3 1.7655 0.0164
X4 2.3148 0.1907
X5 2.5702 0.2539
X6 3.7063 0.5257
De la Tabla 5.5 se puede observar que los resultados obtenidos por este proce-
dimiento son consistentes con los obtenidos anteriormente; la variable X6 es la mas
informativa para X7, seguida por la variable X5. Para hacer comparables los resulta-
dos, a continuacion se vuelve a suponer que la variable X6 no se encuentra disponible
y se incorpora la variable X5 como evidencia a la red; los pasos 3 y 4 coinciden con los
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calculos anteriores, es decir, se obtiene V ar(X7 j X5) = 20:6 y la entropa diferencial
h(X7 j X5) = 2:9316. En la Tabla 5.6 se muestran los resultados para los pasos 6 y 7,
calculados con 4.7 y 4.8 respectivamente.
Tabla 5.6: Ejemplo: AS con IMN. Pasos 6 y 7, condicionado en X5
Y i h(Y ijX5) IN(X7;Y ijX5) IX7Y iX5
X1 1.4189 0.0529 -4.9438
X2 1.1635 0.1698 0.2496
X3 1.6539 0.0183 -0.1158
X4 2.1597 0.3828 -1.0073
X6 2.8805 0.4013 0.2365
Al igual que en el caso anterior, de la Tabla 5.6 se puede concluir que la variable
X6 sigue siendo la mas informativa para X7, ahora seguida por la variable X4.
Se ha incorporado un elemento nuevo en la Tabla 5.6, la diferencia IX7Y iX5 ; este
valor se puede interpretar como una medida de la perdida relativa de inuencia de cada
variable en la variable respuesta, despues de haber incorporado evidencia a la red. As,
un valor negativo indica un aumento de la importancia de la variable, en terminos de
ser mas informativa para X7, y un valor positivo, lo contrario. Por ejemplo, es intere-
sante notar que inicialmente la variable X6 era signicativamente la mas informativa
para X7; sin embargo, despues de incorporar X5 como evidencia, la contribucion de X4
aumenta mientras que la de X6 disminuye, obteniendose, en este paso, una reduccion
de entropa similar con ambas variables.
Es interesante tambien, para entender mejor cada medida, analizar lo que sucede
con la variable X1. Esta variable presenta un alto incremento en su importancia re-
lativa, sin embargo, esto no implica que sea una variable que aporte demasiado a la
reduccion de entropa de la variable respuesta; de hecho, se puede ver que sigue siendo
poco informativa para X7, lo que deja en evidencia que estos valores deben ser analiza-
dos siempre en forma conjunta, mirarlos en forma independiente puede llevar a tomar
decisiones equivocadas.
Continuando con el procedimiento, corresponde volver al paso 3, despues de com-
probar las restricciones necesarias, se calcula la reduccion en la entropa diferencial de
X7 condicionada ahora por X5 y X4, y se incorpora la variable X4 como evidencia a la
red. Los resultados para el paso 6 se muestran en la Tabla 5.7.
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Tabla 5.7: Ejemplo: AS con IMN. Paso 6, condicionado en X4 y X5
Y i h(Y ijX5; X4) IN(X7;Y ijX5; X4)
X1 1.2882 0
X2 0.7643 0
X3 1.6047 0
X6 1.4189 0.1213
Finalmente, se mostrara la importancia de trabajar con medidas normalizadas in-
corporando una nueva red Bayesiana al ejemplo.
5.4.4. Extension del Ejemplo 5 (EEjemplo 5)
Se considera el Ejemplo 5 ya presentado, sobre una red que busca modelar la du-
racion en tiempo de funcionamiento de una maquina. Sin embargo, esta vez se su-
pondra que la maquina esta constituda por dos nuevos elementos, los que reemplazan
a dos elementos anteriores. Estos cambios denen un nuevo DAG, como se muestra en
la Figura 5.2.
Figura 5.2: DAG EEjemplo 5.
La variable respuesta de interes sigue siendo X7, y la distribucion de probabilidad
conjunta de X = fX1; X2; X3; X4; X5; X6; X7g tendra nuevos parametros asociados
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a las nuevas variables incorporadas (X3 y X4). Luego, se tiene que el vector X tiene
distribucion Normal Multivariante con los siguientes parametros denidos por expertos:
 =
0BBBBBBBB@
1
3
3
6
4
5
8
1CCCCCCCCA
B =
0BBBBBBBB@
0 0 0 1 0 0 0
0 0 0 0 2 0 0
0 0 0 0 0 2 0
0 0 0 0 0 3 0
0 0 0 0 0 2 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
1CCCCCCCCA
D =
0BBBBBBBB@
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 2 0 0 0 0
0 0 0 3 0 0 0
0 0 0 0 3 0 0
0 0 0 0 0 2 0
0 0 0 0 0 0 1
1CCCCCCCCA
,
donde  es el vector de medias de dimension n, D es una matriz diagonal con varian-
zas condicionadas vi , y B
 es una matriz triangular superior estricta con coecientes
de regresion ji, donde Xj es padre de Xi.
De manera analoga al caso anterior, se calcula  como  = [(I B) 1]TD(I B).
Luego, se obtiene que X tiene distribucion Normal Multivariante con parametros:
 =
0BBBBBBBB@
1
3
3
6
4
5
8
1CCCCCCCCA
 =
0BBBBBBBB@
1 0 0 1 0 3 3
0 1 0 0 2 4 4
0 0 2 0 0 4 4
1 0 0 4 0 12 12
0 2 0 0 7 14 14
3 4 4 12 14 74 74
3 4 4 12 14 74 75
1CCCCCCCCA
A continuacion, se utiliza la notacion hk, Ik y INk para hacer referencia a la entropa
diferencial, la informacion mutua y la informacion mutua normalizada, respectivamen-
te, de la k-esima RBG, con k = 1 para el ejemplo introducido en el ejemplo 5 y k = 2
para este Ejemplo.
Es necesario comenzar por revisar las restricciones presentadas en 5.4.2, para ob-
tener un numero real en el calculo de la informacion mutua normalizada. Para este
ejemplo, a partir de , se obtiene que las desviaciones individuales son mayores que
0:0585 y que j  j= 36 > 1=(2e)7, lo que permite seguir con el procedimiento.
Para la RBG del DAG presentado en la Figura 3.1, ya se calculo la entropa diferen-
cial de la variable respuesta, obteniendose que h1(X7) = 3:7165. Ahora, para el DAG
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de la Figura 5.2, se obtiene que h2(X7) = 3:5777. En la Tabla 5.8 que se presenta a
continuacion, se muestran los valores de la informacion mutua normalizada de las dos
RBG consideradas en esta extension del ejemplo.
Tabla 5.8: EEjemplo 5: Comparacion entre RBG1 y RBG2
Y i IN1(X7;Y i) IN2(X7;Y i)
X1 0.0089 0.0284
X2 0.2263 0.0532
X3 0.0164
X3 0.0224
X4 0.1907
X4 0.1189
X5 0.2539 0.0799
X6 0.5257 0.6039
A partir de la Tabla 5.8, se puede comparar la inuencia relativa que tienen las
variables comunes en ambos modelos. Estas comparaciones se pueden realizar gracias
a que se esta considerando la informacion mutua normalizada, lo que constituye una
importante ventaja al utilizar esta medida. As, se pueden destacar algunas conclusio-
nes de interes; por ejemplo, el incorporar las variables X3 y X4, reemplazando a las
antiguas variables X3 y X4, hace disminuir en forma signicativa la importancia, sobre
X7, de las variables X2 y X5. Es mas, si se mantiene el supuesto de que la variable X6
no es observable (sigue siendo la mas informativa en ambos modelos), en el segundo
modelo correspondera incorporar como evidencia la variable X4 en vez de X5, ya que
esta permitira obtener una menor incertidumbre en X7.
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Captulo 6
Aplicacion a datos reales
En este Captulo se presenta un problema real con el cual se busca aplicar los
procedimientos propuestos en este trabajo. Se comienza por hacer una referencia al
problema, indicando las fuentes de informacion, para luego explicar el contenido de la
base de datos. A continuacion, se discute el ajuste de la RBG, incluyendo especialmente
el analisis de la hipotesis de Normalidad que se debe cumplir. Finalmente, sobre la RBG
ajustada, se realiza un analisis de sensibilidad a la evidencia.
6.1. Objetivos y base de datos
El objetivo es realizar una aplicacion de los procedimientos vistos en este trabajo en
una base de datos real, deniendo una variable de interes. A continuacion se describe
la base de datos elegida y la variable seleccionada.
6.1.1. Objetivo
Para realizar una aplicacion a los conceptos y propuestas vistas en este trabajo, se
ha escogido trabajar con datos obtenidos a traves de la Encuesta Nacional de Salud
(ENS) 2009-2010 de Chile. Como objetivo del estudio, se ha planteado la idea de estu-
diar, a partir de la informacion disponible, que variables se relacionan, y de que forma,
con el Indice de Masa Corporal (IMC) en adultos.
El IMC se calcula como Peso=Talla2 y es considerada como una medida del estado
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nutricional en los adultos. Este es un ndice de gran importancia ya que se ha visto
que el sobrepeso y la obesidad se relacionan con muerte prematura, enfermedades
cardiovasculares, hipertension arterial, artrosis, algunos tipos de cancer y la diabetes
[20].
6.1.2. Encuesta nacional de salud (ENS)
La Encuesta Nacional de Salud para el periodo 2009-2010 [14], fue realizada por el
Departamento de Salud Publica de la Universidad Catolica de Chile y el Ministerio de
Salud fue el encargado del nanciamiento, de la coordinacion tecnica y ejecuto el rol
de contraparte tecnica.
Respecto a los objetivos de la ENS, los principales son:
Medir la prevalencia de 42 problemas de salud del adulto en poblacion general
que vive en Chile,
Describir estos problemas de acuerdo a las variables sexo, edad, nivel socio-
economico, factor rural, zona geograca y regiones,
Constituir una seroteca (coleccion de muestras biologicas en condiciones de tem-
peratura controlada) que queda disponible para estudios futuros.
En referencia a la metodologa utilizada, la ENS corresponde a un estudio de pre-
valencia, aplicada sobre una muestra aleatoria (estraticada, trietapica, por conglome-
rados) de la poblacion general de 15 o mas a~nos que vive en Chile. El tama~no muestral
fue de 5416 casos, considerando como exclusiones a las mujeres embarazadas y perso-
nas violentas. La representatividad obtenida a partir de este dise~no es nacional, por
macrozonas y regional.
Se utilizaron tres instrumentos de medicion: Encuesta, mediciones biosiologicas
y examenes de laboratorio. En las siguientes Figuras 6.1 y 6.2 se muestra el detalle
de las mediciones realizadas en relacion a los 42 problemas de salud estudiados. Estos
instrumentos fueron aplicados y medidos sobre el terreno entre el 17 de octubre del
2009 y el 6 de agosto del 2010.
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Figura 6.1: Instrumentos de Medicion ENS 2009-2010 (1)
Figura 6.2: Instrumentos de Medicion ENS 2009-2010 (2)
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6.1.3. Base de datos
Para modelar el Indice de Masa Corporal, como se planteo en los objetivos, se ha
decidido considerar las siguientes variables:
Edad Edad de la persona en el momento de ser aplicada la encuesta.
GluBasal Glucosa basal en ayuno.
CREASANG Creatinina en sangre
POTASIOR Electrolito K (orina)
SODIOR Electrolito Na (orina)
HDL Colesterol HDL
LDL Colesterol LDL
TGD Trigliceridos
PAS Presion arterial sistolica
PAD Presion arterial diastolica
GRSAL24 Consumo diario de sal (gramos)
GRSDIAFYV Consumo diario de frutas y verduras (gramos)
ANOSCUR Numero de a~nos cursados
IMC Indice de masa corporal (Peso=Talla2). Variable de interes del modelo.
Para modelar, se considera una RBG para mujeres y otra para hombres, ya que la
manera en que las variables inciden en el Indice de Masa Corporal en cada caso podran
ser diferentes.
Sobre la base de datos completa de la ENS 2009-2010, se considero solo aquellos
casos con informacion completa en las variables antes mencionadas. Este proceso con-
dujo a obtener una base de datos correspondiente a 2438 participantes, de los cuales
1018 son hombres.
Por simplicidad, se ha decidido tomar una muestra aleatoria de un 20% para ajus-
tar la RBG. As, se trabaja con 488 encuestados, de los cuales 207 son hombres.
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6.2. Supuesto de Normalidad
En esta Seccion se revisa el cumplimiento de Normalidad, y se prepara la base de
datos, aplicando la transformacion de la distribucion Nonparanormal, para que dicho
supuesto sea cumplido.
6.2.1. Revision del supuesto de Normalidad
Para ajustar una RBG el primer supuesto es que la matriz de datos sigue una
distribucion Normal Multivariante. Para revisar este supuesto, se utiliza el test de
Doornick-Hansen [12] implementado en el paquete asbio de R [1].
A continuacion, se presenta la revision del supuesto de Normalidad de las bases de
datos, primero para hombres y luego para mujeres.
Base de datos ENS para hombres
Al comprobar el supuesto de Normalidad Multivariante (y Univariante), por medio
del test de Doornick-Hansen, se obtienen los resultados que se muestran en las Tablas
6.1 y 6.2.
Tabla 6.1: Test de Normalidad Multivariante inicial, hombres
Var E df (2p) P (Chi > E)
X 591.761 28 7:086e  107
Base de datos ENS para mujeres
Al comprobar el supuesto de Normalidad Multivariante para la base de mujeres,
utilizando nuevamente el test de Doornick-Hansen, se obtiene los resultados que se
muestran en las Tablas 6.3 y 6.4 .
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Tabla 6.2: Test de Normalidad Univariante inicial, hombres
Var E df (2) P (Chi > E)
Edad 57.43 2 3:375e  13
GluBasal 32.90 2 7:166e  08
CreaSang 46.19 2 9:319e  11
PotasioR 23.59 2 7:547e  06
SodioR 32.54 2 8:569e  08
Hdl 48.78 2 2:557e  11
Ldl 110.66 2 9:347e  25
Tgd 21.14 2 2:567e  05
Pas 19.91 2 4:743e  05
Pad 56.38 2 5:708e  13
GrSal24 52.67 2 3:653e  12
GrsDiaFyV 35.92 2 1:582e  08
AnosCur 35.72 2 1:751e  08
Imc 17.91 2 1:293e  04
Tabla 6.3: Test de Normalidad Multivariante inicial, mujeres
Var E df (2p) P (Chi > E)
X 747.675 28 2:043e  139
Tabla 6.4: Test de Normalidad Univariante inicial, mujeres
Var E df (2) P (Chi > E)
Edad 60.99 2 5:677e  14
GluBasal 21.29 2 2:376e  05
CreaSang 73.02 2 1:391e  16
PotasioR 7.03 2 2:974e  02
SodioR 52.78 2 3:461e  12
Hdl 92.08 2 1:011e  20
Ldl 68.15 2 1:587e  15
Tgd 43.39 2 3:767e  10
Pas 44.29 2 2:416e  10
Pad 102.18 2 6:485e  23
GrSal24 23.08 2 9:712e  06
GrsDiaFyV 64.37 2 1:049e  14
AnosCur 60.18 2 8:555e  14
Imc 34.81 2 2:764e  08
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Como es posible observar, en ambos casos la matriz de datos no sigue una distribu-
cion Normal Multivariante, se rechaza la hipotesis nula de Normalidad con un p valor
menor a 0:0001. De hecho, el test aplicado en forma individual a cada una de las va-
riables consideradas, es rechazado en todos los casos.
6.2.2. Aplicacion de la distribucion Nonparanormal
Dado que el supuesto de Normalidad se debe cumplir para ajustar una RBG, se
aplica a los datos la transformacion Nonparanormal introducida por Liu et al. [29] y
presentada en la Seccion 3.2.
Para encontrar la matriz Z denida por 3.2 se utiliza la funcion huge.npn que se
encuentra implementada en el paquete High-dimensional Undirected Graph Estimation
para R (huge [45]).
As, a partir de la matriz de datos con las variables consideradas de la ENS para
hombres y para mujeres, se obtienen nuevas matrices con datos transformados, tal que
en ambos casos se espera se acepte la hipotesis nula de Normalidad Multivariante.
Luego, se vuelve a revisar el supuesto de Normalidad, pero esta vez de la nueva
matriz Z; para esto, nuevamente se considera el test de Normalidad Multivariante de
Doornick and Hansen [12].
A continuacion se muestra el analisis de Normalidad para la matriz transformada,
en primer lugar para hombres (Tablas 6.5 y 6.6) y luego para mujeres (Tablas 6.7 y 6.8).
Base de datos de hombres
Tabla 6.5: Test de Normalidad Multivariante, hombres
Var E df (2p) P (Chi > E)
X 30.873 28 0:3228
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Tabla 6.6: Test de Normalidad Univariante, hombres
Var E df (2) P (Chi > E)
Edad 1.201 2 0:548
GluBasal 0.675 2 0:713
CreaSang 0.455 2 0:796
PotasioR 6.288 2 0:044
SodioR 3.273 2 0:195
Hdl 0.126 2 0:938
Ldl 0.284 2 0:867
Tgd 1.769 2 0:413
Pas 1.044 2 0:593
Pad 2.280 2 0:319
GrSal24 5.557 2 0:062
GrsDiaFyV 0.270 2 0:874
AnosCur 4.482 2 0:106
Imc 3.226 2 0:199
Tabla 6.7: Test de Normalidad Multivariante, mujeres
Var E df (2p) P (Chi > E)
X 31.795 28 0:2829
Tabla 6.8: Test de Normalidad Univariante, mujeres
Var E df (2) P (Chi > E)
Edad 8.949 2 0:011
GluBasal 0.043 2 0:979
CreaSang 1.714 2 0:424
PotasioR 6.758 2 0:034
SodioR 2.144 2 0:342
Hdl 1.206 2 0:547
Ldl 0.232 2 0:890
Tgd 2.151 2 0:341
Pas 1.465 2 0:481
Pad 1.585 2 0:453
GrSal24 1.166 2 0:558
GrsDiaFyV 2.248 2 0:325
AnosCur 1.559 2 0:459
Imc 0.574 2 0:751
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De esta manera, en ambos casos la matriz de datos ya cumple con el supuesto de
Normalidad Multivariante necesario para ajustar una RBG. Luego, con el supuesto de
Normalidad ya controlado, es posible ajustar una RBG, de forma independiente, para
hombres y mujeres.
6.3. Ajuste de la RBG
Para realizar el aprendizaje de la estructura de la red y las estimaciones de los
parametros, se consideran las siguientes variables:
Edad Edad de la persona al momento de ser aplicada la encuesta.
GluBasal Glucosa basal en ayuno.
CREASANG Creatinina en sangre
POTASIOR Electrolito K (orina)
SODIOR Electrolito Na (orina)
HDL Colesterol HDL
LDL Colesterol LDL
TGD Trigliceridos
PAS Presion arterial sistolica
PAD Presion arterial diastolica
GRSAL24 Consumo diario de sal (gramos)
GRSDIAFYV Consumo diario de frutas y verduras (gramos)
ANOSCUR Numero de a~nos cursados
IMC Indice de masa corporal (Peso=Talla2). Resultado del modelo.
La variable de interes es IMC.
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6.3.1. Proceso de aprendizaje
Para ajustar una RBG a estos datos, se ha utilizado el paquete bnlearn de R creado
por Scutari [37].
Como ya se menciono en la Seccion 3.1.2, para ajustar la red se trabaja con el algo-
ritmo hbridomax min hill climbing (mmhc) presentado por Tsamardinos et al [44].
RBG para Hombres
La Figura 6.3 muestra la RBG ajustada para hombres de acuerdo al procedimiento
max min hill   climbing ya descrito.
EDAD
GLUBASAL
CREASANG POTASIOR
SODIORHDLLDL
TGD
PAS
PAD GRSAL24
GRSDIAFYV
ANOSCUR
IMC
Figura 6.3: RBG inicial ENS hombres
El programa bnlearn cuenta con la funcion arc:strength, que permite conocer la
importancia o fuerza de cada enlace de la red ajustada. Cada uno de estos coecientes
de fuerza, corresponde al aumento o disminucion que se producira al eliminar dicho
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enlace de la red en la medida total de la red. Es decir, enlaces con coecientes positi-
vos, indican que la eliminacion del enlace produce una mejora en la red, por lo tanto
son enlaces no signicativos. Por otro lado, mientras mas alto sea, en valor negativo,
el coeciente, implica que el enlace tiene una mayor importancia. En la Tabla 6.9 se
muestra los coecientes obtenidos de la red mostrada en la Figura 6.3.
Tabla 6.9: Coecientes de fuerza RBG hombres
desde hacia strength
1 PAS PAD  90:2
2 EDAD PAS  28:3
3 HDL TGD  24:1
4 TGD IMC  1:8
5 EDAD ANOSCUR  25:4
6 POTASIOR GRSAL24  42:4
7 SODIOR GRSAL24  38:9
8 EDAD GLUBASAL  12:6
9 PAD IMC  5:4
10 POTASIOR SODIOR  10:7
11 CREASANG ANOSCUR  8:6
12 EDAD LDL  7:6
13 LDL TGD  7:4
14 GRSDIAFY V ANOSCUR  1:8
15 HDL IMC  2:1
16 GRSAL24 IMC  2:1
17 LDL IMC  0:6
18 GLUBASAL IMC  0:3
Por defecto, el programa considera un umbral igual a cero para distinguir enlaces
signicativos, es por eso que todos los coecientes de la Tabla 6.9 son negativos. Sin
embargo, se puede observar que el coste de eliminar los enlaces 17 y 18 es muy bajo
en relacion a los restantes enlaces. En la Figura 6.4, obtenida directamente con el pro-
grama bnlearn, se observa por el grosor de la lineas, la fuerza de cada enlace. Se han
dejado con linea de puntos los enlaces mas debiles.
Con el objetivo de obtener un modelo plausible, y en consideracion al bajo coste
que tiene borrar los enlaces 17 y 18, se decide eliminar estos de la red. En la Figura
6.5 se muestra la red ajustada denitiva con la que se continuara trabajando.
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IMC
Figura 6.4: Fuerza de enlaces en RBG hombres
EDAD
GLUBASAL
CREASANG POTASIOR
SODIORHDLLDL
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ANOSCUR
IMC
Figura 6.5: RBG nal ENS hombres
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A continuacion se presentan dos gracos que corresponden a la vericacion de los
supuestos del modelo. Las Figuras 6.6 y 6.7 muestran para cada variable, el graco de
probabilidad Normal y el graco de residuos, respectivamente.
Normal Q−Q Plot
Theorical Quantiles
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Figura 6.6: Normal Q-Q Plot red hombres
Histogram of the residuals
Residuals
De
nsi
ty
0.0
0.2
0.4
0.6
−3−2−1 0 1 2
ANOSCUR CREASANG
−3−2−1 0 1 2
EDAD GLUBASAL
GRSAL24 GRSDIAFYV HDL
0.0
0.2
0.4
0.6
IMC
0.0
0.2
0.4
0.6
LDL PAD PAS POTASIOR
SODIOR
−3−2−1 0 1 2
0.0
0.2
0.4
0.6
TGD
Figura 6.7: Histogram of residuals red hombres
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RBG para mujeres
Una primera aproximacion a la RBG correspondiente a las mujeres, se muestra en
la Figura 6.8.
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GLUBASAL
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HDL LDL
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IMC
Figura 6.8: RBG inicial ENS mujeres
A continuacion, al igual que se hizo para los hombres, en la Tabla 6.10 se mues-
tran los coecientes de importancia de cada enlace del DAG presentado en la Figura 6.8.
De la Tabla 6.10 se puede observar que solo el enlace 21 tiene un coeciente muy
debil (menor a  1). En la Figura 6.9, obtenida directamente con el programa bnlearn,
se observa la fuerza de cada enlace y con linea de puntos el enlace mas debil.
Debido al bajo coste de eliminar el enlace 21, se ha decidido eliminarlo de la red.
En la Figura 6.10 se muestra el DAG denitivo para las mujeres.
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Tabla 6.10: Coecientes de fuerza RBG mujeres
from to strength
1 EDAD PAS  55:0
2 PAD PAS  73:8
3 POTASIOR SODIOR  62:5
4 GRSAL24 SODIOR  43:8
5 EDAD ANOSCUR  27:9
6 EDAD GLUBASAL  27:2
7 EDAD CREASANG  16:7
8 TGD IMC  8:9
9 EDAD SODIOR  15:2
10 HDL TGD  19:0
11 LDL TGD  14:7
12 GLUBASAL IMC  7:2
13 POTASIOR GRSAL24  11:3
14 GRSAL24 IMC  4:9
15 EDAD GRSDIAFY V  7:0
16 EDAD LDL  2:9
17 POTASIOR GRSDIAFY V  2:5
18 SODIOR CREASANG  1:6
19 PAD IMC  1:7
20 HDL IMC  1:1
21 ANOSCUR PAS  0:7
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Figura 6.9: Fuerza de enlaces en RBG mujeres
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Figura 6.10: RBG nal ENS mujeres
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En las siguientes Figuras 6.11 y 6.12 se muestra para cada variable, el graco de
probabilidad Normal y el graco de residuos, respectivamente.
Normal Q−Q Plot
Theorical Quantiles
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Figura 6.11: Normal Q-Q Plot red mujeres
Histogram of the residuals
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Figura 6.12: Histogram of residuals red mujeres
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Finalmente, antes de continuar con la siguiente Seccion, es necesario asignar nombre
a cada variable de acuerdo a la notacion utilizada durante este trabajo. De acuerdo
con esto, la notacion que sera utilizada de aqu en adelante, es la siguiente:
X1 : Edad Edad de la persona al momento de ser aplicada la encuesta.
X2 : GluBasal Glucosa basal en ayuno.
X3 : CREASANG Creatinina en sangre.
X4 : POTASIOR Electrolito K (orina)
X5 : SODIOR Electrolito Na (orina)
X6 : HDL Colesterol HDL
X7 : LDL Colesterol LDL
X8 : TGD Trigliceridos
X9 : PAS Presion arterial sistolica
X10 : PAD Presion arterial diastolica
X11 : GRSAL24 Consumo diario de sal (gramos)
X12 : GRSDIAFYV Consumo diario de frutas y verduras (gramos)
X13 : ANOSCUR Numero de a~nos cursados
X14 : imc Indice de masa corporal (Peso=Talla
2). Variable de interes del modelo.
6.3.2. Parametros estimados
De acuerdo a lo presentado en la Seccion 3.1.2, y a las redes Bayesianas Gaussianas
recien ajustadas para hombres y mujeres, cuyos DAG se muestran en las Figuras 6.5
y 6.10 respectivamente; a continuacion se introducen los valores estimados de cada
red considerando que la densidad conjunta se puede escribir como el producto de las
siguientes densidades condicionadas:
f(xi j pa(xi))  N
 
i +
i 1X
j=1
ji(xj   j); vi
!
; (6.1)
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donde ji es el coeciente de regresion de Xj en la regresion de Xi condicionada en
sus padres y vi = i   ipa(Xi) 1pa(Xi)Tipa(Xi) es la varianza condicionada de Xi dado
sus padres, con i la varianza de Xi, ipa(Xi) el vector de covarianzas entre Xi y las
variables del conjunto pa(Xi), y pa(Xi) la matriz de covarianzas de los pa(Xi).
La funcion bn.t implementada en el programa bnlearn, permite obtener los valores
estimados de cada red para las densidades condicionadas escritas como:
f(xi j pa(xi))  N
 
Intercepto+
i 1X
j=1
jixj; vi
!
; (6.2)
Luego, es trivial demostrar que se cumple que, de acuerdo a la notacion formulada
en 6.3:
Intercepto = i  
i 1X
j=1
jij
De acuerdo a esta ultima consideracion, a continuacion se determinan los parame-
tros estimados para la red correspondiente a los hombres y luego para la de mujeres.
Parametros estimados RBG para hombres
Se obtienen los siguientes valores estimados para el DAG presentado en la Figura
6.5; esto corresponde a la parte cuantitativa de la red Bayesiana Gaussiana ajustada.
En este caso, de acuerdo al correspondiente DAG, se considera la ordenacion
XH = fX1; X2; X3; X4; X5; X12; X7; X6; X9; X10; X11; X13; X8; X14g
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 =
0BBBBBBBBBBBBBBBBBBBBBBB@
0:00878
0:01093
0:01087
0:01061
0:01061
0:01117
0:01061
0:01098
0:01061
0:01056
0:01353
0:00780
0:01061
0:01059
1CCCCCCCCCCCCCCCCCCCCCCCA
B =
0BBBBBBBBBBBBBBBBBBBB@
0 0:368 0 0 0 0 0:306 0 0:507 0 0  0:467 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0:285 0 0
0 0 0 0 0:349 0 0 0 0 0  0:582 0 0 0
0 0 0 0 0 0 0 0 0 0 0:555 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0:175 0 0
0 0 0 0 0 0 0 0 0 0 0 0 269 0
0 0 0 0 0 0 0 0 0 0 0 0  0:457  0:192
0 0 0 0 0 0 0 0 0 0:769 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0:301
0 0 0 0 0 0 0 0 0 0 0 0 0 0:170
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0:264
0 0 0 0 0 0 0 0 0 0 0 0 0 0
1CCCCCCCCCCCCCCCCCCCCA
D =
0BBBBBBBBBBBBBBBBBBBB@
1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0:859 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0:992 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0:994 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0:876 0 0 0 0 0 0 0 0
0 0 0 0 0 0:990 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0:904 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0:992 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0:741 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0:407 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0:547 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0:690 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0:707 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0:653
1CCCCCCCCCCCCCCCCCCCCA
,
con  vector de medias, D matriz diagonal de varianzas vi y B matriz triangular
superior con los coecientes de regresion ji para Xj padre de Xi.
Considerando que la matriz  se puede calcular como:
 = [(I B) 1]TD(I B) 1
Se obtiene que el vector aleatorio
XH = fX1; X2; X3; X4; X5; X12; X7; X6; X9; X10; X11; X13; X8; X14g es una variable alea-
toria N(;) con parametros,
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 =
0BBBBBBBBBBBBBBBBBBBBBBB@
0:00878
0:01093
0:01087
0:01061
0:01061
0:01117
0:01061
0:01098
0:01061
0:01056
0:01353
0:00780
0:01061
0:01059
1CCCCCCCCCCCCCCCCCCCCCCCA
 =
0BBBBBBBBBBBBBBBBBBBB@
1 0:368 0 0 0 0 0:306 0 0:507 0:389 0  0:467 0:082 0:139
0:368 0:995 0 0 0 0 0:113 0 0:187 0:144 0  0:172 0:030 0:051
0 0 0:992 0 0 0 0 0 0 0 0 0:283 0 0
0 0 0 0:994 0:346 0 0 0 0 0  0:387 0 0  0:066
0 0 0 0:346 0:997 0 0 0 0 0 0:351 0 0 0:059
0 0 0 0 0 0:990 0 0 0 0 0 0:174 0 0
0:306 0:113 0 0 0 0 0:998 0 0:155 0:119 0  0:143 0:269 0:107
0 0 0 0 0 0 0 0:992 0 0 0 0  0:454  0:310
0:507 0:187 0 0 0 0 0:155 0 0:998 0:768 0  0:236 0:042 0:242
0:389 0:143 0 0 0 0 0:119 0 0:768 0:998 0  0:182 0:032 0:309
0 0 0  0:387 0:351 0 0 0 0 0 0:968 0 0 0:164
 0:467  0:172 0:283 0 0 0:174  0:143 0  0:236  0:182 0 1:019  0:038  0:065
0:082 0:030 0 0 0 0 0:269  0:454 0:042 0:032 0  0:038 0:987 0:358
0:139 0:051 0  0:066 0:059 0 0:107  0:310 0:242 0:309 0:164  0:065 0:358 0:928
1CCCCCCCCCCCCCCCCCCCCA
Parametros estimados RBG para mujeres
En este caso, se obtienen los valores estimados para el DAG presentado en la Figura
6.9. De acuerdo a la gura, esta vez se considera la ordenacion
XM = fX1; X2; X4; X11; X5; X6; X7; X8; X10; X9; X3; X12; X13; X14g
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 =
0BBBBBBBBBBBBBBBBBBBBBBB@
0:00819
0:00831
0:00798
0:00799
0:00801
0:00823
0:00801
0:00803
0:00798
0:00801
0:00816
0:00797
0:00229
0:00797
1CCCCCCCCCCCCCCCCCCCCCCCA
B =
0BBBBBBBBBBBBBBBBBBBB@
0 0:439 0 0  0:264 0 0:201 0 0 0:522 0:367 0:258  0:439 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0:235
0 0 0  0:305 0:578 0 0 0 0 0 0 0:188 0 0
0 0 0 0 0:474 0 0 0 0 0 0 0 0 0:199
0 0 0 0 0 0 0 0 0 0  0:169 0 0 0
0 0 0 0 0 0 0  0:364 0 0 0 0 0  0:146
0 0 0 0 0 0 0 0:323 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0:265
0 0 0 0 0 0 0 0 0 0:519 0 0 0 0:154
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
1CCCCCCCCCCCCCCCCCCCCA
D =
0BBBBBBBBBBBBBBBBBBBB@
1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0:809 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1:002 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0:885 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0:508 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0:999 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0:964 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0:789 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1:001 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0:363 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0:799 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0:912 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0:789 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0:681
1CCCCCCCCCCCCCCCCCCCCA
,
con  vector de medias, D matriz diagonal de varianzas vi, B matriz triangular supe-
rior con los coecientes de regresion ji para Xj padre de Xi.
Considerando que la matriz  se puede calcular como:
 = [(I B) 1]TD(I B) 1
Se obtiene que el vector aleatorio
XM = fX1; X2; X4; X11; X5; X6; X7; X8; X10; X9; X3; X12; X13; X14g
es una variable aleatoria N(;) con parametros,
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 =
0BBBBBBBBBBBBBBBBBBBBBBB@
0:00819
0:00831
0:00798
0:00799
0:00801
0:00823
0:00801
0:00803
0:00798
0:00801
0:00816
0:00797
0:00229
0:00797
1CCCCCCCCCCCCCCCCCCCCCCCA
 =
0BBBBBBBBBBBBBBBBBBBB@
1 0:439 0 0  0:264 0 0:201 0:065 0 0:522 0:412 0:258  0:439 0:120
0:439 1:002 0 0  0:116 0 0:088 0:028 0 0:229 0:181 0:113  0:193 0:243
0 0 1:002  0:305 0:434 0 0 0 0 0  0:073 0:188 0  0:061
0 0  0:305 0:979 0:287 0 0 0 0 0  0:048  0:057 0 0:195
 0:264  0:116 0:434 0:287 0:965 0  0:053  0:017 0  0:138  0:259 0:013 0:116 0:025
0 0 0 0 0 0:999 0  0:364 0 0 0 0 0  0:242
0:201 0:088 0 0  0:053 0 1:005 0:324 0 0:105 0:083 0:052  0:088 0:107
0:065 0:028 0 0  0:017  0:364 0:324 1:026 0 0:034 0:027 0:017  0:028 0:332
0 0 0 0 0 0 0 0 1:001 0:519 0 0 0 0:154
0:522 0:229 0 0  0:137 0 0:105 0:034 0:519 0:905 0:215 0:135  0:229 0:143
0:412 0:181  0:073  0:048  0:259 0 0:083 0:027 0 0:215 0:994 0:092  0:181 0:039
0:258 0:113 0:188  0:057 0:013 0 0:052 0:017 0 0:135 0:092 1:014  0:113 0:019
 0:439  0:193 0 014 0:116 0  0:088  0:028 0  0:229  0:181  0:113 0:981  0:053
0:120 0:243  0:061 0:195 0:025  0:242 0:107 0:332 0:154 0:143 0:039 0:019  0:053 0:923
1CCCCCCCCCCCCCCCCCCCCA
Con estos parametros ya estimados, se puede aplicar los procedimientos propuestos
en este trabajo.
Es importante notar que al aplicar la transformacion a la normalidad, las varianzas
y covarianzas de la matriz  son peque~nas porque corresponde a las variables transfor-
madas. Sin embargo, para efecto comparativo de importancia relativa, esto no afecta
al analisis y escaladas de sensibilidad.
6.4. Analisis de sensibilidad
Como ya se dijo, la variable de interes de la red es X14 : IMC. A continuacion se
aplicaran los procedimientos propuestos en 5.3.1 y 5.4.1.
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Analisis de sensibilidad para RBG de los hombres
La entropa diferencial inicial calculada es h(X14) = 1:3817; los valores de entropa,
informacion mutua e informacion mutua normalizada de las variables no evidenciales
con la variable respuesta, se muestran en la Tabla 6.11. Se mantiene el orden original
de las variables para facilitar la comparacion entre hombres y mujeres, aunque no se
corresponde en algunos casos con el orden ancestral de la red correspondiente.
Tabla 6.11: Aplicacion. Paso 2. RBG hombres.
Y i h(Y i) h(X14; Y i) I(X14;Y i) IN(X14;Y i)
X1 : Edad 1.4189 2.7901 0.0105 0.0075
X2 : GluBasal 1.4165 2.7967 0.0014 0.0010
X3 : Creasang 1.4149 2.7966 0 0
X4 : PotasioR 1.4159 2.7953 0.0023 0.0017
X5 : SodioR 1.4174 2.7971 0.0019 0.0014
X6 : HDL 1.4149 2.7413 0.0553 0.0396
X7 : LDL 1.4181 2.7936 0.0062 0.0044
X8 : TGD 1.4124 2.7189 0.0752 0.0538
X9 : PAS 1.4179 2.7668 0.0328 0.0234
X10 : PAD 1.4179 2.7451 0.0545 0.0389
X11 : GrSal24 1.4025 2.7689 0.0153 0.0109
X12 : GrsDiaFyV 1.4139 2.7956 0 0
X13 : AnosCur 1.4287 2.8081 0.0022 0.0016
Analisis de sensibilidad para RBG de las mujeres
La entropa diferencial inicial calculada es h(X14) = 1:379; los valores de entropa,
informacion mutua e informacion mutua normalizada de las variables no evidenciales
con la variable respuesta, se muestran en la Tabla 6.12.
A partir de las Tablas 6.11 y 6.12, se pueden sacar algunas conclusiones respecto a
la importancia relativa de cada variable en las RBG ajustadas para hombres y mujeres.
Sin embargo, con el objetivo de facilitar esta comparacion, en la siguiente Tabla 6.13
se muestra la razon entre la IN de hombres y la IN de mujeres.
A continuacion, se presentan las principales conclusiones que se pueden obtener a
partir de la Tabla 6.13:
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Tabla 6.12: Aplicacion. Paso 2. RBG mujeres.
Y i h(Y i) h(X14; Y i) I(X14;Y i) IN(X14;Y i)
X1 : Edad 1.4189 2.7904 0.0079 0.0056
X2 : GluBasal 1.4202 2.7666 0.0329 0.0236
X3 : Creasang 1.4161 2.7946 0.0008 0.0006
X4 : PotasioR 1.4198 2.7972 0.0020 0.0014
X5 : SodioR 1.4012 2.7802 0.0003 0.0003
X6 : HDL 1.4186 2.7651 0.0328 0.0235
X7 : LDL 1.4213 2.7945 0.0062 0.0044
X8 : TGD 1.4320 2.7497 0.0617 0.0439
X9 : PAS 1.3689 2.7359 0.0123 0.0089
X10 : PAD 1.4195 2.7859 0.0130 0.0093
X11 : GrSal24 1.4082 2.7661 0.0214 0.0154
X12 : GrsDiaFyV 1.4259 2.8051 0.0002 0.0001
X13 : AnosCur 1.4096 2.7874 0.0015 0.0011
Tabla 6.13: Razon de Informacion mutua normalizada hombres vs. mujeres.
Variable INH(X14;Y i) INM(X14;Y i) INH(X14;Y i)=INM(X14;Y i)
X1 : Edad 0.0075 0.0056 1.339
X2 : GluBasal 0.0010 0.0236 0.042
X3 : Creasang 0 0.0006  1
X4 : PotasioR 0.0017 0.0014 1.214
X5 : SodioR 0.0014 0.0003 4.667
X6 : HDL 0.0396 0.0235 1.685
X7 : LDL 0.0044 0.0044 1
X8 : TGD 0.0538 0.0439 1.225
X9 : PAS 0.0234 0.0089 2.629
X10 : PAD 0.0389 0.0093 4.183
X11 : GrSal24 0.0109 0.0154 0.708
X12 : GrsDiaFyV 0 0.0001  1
X13 : AnosCur 0.0016 0.0011 1.454
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En el caso de los hombres, las variables que proporcionan un mayor aporte a la
reduccion de entropa del objetivo IMC son los Trigliceridos (TGD), la Presion
arterial diastolica (PAD) y el Colesterol HDL (HDL).
En las mujeres, las principales variables, en el mismo sentido, son los Trigliceridos
(TGD), la Glucosa basal (GluBasal) y el Colesterol HDL (HDL).
Las variables antes mencionadas, contribuyen mejor a la disminucion de entropa
de IMC en la RBG ajustada para los hombres que en la red ajustada para las
mujeres.
Tanto en los hombres como en las mujeres, las variables Creatinina en sangre
(Creasang) y grs. diarios de consumo de frutas y verduras (GrsDiaFyV), no in-
tervienen en la disminucion de entropa de IMC. De hecho, si se observan las
Figuras 6.5 y 6.10 es posible notar que ambas variables, condicionadas por sus
padres, son independientes de IMC.
La importancia relativa de Glucosa basal (GluBasal) es claramente mayor en las
mujeres que en los hombres, por lo que sera recomendable medir esta variable,
para estos efectos, solo en las mujeres.
Por otro lado, las presiones sistolica (PAS) y diastolica (PAD) son claramente
mas importantes en los hombres, de hecho en las mujeres no contribuyen a la
disminucion de entropa de IMC.
Se debe tener cuidado al observar unndice muy alto, no se debe dejar de mirar en
forma paralela la informacion mutua normalizada que aporta la variable en cada
caso; as, por ejemplo, es claro que la variable Sodio (SodioR) es mas importante
para los hombres que para las mujeres, sin embargo, en ambos casos su aporte es
muy peque~no para ser considerado.
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Captulo 7
Comentarios y futuras lneas de
investigacion
En este trabajo se ha propuesto una metodologa para analizar la evidencia en redes
Bayesianas Gaussianas, basada en la Teora de la Informacion.
La principal motivacion de esta propuesta nacio de la idea de que no todas las
variables de una RBG inuyen de igual manera en la variable de interes. Es importante
recalcar en este contexto, que el objetivo del procedimiento consiste en identicar entre
las variables disponibles, cual o cuales, intervienen mas para disminuir la entropa del
objetivo, entendiendo esto como una disminucion de la incertidumbre.
Con respecto a la Aplicacion presentada en el Captulo 6, esto se puede describir
de la siguiente manera:
Si interesa modelizar el Indice de Masa Corporal, de acuerdo a variables provenien-
tes de tres fuentes distintas: encuesta a los participantes, mediciones biosiologicas y
examenes de laboratorio. Es posible en primer lugar ajustar la red y conocer la estruc-
tura de interaccion entre las variables. Sin embargo, ante la posibilidad de observar
algunas de esas variables en un paciente de interes, >es necsario observarlas todas pa-
ra entender su IMC? o >sera suciente con observar algunas? En ese caso, >cuales?
Claramente, obtener esta informacion para un paciente, tiene un coste asociado, razon
por la cual tiene sentido responder a estas preguntas.
Este trabajo responde a estas cuestiones a partir del procedimiento propuesto, basa-
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do en Teora de la Informacion, que permite priorizar la evidencia para disminuir la
entropa de la variable de interes, en este caso, el IMC. De esta manera, y entendien-
do la disminucion de la entropa como un aumento en la certeza, este procedimiento
permite identicar exactamente no solo que variables aportan mayor informacion al
objetivo, sino ademas, cuales no aportan signicativamente, lo que implica que no hay
razon alguna que justique su medicion.
Una segunda aportacion del trabajo, consiste en la utilizacion de la informacion
mutua normalizada para detectar el valor informativo de cada variable respecto del
objetivo. Esta extension al procedimiento, permite que ademas de priorizar variables
en el sentido ya expuesto, sea posible comparar el aporte de diferentes variables al-
ternativas en una misma red, o variables similares en redes distintas. As, se presenta
un ejemplo en que interesa saber si el reemplazamiento de un nodo en la red tiene un
aporte informativo mayor o menor que el nodo original. En relacion a la aplicacion
hecha a datos reales, su utilizacion permitio realizar el siguiente analisis:
Bajo el supuesto de que las variables consideradas no interactuan de igual manera
en hombres y mujeres al explicar el IMC, se ajustaron dos RBG, una para cada se-
xo. Efectivamente, en los correspondientes DAGs fue posible conrmar esta hipotesis.
Luego, para comparar la aportacion informativa de las diferentes variables sobre la en-
tropa de IMC, se calculo la informacion mutua normalizada. De esta manera, para
cada variable, se pudo comparar su aporte en cada una de las redes. De manera adicio-
nal, se calculo un ndice que corresponde a la razon entre ambas informaciones mutuas
normalizadas, de manera que se ha obtenido una medida de importancia relativa de
cada variable en hombres versus mujeres.
Hasta ahora, en general, los analisis en RBG desarrollados, haban sdo de tipo
teorico. Luego, una aportacion importante de este trabajo fue realizar una aplicacion a
datos reales. Sin embargo, este procedimiento llevo a enfrentar algunos hechos que no
estaban considerados de manera teorica. En primer lugar, la revision del supuesto de
Normalidad. Al trabajar con redes ajustadas bajo el enfoque tradicional, se asume la
Normalidad y se desarrollan los analisis sin problema. En cambio, al considerar una base
de datos real, se hace necesario revisar el cumplimiento del supuesto de Normalidad.
As, en este trabajo se hizo una busqueda de diferentes metodologas, y se aplico un
test de Normalidad Multivariante que permite responder a este supuesto.
Por otro lado, frente al rechazo de la hipotesis de Normalidad, queda planteado
un nuevo problema: como resolver la falta de Normalidad para poder ajustar una Red
Bayesiana Gaussiana. Para responder, se propone considerar para la matriz de datos
la distribucion Nonparanormal, que a traves de una transformacion semiparametrica,
permite obtener una matriz de datos que cumple el supuesto de Normalidad. Este he-
cho toma gran importancia ante la posibilidad de utilizar las redes Bayesianas como
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una verdadera herramienta de modelado de la realidad, ya que es muy frecuente que
datos reales no sigan una distribucion Normal Multivariante.
Respecto a futuras lneas de investigacion, esta es un area en que queda mucho por
desarrollar, sobre todo frente a un escenario de tratamiento de datos reales.
Una lnea de investigacion interesante, es extender estos resultados a redes Baye-
sianas con distribucion MEP (Multivariate Power Exponential). Como ya se menciono,
la falta de Normalidad es un problema habitual en datos reales, por lo que considerar
una distribucion MEP podra relajar algunos supuestos en la distribucion y hacerlo mas
viable. Sin embargo, esto requiere no solo rehacer los calculos para el analsis de sensibi-
lidad a la evidencia, sino sobre todo, abrir una amplia lnea de investigacion respecto a
la revision del supuesto de distribucion MEP y su reparacion en caso de salir rechazado.
La distribucion de Nonparanormal propuesta en este trabajo para reparar la falta
de Normalidad, fue introducida por los autores en un escenario de datos de alta di-
mension (high dimensional data), es decir, para un numero de variables muy grande en
relacion a la cantidad de datos. La Aplicacion de este trabajo, no se corresponde con
ese escenario, por lo que es una lnea de investigacion interesante conocer las propiedas
y comportamiento de la metodologa propuesta en estas situaciones.
Por ultimo, la principal lnea de interes a desarrollar en el futuro se reere al tipo de
Redes ajustadas. Cuando interesa modelar situaciones reales, lo mas cercano a dicha
realidad es considerar que se presentaran escenarios donde interactuan tanto variables
continuas como discretas. En este sentido, es muy interesante no solo tener un buen
entrenamiento en ajuste de redes mixtas, sino tambien, es importante ver si todos los
procedimientos propuestos en este trabajo son aplicables a este tipo de redes.
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