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Abstract—In this paper, we investigate the problem of coordi-
nated path following for fixed-wing UAVs with speed constraints
in 2D plane. The objective is to steer a fleet of UAVs along
the path(s) while achieving the desired sequenced inter-UAV arc
distance. In contrast to the previous coordinated path following
studies, we are able through our proposed hybrid control law to
deal with the forward speed and the angular speed constraints of
fixed-wing UAVs. More specifically, the hybrid control law makes
all the UAVs work at two different levels: those UAVs whose path
following errors are within an invariant set (i.e., the designed
coordination set) work at the coordination level; and the other
UAVs work at the single-agent level. At the coordination level, we
prove that even with speed constraints, the proposed control law
can make sure the path following errors reduce to zero, while the
desired arc distances converge to the desired value. At the single-
agent level, the convergence analysis for the path following error
entering the coordination set is provided. We develop a hardware-
in-the-loop simulation testbed of the multi-UAV system by using
actual autopilots and the X-Plane simulator. The effectiveness of
the proposed approach is corroborated with both MATLAB and
the testbed.
Index Terms—Coordinated path following, hybrid control,
speed constraints, multi-UAV systems.
I. INTRODUCTION
A. Motivation
Coordinated path following control of multiple fixed-wing
unmanned aerial vehicles (UAVs) has attracted significant
attention in recent years, due to its increasing demands in civil
and military uses [1]. It studies how to steer a group of fixed-
wing UAVs moving along given/planned paths while forming
a desired formation pattern based on local interactions.
Different from multirotor UAVs or ground vehicles, a fixed-
wing UAV cannot move backwards and is actually constrained
by a minimum forward speed which generates sufficiently
large lift to support the UAV in flight. It should be noted that
with the minimum forward speed constraint, the coordinated
path following control behaves very differently:
• During path following, the maximum angular speed is not
negligible any more, since it combined with the minimum
forward speed determines the minimum turning radius.
As a result, one UAV can only follow the class of paths
(curves) with limited curvature, which is determined by
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the minimum forward speed and the maximum angular
speed; while the existing studies in the coordinated path
following control problems did not take the speed-related
curvature into account.
• During the formation pattern forming process, one UAV
cannot completely stop or become unacceptably slow to
wait for another UAV. Consequently, some coordinating
UAVs can quit the group formation, if the minimum
forward speed and the maximum angular speed are not
properly considered when designing the control law.1
Therefore, the coordinated path following control of fixed-
wing UAVs is very different from that without minimum
forward speed and maximum angular speed constraints in
the literature, and cannot be solved by the existing methods
(e.g., [2]). It is necessary to design an efficient control law
to solve the coordinated path following control problem for
fixed-wing UAVs.
B. Related Work
The coordinated path following control problem consists
of two core components: path following and multi-vehicle
coordination.
Path following problem has a long history dating back to the
end of last century [3]. For fixed-wing UAV path following,
some early work mainly focused on the straight line following
and circle following [4]–[7], and a comparison of existing
methods dealing with these two kinds of path following
problem can be found in [8]. In recent years, general curved
path following problem has received increasing attention, and
typical approaches are largely based on proportional-integral-
derivative (PID) controller [9], vector field method [10], [11],
sliding mode controller [12], backstepping controller [13],
adaptive controller [14], nested saturation and control Lya-
punov function based method [15], etc.
In terms of the multi-vehicle coordination, typical methods
include leader-follower approach [16]–[18], virtual structure
approach [19]–[21], behavior-based approach [22], [23]. We
recommend the surveys in [1], [24], [25] to readers who are
interested in the existing coordinated control results. Some
methods have been validated by the formation flight of fixed-
wing UAVs: in [26], a vision-aided close formation flight of
two UAVs was conducted based on leader-follower control; the
work in [27] considered several formation design approaches,
and performed field experiments of two UAVs with a combined
1We have proved that the conventional coordinated path following control
laws in [2] cannot solve the coordinated path following control problem for
fixed-wing UAVs if the constraints are not properly considered.
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2controller; as a big advance in terms of the scale, autonomous
flight of 50 fixed-wing platforms was presented in [28], but
details of their control law were not provided.
To combine the path following controller with the co-
ordinated control architecture is the key factor to achieve
coordinated path following. There have been a large number of
studies dealing with the coordinated path following control of
multirotor UAVs [16], [29], [30] and ground vehicles [20],
[31]. However, most of these results cannot be applied to
fixed-wing UAVs, since they are constrained by the minimum
forward speed, which is a hard constraint in this kind of vehi-
cles for certain missions. Note that the speed constraints have
been partially considered in the coordinated path following
problems for fixed-wing UAVs: in [32], a centralized strategy
was investigated for a group of fixed-wing UAVs to follow
closed intersecting curves, where the coordination refers to the
collision avoidance among the UAVs; in [33], a time-critical
coordinated path following control problem was studied, and
the proposed algorithm can steer a fleet of fixed-wing UAVs
along given paths while arriving at their own final destinations
at the same time; the cooperative moving path following prob-
lem was introduced in [34], with sufficient conditions derived
under which the closed-loop system is asymptotically stable.
Nevertheless, in these studies, the forward speed constraints
and the angular speed constraints are not considered as a
whole.
C. Our Contributions
In this work, we focus on the coordinated path following
control problem for a group of fixed-wing UAVs. To solve this
problem, we propose a novel distributed hybrid control law by
extending the hybrid controller provided in [2]. It should be
noted that most of the existing work use Lyapunov analysis to
conclude the stability of the hybrid systems [35]. However, in
this paper, the stability of the overall system is concluded by
employing the similar technique with [2], which can provide a
complete dynamical analysis of the overall systems. The main
contributions of this paper are listed as follows:
• We propose a hybrid control framework based on an in-
variant set, the coordination set, to solve the coordinated
path following problem of fixed-wing UAVs. Different
from the existing results, the coordination set is designed
to guarantee the convergence of the path following error
and coordination error while satisfying both the forward
speed constraints and the angular speed constraints.
• We propose a coordinated path following control law
inside the coordination set, and theoretically prove that
even with the speed constraints of fixed-wing UAVs, the
proposed control law can make the path following errors
reduce to zero, while the desired arc distances converge
to the desired value.
• We propose a single-agent level control law outside the
coordination set by using optimal control, and the con-
vergence analysis for the UAVs entering the coordination
set is provided.
• We develop a hardware-in-the-loop simulation testbed of
the multi-UAV system by using actual autopilots and the
X-Plane simulator, and validate the proposed coordinated
path following approach with the testbed.
D. Paper Organization
The paper is organized as follows. Section II presents the
system model as well as the problem description, and analyzes
the difficulty from speed constraints. Then, in the next two
sections, we present our control law to tackle the coordinated
path following problem with speed constraints: at coordination
level when the path following error is within a coordination
set (see Section III); and at single-agent level when it is
outside this coordination set (see Section IV). In Section V
we show the simulation results, including the simulation with
MATLAB and the hardware-in-the-loop simulation with the X-
Plane simulator; and finally the concluding remarks are given
in Section VI.
E. Notation
A curve is said to be Ck-smooth, if it admits an analytic
expression Γ(x, y), whose kth derivative exists and is contin-
uous. The curvature of a path at any point p on the curve is
denoted as κ(p). T(p) denotes the unit tangent vector of the
curve at point p, and the curvature of the curve at point p is
defined as κ(p) = dT(p)/ds, where s is the natural parameter
of the curve representing the length of the curve.
II. COORDINATED PATH FOLLOWING PROBLEM FOR
FIXED-WING UAVS
In this section, we formulate the 2D coordinated path
following problem for a group of n homogeneous fixed-wing
UAVs. The aim is to design a control law such that each UAV
follows a predefined curved path while the sequenced inter-
UAV arc distances converge to the desired constant.
A. System Model and Problem Description
Consider a group of fixed-wing UAVs flying at the same
altitude. Then, the state of the ith UAV can be represented by
the configuration vector qi = (xi, yi, θi)T ∈ R2 × [−pi, pi),
where (xi, yi) is the ith UAV’s position defined in an inertia
coordinate frame W , and θi is the orientation of the ith UAV
with respect to the x-axis of W . The kinematic model of the
ith UAV with pure rolling and non-slipping is given as
q˙i =
x˙iy˙i
θ˙i
 =
cos θi 0sin θi 0
0 1
[vi
ωi
]
, (1)
where control inputs vi and ωi stand for the forward speed
and angular speed of the ith UAV, respectively.
For fixed-wing UAVs, the speed constraints must be con-
sidered in (1). On the one hand, the forward speed of a UAV
is constrained with saturation and dead zone, i.e., each fixed-
wing UAV has the maximum and minimum forward speed
constraints. On the other hand, the angular speed is also
constrained with saturation. Mathematically, for the ith UAV,
the speed constraints are:{
0 < vmin ≤ vi ≤ vmax,
|ωi| ≤ ωmax,
(2)
3where vmin and vmax are the minimum and maximum for-
ward speeds, while ωmax is the maximum angular speed. We
consider all the UAVs follow a directed curved path Γ ∈ C2.
Assumption 1: Γ is globally known to each UAV, and the
absolute value of the curvature of Γ at any point p is less than
a constant κ0, i.e., |κ(p)| < κ0.
We note that due to the constraints on the forward and
angular speeds, κ0 must be not larger than ωmax/vmin. This
implies each UAV has a minimum turning radius (numerically
equals vmin/ωmax) when following a path. We use T(p) to
denote the tangent vector of the path Γ at point p. The point
p = (px, py)
T on the path is said to be a projection of the
ith UAV, if the vector t = (xi − px, yi − py)T is orthogonal
to T(p). We define φi = (ρi, ψi) as the path following error
of the ith UAV with respect to the path Γ (see Fig. 1), where
ρi ∈ R is the distance from the ith UAV to its closest projection
pi on Γ with a sign: ρi > 0 when the ith UAV is on the left
side of Γ in the direction of the path, and ρi < 0 when it is
on the other side. For example, in Fig. 1, we have ρi < 0 for
the ith UAV, and ρj > 0 for the jth UAV. ψi is the heading of
the ith UAV with respect to T(pi) at its projection pi. In this
way, ρi can be seen as the location difference of the ith UAV
with respect to the path Γ; and ψi ∈ [−pi, pi) is the orientation
difference between the heading of the ith UAV and T(pi).
Remark 1: If |ρi| < R0, where R0 = 1κ0 , the closest
projection pi is unique [3].
The dynamics (1) thus can be rewritten in the form of φ˙i =
f(φi) with the speed constraints represented by (2):{
ρ˙i = vi sinψi,
ψ˙i = ωi − κ(pi)vi cosψi1−κ(pi)ρi ,
i = 1, ..., n. (3)
UAV i asymptotically follows the path Γ if and only if φi → 0.

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Fig. 1. Path Γ with a direction. Points pi and pj are the projections of the
ith and the jth UAVs, respectively. φi = (ρi, ψi) is the path following error
of the ith UAV, and arc distance lij is the length along the path from pi to
pj . In this case, the jth UAV is the pre-neighbor of the ith UAV.
In our coordinated path following problem, it not only
requires all the UAVs move along the path Γ, but also
guarantees the distance between any two adjacent UAVs is a
desired constant, say L, in the sense of arc length. To describe
adjacent UAVs, we introduce the definition of pre-neighbor as
follows.
Definition 1: The jth UAV is the ith UAV’s pre-neighbor if
i) |ρi| < R0, |ρj | < R0;
ii) The projection point pj of the jth UAV on the path Γ is
in front of the ith UAV’s projection point pi (see Fig. 1),
without any other UAV’s projection in the middle.
The two conditions in Definition 1 imply that: (i) the pre-
neighbor definition only works for the UAVs close enough to
the path Γ (i.e., with |ρi| < R0); and (ii) each UAV can at
most have one pre-neighbor.
Remark 2: When there are two or more UAVs with the same
projection point on Γ, we define the pre-neighbor in ascending
order with respect to the UAVs’ labels to avoid ambiguity.
Since the desired inter-UAV arc distance is between adjacent
UAVs, the ith UAV just needs to focus on the arc distance lij
to its pre-neighbor. To simplify the description, we denote the
arc distance between the ith UAV and its pre-neighbor as ζi.
The coordination error for the ith UAV is thus L− ζi.
Now we can formally define the coordinated path following
problem for fixed-wing UAVs as follows.
Problem 1 (Coordinated Path Following): Given n fixed-
wing UAVs, each is modeled as (1) with speed constraints
represented by (2), design control law such that φi → 0, and
L− ζi → 0, i = 1, . . . , n,
B. The Challenge from Speed Constraints
When ignoring the speed constraints, we can extract a set
S as S = {(ρ, ψ) : ρ ∈ [−R0, R0], ψ ∈ [−pi, pi)}, which is
illustrated in Fig. 2, as defined in [2], where S is partitioned
into two parts S1 and S2. S1 is the coordination set, defined
as S1 := {(ρ, ψ) ∈ S : |ρ| ≤ R0, |ψ| ≤ a, |aρ + R0ψ| ≤
aR0}, and S2 := S \ S1. Parameter a satisfies 0 < a <
min{(pi/2), R0}. It has been proved that, by applying an

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Fig. 2. Set S with its two partitioned subsets S1 and S2 in [2].
appropriate hybrid control law, the path following error φi of
the ith UAV, whose dynamics are represented by (3) without
constraints represented by (2), converges to 0. To be more
specific, if φi is in S2 initially, then it cannot leave S and
will enter S1 in a finite time, and finally converge to 0, with
the arc distance ζi approaching L as t→∞. In this process,
when φi(t) ∈ S2, the ith UAV only works at single-agent
level (i.e., without any coordination), and the coordination
algorithm gets to work only after φi gets into the coordination
set. Unfortunately, when considering the speed constraints
represented by (2), the above results cannot be guaranteed.
Remark 3: We can always characterize a small region Se,
such that when φi(t0) ∈ Se, given any control input (vi, ωi) ∈
[vmin, vmax]× [−ωmax, ωmax], there exists a time t1 > t0 such
that φi(t1) /∈ S. Without loss of generality, we assume the
UAVs follow a path with the curvature κ(pi) ∈ (−κ0, 0]. We
define Se = {φi ∈ S : vmin(ψi−0) sin 0ωmax + ρi − R0 > 0, ρi ∈
[0, R0], ψi ∈ [0, pi/2]}, where 0 < 0 < pi/2. We note that
Se is not an empty set, otherwise, vmin(ψi−0) sin 0ωmax + ρi −
R0 ≤ 0 should hold for all ρi ∈ [0, R0] and ψi ∈ [0, pi/2],
which can be verified to be impossible by taking ρi = R0
and ψi = pi/2. According to (3), when ψi ∈ [0, pi/2], ψ˙i =
ωi− κ(pi)vi cosψi1−κ(pi)ρi ≥ −ωmax. Suppose t∗ is the minimum time
4it takes to satisfy ψi ≤ 0, then t∗ ≥ ψi(t0)−0ωmax . When t ∈
[t0, t0+t
∗], we have ρ˙i = vi sinψi ≥ vmin sin 0 > 0, and thus
ρ˙i · ψi(t0)−0ωmax ≥
vmin(ψi(t0)−0) sin 0
ωmax
> R0 − ρi(t0), meaning
φi will leave S before t0+t∗. Therefore, it is impossible to use
the results in [2] to solve the speed constrained coordinated
path following problem defined in Problem 1, since not all the
points in S can be guaranteed always within S even under any
possible control input.
To solve Problem 1, we have to further partition set S
to specify the invariant subsets and design the control laws
accordingly. To be more specific, we define a new coordination
set and propose the corresponding control law in Section III;
and for the points outside the coordination set, we design a
single-agent level control law in Section IV.
Before we proceed, the following lemma is necessary
throughout the paper.
Lemma 1 (Pages 61-62 of [36]): Consider a simple closed
contour defined by g(x) = 0, with g(x) < 0 enclosed by the
contour, where g(x) is a continuously differentiable function.
The vector field f(x) at a point x on the coutour points inward
if the inner product of f(x) and the gradient vector 5g(x) is
negative, i.e., f(x) · 5g(x) < 0; and the vector field points
outward if f(x) · 5g(x) > 0; and it is tangent to the contour
if f(x) ·5g(x) = 0. The trajectory can leave the set enclosed
by the contour, only if the vector field points outward at some
point on its boundary, i.e., ∃ x such that g(x) = 0 and f(x) ·
5g(x) > 0.
III. COORDINATED CONTROL LAW IN COORDINATION SET
In this section, we discuss how to control the UAVs,
whose path following errors are within a given set (called
the coordination set S1), to move along the path Γ in a
coordination manner.
We formulate the coordination set as S1 = {(ρ, ψ) : |ρ| ≤
R1, |ψ| ≤ a, |aρ + R1ψ| ≤ aR1}, where R1 < R0. Since
κ0 =
1
R0
, we have κ0R1 < 1. We note that this newly defined
coordination set is relatively smaller compared to that without
considering the speed constraints (see Fig. 2). With speed
constraints, parameters a and R1 should be properly selected.
Thus, we first illustrate the parameter selection (Section III-A)
before designing the control law (Section III-B).
A. Parameter Selection of S1
The selection of parameters in S1 follows two basic princi-
ples, which are illustrated one by one as follows.
1) The First Principle: We need to guarantee the existence
of a proper control law making S1 an invariant set (see [36],
page 127), i.e., if the initial path following error φi(t0) ∈ S1
at time t0, then φi(t) ∈ S1 for any t > t0. In that way, for
each φi(t0) /∈ S1, we only need to design the control law to
guarantee φi(t) entering S1.
Remark 4: Denote the set ∂S1, as the intersection of S1 with
the following set: {(ρ, ψ) : |ψ| = a} ∪ {(ρ, ψ) : |aρ+R1ψ| =
aR1}. It can be seen that ∂S1 is a subset of the boundary
of S1. According to Lemma 1, the first principle to guarantee
φi(t) will not leave S1 is equivalent to guarantee φi(t) will
never get across |aρ + R1ψ| = aR1 in the first and the third
quadrants, and |ψ| = a in the second and fourth quadrants.
Since vi > 0, it is certain that φi(t) will never leave S1 from
|ρ| = R1 in the second and the fourth quadrants, and that is
why we do not include set {(ρ, ψ) : |ρ| = R1} in ∂S1.
Then, we have the following lemma:
Lemma 2: A sufficient condition under the first principle is
that, for any φi ∈ ∂S1, there exist vi and ωi satisfying (2),
such that one of the four conditions [i.e., one of the four
inequalities (4)-(7)] holds:{
vi(a sinψi −R1 κ(pi) cosψi1−κ(pi)ρi ) +R1ωi +R1α ≤ 0,
ρi ≥ 0, ψi ≥ 0;
(4)
{
ωi − κ(pi)vi cosψi1−κ(pi)ρi + α ≤ 0,
ρi < 0, ψi > 0;
(5)
{
vi(a sinψi −R1 κ(pi) cosψi1−κ(pi)ρi ) +R1ωi −R1α ≥ 0,
ρi ≤ 0, ψi ≤ 0;
(6)
{
ωi − κ(pi)vi cosψi1−κ(pi)ρi − α ≥ 0,
ρi > 0, ψi < 0;
(7)
where α is a small positive number.
Lemma 2 can be easily derived by using Lemma 1.
With Lemma 2, we can get an important inequality for the
parameter selection, given in the following lemma.
Lemma 3: If there exists vm ∈ (vmin, vmax] making (8)
and (9) hold, then for any φi ∈ ∂S1, there exist vi and ωi
satisfying (2), such that one of the four inequalities (4)-(7)
holds. √
(
a
R1
)2 + κ20 +
α
vm
≤ ωmax
vm
, (8)
κ0
1− κ0R1 +
α
vm
≤ ωmax
vm
. (9)
Proof: See Appendix A.
2) The Second Principle: We need to guarantee the ex-
istence of a proper control law, which ensures the sequence
of the UAVs along the path to be fixed, once all the UAVs
enter S1. More specifically, if UAV i and its pre-neighbor
UAV j satisfy φi(t0), φj(t0) ∈ S1 at time t0, then there will
be no any other kth UAV (k 6= i, k 6= j) turning to be the
pre-neighbor of the ith UAV from then on. Mathematically, if
φi(t0) ∈ S1, ∀ i = 1, . . . , n, then ζi(t) > 0, ∀ t > t0.2
Lemma 4: The second principle holds if
1
1− κ0R1 vmin + c ≤
cos a
1 + κ0R1
vm, (10)
where c > 0.
Proof: See Appendix B.
Besides inequalities (8)-(10) (deduced from Lemma 3 and
Lemma 4, respectively), there are some additional constraints
for parameters: 
0 < a < pi/2,
0 < R1 < R0,
vmin < vm ≤ vmax,
(11)
2 We note that when ζi(t) is reduced to zero, it means the ith UAV is being
overtaken by another UAV, or is overtaking another UAV at time t.
5where vmin, vmax and ωmax are determined by the dynamics
of the UAVs; κ0 is determined by the path for the UAVs to
follow; c is chosen by the designers. Then, there are three
parameters in (11) left unknown, namely, a, R1 and vm. The
selection of a, R1 and vm can be regarded as an optimization
problem. Its objective is to make S1 as large as possible,
since a larger S1 contains more path following errors, which
means more situations can be directly3 dealt with our proposed
coordination control law in Section III-B. This optimization
problem is described by
maximize aR1 (12)
s.t. inequalities (8)-(11) hold.
If constraints (8)-(11) are satisfied (see Lemma 5), we can
guarantee the existence of proper control law satisfying the
aforementioned two principles. By solving the optimization
problem (12), we can select the optimized parameters a and R1
to design S1, and we can also obtain vm, which is an important
parameter in the control law proposed in Section III-B.
Lemma 5: A sufficient condition to guarantee the existence
of feasible solutions of (12) is{
κ0 ≤ ωmaxvmax ,
vmin + c ≤ vmax.
(13)
Remark 5: Lemma 5 can be verified easily. From it, we
can get one guideline to choose the user-determined value of
parameter c in (12) as c ≤ vmax − vmin.
It is obvious from (10) that the smaller c is, the larger
the coordination set will become, since we will get a larger
feasible region in (12). However, in terms of the control law
designs, c is not the smaller the better, because c is also
correlated to the convergence rate (more details are given in
Section III-B), and a trade-off should be made between the
coordination set’s size and the convergence rate.
Above completes the parameter selection process for co-
ordination set S1. With the parameter selection, we cannot
only guarantee the existence of the control law satisfying the
proposed two principles, but also design a proper coordination
set S1. Next, we will design the control law, and show the
importance of the two principles to the convergence of the path
following error and the sequenced inter-UAV arc distance.
B. Control Law in S1
Now, we propose the coordinated path following control
law in S1, which is included in Algorithm 1. We assume
ρi, ψi and κ(pi) can be calculated by the UAV itself, since
the path is globally available to the UAV. Besides, ζi can be
measured by the UAV itself or through communication with
its pre-neighbor, and thus the multi-UAV coordination can
be achieved through sensing or communication. When the ith
UAV does not have a pre-neighbor, we artificially set ζi = L,
i.e., the coordination error L− ζi is set to be zero.
3We note that if a path following error is outside S1, we have to make it
enter S1, before the coordination control law in Section III-B is applied.
Algorithm 1 Coordinated Path Following Control Law in S1
Input: ρi, ψi, κ(pi), ζi
Output: vi, ωi
1: procedure COORDCONTROL(ρi, ψi, κ(pi), ζi)
2: Set the forward speed as
vi = Sat
(1− κ(pi)ρi
cosψi
χ(ζi), vmin, vmax
)
;
3: Set the angular speed as
ωi = Sat(ωd,−ωmax, ωmax),
where
ωd = vi
[
−k1ϑi
k2
+
κ(pi) cosψi
1− κ(pi)ρi
]
− α · sign(ϑi),
and k1 > 0, k2, k3 ≥ 1 and a ≤ R1k1 < ak2;
4: vi ←RESETVALUE(vi, ωi, ρi, ψi, κ(pi), ζi)
5: return vi, ωi
6: end procedure
7: procedure RESETVALUE(vi, ωi, ρi, ψi, κ(pi), ζi)
8: if φi ∈ S11 and inequality (4) does not hold then
9: vi = −
[
a sinψi −R1 κ(pi) cosψi1−κ(pi)ρi
]−1
R1(ωi + α)
10: end if
11: if φi ∈ S21 and inequality (5) does not hold then
12: vi =
1−κ(pi)ρi
κ(pi) cosψi
(ωi + α)
13: end if
14: if φi ∈ S31 and inequality (6) does not hold then
15: vi = −
[
a sinψi −R1 κ(pi) cosψi1−κ(pi)ρi
]−1
R1(ωi − α)
16: end if
17: if φi ∈ S41 and inequality (7) does not hold then
18: vi =
1−κ(pi)ρi
κ(pi) cosψi
(ωi − α)
19: end if
20: if φi ∈ S51 and ωi − κ(pi)vi cosψi1−κ(pi)ρi − α < 0 then
21: vi =
1−κ(pi)ρi
κ(pi) cosψi
(ωi − α)
22: end if
23: if φi ∈ S61 and ωi − κ(pi)vi cosψi1−κ(pi)ρi + α > 0 then
24: vi =
1−κ(pi)ρi
κ(pi) cosψi
(ωi + α)
25: end if
26: return vi
27: end procedure
Before illustrating our control algorithm, we introduce a
continuous function χ(ζi), which is used in Line 2 with the
following properties:
i) χ(ζi) = 11−κ0R1 vmin, when ζi ∈ [0, L − δ1), where 0 <
δ1 < L;
ii) χ(L) = λ1−κ0R1 vmin +
(1−λ) cos a
1+κ0R1
vm, where 0 < λ < 1;
iii) χ(ζi) is non-decreasing when ζi ∈ [0,∞), and is strictly
increasing in [L− δ2, L+ δ2], where 0 < δ2 ≤ δ1.
We also use a saturation function Sat(·) in Lines 2 and 3,
which is defined as follows (suppose a < b): Sat(x, a, b) = a
if x ≤ a, Sat(x, a, b) = x if a < x ≤ b, and Sat(x, a, b) = b
if x > b.
The main procedure of the coordinated path following algo-
rithm in S1, COORDCONTROL, can be described as follows:
in Line 2, we set the value of vi ∈ [vmin, vmax] based on
the coordination error. We calculate ωi ∈ [−ωmax, ωmax] in
Line 3, which is a function of vi derived in Line 2. After
calculating vi and ωi, we check whether some properties
(see procedure RESETVALUE) hold with the derived vi and
ωi, and if not, we will recalculate vi again. The checking-
recalculating process is depicted by procedure RESETVALUE.
6In this procedure, we divide S1 into six subsets, and reset the
value of vi by using different rules for different subsets.
Let ϑi = k1ρi + k2ψi + k3 sinψi, then ϑi = 0 is a nearly-
straight curve passing through the origin, ϑi > 0 is on the
upper-right side of the curve, and ϑi < 0 on its lower-left
side. ϑi = 0 together with ρ-axis and ψ-axis divides S1 into
six subsets as shown in Fig. 3, which are defined as follows:
S11 = {φi ∈ S1 : ρi > 0, ψi ≥ 0, ϑi > 0};
S21 = {φi ∈ S1 : ρi ≤ 0, ψi ≥ 0, ϑi ≥ 0};
S31 = {φi ∈ S1 : ρi < 0, ψi ≤ 0, ϑi < 0};
S41 = {φi ∈ S1 : ρi ≥ 0, ψi ≤ 0, ϑi ≤ 0};
S51 = {φi ∈ S1 : ρi < 0, ψi > 0, ϑi < 0};
S61 = {φi ∈ S1 : ρi > 0, ψi < 0, ϑi > 0}.
We note that according to the above partition, the origin is
contained both in S21 and in S41 .
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Fig. 3. Six subsets of S1 divided by ϑi = 0, ρ-axis, and ψ-axis.
In RESETVALUE, we check whether one of the four in-
equalities (4)-(7) holds when φi ∈ S11 ∪ S21 ∪ S31 ∪ S41 . If not,
we will recalculate vi. It is easy to find that, the recalculated
vi can finally make one of the inequalities (4)-(7) hold when
φi ∈ S11 ∪ S21 ∪ S31 ∪ S41 . We also note that there is no need
to check inequalities (4)-(7) when φi ∈ S51 ∪S61 , since φi will
not leave S1 from |ρi| = R1 (see Remark 4). But we will
make sure ψ˙i ≥ 0 when φi ∈ S51 , and ψ˙i ≤ 0 when φi ∈ S61 .
There is an important property of procedure RESETVALUE.
Lemma 6: If vi is changed in RESETVALUE, denote vi1
as the forward speed calculated in Line 2, and vi is the final
returned value from RESETVALUE, then vm ≤ vi < vi1.
Proof: See Appendix C.
According to the definition of function Sat(·), we have
vi1 ≤ vmax. Therefore, Lemma 6 implies that, control inputs
vi and ωi calculated by Algorithm 1 satisfy (2).
We now show that the first principle is guaranteed by using
Algorithm 1, which means S1 is made an invariant set.
Theorem 1 (Validation for the First Principle): According
to Algorithm 1, vi and ωi make S1 an invariant set, i.e., if
φi(t0) ∈ S1, then φi(t) ∈ S1, ∀ t > t0.
Proof: It is easy to check that procedure RESETVALUE
can guarantee one of the four inequalities (4)-(7) hold when
φi ∈ S11 ∪ S21 ∪ S31 ∪ S41 . According to the definition of these
sets, ∂S1 ( S11∪S21∪S31∪S41 . With Lemma 2, we can conclude
that S1 is an invariant set.
Remark 6: We get the following results with Algorithm 1.
i) If ϑi > 0, then ψ˙i ≤ −α; if ϑi < 0, then ψ˙i ≥ α.
ii) If φi ∈ S11 ∪ S31 , and ψi 6= 0, then ψ˙iρ˙i ≤ − aR1 .
In terms of the second principle proposed in Section III-A,
Theorem 2 illustrates that Algorithm 1 guarantees the sequence
of UAVs becoming fixed, once all the UAVs enter S1.
Theorem 2 (Validation for the Second Principle): Suppose
φi(t0) ∈ S1, ∀ i = 1, . . . , n. By executing Algorithm 1, if
ζi(t0) > 0, then ζi(t) > 0 holds, ∀ t ≥ t0.
Proof: Firstly, each UAV’s speed along the path vri is
not smaller than χ(0) with Algorithm 1. This is obvious
if the value of vi is not changed in RESETVALUE by us-
ing the definition of χ(·). If the value of vi is changed
in RESETVALUE, according to Lemma 6, vi ≥ vm, then
vri ≥ vm cos a1+κ0R1 > χ(0).
Now let the jth UAV be the pre-neighbor of the i-th UAV,
then ζ˙i = vrj − vri . Suppose initially 0 < ζi(t0) ≤ L− δ1, and
thus vri = χ(0). Using similar analyses with Lemma 4, it can
be concluded that ζi(t) > 0, ∀ t ≥ t0.
Now we show the importance of the two principles to the
convergence of the path following error and sequenced inter-
UAV arc distance in S1. In terms of the path following error,
we have the following theorem stating that all the UAVs will
finally move on the desired path if they are all in S1 initially.
Theorem 3 (Convergence of Path Following Error): By
executing Algorithm 1, if φi(t0) ∈ S1, then lim
t→∞φi(t) = 0.
Proof: Firstly, recall i) in Remark 6, ψ˙i ≤ −α < 0 when
ϑi > 0; and ψ˙i ≥ α > 0 when ϑi < 0. We note that S1 is an
invariant set according to Theorem 1, and |ψi| ≤ a when φi ∈
S1. Therefore, for any φi(0) ∈ S1, there exists a finite time
t0 ≤ 2aα , such that ϑi(t0) = 0. Secondly, by i) in Remark 6,
we can show that for any φi(t0) ∈ {(ρi, ψi) : ϑi = 0}, φi
will not go to S51 or S61 directly, since ϑiϑ˙i = ϑi(k1ρ˙i +
k2ψ˙i+k3ψ˙i cosψi) < 0 when φi ∈ S51 ∪S61 . Thus if φi(t0) ∈
{(ρi, ψi) : ϑi = 0}, the possibilities for the movement of φi
after t0 can be partitioned into the following three cases.
Case 1: φi(t) ∈ {(ρi, ψi) : ϑi = 0} holds for any t ≥ t0.
Since ϑi = k1ρi + k2ψi + k3 sinψi, it can be rewritten as
ϑi = k1ρi+k2 arcsin
ρ˙i
vi
+k3
ρ˙i
vi
. Denote h(x) = k2 arcsin xvi +
k3
x
vi
, x ∈ [−vi sin a, vi sin a]. Obviously, h(x) is an odd func-
tion, and its inverse function h−1(x) exists. Thus if ϑi(t) ≡ 0
holds for all t ≥ t0, then ρ˙i = −h−1(k1ρi). Since h(x) is
a Lipschitz function, there exists a positive constant c1 such
that |h(x)| ≤ |c1x|. Then |ρi(t)| ≤ |ρi(t0)| exp[−k1c1 (t− t0)],
meaning ρi(t) → 0 as t → ∞. Moreover, ψi(t) → 0 since
ϑi(t) = k1ρi + k2ψi + k3 sinψi ≡ 0 holds for all t ≥ t0.
Case 2: φi(t) /∈ {(ρi, ψi) : ϑi = 0} for some t > t0,
but φi(t) ∈ S21 ∪ S41 , ∀t > t0. In this case, since ψ˙i ≥ α
if φi ∈ S41 \ {(ρi, ψi) : ϑi = 0}, and ψ˙i ≤ −α if φi ∈
S21 \ {(ρi, ψi) : ϑi = 0}. Therefore, |ψi| is non-increasing
when φi(t) /∈ {(ρi, ψi) : ϑi = 0}, and the total time duration
that φi(t0) /∈ {(ρi, ψi) : ϑi = 0} is finite, which is no more
than aα . Besides, |ρi| is also non-increasing when φi(t) /∈{(ρi, ψi) : ϑi = 0}, and by combining the convergence results
in Case 1, we get |ρi(t)| ≤ |ρi(t0)| exp[−k1c1 (t− t0− aα )], and
thus lim
t→∞ ρi(t) = 0. Since |ψi| is non-increasing and bounded,
then lim
t→∞ |ψi| exists. Note that the total time duration that
φi(t0) /∈ {(ρi, ψi) : ϑi = 0} is finite and lim
t→∞ ρi(t) = 0, it
leads to lim
t→∞ψi(t) = 0, and thus limt→∞φi(t) = 0.
Case 3: there exists φi(t0) ∈ {(ρi, ψi) : ϑi = 0} and
φi(t) /∈ S21 ∪ S41 for some t > t0. Since φi will not go to S51
and S61 directly, then φi must have entered S11 ∪ S31 through
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Fig. 4. An illustration of the state trajectory in Case 3 when initially φi(t0) ∈
{(ρi, ψi) : ϑi = 0}.
the ψ-axis. Without loss of generality, we assume ρi(t0) > 0
and ψi(t0) < 0, as shown in Fig. 4. After φi enters S31 , since
ψ˙i ≥ α > 0 holds in S31 and S51 , there exists a finite time t1 ≤
t0+
2a
α such that φi(t1) ∈ {(ρi, ψi) : ϑi = 0}, with ρi(t1) ≤ 0
and ψi(t1) ≥ 0. We use (−r1, 0) to denote the intersection of
the trajectory of φi with the ρ-axis, since ψ˙i ≥ α > 0 when
φi ∈ S41 \ {(ρi, ψi) : ϑi = 0}, and inequality (6) holds when
φi ∈ S31 , which means r1 < R1a |ψi(t0)|. Moreover, since ρ˙i =
vi sinψi > 0 in S51 . Therefore, |ρi(t1)| < r1 < R1a |ψi(t0)|.
We note that |ψi(t0)| ≤ k1k2 |ρi(t0)| and |ψi(t1)| ≤ k1k2 |ρi(t1)|.
Thus |ρi(t1)| < R1k1ak2 |ρi(t0)| and |ψi(t1)| < R1k1ak2 |ψi(t0)|. Let
σ := R1k1ak2 , and we have σ < 1. Therefore, |ρi(t)| ≤ |ρi(t0)|,|ψi(t)| ≤ |ψi(t0)| when t ∈ [t0, t1]. By symmetry, when
φi(t1) ∈ {(ρi, ψi) : ϑi = 0}, there are three possibilities for
the movement of φi after t1, corresponding to the three cases
we listed here. We only consider Case 3, since the first two
cases implies the path following error converges to zero by
our analysis above. Now if φi enters S11 after t1 and then
reaches {(ρi, ψi) : ϑi = 0} again at time t2, it follows that
|ρi(t)| ≤ σ|ρi(t0)|, |ψi(t)| ≤ σ|ψi(t0)| when t ∈ [t1, t2].
Proceeding forward, we get |ρi(t)| ≤ σm−1|ρi(t1)|, and
|ψi(t)| ≤ σm−1|ψi(t1)|, for t ∈ [tm, tm+1], where tm
corresponds to the m-th time that φi leaves S21∪S41 and reaches
{(ρi, ψi) : ϑi = 0} again. Since σm−1 → 0 as m → ∞, we
get lim
t→∞ |ρi(t)| = 0 and limt→∞ |ψi(t)| = 0, i.e., limt→∞φi(t) = 0.
Combining the above cases together, we conclude that
lim
t→∞φi(t) = 0 always holds.
Remark 7: According to the proof of Theorem 3, if
φi(t0) ∈ {(ρi, ψi) : ϑi = 0}, there are three possibilities for
the movement of φi after t0. However, in a small neighborhood
of the origin, it satisfies k1vmax| sinψi| ≤ k2α + k3α cosψi.
As a result, ϑiϑ˙i ≤ 0 always holds in this neighborhood,
and ϑiϑ˙i = 0 if and only if ϑi = 0, meaning φi can only
slide on ϑi = 0 once it reaches {(ρi, ψi) : ϑi = 0} in this
neighborhood. We also note that since the signum function is
adopted in the control law, ωi is not continuous at ϑi = 0, but
φi is continuous. Thus, the solution should be understood in
the sense of Filippov. To eliminate chattering caused by the
signum function, a high-slope saturation function can be used
to replace it [36].
Remark 8: It should be noted that the Lyapunov method can
be employed in each subset of S1, but we still need to prove
the overall stability by considering the six subsets and their
boundaries altogether, which is actually what we did in our
current proof of Theorem 3. To be more specific, consider the
following Lyapunov function:
V =

1
2
(k1ρi + k2ψi + k3 sinψi)
2, φi ∈ S11 ∪ S31 ;
1
2
(k2ψi + k3 sinψi)
2, φi ∈ S21 ∪ S41 ;
1
2
(k1ρi)
2, φi ∈ S51 ∪ S61 .
It can be found that V is a continuous function of φi, and
V˙ < 0 in the interior of each subset. However, V is not
differentiable with respect to φi on the boundary of these
subsets. Thus it calls for the similar technique to the above
proof to analyze the boundaries in order to conclude the
asymptotic stability.
Now we have demonstrated the path following stability in
S1. In terms of the coordination, we have the following claim
that the coordination error will also converge to zero.
Theorem 4 (Convergence of Coordination Error): Suppose
φi(t0) ∈ S1, ∀ i = 1, . . . , n, by executing Algorithm 1,
lim
t→∞ ζi(t) = L for all i.
Proof: It follows from Theorem 2 that the pre-neighbor
of each UAV does not change. Without loss of generality,
suppose UAV 1 is the pre-neighbor of UAV 2, and UAV 2
is the pre-neighbor of UAV 3, and so on. Since UAV 1 does
not have a pre-neighbor, it is artificially set as ζ1 = L. For
UAV 2, consider V2 = (1/2)(ζ2−L)2, thus V˙2 = (ζ2−L)ζ˙2 =
(ζ2−L)(vr1 − vr2) = −(ζ2−L)(vr2 −χ(L)). According to the
definition of χ(·) and Lemma 6, (vri − χ(L)) · (ζi − L) ≥ 0,
and the equality holds if and only if ζi = L. Thus, we obtain
lim
t→∞ ζ2(t) = L by using LaSalle’s invariance principle [36].
As a result, lim
t→∞ v
r
2 = χ(L). Since ζ˙3 = (v
r
2 − χ(L)) −
(vr3 − χ(L)), and the system described by equation ζ˙i =
−(vri −χ(L)) will converge to limt→∞ ζi = L (we get this claim
by using the same analyses for UAV 2), with the Limiting
Equation Theorem [37], we get lim
t→∞ ζ3 = L. Proceeding
forward, we get lim
t→∞ ζ1(t) = . . . = limt→∞ ζn(t) = L.
Remark 9: We have completed the control law design in the
coordination set S1. We demonstrate that the designed control
law can drive the UAVs whose path following errors initially
in the coordination set to move onto the predefined path, with
the inter-UAV arc distances converging to the desired value.
Recall that in Remark 5, we have proposed a guideline
for the user-determined value c, that is, the smaller c is, the
larger the coordination set would become, since we will get
a larger feasible region for (12). However, the value of c is
not the smaller, the better. Now, we briefly analyze it from
the perspective of convergence rate of the coordination error.
Assume the jth UAV is the pre-neighbor of the ith UAV, and
the coordination error of the jth UAV is already zero, i.e.,
ζj = L. If ζi < L, then
|ζ˙i| = |vri − vrj | = |χ(ζi)− χ(ζj)|
≤ (1− λ)[ cos a
1 + κ0R1
vm − 1
1− κ0R1 vmin].
(14)
Recall that (10) is a precondition for (12), then with a
greater c, we are more likely to have a greater value of
cos a
1+κ0R1
vm− 11−κ0R1 vmin from (12), then we can get a greater
8upper-bound for the convergence rate of the coordination error
in this case. Therefore, the determination of value c is a trade-
off between enlarging the coordination set and increasing the
convergence rate of the sequenced inter-UAV arc distance.
IV. SINGLE-AGENT LEVEL CONTROL LAW OUTSIDE
COORDINATION SET
In Section III, we have designed the control law for those
UAVs whose path following errors are within S1, such that
they follow the path in a coordination manner. Now we discuss
how to control the UAVs whose path following errors are
outside S1. In that case, those UAVs do not follow the path
cooperatively, but only adjust their path following errors at the
single-agent level, in order to enter S1.
We label the set containing those path following errors
outside S1 as S2. To describe S2, we define a universe S
which gives the scope for our designed control law4:
S = {(ρ, ψ) : ρ ∈ [−R2, R2], ψ ∈ [−pi, pi)} . (15)
Then, set S2 is defined as S2 := S \S1. We further divide S2
into four subsets: S12 , S22 , S32 and S42 , as shown in Fig. 5. The
mathematical descriptions of these subsets are as follows:
S12 =
(
{(ρ, ψ) : ψ > 0} ∩ S2 \ S22
)⋃
{(ρ, ψ) : R1 < ρ ≤ R2, ψ = 0},
S22 ={(ρ, ψ) : −R2 ≤ ρ < −R1, 0 < ψ ≤ a},
S32 =
(
{(ρ, ψ) : ψ < 0} ∩ S2 \ S42
)⋃
{(ρ, ψ) : −R2 ≤ ρ < −R1, ψ = 0},
S42 ={(ρ, ψ) : R1 < ρ ≤ R2,−a ≤ ψ < 0}.
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Fig. 5. S1 and partition of S2.
In the rest of this section, we design the control laws for
these four subsets: In Section IV-A, we prove the existence
of the control law which makes any path following error in
sets S22 and S42 enter S1, and a near time optimal control law
for sets S22 and S42 is designed. In Section IV-B, we design a
robust control law for sets S12 and S32 .
A. Near Time Optimal Control Law in S22 and S42
Firstly, we prove the existence of control laws which makes
the path following error within S22 ∪ S42 enter S1.
Theorem 5 (Dynamics in S22 and S42 ): If R2 < 1κ0 − vminωmax ,
then for any φi(t0) ∈ S22 ∪S42 , there exists time t1, and control
4For the path following errors outside S, they are distant away from the
path Γ, and we can design Dubins paths to drive the errors into S.
(vi(t), ωi(t)), t ∈ [t0, t1], satisfying constraint (2), such that
φi(t1) ∈ S1.
Proof: Without loss of generality, we consider the condi-
tion in S42 . The condition in S22 can be deduced similarly.
In S42 , since ψi < 0, then ρ˙i < 0. According to Lemma 1,
∀ φi(t0) ∈ S42 would not leave S through ρ = R2, thus it can
only enter S1 through ρ = R1, or enter S32 through ψ = −a,
or enter S12 through ψ = 0, or remain in S42 forever. We show
that by applying appropriate control law, the last three cases
can be made impossible. Otherwise, suppose φi will enter S32 ,
then there exists φi = (ρi, ψi) such that
ψ˙i = ωi − κ(pi)vi cosψi
1− κ(pi)ρi < 0 (16)
holds for all vi and ωi satisfying (2). Let ωi = ωmax, vi =
vmin, and (16) becomes:
ωmax − κ(pi)vmin cosψi
1− κ(pi)ρi < 0. (17)
If φi ∈ S42 , then cosψi > 0 and 1 + κ(pi)ρi > 0 hold, then
ωmax − κ(pi)vmin cosψi
1− κ(pi)ρi ≥ ωmax −
κ0vmin cosψi
1− κ0ρi
≥ ωmax − κ0vmin
1− κ0R2 ≥ 0 (18)
which is contrary to (17), meaning there exist vi and ωi
satisfying (2), such that φi will not enter S32 . In the same
way, we conclude that there exist vi and ωi such that φi will
not enter S12 if (ρi(t0), ψi(t0) ∈ S42 , and additionally, it can be
made that ψi(t) ≤ ψi(t0) for all t ≥ t0 before φi leaves S42 .
Thus there exists t1 ≤ R1−ρi(t0)vmin sinψi(t0) such that φi(t1) ∈ S1.
Since all the state errors in S22 and S42 can enter S1 when
R2 <
1
κ0
− vminωmax , it is necessary to make φi enter S1 as soon
as possible. Suppose tf is the minimum time instant such that
φi(tf ) ∈ S1, then the time optimal control objective is to
minimize tf , which can be formulated as follows.
(P1) minimize J1 = tf ,
s.t. φi(t0) ∈ S22 ∪ S42 , φi(tf ) ∈ S1,
and inequality (2) holds.
In general, it is difficult to derive the optimal solution to
P1. Here we adopt a greedy strategy to transform P1 into a
near optimal control problem. Let d = infφf∈S1 ‖φi(t)− φf‖
denote the point-to-set Euclidean distance from φi(t) to S1.
In our greedy strategy, the control objective is to minimize d˙
at every time instant5, i.e., to drive φi(t) as close as possible
towards S1. Thus P1 is transformed to the following problem.
(P2) minimize J2 = d˙,
where d = inf
φf∈S1
‖φi(t)− φf‖,
s.t. φi(t) ∈ S22 ∪ S42 , and inequality (2) holds.
When φi(t) ∈ S42 , d = ρi −R1, then
J2 = ρ˙i = vi sinψi.
5This is why we say this strategy is “greedy”.
9We can see that J2 is affine with respect to vi. In S42 , ψi < 0,
so we need to set vi = vmax. In terms of ωi, we have
∂J2
∂ωi
=
∂J2
∂ψi
· ∂ψi
∂ωi
=
∂J2
∂ψi
· ∂ψ˙i
∂ωi
·dt = vi cosψi ·dt > 0. (19)
Therefore, to minimize J2, we choose ωi = −ωmax, and
the control law in S42 becomes
vi = vmax, ωi = −ωmax. (20)
With control law (20), we have
ψ˙i = ωi − κ(pi)vi cosψi
1− κ(pi)ρi = −ωmax −
κ(pi)vmin cosψi
1− κ(pi)ρi
≤ −ωmax + κ0vmin
1 + κ0R1
≤ 0. (21)
According to Lemma 1, by applying this control law, φi
will not enter S12 through the ρ-axis. However, it may lead φi
to enter S32 . To prevent it, we set up a threshold 0, where 0 <
0  a. When −a ≤ ψi < −a+0, we switch to a new control
mode. There are two principles for this new mode. Firstly, we
need ψ˙i ≥ 0 such that φi will not enter S32 . Secondly, we need
to minimize d˙, i.e., vi sinψi. Thus, the optimization problem
P2 becomes (22) when −a ≤ ψi < −a+ 0:
minimize vi sinψi,
s.t. ωi−κ(pi)vi cosψi
1− κ(pi)ρi ≥ 0, and (2) holds.
(22)
Then, our near time optimal control law in S42 can be
described as follows:
i) If ψi ≥ −a+ 0, the control law is (20).
ii) If −a ≤ ψi < −a + 0, the control law is the solution
of (22), i.e.,
• if ωmax − κ(pi)vmax cosψi1−κ(pi)ρi ≥ 0, then
vi = vmax, ωi = max
{
−ωmax, κ(pi)vmax cosψi
1− κ(pi)ρi
}
;
• if ωmax − κ(pi)vmax cosψi1−κ(pi)ρi < 0, then
vi =
ωmax(1− κ(pi)ρi)
κ(pi) cosψi
, ωi = ωmax.
The control law in S22 can be designed in the same way as
follows:
i) If ψi ≤ a− 0, the control law is (23);
vi = vmax, ωi = ωmax. (23)
ii) If a − 0 < ψi ≤ a, the control law is the solution
of (24),
maximize vi sinψi,
s.t. ωi−κ(pi)vi cosψi
1− κ(pi)ρi ≤ 0, and (2) holds.
(24)
It is easy to verify that the proposed near time optimal control
law is the desired control in Theorem 5, i.e., φi will enter S1
when initially in S22 ∪ S42 by executing the control law.
B. Robust Control Law in S12 and S32
By symmetric property, we only analyze the control law
design in S12 , and the methods can be applied to S32 .
It is obvious by Lemma 1 that S12 is not an invariant set.
Specifically, there are five situations that φi(t) leaves S12 :
i) φi(t) passes through ψ = a,−R1 ≤ ρ < 0, or aρ +
R1ψ = aR1, 0 ≤ ρ ≤ R1, and enters S1 directly;
ii) φi(t) passes through ψ = a,−R2 ≤ ρ < −R1, and enters
S22 ;
iii) φi(t) passes through ψ = 0, R1 < ρ ≤ R2, and enters
S42 ;
iv) φi(t) passes through ψ = pi, and enters S32 ;
v) φi(t) passes through ρ = R2, 0 ≤ ψ ≤ pi, and leaves S.
Among all these situations, situation i) is the case that
φi(t) enters S1 directly. For situations ii) and iii), φi(t) enters
S22 or S42 , which can finally enter S1 (see Theorem 5). For
situation v), φi(t) leaves S. For situation iv), φi(t) enters
S32 , which has the same property as that in S12 due to the
symmetric property. We note that for situation iv), it still has
the possibility to make φi(t) leave S. Hence, we consider a
robust control scheme to avoid the last two situations. More
specifically, our objective is to maximize the possibility of the
trajectory belonging to the first three situations.
Denote the ratio of ψ˙i and ρ˙i as βi, i.e., βi = ψ˙iρ˙i . We note
that a smaller βi can make φi ∈ S12 have a higher possibility
of belonging to the first three situations. This is because βi
determines the tangent to the state trajectory, and a smaller
βi corresponds to a steeper slope towards the ρ-axis, which
maximizes the possibility of the trajectory entering S1 ∪S22 ∪
S24 . In this way, the control problem in S12 is formulated as
minimize
ωi
vi sinψi
− κ(pi) cotψi
1− κ(pi) ,
s.t. φi(t) ∈ S12 , and (2) holds.
and the solution is
vi = vmin, ωi = −ωmax. (25)
Similarly, the control law in S32 can be derived as
vi = vmin, ωi = ωmax. (26)
Then, we provide a sufficient condition for states in S12
entering S1 finally.
Theorem 6 (Dynamics in S12 ): Consider the system de-
scribed by state equations (27) and (28), where the state vari-
ables are denoted as φ˜i = (ρ˜i, ψ˜i). If φ˜i(t0) = φi(t0) ∈ S12 ,
and the state trajectory of φ˜i has an intersection with the ρ˜-
axis, denoted as (R∗, 0), where R∗ ≤ R2 < 1κ0 − vminωmax , then
for any φi(t0) ∈ S12 , by applying control law (25), φi will get
into S1 ∪ S22 ∪ S42 in a finite time.{
˙˜ρi = vmin sin ψ˜i,
˙˜
ψi = −ωmax − κ0vmin cos ψ˜i1−κ0ρ˜i ,
pi/2 ≤ ψ˜i < pi (27)
{
˙˜ρi = vmin sin ψ˜i,
˙˜
ψi = −ωmax + κ0vmin cos ψ˜i1+κ0ρ˜i ,
0 ≤ ψ˜i < pi/2 (28)
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Proof: The state trajectory of φ˜i after t0 can be described
by g(φi) = 0, with the gradient vector 5g(φi) = (− ˙˜ψi, ˙˜ρi).
Since g(φi) = 0 has an intersection with the ρ˜-axis at (R∗, 0),
where R∗ ≤ R2, then g(φi) = 0 lies in S when ψ˜i ∈ [0, pi).
By applying control law (25), ρ˙i = vmin sinψi, ψ˙i = −ωmax−
κ(pi)vmin cosψi
1−κ(pi)ρi . Suppose g(φi(t)) = 0 at time t, where t ≥ t0,
and φi(t) ∈ S12 , it can be verified that f(φi) · 5g(φi) ≤ 0
holds. With Lemma 1, we conclude that the state trajectory
of φi is bounded by g(φi) = 0 when φi ∈ S12 , i.e., φi will
not leave S. Let α1 = ωmax − κ0vmin1−κ0R2 , and we have α1 > 0.
By applying control law (25), ψ˙i ≤ −α1 < 0 when φi ∈ S12 .
Thus there exists a finite time t1 ≤ t0+ piα1 , such that φi(t1) ∈S1 ∪ S22 ∪ S42 .
For states in S32 , we have a similar result.
Theorem 7 (Dynamics in S32 ): Consider the system de-
scribed by state equations (29) and (30), where the state vari-
ables are denoted as φ˜i = (ρ˜i, ψ˜i). If φ˜i(t0) = φi(t0) ∈ S32 ,
and the state trajectory of φ˜i has an intersection with the ρ˜-
axis, denoted as (−R∗, 0), where R∗ ≤ R2 < 1κ0 − vminωmax . then
for any φi(t0) ∈ S32 , by applying control law (26), φi will get
into S1 ∪ S22 ∪ S42 in a finite time.{
˙˜ρi = vmin sin ψ˜i,
ψ˙i = ωmax +
κ0vmin cos ψ˜i
1+κ0ρ˜i
,
− pi ≤ ψ˜i < −pi/2 (29)
{
˙˜ρi = vmin sin ψ˜i,
ψ˙i = ωmax − κ0vmin cos ψ˜i1−κ0ρ˜i ,
− pi/2 ≤ ψ˜i ≤ 0 (30)
After φi enters S22 ∪ S42 , it is certain that following our
proposed control law in these two subsets (see Section IV-A),
φi can finally enter S1. We have the following theorem to
conclude the stability and convergence of the overall closed-
loop system.
Theorem 8: Consider a fleet of fixed-wing UAVs following
a C2-smooth path under Assumption 1, with the path following
error equation described by (3) with constraints (2). If R2 <
1
κ0
− vminωmax , and each UAV is in one of the following cases:
• Case 1: φi(t0) ∈ S1;
• Case 2: φi(t0) ∈ S22 ∪ S42 ;
• Case 3: φi(t0) ∈ S12 , and the state trajectory of φ˜i
following (27) and (28) has an intersection with the ρ˜-
axis at (R∗, 0), where R∗ ≤ R2, when φ˜i(t0) = φi(t0);
• Case 4: φi(t0) ∈ S32 , and the state trajectory of φ˜i
following (29) and (30) has an intersection with the ρ˜-axis
at (−R∗, 0), where R∗ ≤ R2, when φ˜i(t0) = φi(t0);
then by executing Algorithm 1 when φi(t) ∈ S1, control
law (20) and (22) when φi(t) ∈ S42 , control law (23) and (24)
when φi(t) ∈ S22 , control law (25) when φi(t) ∈ S12 ,
and control law (26) when φi(t) ∈ S32 , we will finally get
lim
t→∞φi = 0, limt→∞ ζi = L, ∀ i.
Note that the proposed controller in Theorem 8 for the
overall sysem is hybrid, as the controller is not continuous
at the boundary of the subsets. For example, when φi enters
S1 from S24 at time ta, and ψi(ta) ≥ −a+ 0, then according
to (20), lim
t→t−a
vi = vmax, and lim
t→t−a
ωi = −ωmax. However, it
does not necessarily return vi = vmax and ωi = ωmax with
Algorithm 1 at time ta. Now, it is the position to analyse the
stability of Theorem 8.
Proof: The convergence of the closed-loop system can be
concluded by using the similar technique with Theorem 3.5
in [2]. In each of the last three cases, φi will enter the
coordination set, i.e., satisfies the condition in Case 1, within
a finite time:
• for Case 2, by Theorem 5, there exists a time t1 ≥ t0
such that φi(t1) ∈ S1;
• for Case 3 and Case 4, by Theorem 6 and Theorem 7,
there exists a time t2 ≥ t0 such that φi(t2) ∈ S1∪S22∪S24 ;
if φi(t2) ∈ S22 ∪ S24 , by Theorem 5, there exists a time
t3 ≥ t2 ≥ t0 such that φi(t3) ∈ S1;
while for Case 1, by Theorem 1, φi remains in S1 thereafter.
Consequently, there exists a time t∗ ≥ t0 such that φi(t∗) ∈ S1
holds for all i. Thus, following Theorem 3, we get lim
t→∞φi =
0, and following Theorem 4, we get lim
t→∞ ζi = L.
Remark 10: We note that collisions between UAVs can be
avoided if the path has no intersection points and the UAVs
are inside the coordination set, since no overtaking will occur
according to Theorem 2. However, when the UAVs are outside
the coordination set, since they are executing the single-agent
level control law, collision avoidance is not guaranteed. In real
applications, some collision avoidance algorithms such as [38]
can be employed.
V. SIMULATION RESULTS
In this section, simulations are given to corroborate the
effectiveness of our control strategy for coordinated path
following. The simulation consists of two parts: the simulation
with MATLAB, and the Hardware-In-the-Loop (HIL) simula-
tion with the X-Plane simulator.
A. MATLAB Simulation
Firstly, we validate the algorithm with a typical path follow-
ing problem, the cyclic pursuit on a circle. The control objec-
tive is to distribute all the UAVs uniformly on a circle. The
UAVs are with the constraints vmin = 10m/s, vmax = 25m/s,
and ωmax = 0.2rad/s. The desired path is a circle centered
at (0, 0), with the radius of r = 1000m. We are employing
n = 6 UAVs in the simulation, then the desired arc distance
is L = 2pir/n = 1000pi/3m. We take κ0 = 0.002, then the
optimized parameters for the coordination set are a = 0.6303,
R1 = 122.1297. We take control parameters k1 = 1,
k2 = R1/a + 1, k3 = 1, 0 = 0.05. The initial positions
and the orientations of the six UAVs are (600, 0, 0.6pi)T ,
(200, 580,−pi)T , (650,−160, 0.3pi)T , (1100, 0,−0.25pi)T ,
(−1100,−80, 0.75pi)T , and (−200, 1000,−0.25pi)T . χ(ζi) is
defined as
χ(ζi) =

vrmin, when ζi < L− 6;
0.475(ζi − L+ 6) + vrmin, when |ζi − L| ≤ 6;
0.95(ζi − L) + vrmin, otherwise.
where vrmin =
1
1−κ0R1 vmin,
The trajectories of the six UAVs under our hybrid control
law are shown in Fig. 6. The wedges in the figure not only
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Fig. 6. Trajectories of six UAVs following a circle, with the green wedges
indicating the initial positions and headings for each UAV, blue ones indicating
the states when the UAVs enter S1, black ones indicating the final states.
indicate the positions of the UAVs, but also their headings.
The green wedges represent the initial positions and headings
for the UAVs. Initially, φ1(0), φ2(0), φ6(0) ∈ S12 , φ3(0) ∈ S42 ,
φ4(0), φ5(0) ∈ S32 . By executing the single-agent level control
law in these subsets, φi, i = 1 . . . 6 all enter the coordination
set S1. The blue wedges represent the positions and headings
at the time when the UAVs enter S1. Besides, by executing
the coordinated path following control law in S1, we find that
φi(t), i = 1 . . . 6 converge to zero, as shown in Fig. 7(a)
and Fig. 7(b), respectively. The positions and headings for the
UAVs at t = 400s are shown by the black wedges in Fig. 6,
and we can see that each successfully follows the path with a
desired arc distance from its pre-neighbor.
The arc distances between every two adjacent UAVs are
shown in Fig. 7(c), which finally converge to the desired con-
stant L after all the UAVs enter S1,6 meaning the coordination
errors converge to 0, and all the UAVs are eventually evenly
spaced with the desired distance between the adjacent UAVs,
while moving along the path. We should note that there is
a jump of the arc distances to 0 for UAV 3 and 4 before
all the UAVs enter the coordination set S1, which means
an overtaking occurs, and their pre-neighbors are changed.
However, after all the UAVs enter S1, there are no such jumps
of arc distances, meaning that each UAV will not change its
pre-neighbor, and there are no overtakings any more. Fig. 8
shows the control inputs of each UAV. It can be observed that
the control inputs are bounded but not continuous.
It should be noted that the existing methods for the co-
ordinated path following control without considering speed
constraints cannot solve our problem. The trajectories of six
UAVs with speed constraints using the method in [2] are
shown in Fig. 9. All the UAVs are placed at the same initial
positions as in Fig. 6. It can be seen that only UAV 6 finally
converges to the desired path, while the other five UAVs do
not, demonstrating that our proposed control law has extended
the work in [2] and solved the problem of coordinated path
following with speed constraints.
B. HIL Simulation
To further validate the proposed algorithm, an HIL sim-
ulation environment is constructed, which consists of four
6All the UAVs are in S1 after 24.67s.
computers running the X-Plane flight simulator, four auto-
pilots, and a ground control station, as shown in Fig. 10. We
use ethernet networks for the communications among the three
parts. The plane chosen in our HIL simulation is the Great
Planes PT-60 RC plane [11], [15]. With all these facilities,
we have conducted two typical HIL simulations, i.e., cyclic
pursuit and parallel path following.
1) Cyclic Pursuit: In this setting, firstly, three UAVs are
executing the coordinated path following algorithm, and trying
to follow the path while being distributed evenly on the
orbit. After the system becomes stable, the fourth UAV joins.
The orbit and the control parameters are set as the same as
those in Section V-A. The location differences and orientation
differences are shown in Fig. 11(a) and Fig. 11(b), respectively.
It can be seen that the location differences of the four UAVs
converge to 0, and in terms of the orientation difference,
though they do not strictly converge to 0, each only has a
±5◦ bias at the steady state. We can also see that the joining
of the fourth UAV has no influence on the stability of the
location difference and orientation difference of the former
three UAVs. This demonstrates the scalablity of our algorithm.
To achieve coordination, we set p0 = (1000, 0)T as a reference
point, and we use li to denote the arc distance from p0 to the
ith UAV’s closest projection point pi. Each UAV broadcasts
its arc distance li with respect to p0 to other UAVs. After
the ith UAV receiving the nearby UAVs’ arc distances with
respect to p0, it judges which UAV is its pre-neighbor, and
ζi is calculated as ζi = lj − li, (suppose the jth UAV is the
ith UAV’s pre-neighbor). The arc distances between UAVs are
shown in Fig. 11(c). We can see that the arc distances can be
steered to around the desired value whether there are three or
four UAVs. We can also find that there are cyclic fluctuations
of arc distances. The fluctuations are caused by two main
reasons. The first reason is that our control law is based on the
first order system, with the acceleration period ignored in our
model. The second reason is attributed to the establishment
of the cyclic interaction topology in this scenario, in which
each UAV has a pre-neighbor to follow. We have already
shown that the proposed control law can stabilize the arc
distances for the first order UAV model in Fig. 7(c). Later
we will show in another example that with a tree interaction
topology, the cyclic fluctuation can be eliminated or reduced.
We also note that the fewer UAVs, the smaller fluctuations
would be, as shown in Fig. 11(c), where the fluctuation for 3-
UAV coordination is smaller than that for 4-UAV coordination.
2) Parallel Path Following: With a little bit of modification,
we show our proposed hybrid control law can steer a fleet of
UAVs to move on a set of parallel paths and achieve a desired
“in-line” formation pattern. In this case, each UAV has its own
target path. Still, the interaction topology is not pre-established
but formed when all the UAVs enter S1. In order to achieve an
“in-line” formation pattern, we set L = 0, and χ(·) is defined
as χ(ζi) = 0.475ζi + vrmin. We employ a cubic B-Spline
curve [15] to obtain a continuous and non-constant curvature
path. We select seven points as shown in Table I to generate
the cubic B-Spline for UAV 1 to follow. In Table I, the Lon
and the Lat represent the longitude and latitude, respectively.
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Fig. 7. Convergence performance in MATLAB simulation: (a) location difference ρi of each UAV; (b) orientation difference ψi of each UAV; (c) arc distance
ζi between every two adjacent UAVs.
TABLE I
POSITIONS OF WAYPOINTS.
Waypoint 1 2 3 4 5 6 7
Lon/deg 113.2167 113.2371 113.2167 113.1963 113.2167 113.2371 113.2167
Lat/deg 28.2029 28.2209 28.2390 28.2570 28.2751 28.2931 28.3112
x/m 0 2006.43 4013.47 6019.83 8026.83 10033.19 12040.19
y/m 0 1996.54 0 -1997.26 0 1997.87 0
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Fig. 8. Control inputs of each UAV.
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Fig. 9. Trajectories of six UAVs following a circle with the method in [2],
while vi and ωi are constrained. Only UAV 6 is on the desired path at t =
400.
Besides, we establish a north-east coordinate with the origin
positioned at the first waypoint of UAV 1, such that all the
UAVs’ states can be represented in an xy-plane. The positions
of the waypoints in this new coordinate are also provided in
Table I.
The simulation results of the parallel path following are
shown in Fig. 12. The path for UAV 1 is generated by B-
spline, then by moving along the y−direction for 100m, 200m,
UAV1 UAV2
Ground Control 
Station
UAV3 UAV4
Switch
X-Plane
Simulator
UDP
UDP
Auto-Pilots
Each auto-pilot consists of:
  Two Cortex-M4 ARM: 168MHz;
  Double 100M network interfaces;
  8M SRAM, 6 UART, 3 SPI, 2 CAN, 
and 16 AD convertors with 12 bits.
UDP
Fig. 10. The hardware-in-the-loop simulation environment.
and 300m, we get the planned paths for UAV 2, UAV 3, and
UAV 4, respectively, which are shown by the dashed curves
in Fig. 12. We can see that all the UAVs fly along the planned
paths while achieving the desired “in-line” formation pattern
during the flight.
The arc distances between adjacent UAVs are shown in
Fig. 13. Contrary to the cyclic pursuit case with a cyclic
interaction topology, the interaction topology established in
this scenario is a tree, with UAV 1 as the global leader of
the formation. We can see that the cyclic fluctuations are
eliminated in Fig. 13.
VI. CONCLUSION
In this paper, we have investigated the problem of steering
a fleet of fixed-wing UAVs with speed constraints along any
C2-smooth path with maximum curvature κ0 ≤ ωmax/vmin,
while achieving sequenced desired inter-UAV arc distances.
We have proposed the hybrid control law based on the defined
coordination set: for each UAV, if its path following error is
within this coordination set, then the UAV follows the path in a
coordination manner with its pre-neighbor; otherwise, the UAV
works at the single-agent level which individually controls the
path following error towards the coordination set. To handle
the speed constraints from fixed-wing UAVs, we transform
the parameter selection problem for the coordination set to an
optimization problem, while satisfying the speed constraints of
fixed-wing UAVs, as well as guaranteeing the convergence of
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Fig. 11. Convergence performance in HIL simulation of cyclic pursuit: (a) location difference ρi of each UAV; (b) orientation difference ψi of each UAV;
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Fig. 13. Arc distance ζi between every two UAVs in the HIL simulation of
parallel path following.
both the path following error and the coordination error. We
have also calculated the admissible set for these two errors
reducing to zero when the UAVs are executing our proposed
control law. The algorithm is validated using MATLAB and
the HIL simulation, respectively, demonstrating the effective-
ness of the proposed approach.
The proposed approach can scale up to handle different ve-
locity bounds for heterogeneous fixed-wing UAVs by design-
ing different coordination sets, provided that all the UAVs have
common feasible speed. Future work includes extending the
proposed approach to the 3D case, considering communication
delay, loss of communication, and wind disturbances.
APPENDIX A
PROOF OF LEMMA 3
When φi is in the first quadrant, with (8), we have
0 ≥ vm(a sinψi +R1κ0 cosψi)−R1ωmax +R1α
≥ vm(a sinψi −R1κ(pi) cosψi
1− κ(pi)ρi )−R1ωmax +R1α.
(31)
Thus (4) is derived when vi ∈ [vmin, vm] and ωi = −ωmax.
When φi is in the second quadrant, with (9), we have
−α ≥ −ωmax + vmκ0
1− κ0R1 ≥ −ωmax −
vmκ(pi) cosψi
1− κ(pi)ρi .
Thus (5) is derived when vi ∈ [vmin, vm] and ωi = −ωmax.
Inequalities (6) and (7) can be concluded in the same way.
APPENDIX B
PROOF OF LEMMA 4
Denoting the speed that the ith UAV moves along the path as
vri , then v
r
i =
cosψi
1−κ(pi)ρi vi. Let the j
th UAV be the pre-neighbor
of the i-th UAV, and φi, φj ∈ S1, then ζ˙i = vrj − vri . Suppose
initially 0 < ζi(t0) ≤ L − δ1, where 0 < δ1 < L, if (10)
holds, we can choose vi ∈ [vmin, vm] and vj ∈ [vmin, vmax],
such that vri =
1
1−κ0R1 vmin, v
r
j ≥ 11−κ0R1 vmin, then ζ˙i ≥ 0
holds for t ≥ t0, as a result, ζi > 0 always holds, i.e., there
exists proper control law such that no overtaking occurs.
APPENDIX C
PROOF OF LEMMA 6
We take φi(t) ∈ S11 as an example. If ωi is not saturated in
Line 3, i.e. ωi = ωd, then the value of vi will not be changed in
RESETVALUE, since the left-hand of inequality (4) becomes
vi1
[
a sinψi −R1κ(pi) cosψi
1− κ(pi)ρi
]
+R1ωi +R1α
= avi1 sinψi − k1R1vi1
k2
(k1ρi + k2ψi + k3 sinψi)
≤ avi1 sinψi − k1R1vi1ψi
(a)
≤ 0.
where inequality (a) is caused by k1R1 ≥ a and 0 < ψi <
pi/2. Therefore, inequality (4) holds when ωi = ωd. As a
result, vi will not be changed in RESETVALUE.
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Now suppose ωi = ωmax, which means ωd ≥ ωmax, the
left-hand of inequality (4) becomes
vi1
[
a sinψi −R1κ(pi) cosψi
1− κ(pi)ρi
]
+R1ωmax +R1α
≤ vi1
[
k1R1
k2
(k1ρi + k2ψi + k3 sinψi)−R1κ(pi) cosψi
1− κ(pi)ρi
]
+R1α+R1ωmax = R1(−ωd + ωmax) ≤ 0.
Inequality (4) holds, implying that vi will not be changed.
Finally, if ωi = −ωmax and vi is changed in RESETVALUE,
then the returned value is
vi =
[
a sinψi −R1κ(pi) cosψi
1− κ(pi)ρi
]−1
R1(ωmax − α)
≥ R1(ωmax − α)
a sinψi +R1κ0 cosψi
(b)
≥ vm,
where inequality (b) follows from (31). Clearly, vi < vi1,
otherwise inequality (4) will hold and vi does not need
to be changed. Thus, if φi ∈ S11 , and vi is changed in
RESETVALUE, then vm ≤ vi < vi1.
Results for the other five subsets are deduced similarly.
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