Despite the frequent comment that there is no general agreement on the semantics of logic programs, this paper shows that a number of independently proposed extensions to the stable model semantics coincide: the regular model semantics proposed by You and Yuan, the partial stable model semantics by Sacc a and Zaniolo, the preferential semantics by Dung, and a stronger version of the stable class semantics by Baral and Subrahmanian. We show that these equivalent semantics can be characterized simply as selecting a particular kind of stable classes, called normal alternating xpoints. In addition, we indicate that almost all proposed semantic frameworks coincide with three-valued stable models, or equivalently, with normal alternating xpoints. Due to its simplicity and naturalness, the framework of alternating xpoints o ers great potential in the study of the semantics for various nonmonotonic systems.
Introduction
Since the discovery of the stable model semantics for normal logic programs by Gelfond and Lifschitz 7] , there have been several extensions proposed to overcome its drawbacks.
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The recent study by Kakas and Mancarella 8] on the equivalence of the preferential semantics by Dung 4] and the partial stable model semantics by Sacc a and Zaniolo 12] has shown the coincidence of the two such extensions.
In this paper we report further equivalence results. We rst show that the preferential semantics coincides with the regular model semantics proposed by You and Yuan 16] . The regular model semantics is de ned according to the two principles of nonmonotonic reasoning using clauses as rules, which are called justi cation and minimally unde nedness. The former is intimately related to the concept of justi cation in Doyle's truth maintenance system and the latter is based on the concept of minimizing unde nedness in the three-valued model-theoretic approach to logic program semantics. This equivalence result, together with that of Kakas and Mancarella, shows that the semantics based on regular models, partial stable models, and preferred extensions are all equivalent. Interestingly, the three semantics were proposed independently based on somewhat di erent intuitions and techniques. For example, although a partial model need not be a three-valued model, a partial stable model turns out to be a three-valued regular model. Due to this current equivalence result, the results presented in 17, 16] concerning the properties of the regular model semantics are applicable to the partial stable model semantics as well as to the preferential semantics. These properties include a structural condition on a given program that guarantees the existence of a stable model and all the regular models are two-valued and coincide with its stable models. In addition, the regular model semantics de ned for all disjunctive programs in 17] automatically applies to partial stable models and preferred extensions.
There is yet another important extension to the stable model semantics, called the stable class semantics, proposed by Baral and Subrahmanian 1]. Stable classes are closely related to alternating xpoints, initially studied by Van Gelder 5] and later by Baral and Subrahmanian 2] . Since the framework in which stable classes are de ned is quite di erent from the three-valued formalisms as well as the abduction-based formalisms, it is not clear how the former is related to other formalisms. Our second equivalence result shows that the regular models (hence partial stable models and preferred extensions) have a one-to-one relationship with what we call maximal normal alternating xpoints. This establishes the precise relationship between the stable class semantics with all the three equivalent semantics by the rst result. Our result reveals that with a slightly more restrictive choice of stable classes, all the four semantics coincide.
The framework of alternating xpoint is surprisingly simple: it is de ned only by the Gelfond-Lifschitz transformation and a xpoint construction for positive programs. For this reason, the framework appears to have great potential in the study of the semantics for various nonmonotonic systems. For example, the set of maximal normal alternating xpoints of a default theory de nes a semantics for the default theory that extends Reiter's extension semantics and that exhibits the same behaviors as those of the four equivalent semantics for logic programs (cf. 18]).
Parallel to the development of the stable model semantics, another important idea on logic program semantics has been presented in the well-founded semantics 6]. It is known that the least alternating xpoint of a program coincides with its well-founded model 2, 5] which is also equivalent to the least three-valued stable model 11]. We show here that normal alternating xpoints in fact correspond to three-valued stable models introduced by Przymusinski 10, 11] . This result, along with the recent result by Brogi et al 3] on the coincidence between complete scenarios and three-valued stable models, provides a rather clear picture of the semantics for normal programs: all of these semantic frameworks can be characterized simply as normal alternating xpoints.
The next section introduces regular models which are shown to be equivalent to preferred extensions. Section 3 shows the relationships between normal alternating xpoints and regular models as well as three-valued stable models. Section 4 provides a summary of the equivalent semantics and semantic frameworks.
Regular Model and Preferred Extension
We assume a language L with ground atoms. The Herbrand base is denoted by H L .
A normal logic program, or just program, consists of rules of the form A B 1 ; :::; B m ; not B m+1 ; :::; notB m+n where n; m 0, and A and B i 's are atoms. An atom with the symbol not in front is called an assumption.
We refer to the head of a clause r by H(r), the body by B(r), the atoms in the body by B p (r), and the assumptions by B a (r). We sometimes denote a clause by ; where is the set of atoms in the body of the clause and the set of assumptions in the body. or may be omitted if empty.
In this paper the word maximal is used with respect to set inclusion.
Three-valued logic
Here we brie y introduce the three-valued logic used in this paper (cf. 9]). 
Regular models related to preferred extensions
The regular model semantics is de ned by two principles: justi cation and minimal unde nedness.
De nition De nition 2.3 (Three-valued regular model) A model of a program P is said to be a regular model i it is minimally unde ned among all justi able models of P. 2
The de nition of justi cation was initially intended in 15] as an alternative (arguably more concrete) de nition of stable models. It is easy to check that for any two-valued model M, M is a stable model of program P if and only if M is a justi able model of P. The above de nition extends the same concept of justi cation to three-valued interpretations. It can be expressed equivalently using the Gelfond-Lifschitz transformation (GL-transformation).
Let M = hT;Fi be a three-valued interpretation of a program P. P can be transformed to a positive program, denoted by P M , by (1) removing any not B from the body of a clause if B 2 F, and then (2) removing any clause with any assumptions in its body.
Note that when M is two-valued, i.e., M = hT;H L ? Ti, the transformation above reduces to the original GL-transformation over two-valued interpretations.
De nition 2.4 (Foundedness) A three-valued model M = hT;Fi of a program P is said to be founded i T is the least model of P M . 2
It is known that a three-valued model is justi able i it is founded 17]. In the sequel, justi cation or justi ability may refer to either of these two de nitions.
Preferred extension on the other hand is based on the notion of a scenario, which consists of a program P and a set H of assumptions. We use the notation out(P H) to express the set of the atoms that are derivable from P H by treating assumptions in H as named atoms.
De nition 2.5 (Preferred extension) Let P be a program and H be a set of assumptions. P H is an admissible scenario if it is consistent and each assumption not in H is admissible in the sense that for each clause ; in P, is inconsistent with out(P H) H. P H is a preferred extension of P if P H is a maximal admissible scenario. 2
The de nition given here is paraphrased from that of Dung's. This paraphrasing provides a direct link between regular models and preferred extensions, and hence a proof of equivalence can be constructed rather easily. In fact, an indirect proof exists: later we will show that regular models correspond to maximal normal alternating xpoints which again correspond to maximal three-valued stable models. The equivalence then follows from the known results that maximal three-valued stable models are partial stable models 13], and partial stable models are preferred extensions 8]. Here we only give a precise description as how regular models are related to preferred extensions. We use the notation: not(F) = fnot j 2 Fg. Theorem 2.1 If M = hT;Fi is a three-valued regular model of a program P, then there exists a preferred extension P not(F) of P such that T = out(P not(F)). Conversely, if P not(F) is a preferred extension of P, then M = hout(P not(F)); Fi is a regular model of P. 2 
Alternating Fixpoint
In this section we introduce the notion of alternating xpoint and show that regular models are alternating xpoints with some desirable properties. This result is extended further to all three-valued stable models.
Let P be a normal program and E be a set of atoms. We de ne an operator A P as A P (E) = T P E " ! where the operator T P E is de ned as T P E (S) = f j 2 P E and Sg and P E is the positive program obtained by the GL-transformation from program P. 1 It is known that the operator A P is anti-monotonic 2]. That is, for any two sets of atoms E 1 and E 2 , if E 1 E 2 then A P (E 2 ) A P (E 1 ). Thus A De nition 3.1 An alternating xpoint E of program P is said to be a normal alternating xpoint i E A P (E). 2 Proposition 3.1 For any justi able model M = hE;Fi of a program P, E A P (E).
Proof: By the fact that F (H L ? E), we have P M P E . As E is the least model of P M and A P (E) is the least model of P E , we have E A P (E). 2
The contrapositive reading of the above proposition is more explicit with regard to why the condition E A P (E) is important and necessary: for any alternating xpoint E of a program P with E 6 A P (E), there exists no justi able model hE;Fi of P for any F H L . This means that any alternating xpoint E that fails to satisfy this condition cannot possibly be interpretated as a justi able model. If we take justi cation to be a minimum requirement for logic programming with negation, then the condition E A P (E) speci es a minimum requirement for alternating xpoints to be intuitive in this context.
Alternating xpoints and regular models
In this subsection we show that regular models can be characterized by maximal normal alternating xpoints.
We rst introduce a notation. Let P be a program and E be a set of atoms. A clause r in P E is a positive clause. To refer to the counterpart of r in P, or vice versa, we use the notationr. In addition, we use A(E) instead of A P (E) when there is no confusion. Lemma 3.1 Let P be a program, E be a normal alternating xpoint of P, and F = H L ? A(E). Then, M = hE;Fi is a justi able model of P.
Proof: To show that M is a model of P, notice that E F is consistent, as for any 2 F, 6 2 A(E), and by E A(E), we have 6 2 E. Then it is a routine exercise to show that every clause in P is satis ed by M (the reader is urged to do so if not convinced).
To show M is justi able, we use the fact P M = P A(E) , due to F = H L ? A(E). As E is an alternating xpoint, E = A 2 (E) is the least model of P A(E) as well as the least model of P M . Therefore, M is a justi able model. 2
Next we will show that for any regular model M = hE;Fi of a program P, E is a maximal normal alternating xpoint of P. We rst show, in two separate lemmas, that
F = H L ? A(E). Lemma 3.2 If M = hE;Fi is a model of a program P, then F H L ? A(E).
Proof: Assume 2 F and show 6 2 A(E). Since M is a model of P, for any clausê r 2 P with H(r) = , B(r) is false in M. There are two cases: either 9not 2 B a (r), 2 E, or 8not 2 B a (r), 6 2 E. In the rst case, by the GL-transformation, we have r 6 2 P E , and thus r cannot be used to derive in constructing the least model A(E).
Hence, we only need to consider the second case. In this case, since M is a model and H(r) 2 F, we have 9 1 2 B p (r) such that 1 2 F. Applying the same reasoning to 1 and so on, it is clear that is not derivable from P E . Hence, 6 The only normal alternating xpoint is the empty set. The program however has two stable classes: S 1 = ffa;b;c;dg;;g S 2 = ffa;dg;fa;b;dg;fb;dg;fb;c;dg;fc;dg;fa;c;dgg
The Smyth ordering chooses S 2 as the unique intended stable class. Thus, atom d is a consequence of the program under the stable class semantics. 2
A normal alternating xpoint E has the property that E A P (E). By Lemma 3.1, we know that any alternating xpoint that satis es this property can be interpreted as a three-valued justi able model of P. By Proposition 3.1, we also know that for any E that does not satisfy E A(E), hE;Fi is not justi able, for any F. The following example shows that counterintuitive conclusions may be obtained in such a situation. The only normal alternating xpoint is the empty set. Under the stable class semantics we have two stable classes: C 1 = ffa;b;cg;;g and C 2 = ffa;cg;fb;cgg, and the Smyth ordering chooses C 2 to represent the semantics of P. Both subsets in C 2 contain c, and thus c is a consequence. However, the conclusion c is not justi ed. 2
The framework of stable classes allows one to choose di erent stable classes for the purpose of logic program semantics. We thus have shown that there is a choice of stable classes for which all the four semantics mentioned in this paper are equivalent.
Alternating xpoints and three-valued stable models
In this subsection we show that normal alternating xpoints coincide with three-valued stable models introduced by Przymusinski 10, 11] . As remarked by Przymusinski, the only essential di erence between this partial instantiation and GL-transformation is the retaining of the clauses with u in their body.
For notational uniformity, we use P M(P) to denote the positive program obtained from M(P) by removing any t from the body of any clause in M(P) and by removing any clause with any f in its body.
De nition 3.2 Let P be a program. A three-valued interpretation M = hT;Fi is a three-valued stable model of P i M is the unique minimal three-valued model of P M(P) . 2
We give below a characterization of three-valued stable models due to Sacc a and Zaniolo. Note that the operator T P is now over positive three-valued programs with t, f, and u being treated as ordinary atoms. Lemma 3.5 ( 13] ) Let P be a program. A three-valued interpretation M = hE;Fi is a three-valued stable model of P i E = T P M(P) " ! and no subset of M is an unfounded set with respect to M in P M(P) . 2
Recall the notion of unfounded set as given in 6]: A set S H L is an unfounded set of a program P with respect to a three-valued interpretation M if each 2 S satis es the condition that for each r 2 P with H(r) = , either B(r) is false in M or there is some 0 2 B p (r) such that 0 2 S.
Since we will be dealing with two di erent types of GL-transformations: that denoted by P E (or by P M ) and that denoted by P M(P) , we need carefully choose the notations.
Recall that, given a program P and a set E of atoms, for any r 2 P E , the counterpart of r in P is referred to asr. The notation for the counterpart of r orr in P M(P) isr.
We rst present two lemmas. 1 and so on, it is easy to show that the set = f ; 1 ; :::g is an unfounded set with respect to M in P E . For any clause r 2 P E ,r 2 P M(P) . Thus, is also an unfounded set with respect to M in P M(P) . By Lemma 3.5, we get F. 2 Lemma 3.7 Let P be a program. Suppose E is a normal alternating xpoint of P and F = H L ? A(E). Then M = hE;Fi is a three-valued stable model of P.
Proof: By Lemma 3.1 we know that M is a model of P and hence a model of P M(P) . We need to show M is a minimal model of P M(P) . Assume this is not true. Then there exists a model M 0 = hE 0 ; F 0 i of P M(P) such that M 0 < M. We the stable class semantics based on maximal normal alternating xpoints; and the semantics based on maximal three-valued stable models. There may be more to be added into the list. The fact that so many proposals coincide is some kind of indication of the naturalness of this semantics. Any new proposal of semantics based on multiple extensions should be checked against this list, and a comparison with anyone in the list is meant to have compared with all.
We also know now, by the results given in 3] and in this paper, by the re-interpretation of three-valued stable models in terms of P-stable models 13] , and by a proof of Witteveen and Brewka that three-valued stable models coincide with three-valued grounded models 14] , that the following ve semantic frameworks coincide: the framework of normal alternating xpoints;
the framework of three-valued stable models;
the framework of three-valued grounded models;
the framework of P-stable models; and the framework of complete scenarios. These type of results may sometimes provide useful insights and interpretations of the similar ideas on semantics by using di erent formulations and techniques.
