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iiAbstract
Replicating data in distributed systems is an important issue, which is often needed
for reliability, availability and performance improvement. In unstructured Peer-to-Peer
networks, in which random walks are utilized for query routing, replicating data items
can improve the probability of successfully nding requested items. In such networks,
nodes often donate resources, in particular a part of their storage, to improve the overall
performance of the network. Taking into consideration limited storage capacity that
each node possesses, it is signicant to replicate items with highest "worthiness". The
"worthiness" of data items measures the popularity of each data item for each peer.
Considering peer specic request rate of each data item, network topology, allocation
of items to peers, we investigate the problem of computing the worthiness of each data
item. In this thesis, we present a fast distributed algorithm for computing the wor-
thiness of data items. We rst propose an algorithm for this problem in a centralized
setting (i.e. with complete knowledge of the network) and then turn the centralized
algorithm into a fast distributed one exploiting the local information of each individual
peer. Simulation results also verify better performance of our algorithm compared to the
algorithm proposed in [SNW08]. As a result, applying our fast distributed algorithm, a
performance improvement of the distributed replication algorithm (P2R2) presented in
[SNW08] is achieved.
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viChapter 1
Introduction and Problem Denition
A Peer-to-Peer (P2P) system is a self-organizing system of equal and autonomous en-
tities called peers which aims for the shared usage of distributed resources in a networked
environment avoiding central services. In P2P networks, all peers act as both clients and
servers, meaning that they share of computer resources and services by direct exchange
between peers. These resources and services include the exchange of information, pro-
cessing cycles, cache storage and disk storage for les. P2P networks take advantage
of existing computing power, computer storage and networking connectivity, allowing
users to leverage their collective power to the benet of all. They oer the promise of
systems that automatically scale in capacity as the number of users increases and yet
are extremely robust and automatically adapting to failures of nodes/links as well as to
changes in usage patterns, all at virtually no cost. These networks are scalable (since
consumers of resources also donate resources and aggregate resources grow naturally
with utilization), reliable and provide ecient use of resources (e.g. unused bandwidth,
storage, processing power at the edge of the network). Currently, there are several
dierent architectures for P2P networks:
 Structured: These systems are self-organizing, load balanced and fault-tolerant
which have no central directory server, but they have a signicant amount of struc-
ture. By "structure" we mean that the P2P overlay topology (that is, the set of
connections between P2P members) is tightly controlled and that les are placed
not at random nodes, but at specied locations that will make subsequent queries
easier to satisfy. In "loosely structured" systems, this placement of les is based
on hints; the Freenet P2P network [web] is an example of such systems. In "highly
structured" systems, both the P2P network topology and the placement of les are
precisely determined; CAN, Chord, Pastry and Tapestry are examples of such sys-
tems based on distributed hash tables (DHT's) [RFH+01, SMK+01, RD01, ZKJ01].
These systems employ a globally consistent protocol and provide ecient routing
and object location. Structured P2P networks support scalable guarantees on
numbers of hops to answer a query (this property is not guaranteed in unstruc-
tured P2P networks). Such highly structured P2P designs are quite prevalent in
the research literature. However, it is not clear how well such designs work with
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an extremely transient population of peers, which seems to be a characteristic of
the many internet communities.
 Unstructured: These are systems in which there is neither a centralized directory
nor any precise control over the network topology or le placement. Gnutella and
BitTorrent with le sharing among large user communities are examples of such
systems. The network is formed by nodes joining the network following some
loose rules (for example, those described in [Cli]). The resultant topology has
certain properties, but the placement of les is not based on any knowledge of the
topology (as it is in structured designs). To nd a le, queries are disseminated by
various forms of epidemic messaging, for example bounded ooding, where a query
initiator sends requests to all or a randomly chosen subset of network neighbors
and all theses requests are forwarded up to some specic depth or when a preset
time-to-live (TTL) expires. These unstructured designs are extremely resilient to
peers entering and leaving the system. However, the current search mechanisms
are extremely unscalable, generating large loads on the network participants.
In structured P2P networks, the network topology is tightly controlled and once nodes
leave or join the network the structure need to be reconstructed. Therefore, these
structured overlays are expensive to maintain. This thesis focuses on unstructured P2P
networks, since practically adopted solutions are largely based on this paradigm.
Replication is a well-known technique utilized to achieve high availability and fault
tolerance in large-scale systems. There are numerous reasons why replication is widely
used in distributed systems. A basic requirement for every P2P system is fault-tolerance.
In a variety of situations, the distributed and dynamic nature of the target environments
stress the systems ability to operate smoothly. For example, the request for certain
content can become overwhelming for the peers serving these objects, forcing them to
reject connections. Replicating critical or frequently accessed system resources can be
utilized in order to achieve:
 reliability (i.e. the probability of not losing data items even in presence of node
failures),
 availability (i.e. the probability of successful data item retrieval even in the pres-
ence of node outages),
 improved load balance (and hence higher throughput and shorter response times),
 increased system performance (signicantly in unstructured overlays).
Both structured and unstructured P2P networks support replication in order to im-
prove their performances. The challenging question here, is: how many replicas should
be created for each data item, and where should these replicas be placed in the network
constrained to the limited capacity of the peers, such that the probability of success
(satisfying queries) is maximized. We also would like to keep the incurred cost (in terms
of fast computation, number of messages issued in the network and needed space) low.
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In order to achieve a good (near-optimal) solution to this problem we have to consider
many factor such as: network topology, request rate (popularity) of data items, the
distribution of query originator for the request to an item, per-link performance, the
capacity of each peer and so on. Most solutions proposed in the literature based on
much simpler computational models which only cover only a subset of these realistic
characteristics.
In [SNW08] a distributed algorithm (P2R2 algorithm) is presented which based on a
quite general computational model and addresses some of these issues. It determines
both the degree of replication and the allocation of replicas to the peers of the network
in a provably near-optimal way. This algorithm decides at each step (when a query
is issued in the network) which items should be replicated at each peer according to
the capacity of peers in order to improve the system performance (the probability of
success). Each time a query is issued, each peer decides, according to the worthiness
of each item, which items are to be replicated and stored. The worthiness of each item
represents the popularity of this item. In other words, it measures how many times each
item is requested at each peer. In this thesis we aim to improve the algorithm proposed
in [SNW08] by advising an ecient distributed algorithm to compute the worthiness of
any data item in the network. This would result in a performance improvement of the
P2R2 algorithm.
1.1 Related Work
The literature contains variety of theoretical results on distributed replication (see,
e.g., the survey [SS05]) and epidemic dissemination in distributed systems (see,e.g.,
[EGKM04]). One of the rst theoretical studies of replication strategies in unstructured
P2P networks is the work of Cohen and Shenker [LCC+02]. It considers a simple search
protocol where at each step a peer is selected uniformly at random. If the selected peer
contains the desired data item, then the search process is terminated, otherwise other
peers are chosen uniformly at random until the requested data is found. The main result
of the paper is a closed form formula for the optimal number of replicas to minimize
expected number of sampled peers (average search size), assuming that the data items
are replicated at some random location in the network. It has been shown that if each
peer is probed with probability proportional to the square root of its query popularity
(the probability that a peer issues a query for some specic data item), the search time is
minimized (square-root principle). One limitation is that probing peers independently at
random in an arbitrary network might be expensive. Moreover, the fact that accessing
peers which are far away in the network is more expensive than accessing neighbors,
is ignored. Another limitation is that the optimal number of replicas is expressed as a
function of global query rates and, in arbitrary networks, these values would be unknown
to an individual peer. Some solutions have been proposed ([LDP06, LCC+02]), but
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because of the heterogeneity of item sizes, peer capacities and query rates, practically
viable solution is dicult.
The work of Morselli et al. [MBSM05] proposes a search and replication protocol that
involves a random walk followed by a deterministic walk. The protocol achieves expo-
nentially increasing probability of success as the number of replicas grows. Performing
a random walk followed by a "deterministic walk" results in what the authors call "a
local minimum for the current data item". This guarantees that items are placed in
or near locations with high query rates. A drawback of this proposed protocol is that
the number of these locations ("local minima") may be large and beyond the storage
capacity of the network. Thus the desired success probability may not be achieved. The
result based on the fact that the probability distribution of the peers visited by a random
walk with length t (where t varies for dierent graphs) converges a unique stationary
distribution. A shortcoming is that in some cases t has to be large for the convergence
to a unique stationary distribution. Hence this approach may require a large number of
messages
In work of [GMS06], theoretical properties of random walks in unstructured P2P
networks are studied. Concerning structured P2P networks, applying replication frame-
work of EpiChor [LLD06] and Beehive [RS04] results in a constant lookup performance.
DHash [RS04], TotalRecall [BTC+04] and Carbonite [CDH+06] apply replication in or-
der to achieve higher reliability and availability. Unfortunately, they do not specically
consider search and are rather pragmatic, without provable guarantees.
The work of [TR06] addresses the problem of availability and presents a probabilistic
replication method (APRE) in order to improve the sharing process and achieve a low
load distribution among the providers. APRE adaptively expands or contracts the
replica set of an object (data item) and utilizes search knowledge to identify possible
replication targets inside query-intensive areas of the overlay.
In the work of Sozio et al. [SNW08] an algorithm (P2R2) with 2-Approximation for
dynamic replication is proposed that maximizes the probability of successfully nding
data items. The search strategy based on length-bounded random walks. The applied
computational model is quite expressive as it considers arbitrary network topologies and
peer specic query rates for each data item. The key values in the proposed algorithm are
the probabilities pij for all peer i and item j (details are explained in section 1.2). At each
peer i, replication decisions are made which items to be stored at peer i according to the
probabilities pij by solving the corresponding 0=1-Knapsack problem. In the distributed
algorithm, per item counters rij substitute the probabilities pij. It is proven that upon
suciently long steady state (i.e. the period of time throughout the graph structure of
the network, query rates and item allocations do not change) the distributed replication
algorithm converges to a 1
2+-approximation of the optimal allocation of replicas to nodes
for any  > 0. In contrast to the previous work, the solution proposed in [SNW08]
addresses the problem of network heterogeneity and dynamics and also handles the
problem of the placement of replicated data items in the network.
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1.2 Problem Denition
In the rest of the thesis, we will be dealing with the problem of computing the worthi-
ness of items in the P2P network, in a distributed way. As a result, this will give a more
ecient solution for the P2P replication problem dened in [SNW08]. In this section,
for completeness, we rst state the P2P replication problem (as stated in [SNW08]) and
then move on to dene our problem formally.
A P2P network is represented as an undirected graph G = (V;E) consists of n nodes
(peers), each peer i having a xed capacity ci. This capacity corresponds to the available
storage space of each peer to store the replicas. Two nodes are adjacent if and only if
they can directly communicate with each other. There are m distinct data items stored
in the network, each item j having size sj. For each peer i, let qij denote the query rate
of peer i for item j meaning the fraction of all queries in the whole network for item j
by peer i. The query rates satisfy:
n P
i=1
m P
j=1
qij = 1
and are non-zero (hence they dene a probability distribution).
A walk of length k in the network, is a sequence of peers v1;v2;:::;vk, such that
(vi;vi+1) 2 E for 1  i  k   1. A random walk of length k, starting in v1, is a walk
where at each step peer vi is chosen independently at random among the neighbors of
vi 1.
A query is dened as a pair (W,j) where W is the random walk by which the query
is forwarded to a peer (that would ideally hold a replica of item j) and j is the queried
item. Each peer has a unique id i from the id-space I and each item also possesses a
unique id j from the id-space J. Moreover each query is associated with a unique id. A
query for item j is successful (satised) if the corresponding random walk traverses at
least one peer that stores item j (the original item j or one replica of j).
Given a network with allocation of items to peers, a search is modeled by the following
stochastic process: at each step a query for item j is issued by a peer i with probability
qij; This query starts a random walk of length at most k (=TTL), which ends as soon
as the query is satised. We dene pij as the probability that a peer i is touched by
an unsatised query for some item j. Our objective is to maximize the probability of
success. Formally speaking:
P2P replication problem: Given a P2P network, query rates qij, peer capacities ci, a
set of items with their corresponding sizes, an allocation of items to peers, an integer k
(maximum length of random walks), the goal is to nd a feasible allocation of replicas
to peers such that the probability that a query is successful is maximized.
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We modeled the network as an undirected graph and applied random walks as the
search protocol, therefore we can think of the described stochastic process as a Markov
chain (details are presented in chapter 3). We are interested in computing the proba-
bilities pij (worthiness) for each peer i and item j in order to decide which data items
to replicate. Recall that pij denotes the probability that an unsatised query for item j
traverses peer i. Now we state our problem formally:
Worthiness computation problem: Given a P2P network, query rates qij, a set of
items, an allocation of items to peers, an integer k (maximum length of random walks),
the goal is to compute the probabilities pij in a distributed way.
The theory of Markov chain is quite mature and there exist various methods to com-
pute the probabilities of interest. One of the results of this theory states that in an
irreducible and ergodic Markov chain the stationary limiting distribution always exists
and is independent of the initial probability distribution. Considering the network as a
Markov chain and applying the power method, we can compute the stationary probabil-
ity distribution of peers i.e. the probability that a random walker (an issued query for an
specic data item) touches each peer. However, the standard methods are not (directly)
applicable in the setting of our problem. Some of these diculties are described in 3.1.
1.3 Our Solution
The distributed algorithm proposed in [SNW08] has the estimation of the probabilities
pij in its core. In the distributed algorithm, rij values substitute the probabilities pij
in the centralized algorithm. Consider the following situation where the probabilities
pij are close to each other. A drawback is that, according to the Cherno bounds, the
counters rij may require a large number of queries for the convergence to the centralized
algorithm, since small deviations yield dierent result. Our fast distributed replication
algorithm requires less queries for the convergence, but needs to issue larger messages.
In section 5 the results of the simulations are presented.
According to the probabilities pij, we decide which data items to replicate at each
peer, constrained to the limited capacity of peers in the network. The algorithms in this
thesis are mostly based on this work and aim to provide a method for better estimation
of the probabilities pij. As a consequence, the convergence improvement of the dis-
tributed algorithm in [SNW08] is achieved. First, we study our problem in a centralized
environment. Considering the network as a Markov chain, we propose an ecient cen-
tralized algorithm to compute the exact probabilities pij applying Chapman-Kolmogorov
equations. Next, assuming the distributed setting where the parameters of the network
are not known to individual peers and each peer has only local information about its
direct neighbors, we provide an ecient algorithm to estimate pij probabilities for each
peer i and item j.
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1.4 Organization of the Thesis
The rest of this thesis is organized as follows: in chapter 2, we provide the theoretical
background and tools which will be used in this thesis. This include an introduction to
the Markov chain theory and its main results. In chapter 3, we provide a method based
on the Chapman-Kolmogorov equations to compute the probabilities pij in a centralized
environment where all parameters of the network such as network topology, query rates
and the location of the data items in the network are known. In chapter 4, we model
the network as a discrete-time Markov chain (as we did before) and present a fast
distributed version of the algorithm in the centralized environment stated in chapter 3
in order to estimate the pij probabilities when only local information about the network
are available. The proposed algorithm yields a good estimation of the pij probabilities
which outperforms the rij values in [SNW08]. In chapter 5 we present the simulation
results and compare the performance of the algorithms according to their Kendall tau-
and statistical distance. Finally, the conclusions of the thesis is the content of chapter
6.
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Background
In this chapter, we describe the theoretical background and provide some tools used
in this thesis. As stated before, we model the network as an undirected graph and use
random walks as the search protocol. According to this modeling, if we assume that the
time is discrete, then at each step one query for some item j is issued in the network by
some peer i with probability qij. The queries are forwarded via random walks and hence
we can think of the network as a discrete-time Markov chain. In Section 2.1 we give an
introduction to discrete-time Markov chains for this modeling and present some results
of the Markov chain theory which we require for the computation of pij probabilities.
2.1 Discrete-Time Markov Chains
A discrete-time Markov chain is a stochastic process X := fXn : n = 0;1;2;:::g with
state space I that takes on a nite or countable number of possible values. Unless
otherwise mentioned, this set of possible values of the process will be denoted by the
nite set I = f0;1;2;:::g. If Xn = i, then the process is said to be in state i at time n.
We suppose that whenever the process is in state i, there is a xed probability pij that
in the next step it will be in state j. That is
PfXn+1jXn = i;Xn 1 = in 1;:::;X0 = i0g = pij
for all states i0;i1;:::;in;i;j and all n  0. Such a process satises the "Markovian"
(memoryless) property which states that the distribution of Xn given the entire past of
the process only depends on the immediate past. The state Xn contains all the relevant
information concerning the history of the process. If the transition probabilities do not
change over time, the Markov Chain is called time-homogeneous. In the next chapter,
at rst, we assume time-homogeneity but later we relax this assumption to handle more
general case where transition probabilities may change over time. Further let pij
1 = pij
denote one step transition probability from state i to j and we also dene
pij
0 =
(
1 i = j;
0 i 6= j:
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We may generalize a single-step transition probability matrix to an n-step transition
probability matrix whose elements are pij
n = PfXm+n = jjXm = ig. Using Chapman-
Kolmogorov equations, n-step transition probabilities from i to j (pij
n) can be obtained
from the single-step transition probabilities ([Ros00, Tij03]).
Theorem 2.1.1 (Chapman-Kolmogorov equations) For all n;m  0, and all i;j
pij
n+m =
1 X
k=0
pik
npkj
m: (2.1)
Theorem 2.1.1 states that n-step transition probabilities pn
ij can be recursively com-
puted by multiplying the matrix of one-step transition probabilities by itself (n-1) times
(thus in polynomial time). In other words, the probabilities pij
n are the elements of n-
fold matrix product P n
j , where Pj denotes the one-step transition probability matrix.
Classication of states:
A state i of a DTMC is said to be recurrent if the Markov chain is guaranteed to return
to this state sometime in the future meaning that pii
n > 0 for some n > 0. Otherwise
state i is said to be transient meaning that there is a nonzero probability that the chain
will never return to this state.
Let fii
n denote the probability that the rst return to state i occurs exactly n steps after
leaving it. Thus the probability of ever returning to state i, denoted by fii, is given by
fii =
1 P
n=1
fii
n. When state i is recurrent (i.e. fii = 1), we dene the mean recurrence
time, Mii, of state i as Mii =
1 P
n=1
nfii
n. A recurrent state i for which Mii is nite is
called a positive-recurrent state.
A state i is said to be periodic with period p, if on leaving state i a return is possible
only in a number of transitions that is a multiple of the integer p > 1.
A state that is positive-recurrent and aperiodic is said to be ergodic. If all the states of
a Markov chain are ergodic, then the Markov chain is called ergodic.
We say that a Markov chain is irreducible is every state can be reached from every other
state.
Probability distributions:
We shall denote by i
n the probability that a Markov chain is in state i at step n. In
matrix notation, we let

n =
0
B B
B B B
@
1
n
2
n
. . .
i
n
. . .
1
C C
C C C
A
:
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The state probabilities at any time step can be obtained from the knowledge of the
initial distribution and the matrix of transition probabilities. In matrix notation, the
probability that the Markov chain is in state i at step n is therefore given by

n = 
0P
n:
Let P be the transition probability matrix of a chain, and let  whose elements i
denote the probability of being in state i be a probability distribution. Then  is said
to be a stationary distribution if and only if  = P.
Giving an initial probability distribution 0, if the limit
lim
n!1
n;
exists, then this limit is called the limiting distribution, and we write
 = lim
n!1
n:
For every irreducible and ergodic Markov chain, there exist a unique stationary and
limiting distribution. This is independent of the initial distribution and is the solution
of the following equations (in matrix notation):
 = P
~ 1 = 1:
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Centralized Algorithm
In this chapter, we provide a method to compute the probabilities pij. Recall that this
is the probability that an unsatised query for item j touches peer i. Throughout this
chapter we study our problem in a centralized setting. Moreover, we suppose that all
parameters of the network (such as network topology and query rates qij) are static over
time. In the following section we model the network as a discrete-time Markov chain and
provide a method based on Chapman-Kolmogorov equations to compute the probabilities
of interest. We also argue about the correctness and eciency of the equation (in
polynomial time computable).
3.1 Network as a Discrete-Time Markov Chain
We can think of the network as a discrete-time Markov chain. The reduction is
straight forward: Peers correspond to the states of the Markov chain (the state space of
the Markov chain is equal to the peer's ids). We use peers and states of the Markov chain
interchangeably. The links between peers correspond to transitions. As the number of
peers in the network is nite, the corresponding Markov chain has also nite number of
states. Since we modeled a query for some item j by a random walk, our model satises
the "Markovian" property. At each step, one query for item j is issued by peer i with
probability qij (we may consider the query rates as the initial distribution) and starts a
random walk with a specic preset TTL. Similar to [SNW08], a random walk is stopped
whenever TTL expires (we thus have the full path length TTL = k, even if the requested
item is found earlier), in this case the query is backwarded to the query initiator.
Here we assume a centralized static setting in which all network parameters such
as peer-specic query rates qijs and the network topology are known to all peers and
these values do not change over time (time-homogeneity). Later we relax some of these
assumption of centralized environment to handle a more general case (see section 4).
11Chapter 3 Centralized Algorithm
Why is hard to compute pij probabilities:
The theory of Markov chains provides techniques to compute the desired probabilities.
In the following we describe why the available standard techniques are not directly
applicable in settings of our problem.
If the transition probability matrix is irreducible and aperiodic, then there exists a
unique stationary probability distribution independent of the initial distribution. In the
context of our problem, the stationary probability corresponds to the probability that
a random walk for some item j touches some peer i. If these assumptions hold, then
using the power method, we are able to compute the stationary probabilities of this
Markov chain. According to the assumption that the corresponding graph is undirected
and connected, irreducibility is guaranteed, meaning that any two peers are mutually
reachable by random walks. However, there is no guarantee that the network is aperi-
odic. Aperiodicity can be achieved by introducing self-loop transitions of some positive
probability 0 <  < 1 on each node ([ZSS08]). In order to achieve aperiodicity, the
transition probability matrix of the random walk is to be modied as follows:
pij =
(
 if i = j;
1 
outdeg(i) otherwise:
Thus the resulting transition probability matrix becomes aperiodic and the stationary
probabilities are computable.
But we are interested in probability that an unsatised query for item j traverses peer
i which makes everything more complicated. To illustrate this, consider the following
scenario: There is only one item j and we wish to compute the pij value for some peer i
in the network. We might think to delete all peers containing item j and then applying
Markov chain. Unfortunately, this does not work.
Consider the following symmetric network (gure 3.1(a)) with only one data item (j).
Our goal is to compute b p 2
ai;j that is the probability that a starts an unsatised query
for j and touches peer i in 2 steps. We proceed as described before, meaning that we
delete the peer which stores item j with all its outgoing edges (gure 3.1(b)). Let  p 2
ai;j
be the corresponding probability in the resulting network. We obtain  p 2
ai;j = 1
2 which
is not equal to the probability b p 2
ai;j = 1
3. Now consider another symmetric network
depicted in gure 3.1(c), in which there are many paths from a to i containing item
j. In the same manner described before, we ignore the information about item j. Let
 p 2
ai;j be the corresponding probability in the resulting network. In this case, b p 2
ai;j gets
smaller and as number of peers storing item j goes to 1, b p 2
ai;j converges to zero, even
though  p 2
ai;j remains the same. This example shows that we can not even approximate
the probabilities pij applying stationary probabilities.
The idea is to modify the transition probability matrix of the original network in order
to compute the probabilities pij. The modied transition probability matrix maintains
transition probabilities including the information about each data item in the network
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Figure 3.1: (a) b p 2
ai;j = 1
3 (b)  p 2
ai;j = 1
2 (c) b p 2
ai;j ! 0 as # peers storing item j ! 1
(one transition probability matrix for each item), while keeping random walks unchanged
(uniform random walks as the search protocol). In order to achieve this, we now intro-
duce some notations and explain how these probabilities can be computed.
3.1.1 Computation of pij Probabilities
Assume peer id's to be i 2 I := f1;2;:::;ng and item id's to be j 2 J := f1;2;:::;mg.
Let b pab;j be the one-step transition probability from peer a to peer b without touching
a peer which stores item j for a;b 2 I and j 2 J (in this case the random walk is
still unsatised). Similarly, let b p k
ab;j denote the k-step transition probability from a to
b. Furthermore assume the maximum length of random walks is equal to k and let qij
denote the query rate of peer i for item j. Now we give the characterization of the
transition probabilities.
We dene
b p
0
ab;j =
(
1 a = b;
0 otherwise;
One-step transition probabilities can be computed as follows:
b Pj =
0
B
@
b p11;j ::: b p1n;j
. . . ... . . .
b pn1;j ::: b pnn;j
1
C
A b pab;j =
8
<
:
1
outdeg(a)
if a and b do not contain item j;
0 otherwise:
(3.1)
In other words, one-step transition probability from a to b is zero, if a or b contains item
j for a;b 2 I and j 2 J. Note that the resulting matrix b Pj is a non-stochastic matrix,
since
P
b pab;j 6= 1 for a;b 2 I (contradicting the standard denition of the one-step
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Figure 3.2: Computation of pij probabilities
transition probability of the Markov Chain). Applying matrix multiplication, we can
recursively compute l-step transition probabilities for 0  l  k (see equation 2.1) i.e.
b p
l
ab;j =
X
i2I
b p
(l 1)
ai;j b pib;j: (3.2)
Let us consider gure 3.2. Assume a, b and i are some xed peers in the network.
Moreover, suppose b p k
aib;j denotes the probability that a issues an unsatised query for
item j 2 J which traverses peer i and ends in b in k number of steps. This probability
is given as follows:
b p
k
aib;j = qaj
k X
l=0
b p
l
ai;jb p
(k l)
ib;j : (3.3)
In other words, b p k
aib;j is equal to the probability of rst going from a to i in l steps, and
then going from i to b in the rest k   l steps without touching a peer which stores item
j for 0  l  k, times the probability that a issues a query for item j (hence qij). In
order to compute pij, we could sum up b p k
aib;j over all peers a and b to obtain:
pij 
X
a2I
X
b2I
b p
k
aib;j: (3.4)
This is already a good approximation of pij but still not precise, since in the case where
all peers a = b = i, we obtain
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b Piii;j =
(
b p
0
ii;jb p
k
ii;j + ::: + b p
k
2
ii;jb p
k
2
ii;j k = 2n for n 2 N;
b p 0
ii;jb p k
ii;j + ::: + b p
k 1
2
ii;j b p
k+1
2
ii;j k = 2n + 1 for n 2 N:
(3.5)
In this case, we have to exclude identical terms from the summation to avoid double
counting. Therefore, equation 3.5 overestimates pij probabilities. The probability pij is
given as follows:
pij =
P
a2I and a6=i
qaj
P
b2I
k P
l=0
b p l
ai;jb p
(k l)
ib;j + qij
P
b2I and b6=i
k P
l=0
b p l
ii;jb p
(k l)
ib;j + qij
b k
2c P
l=0
b p l
ii;jb p
(k l)
ii;j (3.6)
Correctness argumentation. As before, we rst x peers a 6= b 6= i. Next, we compute
b Paib;j the probability of going from a to b in k steps (k = length of random walks)
through i without touching a peer that contains j. Consider 3 disjoint cases:
1. a 6= i,
2. a = i 6= b,
3. a = b = i.
Therefore we have:
b Paib;j =
k X
l=0
b p
l
ai;jb p
(k l)
ib;j
| {z }
1.case
+
k X
l=0
b p
l
ii;jb p
(k l)
ib;j
| {z }
2.case
+
b k
2c X
l=0
b p
l
ii;jb p
(k l)
ii;j
| {z }
3.case
The rst term in the summation corresponds to the 1. case where a 6= i, the second
term corresponds to the 2. case where a = i 6= b and the third term corresponds to the
3. case where a = b = i. Notice that according to the assumption, we have the full path
length k and we have to make sure that no peer which contains item j is traversed. In
the 3. case all peers coincide together and exclude identical terms from the summation.
Moreover, each peer i issues a query for item j with probability qij which equals its
query rate for item j. Therefore summing up all b Paib;js for all peers and considering
the query rates we can compute pij, the probability that an unsatised query for item j
traverses peer i.
The n-step transition probabilities b p n
ab;j can be recursively computed from one-step
transition probabilities pab;j in polynomial time. In fact b p n
ab;j are the elements of n-fold
matrix product b P n
j , where b Pj denote the one-step transition probability matrix.
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Distributed Algorithms
In this chapter, we investigate our problem in a distributed environment where each
peer has only partial informations about its neighborhood and our challenge is to com-
pute the pij probabilities. We introduce a distributed version of the algorithm in a
centralized environment and nally a fast distributed algorithm with acceptable costs.
4.1 Computation of probabilities using Markov chains
Apart from the diculties regarding the computation of probabilities pij in the cen-
tralized environment (see 3.1), we encounter further obstacles: in a distributed network,
each peer has only partial informations about its direct neighbors. The topology of
the network, query rates of peers for each data item and the stored data items in the
whole network are unknown to individual peers. In this section we aim to compute the
probabilities in a distributed way based on equation 3.6 using the local view of each
peer about its neighborhood. Recall b p l
ab;j is the transition probability of going from peer
a to peer b in l steps without touching a peer which stores item j where 0  l  k
and k is the maximum length of random walks. In order to compute pij, we require
these transition probabilities, but in such a distributed setting these probabilities are
not known to individual peers and our challenge is to compute them without incurring
too much cost in terms of the number of messages (or the size of messages) to be spread
through the network and the space needed to store these probabilities at peers.
The key terms in equation 3.6 are b p l
ai;j and b p l
ib;j. If we are able to compute these terms
locally at each peer for all peers a;b 2 I, all items j 2 J and 0  l  k, the probabilities
pij can be easily computed using equation 3.6. Notice that we have:
b p
l
ai;j =
X
8u2neighbor(i)
b p
(l 1)
au;j b p
1
ui;j (4.1)
b p
l
ib;j =
X
8v2neighbor(b)
b p
(l 1)
iv;j b p
1
vb;j (4.2)
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The basic idea is to propagate these probabilities (we call them scores) from each
peer a to its direct neighbors until all peers in the k-neighborhood of i are reached.
Since according to the assumptions, the network is connected and no self-loops exist,
each peer is always reachable in even number of steps (the corresponding probabilities
are non zero). At each peer i we maintain two tables called table a and table b. Table
a includes the transition probabilities b p l
ai;j for all number of possible steps and table b
accordingly (See gure 4.1).
peers in k-neighborhood of peer i
8
> > > > > > > > > > > <
> > > > > > > > > > > :
peer i 0 1 2  k
u1 b p 0
u1i;j  b p k
u1i;j
u2
. . .
. . . ... . . .
ut b p 0
uti;j  b p k
uti;j
peers in k-neighborhood of peer i
8
> > > > > > > > > > > <
> > > > > > > > > > > :
peer i 0 1 2  k
v1 b p 0
iv1;j  b p k
iv1;j
v2
. . .
. . . ... . . .
vt b p 0
ivt;j  b p k
ivt;j
Table 4.1: table a and table b of peer i
We rst describe how table a is lled and updated. At each peer i we ll the entries
in both tables as the queries are disseminated in the network.
For description clarity, we rst assume that there is only one item say j stored in the
network and all peers are aware of item j. Firstly, all peers (except for peers storing
item j) initialize their table a meaning that they add current peer's id namely a to table
a and set the entries b p l
aa;j to zero for 0 < l  k and b p 0
aa;j to one. The score propagation
runs as follows:
 In the 1st iteration, each peer i sends the values b p 1
iu;j to all of its direct neighbors
u that do not contain item j.
 In the 2nd iteration, each peer i sends the value b p 1
vi;j: 1
outdeg(i) = b p 2
vu;j for all v 2
1   neighborhood of i that do not contain item j to all of its direct neighbors u
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that do not contain item j.
. . .
 In the kth iteration, each peer i sends the values b p
(k 1)
vi;j : 1
outdeg(i) = b p k
vu;j for all
v 2 1 neighborhood of i that do not contain item j to all of its direct neighbors
u that do not contain item j.
Now we describe the general case where item j is not known to all peers in the network.
Let a be some peer in the network which issues a query for item j. We add the current
peer's id namely a to table a and set the entries b p l
aa;j = 0 for 0 < l  k and b p 0
aa;j = 1. As
queries are disseminated in the network, messages with following elds are piggybacked
the original inquiries. Each peer also forwards the messages it receives to its direct
neighbors and hence all peers in k-neighborhood of a are reached:
1. The eld Initiator, with the id of the peer issuing the message.
2. The eld item storing the id of the queried item.
3. The eld STEP which counts the transition probability steps with initial value 1.
If this eld has value k, we stop forwarding the message. 1
4. The eld score storing the corresponding transition probability. Suppose the peer's
id of the Initiator is a and the current peer'id is i. In this case score = b p
(STEP)
ai;j .
Notice that in our case the elds of the message have the following values:
1. Initiator = a.
2. item = j.
3. score = 1
outdeg(a)
Each neighbor of a say u receives this message and updates its table a as follows:
 If peer u contains item j, nothing is done (since b p l
au;j = 0 for 0  l  k).
 If the Initiator (in this case a) is not yet added to its table a, it is now added (each
time we add a new peer to table a, we initialize all entries for this peer in the table
to zero) and score is accumulated to the entry b p STEP
au;j .
 If the Initiator (in this case a) is already added to its table a (which is not the
case in the rst iteration of the algorithm), we update the entries of table a, i.e.
score is accumulated to the entry b p
(STEP)
au;j .
1Or equivalently STEP = k   TTL, where at each step TTL with initial value k is decremented by
one.
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In the next step peer u increments STEP by one, stores value 1
outdeg(u):score in the score
eld and forwards the message to its neighbors. We continue forwarding the messages
until STEP = k. We perform the same procedure for all items. Table b can also be lled
analogous. The only dierence is that we have to propagate the computed probabilities
upward to the Initiator (since at peer i, we are interested to calculate b p l
ib;j for all peers
b and all number of steps l). The only missing part are the query rates qij. For this
reason, whenever peer i receives a query for item j, we attach the the value qij to the
query. As a result the required query rates are also available to peers. Once we have all
values, we are able to compute the exact probabilities.
Analysis
The space requirement to maintain table a and table b at peer i is O(kmn0) where k
is the maximum length of random walks, m is the total number of items stored in the
network and n0 is total number of peers in k-neighborhood of i.
The number of messages issued in the network is large, if the network is dense and there
are few data items stored in the network. However, the algorithm performs better if the
network is sparse or if there are numerous copies of the same items in k-neighborhood
of peers. Since we stop forwarding messages, when queries are satised at peers. In the
next section, a fast distributed algorithm is presented with less cost in term of number
of issued messages.
4.2 Fast Distributed Algorithm
In this section we present a fast distributed algorithm based on the results of the
previous sections, which yields a good estimation of pijs without incurring much cost in
term of number of issued messages. We require to maintain the informations about the
local network in the k-neighborhood of peers where k is the maximum length of random
walks.
The previous distributed algorithm computes the exact probabilities pij once all re-
quired probabilities are computed and disseminated in the network, however it incurres a
high overhead in term of the number of issued messages (either piggybacked the original
queries or separately issued) in the whole network, in particular if the network is dense
and there are few data items spread over the entire network. Basically, at each peer i,
we aim to rank items j 2 J according to their worthiness (pij) rather than the exact
computation of pij probabilities. Most of time, these probabilities dier widely for each
item j. The nal ranking of items is obtained as soon as the estimations of these prob-
abilities do not change much and remain stable. In rare cases (e.g. depending on the
topology of the network) these probabilities are close to each other and tiny deviations
from the exact values yields a dierent ranking. Therefore in general case we require
the exact probabilities to achieve the correct ranking.
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The idea is to keep track of the k-neighborhood of each peer i, i.e. the information
regarding the topology of the k-neighborhood, which items at which peers are stored
and the query rates of the peers for dierent items in the k-neighborhood of i in order
to construct a subgraph (of diameter at most k) of the original network. Actually, the
required informations are partially available in the issued queries and can be extracted as
the queries are disseminated. At each peer, as the queries are issued in the network, we
compute and update a transition probability matrix for each item. This is the incurred
space cost at each peer.
Assume a query for item j is issued by peer s and traverses peer i. We store the path
from the query initiator through peers traversed by the generated random walk in each
query. At peer i, in order to estimate pij (worthiness of item j for peer i), we require the
transition probabilities b p k
ai;j and query rates qaj for all peers a that i is aware of and for
all 0  k  TTL. Notice that the random walk is not stopped as soon as the queried
item is found, but whenever TTL is expired, the query is backwarded to the query
originator. As a result, each peer is touched twice by each random walk, once when the
query is forwarded and once on the way back to the query originator. We let each peer
i attach its degree (degreei), query rate (qij) for the requested item j, and whether item
j is stored at peer i or not whenever i is traversed. Thus, each peer is able to locally
extracts these informations from the query and update its local view of the network. It
internally constructs a subgraph of diameter at most k of the original network meaning
that the entries of one-step transition probability matrices are computed and updated.
Assume S denotes the set of all random walks (here we consider not only unsatised but
also satised random walks) traversing peer i up to time t. Let P be the set of peers
appearing in S. We dene two peers u and v to be adjacent in S if and only if u and v
are adjacent in at least one of random walks in S. Notice that if u and v are adjacent in
S, then they are also adjacent in the original network. One-step transition probability
matrix of the subgraph (of diameter at most k) can be obtained as follows:
b P
t
j =
0
B
@
b p11;j ::: b p1n;j
. . . ... . . .
b pn1;j ::: b pnn;j
1
C
A
b pab;j =
8
<
:
1
degreea
if a and b are adjacent in S and do not contain item j;
0 otherwise;
(4.3)
for a;b 2 P. Initially, one-step transition probability matrix contains only direct neigh-
bors of i and the corresponding entries. In the course of the algorithm, more queries
traverse peer i , new peers will be added to one-step transition probability matrix and the
corresponding entries will be computed and updated. Hence, we are able to periodically
and eciently estimate pij applying the equation 3.6 to the resulting local network.
Let ~ pij be the estimation of pij applying the method described before. Notice that
the query rates are all normalized in the whole network. They have a global nature and
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can not be computed eciently in a distributed network. Nevertheless, without knowing
the normalization factor (we call this  which is a constant in the whole network), we
are still able to compare ~ pijs (worthiness) for each item j at each peer i (in this case
the computed probabilities are functions of ). Without loss of generality and for the
simplicity, we assume that query rates are available to peers. The following lemma shows
that ~ pij is a lower bound on pij for i 2 I and j 2 J.
Lemma 1 Let ~ pij be the estimation of pij for all peers i and all items j using the method
in the current section. Then, ~ pij is a lower bound on pij. i.e. ~ pij  pij for all peers i
and items j.
Proof. Let G = (V;E) be a network with the corresponding one-step transition
probability matrix b Pj, i 2 V and k be the maximum length of random walks. At peer
i, the probability pij can be computed using equation 3.6. i.e.
pij =
X
8a6=i
qaj
X
8b
k X
l=0
b p
l
ai;jb p
(k l)
ib;j + qij
X
8b6=i
k X
l=0
b p
l
ii;jb p
(k l)
ib;j + qij
b k
2c X
l=0
b p
l
ii;jb p
(k l)
ii;j :
Let G(i) be a subnetwork with one-step transition probability matrix b Pj(i) which
corresponds to the peers in the k-neighborhood of i. Notice that b Pj(i) is a submatrix
of b Pj except for the order of rows or columns. The equation above includes b Pj(i) for all
peers a 2 V and b 2 V to and from peer i which are at most k hops away from i (i.e.
they lie in the k-neighborhood of i) where 0  l  k. Let S denote the set of all random
walks v1;v2;:::;vk+1 (satised or unsatised) traversing peer i up to time t. Moreover, let
Gt(i) be the network which is constructed using the information of random walks from
set S as described before up to time t and b P t
j (i) correspond to the one step transition
probability matrix of Gt(i) at peer i. We have to show that
1. peers of the matrix b P t
j (i) are included in those of matrix b Pj(i) and
2. all entries of the matrix b P t
j (i) are at most as large as the corresponding entries of
b Pj(i).
Notice that in both cases qijs are identical. Since the set of all peers included in S is
a subset of the peers in the k-neighborhood of i, the rst statement holds. Let vm and
vn be two peers that are touched by some random walks in S (i.e. they are included in
S). If vm and vn are not adjacent in G(i), they are also not adjacent in random walks
in S which implies that the corresponding entry in b Pj(i) and b P t
j (i) are both zero. Now
suppose they are adjacent in G(i). We have the following two cases:
1. They are adjacent in some random walks in S. In this case the corresponding both
entries in b Pj(i) and b P t
j (i) are the same.
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2. They are not adjacent in all random walks in S. In this case the corresponding
entry in b P t
j (i) is zero, even though the corresponding in b Pj(i) is strictly larger
than zero.
Therefore ~ pij  pij. 
In the next page, main operations of the algorithm are described in pseudocode.
Convergence
As the number of random walks traversing peer i increases, more peers in the k-
neighborhood of i are covered and eventually at some point of time all such peers are
traversed. As a result, one-step transition probability matrix b P t
j (i) converges to b Pj(i)
(including only peers which lie in the k-neighborhood and hence a submatrix of the
b Pj) and ~ pij converges to pij as t ! 1. We can periodically recompute ~ pij once new
informations are available. Simulations also validate that even if there are few random
walks touching peer i the result is quite close to the exact ranking. The results of the
simulations and the properties of the fast distributed algorithm are discussed in chapter
5.
Remark Let m denote the number of data items stored in the network and n0 denote
the number of peers in the k-neighborhood of peer i. At peer i, the space requirement
in order to maintain the local informations is O(kmn0).
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Distributed Algorithm: Send (i, j)
1 create a query q as follows :
2 q . I n i t i a t o r = i ;
3 q . item = j ;
4 q . path . add( i );
5 q . satBy . add( 1);
6 q . QueryRates . add( q i j );
7 q .TTL = k (k = maximum length of random walks );
8 forward q to a random neighbor ;
Distributed Algorithm: Receive
1 for each peer i in p a r a l l e l dof
2 while true dof
3 i f i receives a query q for item j thenf
4 i f q .TTL > 1 ( the message is going forward ) thenf
5 q . path . add( i );
6 q . degrees ( degree i );
7 i f i contains j thenf
8 q . satBy ( i );
9 q . QueryRates (0);
10 p i j = 0;
11 gelsef
12 q . satBy ( 1);
13 q . QueryRates ( q i j );
14 update and compute one step
15 transition probability matrix ( using q . path , q . degrees ,
16 q . satBy , q . QueryRates );
17 update and compute p i j applying equation 3.6;
18 g
19 q .TTL = q .TTL   1;
20 i f q .TTL > 1 thenf
21 forward q to a random neighbor ;
22 g
23 i f q .TTL = 1 thenf
24 send q backward ;
25 g
26 g
27 i f q .TTL = 1 ( the message is going backward ) thenf
28 update and compute one step
29 transition probability matrix ( using q . path , q . degrees ,
30 q . satBy , q . QueryRates );
31 update and compute p i j applying equation 3.6;
32 i f q . I n i t i a t o r != i thenf
33 forward q backward ;
34 g
35 g
36 g
37 g
38 g
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Evaluation
In this section, we study the performance of the algorithms in centralized and dis-
tributed environments. We perform numerous runs of the algorithms on random graphs
and present the results of the simulations.
For our simulations we study random networks, based on the Erd os-R enyi model
[ER60], where peers are connected with a certain probability (we call this an edge
probability). Throughout our experimets, we test the performance of the algorithms on
a random graph with 100 peers and 10 data items. We set k maximum length of random
walks to 10 and the edge probability to 1
2, if not mentioned otherwise. Furthermore,
we assume that the allocation of data items follows the Zipf's law. According to our
simulation setup, time is discrete and at each point of time (called one simulation round)
one query for some item j is issued by some peer i in the network with probability equal
to qij which are preset in the random network (thus the number of simulation rounds
is equal to the number of issued queries in the whole network). We rst introduce a
metric, called statistical distance, for measuring the dierence between two probability
distributions. In order to measure the convergence and hence the performance of the
algorithms, we compute the statistical distance between the computed pij probabilities.
Denition 1 (statistical distance) Let ~ P = (p1;p2;:::;pn) and ~ Q = (q1;q2;:::;qn)
represent two arbitrary distributions. The statistical distance between ~ P and ~ Q is dened
as follows:
statistical distance(~ P; ~ Q) =
1
2

n X
i=0
jpi   qij:
The factor 1
2 is to ensure that the maximum distance does not exceed 1 (0  st: dist:(~ P; ~ Q) 
1).
A shortcoming of the statistical distance is that it only measures the deviation from
the exact values of pij and ignores the resulting ranking of data items according to their
pij probabilities. For each peer i, we are solely interested in the correct ranking of data
items (of which peer i knows) according to their worthiness. Consider the situation
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where the estimated pij probabilities considerably deviate from the exact values, even
though the resulting ranking is (almost) similar to the ranking according to the exact pij
probabilities. In this case, the statistical distance is high, even though the corresponding
rankings are (almost) the same. The replication algorithm performs exactly the same on
both inputs (estimated pij probabilities and exact ones). Concerning this limitation of
the statistical distance, we apply another metric called normalized Kendall tau distance
to measure the similarity (or deviation) between resulting rankings. This metric counts
the number of pairwise disagreements between two lists and is between 0 and 1. The
larger the distance, the more dissimilar the two lists are.
The normalized Kendall tau dis-
tance between two lists 1 and 2 is dened as
K(1;2) =
P
fi;jg2P
 Ki;j(1;2)
 n
2

where
 P is the set of unordered pairs of distinct elements in 1;2,
 n is the cardinality of P
  Ki;j(1;2) = 0 if i and j are in the same order in 1;2,
  Ki;j(1;2) = 1 if i and j are in the opposite order in 1;2.
We perform 10 runs of the algorithms on the generated random network. The results,
which are illustrated in the plots, are the average statistical distance (average normalized
Kendall tau distance) over these 10 runs of the algorithms.
5.1 Centralized Algorithm
As described before, we generate a random network and proceed as follows: we per-
form 10 runs for dierent number of queries (10, 20, 30, etc.) and count for each peer i
how many unsatised queries for item j traverse peer i. Obviously
p t
ij =
# unsatised queries for item j touching peer i by time t
# all queries issued in the network by time t
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Figure 5.1: Statistical distance between the computed pij probabilities using equation
3.6 and the estimated pij probabilities using the counting algorithm for up
to 1000 issued queries in the network
is an estimation of pij (this is equivalent to rij divided by the total number of issued
queries in the network)This method is used in [SNW08] to compute the worthiness of
data items and we call this the counting algorithm. Then, we compare the statistical
distance between the probabilities pij using equation 3.6 and the counting algorithm.
Figure 5.1 and 5.2 include the statistical distance for up to 10000 queries. We observe
that initially the statistical distance is high (namely equal one), but as the number of
issued queries (and therefore the number of simulation rounds) increases, the statistical
distance between these distributions converges to zero. This result also veries the
equation 3.6.
no. of queries 0 100 200 300 400 500 600 700 800 900 1000
statisticaldistance 1 0.5223 0.3365 0.264 0.2226 0.19 0.1753 0.166 0.1542 0.1423 0.1322
Table 5.1: Statistical distance between the computed pij probabilities using equation 3.6
and the estimated pij probabilities using the counting algorithm for up to
1000 queries
no. of queries 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
statistical distance 0.1322 0.0995 0.0827 0.0727 0.0666 0.0604 0.0541 0.0512 0.0468 0.0438
Table 5.2: Statistical distance between the computed pij probabilities using equation 3.6
and the estimated pij probabilities using the counting algorithm for dierent
number of queries between 1000 and 10000
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Figure 5.2: Statistical distance between the computed pij probabilities using equation 3.6
and the estimated pij probabilities using the counting algorithm for dierent
number of queries between 1000 and 10000
5.2 Fast Distributed Algorithm
Under similar setting, we perform simulations to study the performance of the fast
distributed algorithm. First, we compare the performance of the fast distributed al-
gorithm with the counting algorithm according to the statistical distance for dierent
number of queries up to 10000. Tables 5.3 and 5.4 include the results of simulations. In
the beginning, the statistical distances are high, but as more queries are disseminated in
the network, the statistical distances converge to zero. As gures 5.3 and 5.4 illustrate,
the fast distributed algorithm converges by far faster than the counting one.
Next, in order to study the performance of our algorithm on random networks with
dierent edge probabilities, we proceed as follows. We create dierent random networks
by letting edge probabilities vary between 0.1 and 1, while keeping all other network
parameters xed. On each generated random network, we perform 10 runs of our al-
gorithm while in each run, 1000 queries are issued. In the same manner, we perform
simulations applying the counting algorithm. From experiment results we can see that
the performance of our algorithm does not depend on edge probabilities i.e. whether
the network is dense or sparse. In all cases, our algorithm outperforms the counting one
(see gure 5.5 and table 5.5).
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We also compare the performance of our algorithm with the counting one according to
their normalized Kendall tau distance from the exact pij probabilities. The simulation
results also verify that our algorithm converges faster then the counting one. Figure
5.6 and table 5.6 include the average normalized Kendall tau distance of 10 runs of the
algorithms when up to 1000 queries are issued in the network. In the following are some
of the properties of the fast distributed algorithm listed.
Some properties of the fast distributed algorithm:
Fast distributed algorithm takes all informations about the k-neighborhood of each
peer into consideration, i.e. the topology of the network and which items are stored at
which peers. Together with the query rates for each item, this algorithm results in a
better estimation of pij probabilities. Simulations show that even in the initial rounds of
the simulation, where there are few requests issued in the network, the resulting values
are by far better than those of the counting algorithm. In the beginning, the estimated
values are zero and once an entry in the transition probability matrix is updated (each
entry is updated only once), it remains constant and is equal to the corresponding entry
in the original transition probability matrix namely b Pj. At each peer i, the entries of
one-step transition probability matrix are updated only if new informations (gained from
both satised and unsatised random walks) about the k-neighborhood of i are avail-
able. According to our experiments, our algorithm yields an ecient estimation of pij
probabilities and we have shown in lemma 4.2 that our algorithm never overestimates
these values. On the contrary, the probabilities computed by the counting algorithm
may be at some points of time greater than the actual pij probabilities, in particular in
the beginning where there are only few number of queries issued in the network. One
limitation of the counting algorithm is that, according to the Cherno bounds, if the
number of queries issued in the network is suciently large, then the estimated proba-
bilities converge to the exact probabilities with a high probability. However, in order to
guarantee a good estimation of pij values, we may require a large number of queries to
be issued in the network.
The counting algorithm requires more queries to be disseminated in the network to
achieve a reasonable estimation of pij probabilities. The fast distributed algorithm con-
verges faster, however the size of the issued queries is larger than the size of queries in
the counting algorithm, as we need to forward the path from and to the query originator.
Moreover, we need at each peer, some storage space to maintain the transition proba-
bility matrices. Hence, there is a trade-o between the time need for achieving a good
estimation of pij probabilities and the size of messages to be issued in the network.
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Figure 5.3: The comparison of the statistical distance between the estimated probabili-
ties pij using the counting algorithm and the fast distributed algorithm for
up to 1000 queries
Figure 5.4: The comparison of the statistical distance between the estimated probabili-
ties pij using the counting algorithm and the fast distributed algorithm for
dierent number of queries between 1000 and 10000
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Figure 5.5: The comparison of the statistical distance between the estimated probabili-
ties pij using the counting algorithm and the fast distributed algorithm for
1000 queries and dierent edge probabilities
Figure 5.6: The comparison of the normalized Kendall tau distance between the esti-
mated probabilities pij using the counting algorithm and the fast distributed
algorithm for up to 1000 queries
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no. of queries 0 100 200 300 400 500 600 700 800 900 1000
counting algorithm 1 0.5223 0.3365 0.264 0.2226 0.19 0.1753 0.1666 0.1542 0.1423 0.1322
fast distr. alg. 1 0.2481 0.1 0.06802 0.04223 0.0229 0.0146 0.01195 0.00952 0.00672 0.0053
Table 5.3: The comparison of the statistical distance between the estimated probabilities
pij using the counting algorithm and the fast distributed algorithm for up to
1000 queries
no. of queries 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
counting algorithm 0.1322 0.0995 0.0827 0.0727 0.0666 0.0604 0.0541 0.0512 0.0468 0.0438
fast distr. alg. 0.0053 0.0018 0.00085 0.0004 0.00001 0.000007 0 0 0 0
Table 5.4: The comparison of the statistical distance between the estimated probabili-
ties pij using the counting algorithm and the fast distributed algorithm for
dierent number of queries between 1000 and 10000
edge prob. 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
counting algorithm 0.1385 0.1366 0.135 0.1336 0.1322 0.1285 0.1283 0.1268 0.1252 0.123
fast distr. alg. 0.0118 0.00895 0.00762 0.0063 0.0053 0.0046 0.00431 0.0038 0.0035 0.003
Table 5.5: The comparison of the statistical distance between the estimated probabilities
pij using the counting algorithm and the fast distributed algorithm for 1000
queries and dierent edge probabilities
no. of queries 0 100 200 300 400 500 600 700 800 900 1000
counting algorithm 1 0.5754 0.481 0.4341 0.4006 0.3688 0.3455 0.3348 0.314 0.29 0.2733
fast distr. alg. 1 0.2034 0.0949 0.0712 0.05018 0.02986 0.014 0.00431 0.0001 0 0
Table 5.6: The comparison of the normalized Kendall tau distance between the esti-
mated probabilities pij using the counting algorithm and the fast distributed
algorithm for up to 1000 queries
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Conclusion
In this thesis, we have studied the problem of computing the "worthiness" of data
items for each peer in unstructured P2P networks where the "worthiness" of an item is
dened as in [SNW08]. We presented techniques for a better estimation of these values.
As a result, a more ecient solution for the P2P replication problem dened in [SNW08]
is achieved.
We rst studied the problem in a centralized environment, where all parameters of the
network are known to each individual peer, and provided a method based on Chapman-
Kolmogorov equations to eciently compute the worthiness of data items in a such
environment. As the main result of this thesis, we have presented a fast distributed
algorithm to eciently compute the "worthiness" of data items in the network. Our
experimental evaluations on random graphs show that our algorithm converges much
faster than the counting algorithm, but requires messages with larger (but still accept-
able) size. In our algorithm, the informations regarding the query path starting from the
query originator and the location of requested data items on this path are maintained
and piggybacked the original query. Our algorithm incures O(kmn0) space cost at each
peer i where k is the maximum length of random walks, m is the number of data items
stored in the network and n0 is the number of peers in the k-neighborhood of i. There-
fore, there is a trade-o between the time need for achieving a good estimation of the
worthiness of items and the size of messages to be issued in the network.
Our future work includes computing worthiness of data items in a more ecient way
i.e. in terms of number of messages, the size of messages to be issued in the network and
the storage space which is needed at each peer to maintain the transition probabilities.
It would be also interesting to evaluate the eciency of the algorithm on networks
with heterogeneous parameters (e.g. query rates, network topologies) and with data
of real P2P networks. Finally, further extensions and generalizations of the algorithm
and considering other constraints of real P2P networks would be some directions of our
future work.
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