Significant nonlinearities are found in several cyclical components macroeconomic time series across countries. Standard equilibrium models of business cycles successfully explain most first and second moments of these time series. Neverthelesss, this paper shows that a model of this class cannot replicate nonlinear features of the data. Applying the Efficient Method of Moments (Gallant and Tauchen, 1996, 2000) methodology to build an algorithm that searches over the models parameter space establishes the parameterization that best allows replication of all statistical properties of the data. The results show that this parameterization captures nonlinearities in investment but fails to account for observed properties of consumption.
Introduction
The conditional distributions of cyclical components of many macroeconomic time series significantly deviate from a Gaussian distribution and exhibit conditional heteroskedasticity (ARCH, GARCH). This paper refers to these characteristics as nonlinearities in a statistical sense. 1 As Table 1 and Table 2 show, these nonlinearities are common for most National Accounts aggregates for the United States and for a sample of OECD countries including France, Italy, Japan, Mexico and the United Kingdom. Rothman (1996) and Razzak (2001) also document the existence of asymmetries in business cycles for many industrialized countries. Standard general-equilibrium models of business cycles are successful at explaining most first and second moments (mean, vari- ance, covariance, persistence) of these time series. This paper shows, however, that the canonical Real Business Cycle (RBC) model cannot replicate the nonlinearities reflected in the skewness, kurtosis and conditional volatility characteristic of United States National Accounts. This is the case even if the model's parameters are allowed to adjust to values that yield the best possible fit to the standard properties of the data. Moreover, the parameters that lead to simulations that most closely resemble the nonlinear features of the data differ sharply from those that would result if the nonlinearities are ignored, suggesting sensitivity of model parameters to nonlinear features. This paper shows that additional insight into economics can be gained by taking a flexible approach and by studying nonlinearities of economic time series. As described below, nonlinearities are features of the data that are the object of study (e.g. studies of asymmetry of industrial production, excess volatility of international capital flows, etc.). Comparing the nonlinearities of the data and of simulated time series allows us to evaluate whether economic models can replicate those features observed in the data. Additionally, the additional moments that characterize the nonlinearities place more restrictions that the economic models have to match. These restrictions help choose parameters of a candidate economic model because there is more information about the time series of interest in addition to that contained in the first and second moments. An additional reason to focus on higher moments is that they are important determinants of risk and may affect the results of performing policy experiments. As Kim and Kim (2000) have shown, the use of linearization solution methods that fail to incorporate the effect of higher order moments leads to incorrect welfare evaluations when performing policy experiments that are captured when higher moments are taken into account.
Interest in the study of nonlinearities in macroeconomic time series surged during the 1980's. Neftci (1984) presented evidence that unemployment fluctuations were asymmetrical along the business cycle. He developed a statistical test of time series asymmetry and found significant evidence that increases in unemployment were of larger magnitude and lasted fewer periods than reductions in unemployment. In the financial time series literature, Hinich and Patterson (1985) found that daily movements in fifteen commonly traded stocks were generated by a nonlinear process.
In the second half of the 1980's there was great interest in the statistical modelling of macroeconomic and financial time series by using nonlinear deterministic chaos models. Some empirical studies in this vein posed the question of whether macroeconomic data were characterized by nonlinear chaos, nonlinear stochastic processes or linear stochastic processes. Brock and Sayers (1988) tested whether real macroeconomic variables could be described by deterministic chaos. They found that while it was hard to find evidence of chaos, Post-war employment, unemployment and industrial production could be well approximated by nonlinear stochastic models. Ashley and Patterson (1989) developed a test that detects deviations from linear stochastic processes, either in the form of nonlinear stochastic process or in the form of deterministic chaos. Their test of industrial production strongly "suggests that nonlinear dynamics (deterministic or stochastic) should be an important feature of any empirically plausible macroeconomic model" (Ashley and Patterson, 1989, p. 685) .
Recent research has made further progress in the study of nonlinearities in macroeconomic time series. Extending the work by Gallant et al. (1993) , Potter (2000) generalized the use of linear impulse response functions from the Vector Autoregression (VAR) literature to the case of nonlinear stochastic processes. Altug et al. (1999) tested whether technology shocks are the cause of the nonlinear structure observed in production. Several alternative specification of Solow residuals were derived and the hypothesis of linearity was tested. The authors found that there is little evidence of nonlinearity in technology shocks, indicating that it is a nonlinear transmission mechanism (economic process) that generates nonlinearities in the aggregate series. Evidently, linear models with Gaussian shocks cannot produce asymmetry and nonlinearity in the simulated time series.
The goal of this paper is to document the evidence of nonlinearities for macroeconomic time series and to explore whether a workhorse RBC model can explain these nonlinearities. Section 2 documents evidence of nonlinearities in quarterly National Account aggregates for five OECD countries. The evidence presented are for mild forms of nonlinearity (skewness, kurtosis) and not for more general forms of nonlinearity (e.g., conditional heteroskedasticity). Nonlinearities are present across a sample of countries. However, nonlinearites are different for the same series across countries. For example, while Private Consumption in Canada is negatively skewed and has high kurtosis, in Great Britain it is positively skewed and has low kurtosis. Moreover, the null hypothesis that Investment is linear is rejected in three of the five countries studied. Having obtained evidence of nonlinearities in an international setting, the paper documents that nonlinearities are also present in US quarterly time series. For the United States the series that exhibit the greatest deviations from the hypothesis of a Normal process are investment and exports.
The next step in the study is to evaluate whether a workhorse RBC model can capture the nonlinearities present in the time series. Section 3 presents a model similar to that studied by Brock and Mirman (1972) . The model includes a labor/leisure choice and an investment adjustment cost and is solved using a nonlinear, exact solution method: value-function iteration. The reason for using this computationally intensive method is that it allows exploration of the full nonlinear properties of the underlying economic model. Linearization solution methods force simulated series that are linear and gaussian and hence cannot be used to explore whether the model can explain the observed nonlinearities. The model's ability to match the statistical properties of the data is evaluated by performing an experiment that links estimation and simulation techniques. This algorithm allows the model's parameters to change in order to do their best to match the data's statistical process. 2 Sections 4 and 5 present the results of the analysis of the RBC model using the Efficient Method of Moments approach (Gallant and Tauchen, 1996, 2000) . The economic model is estimated to the 2 See Gallant (1995) , Hansen and Heckman (1996) and Browning et al. (1999) .
series of consumption and investment. The estimation is based on these two series for two reasons.
First, focusing on two series allows for easy comparison to previous studies because the study of these two time series has been the focus of protracted analysis in macroeconomics. The second reason is a technical one. The estimation technique depends on a complete statistical description of the observed time series. As the number of series under study increases, the number of parameters of the statistical model increases rapidly, making it harder to estimate it accurately. In order to focus on a complete set of statistical properties, estimation needs to focus on a few series of interest.
The econometric procedure is a two-step process. The first step is to fully characterize the statistical properties of investment and consumption for the United States. The statistical tool used is a Seminonparametric (SNP) estimator (Gallant and Tauchen, 1989) . The SNP estimator estimates a family of statistical models of the time series and chooses the most parsimonious model that best fits the data. The first important result of the analysis is that conditional heteroskedasticity and non-Normality are important features of both the consumption and the investment series. This confirms the preliminary evidence documented in Section 2. A simple VAR structure is not sufficient to characterize the statistical properties of macroeconomic time series. The second step is to estimate the canonical RBC model using the Efficient Method of Moments (EMM) approach (Gallant and Tauchen, 1996, 2000) . EMM uses the information from the statistical model of the data and chooses parameters that make the economic model most closely resemble the statistical model under a minimum chi-squared (GMM) criterion. The second important result of the analysis is that the canonical RBC model cannot replicate either the conditional heteroskedasticity or right conditional distribution (non-Normal) of consumption and investment. A third result is that the parameter estimates change after taking into account these nonlinearities.
Empirical Evidence
This section presents preliminary evidence of statistical nonlinearities in OECD and US data. The series of interest are the following: Private Consumption, Private Investment, Government Expenditures and Public Investment, Exports, Imports and Aggregate Output. Inventory Investment and Fixed Gross Capital Formation series are added together to get a measure of Private Investment.
The RBC literature primarily focuses on the business cycle frequencies of the macroeconomic time series and it is common to filter the data to remove trending and seasonal effects. This is typically done using the Hodrick-Prescott (HP) filter (Hodrick and Prescott, 1980) . The problem of using the HP filter is that it may distort sample second moments of the data in small samples (King and Rebelo, 1993) . That is, the HP filter may distort the true volatility, co-movement and persistence of the observed data at business cycle frequencies. Hence, rather than using the HP filter, an optimal band pass filter (BP) (Christiano and Fitzgerald, 1999; Baxter and King, 1999 ) is used to filter the data 3 The BP filter used in this application minimizes the Mean Squared Error between the estimated spectral decomposition and the true spectral decomposition of a particular process and works well for standard macroeconomic time series. The filter used in practice is symmetric (stationary), nonlinear and isolates the business cycle properties of the data between 6 and 32 quarters. This filter assumes that the raw data is close to having a unit root. Twelve observations at the beginning and at the end of the sample are lost since the filter is a double-sided moving average filter. Table 1 gives summary statistics of the BP filtered data for OECD National Accounts aggregates. 4 Three columns are of particular importance. The skewness and kurtosis estimates show important deviations from normality (the normal distribution has a skewness of 0 and a kurtosis of 3) for most macroeconomic time series. A positive skewness indicates that increases in a time series tend to be small but relatively more frequent than negative changes. Kurtosis in excess of 3 indicates that there are frequent "large" changes the time series. The Jarque-Berra (1987) statistic (J-B column) is a statistical test of the null assumption of normality based on the estimated kurtosis of the series of interest. This statistic only tests for a mild form of nonlinearity, that of non-Normal probability processes. Macroeconomic time series could be non-Normal even if the economic model were linear, as long as the shocks were not Normally distributed. However, as pointed out above, 3 The qualitative results of this paper would not change if an HP filter had been used instead. As noted in Section 2, significant nonlinearities are present regardless of what filter is used. The top of Table 2 gives US summary statistics for BP filtered quarterly time series data. The bottom of the table shows the same statistics for the HP filtered data for comparison purposes. The features of non-Normality for skewness and kurtosis are present regardless of the filter used. If anything, the HP filter accentuates the negative skewness and excess kurtosis of investment. In this application we use the BP filter by Christiano and Fitzgerald (1999) .
4 OECD data comes from the OECD Statistical Compendium. Updates are from the OECD Source Web Site. The data is quarterly and, in most cases, spans the time period from 1960Q1 to 1998Q4.
Solow residual analysis has shown that the productivity shocks are Normally distributed. Thus, it must be the case that the economic transmission mechanism is nonlinear. This study will take into account additional nonlinearities (like conditional heteroskedasticity) when the RBC model is evaluated against US Data.
There is significant evidence of nonlinearity for most countries and macroeconomic time series.
Four of the six reported values for the Australian National Accounts significantly deviate from Normality. For Canada, one can reject the null hypothesis of Normality for five of the six series at the 90% critical level. For Great Britain, the number of rejections is four. These deviations capture the significant asymmetry (skewness) and excess volatility (kurtosis) of many National Account statistics. Over the 5 countries, 19 of 30 data series have significant deviations form Normality.
It is important to note that there is not much robustness in the form of nonlinearities across countries. Australia and Great Britain private consumption shows too little kurtosis relative to the normal distribution; the same series exhibits excess kurtosis in Canada and Japan. Also, private consumption is negatively skewed in Canada; it is positively skewed in Australia, Great Britain and Japan, and symmetric in Mexico. Similar lack of pattern is present for other National Account time series as well. There is, more robustness in the patter of kurtosis in investment. For three of the countries, investment exhibits important excess kurtosis (Australia, Canada and Mexico); the estimate is very close to Normal for the other two countries (Great Britain and Japan). There appear to be more frequent small positive improvements in investment, while there are not as many negative changes, but they can be larger in magnitude. 
Model
The RBC model is a simple variation of a Brock-Mirman stochastic growth model. The agent maximizes lifetime utility by choosing savings, consumption and labor. There are no distortions in the RBC model so the equilibrium can be represented by a central planner problem.
The problem faced by the planner is to maximize her lifetime utility:
subject to the budget constraint:
E 0 is the expectation given period zero information, the initial capital stock and the current state of the technology shock. c t is consumption, k t is the capital stock, l t is the labor supply, all dated at period t. β is the subjective time discount rate. F (k t , l t ) is domestic product. The capital stock inherited from the previous period depreciates at a constant geometric rate, δ, and is augmented this period by gross investment, k t+1 −k t (1−δ). There is an isoelastic adjustment cost to investment captured by the last term of (3.2). Ψ≡ i k is the ratio of steady state investment to steady state capital. Adjustment costs are zero at the certainty equivalence steady state. Adjustment costs are introduced here not only because they have been shown to work reasonably well to explain aggregate investment behavior at the aggregate level (Cooper and Haltiwanger, 2000) , but also because they may capture other distortions present in the real world that this simplified model does not consider and will give flexibility in the estimation of the model.
The utility function is defined as in Greenwood et al. (1988) . The utility is defined as a composite good made up of consumption, c t , and labor, l t :
1−ω is the inverse of the intertemporal elasticity of substitution in labor supply. The marginal rate of substitution between consumption and leisure depends on consumption only, for this specification of instantaneous utility. This allows us to solve for the optimal labor supply period-by-period,l t ,
which will help in the numerical solution of the model.
The domestic product is given by a Cobb-Douglas production function:
Production is perfectly competitive, so F (·) exhausts all factor payments. α is the income share paid to capital, and 1 − α is the share paid to labor. z t is a technological (productivity) shock with zero mean and variance σ. The stochastic shock, z t , is assumed to follow an AR(1) process. That is:
The stochastic growth model's parameters are collected into the parameter vector Θ = (σ , ρ, α, A, ω, δ, β, φ, θ).
Given the model's parameters, Θ, the equilibrium is defined as an infinite sequence of variables {k t , l t , c t } ∞ t=0 that solve the problem in (3.1), and that satisfy the aggregate resource constraint (3.2), subject to initial conditions for the capital stock and the shock, k 0 , z 0 . The model can also be caste as a solution to a stochastic dynamic programming problem in the usual way, and the equilibrium concept would be a recursive competitive equilibrium.
The stochastic growth model is solved using the Value Function iteration approach. 5 Since there is strong evidence of nonlinearity in the macroeconomic time series, using local methods that approximate the agent's problem using linear decision rules is not an option if the objective is for the model to replicate those nonlinearities. Even if the underlying problem is nonlinear, the solution technique will give no opportunity to the economic model to capture nonlinearities in the data. At most, a linearized economic model could capture non-Normality if the shocks were non-Normal. As pointed out in the introduction, there is little evidence that real shocks are nonlinear. Furthermore, the estimation technique studies the simulations' ergodic distribution and so requires the use of a global solution method. The approximation error of local solution methods grows as simulated series move "far away" from the deterministic steady state of the model, even if they are still part of the ergodic distribution. 6
Statistical Properties of the Data
The approach followed here to assess the ability of the stochastic growth model proposed in Section 3 to account for the observed business cycle regularities is based on Efficient Method of Moments (EMM) methodology developed by Gallant and Tauchen (1996, 2000) . This method consists of two steps. In the first step, the statistical properties of the data of interest are characterized using a Seminonparametric (SNP) estimator. Successively more complex statistical models are estimated with the data until a full statistical characterization is achieved (full in the sense that the quasi-Maximum Likelihood probability of the statistical model is maximized but also takes into account the number of statistical parameters being estimated). The statistical models are flexible enough so as to account for increasing time dependence in the mean of the process (VAR) for conditional heteroskedasticity (ARCH, GARCH) and non-Normal innovations. The key to this first step is to take a flexible approach to estimating the statistical model. As more data are available, increasingly rich statistical models are used. The estimates of the statistical model then serve as moments for the second step of the EMM procedure, the simulation stage, which is described in the next section. The resulting statistical model is therefore referred to as the score generator (it is also referred to as the auxiliary model in EMM terminology).
The SNP estimator used here is adopted from Gallant and Tauchen (1998) . Define y t as the "true" stochastic process of a particular time series to be estimated (consumption and investment in this case).ỹ t is the observed stochastic process, that is, the quarterly observations from the United States NIPA accounts. f (y t | y t−L , . . . , y t−1 , Ω) is the distribution of the statistical model that describes the observed data, with Ω representing the parameter vector of this statistical model.
The goal of the SNP procedure is to estimate the transition density function of the observed data as a full characterization of all statistical properties of the time series. The SNP estimator requires parametric assumptions regarding the statistical properties of the data. In particular, SNP assumes that the data has the following structure:
,
is the vector of lagged data R x t−1 is an upper triangular matrix,
; that is, the matrix square root of the conditional variancecovariance matrix. µ t−1 is the conditional mean of the process. The linear error is defined as
The conditional mean is assumed to be given by:
That is, the conditional mean can be described by a vector autoregressive process.
] groups the parameters of the VAR structure in a parameter vector.
The conditional variance (scale) is assumed to be given by:
The scale captures an ARCH structure through the P matrices and a GARCH structure through the G matrices. In general, SNP nests a GARCH(L g , L r ) structure. The parameters that describe the scale are arranged into the following vector
The G and P matrices are assumed to be diagonal meaning that the conditional variance terms for consumption and investment only depend on their own lagged innovations and not on the other series' lagged innovations.
The SNP estimator nests a non-Gaussian transition density (Heterogeneity) because it assumes that the density of the error is a transformation of the normal distribution. A hermite polynomial is used for this purpose: It is the flexibility of the SNP score generator to nest a variety of statistical models that leads EMM to be enough to capture a rich family of statistical processes, yet it is tractable enough to easily obtain scores to be later used in the the second step of the estimation. The empirical RBC literature has focused on a vector autoregressive structures to summarize the statistical properties of data.
The SNP hierarchy nests VAR. It also allows for richer statistical features, such as periods of low volatility followed by periods of high volatility (i.e., conditional heteroskedasticity), asymmetric business cycles (i.e., skewness) and "excess volatility" (i.e., excess kurtosis). These are features of interest and are characteristic of many macroeconomic time series.
Statistical model selection within the SNP procedure is done by expanding through the SNP hierarchy of candidate statistical models. Gallant and Tauchen (1998) recommend the use of the Schwarz Bayesian Information Criterion (BIC) to help choose amongst different statistical models. Table 3 shows the expansion through the SNP family of models. The arrows on Table 3 show the BIC-preferred models for expansion through the SNP hierarchy. 8 In particular, increasing the degree of the hermite polynomial, K z increases the BIC scores. The lowest score was a statistical model with a VAR(3) structure for the conditional mean with GARCH(1,1) for the conditional variance; there is strong evidence that non-Normalities are important. Therefore, a VAR(3) structure with ARCH(1) and a polynomial of degree 4 will be used as the benchmark model in estimation, hereafter referred to as the Benchmark Model.
Two additional oversimplified statistical models are used in the estimation step to test for the robustness of the estimates to the particular statistical specification and to evaluate the importance of nonlinearities. The first is a linear VAR(3) score generator, hereafter referred to as the VAR Model. 9 This statistical model resembles the RBC procedure of choosing parameters to match the impulse responses (IR's) generated by an economic model to the impulse responses obtained from the macroeconomic time series captured by a VAR. With this specification, the EMM procedure efficient. Gallant and Nychka (1987) show that as the number of parameters increases with the sample size, SNP is a consistent estimator of the transition density. 8 One problem encountered in the SNP estimation is that for some specifications (those marked with an asterisk (*) in Table 3 ) it was not possible to obtain standard errors for the estimate. A second problem is that the estimator reached a limit on the number of iterations to find the optimum, probably because the objective function was too flat for the particular specification regardless of the starting value. In either case, the SNP scores cannot be used in the EMM estimation because both the estimates and the standard errors are used to build the objective function.
9 While the VAR Model is the BIC-preferred model, the Benchmark Model is the overall preferred model because of the statistically significant parameters capturing the nonlinear structure and the ARCH structure of the data. There is evidence that BIC is too conservative of a criterion and chooses overly-simplistic statistical models of the data. picks the economic model's parameters so that the economic model's simulations match a VAR (3) of the data.
The second oversimplified statistical model is a VAR(3), ARCH(1) conditional variance score generator, hereafter referred to as VAR-ARCH Model. This statistical model extends the VAR Model by adding conditional heteroskedasticity terms to the VAR(3) statistical model of the data.
The VAR-ARCH model includes some form of nonlinearity (conditional heteroskedasticity) but the shocks are still Gaussian. Table 4 shows the parameter estimates, standard errors and corresponding t-ratios for the Benchmark Model. 10 The Table shows 
Simulation and Estimation
In the second step of the EMM method, the economic model is simulated for a candidate set of Following Gallant and Tauchen (1999) , the second step of the EMM methodology starts by using the score generator from SNP to define the GMM Objective Function. Under the null that the economic model is the "true" generator of the realized time series, the gradient of the SNP likelihood function should be approximately equal to zero at the estimated statistical parameters, Ω:
This defines a vector of moments of the same length as Ω. Defineŷ t (Θ) as the simulated data process from the parameters Θ of the stochastic growth model. The EMM estimator plugs isŷ t (Θ)
into the SNP score generator and changes the parameters of the economic model until the moments, defined by (5.1), of a particular parameterization Θ are approximately equal to zero.
The GMM criterion is used to evaluate the simulated time series to getΘ, the estimated structural parameters. The EMM objective function is distributed χ 2 with degrees of freedom equal to the difference between the number of parameters in the score generator and the number of parameters being estimated. Table 5 gives the point estimates for the parameters of the stochastic growth model using the three alternative statistical models of consumption and investment (the SNP score generators). Table 5 also gives a set of parameters that could have been used if the economic model were calibrated in the standard way. The coefficient of relative risk aversion, θ, is set equal to 1 (logarithmic utility).
The parameter that sets the capital share of income, α, was set equal to 0.36, as in usual in the RBC literature (e.g., Kydland and Prescott (1982) ). The quarterly depreciation rate parameter, δ, is set equal 2.5%. The parameter that determines the intertemporal elasticity of substitution in labor supply, ω, is set equal to 1.44, which Mendoza (1991 Mendoza ( , 1994 used successful in models of international business cycles. This parameter implies an intertemporal elasticity of substitution in labor supply of 2.27%, which is in the range found in empirical studies by Heckman and Macurdy (1980) and Macurdy (1981) . The first order autocorrelation parameter for the productivity shock, ρ, and the standard deviation for the shock, σ z , are set to 0.95 and 0.7%, respectively, as is usual in the RBC literature (e.g., Cooley and Prescott (1995) ). Finally, the investment adjustment cost coefficient, φ, is set equal to 0, as closed-economy RBC models typically do not include investment adjustment costs.
Perhaps the most striking difference amongst the estimates for the three statistical models is in the size of the investment adjustment cost coefficient, φ. Intuition for these results can be gained by comparing the properties of the simulated series of consumption and investment reported in Table 6 . In the VAR Model, the high estimate for the adjustment cost coefficient leads to an investment series that has much smaller kurtosis (2.359) than in the data (3.559) or in either of the other statistical models (2.824 for the Benchmark Model and 2.827 for the VAR-ARCH Model). This high φ works to smooth changes in investment and this is appropriate for the VAR Model because, by construction, it neglects the importance of the kurtosis of investment present in the data. Thus, the adjustment cost parameter, φ, can increase to help the economic model with other statistical features without punishment for producing low kurtosis. Additionally, in smoothing the data, the big adjustment cost works against producing any conditional volatility that could be generated by the economic model. In comparison, the Benchmark and the VAR-ARCH models take into account the conditional volatility and capture it, thus requiring much smaller parameter estimates for φ. The higher adjustment cost coefficient also results in less volatile series. The VAR Model yields a much lower level of volatility for consumption (0.16% Standard Deviation) and investment (0.25%) than either the Benchmark Model (0.39% for consumption and 0.72% for investment) or the VAR-ARCH Model (0.31% for consumption and 0.70% for investment).
The parameter ω is also significantly different across models. For this parameter, the main differences occur between the Benchmark Model (1.39), the VAR Model and the VAR-ARCH Model (1.47 range). These values imply a labor intertemporal elasticity of substitution of 2.13%
for the Benchmark Model and of 2.56% for the VAR and VAR-ARCH models. Both are in the range of values estimated in Macurdy (1981) and Heckman and Macurdy (1980) .
The parameter estimates for the volatility and the persistence of the shock process (3.3) are different for the three alternative models. For the VAR Model, the estimate for the standard deviation of the shock, σ z , is 0.29% while the estimates for the Benchmark and VAR-ARCH models are in the 0.9% range. The estimate for the autocorrelation parameter, ρ is 94% for the simple VAR Model (VAR(3) structure), but taking into account conditional heteroskedasticity and non-Normality lowered the point estimate for ρ to the 83-84% range. The low level of correlation of the errors and the difference in the standard deviation result in similar unconditional means for the shock. The two parameters are changing from one statistical model to another to capture the ARCH features of the investment. However, as explained in the sections detailing the results for each of the statistical models, the economic model does not have a good way to capture the conditional heteroskedasticity.
A troubling result from the estimation is that overall the stochastic growth model of Section 3 fails to pass the null hypothesis that the economic model is the "true" model of the data. This is reflected in the high levels of the χ 2 statistic presented in the next to last row of Table 5 . This is the 
Benchmark Model
The Benchmark Model has a VAR(3) structure for the conditional mean, an ARCH(1) structure for the conditional variance and a non-Normal innovation structure with a hermite expansion of the fourth degree with all interactions suppressed. Table 8 gives the stochastic growth model's parameter estimates, the criterion difference confidence intervals, the Wald standard errors and t-ratios obtained from the Wald standard errors. The criterion difference confidence intervals are obtained by inverting the objective function which allow for non-symmetric confidence intervals.
An initial grid search was done over the parameter space of the stochastic growth model to get good starting values for the estimation, and further testing is done to mitigate problems with local minima. For the Benchmark model, the objective function is distributed χ 2 (21) and is equal to 2280.92, well above the 95% significance level of 32.7. The economic model is rejected as the "true" data generating mechanism, as mentioned above.
Columns (1)- (3) of Table 7 give the mean scores, standard errors and t-statistics for the scores.
The sample score for the ARCH term of investment, P (c), is significantly above zero. This indicates that the economic model cannot replicate investment's ARCH structure of conditional variance.
This should not come as a surprise because the economic model does not have a good way to replicate the conditional heteroskedasticity observed in the data. An example of an economic feature that might help in this respect is the presence of financial friction that is occasionally binding and generates excess volatility when it binds. In this case, the simulated time series would have periods of low volatility when the constraint is not binding and periods of high volatility when it binds, generating the desired conditional heteroskedasticity. However, at least for the U.S., the consumption series do not seem to exhibit conditional heteroskedasticity. Therefore, the mechanisms that introduce conditional heteroskedasticity for investment must not do the same for consumption. A possible solution to this consumption/investment dichotomy might be to use small open economy (SOE) models. In deterministic SOE models the savings decision and the investment decision are uncorrelated. In stochastic models this no longer is the case (Mendoza, 1991) but the correlation is still weakened creating the possibility that introducing financial frictions may lead to conditional heteroskedasticity in investment but not in consumption (this avenue is studied in Valderrama, 2001 ).
The RBC model fails to capture the non-Normality of the data. The mean score for A(c 3 ), which captures the skewness in consumption, is negative and significant indicating that the consumption simulation is skewed (negatively) relative to the data. The mean score for A(c 4 ), which captures the excess volatility in consumption, is negative and significantly different from zero. The negative mean score indicates that the economic model produces a simulation for consumption with overly thin tails (too little kurtosis) with respect to the data. This means that the RBC model generates consumption series that exhibit fewer large changes relative to the data. Meanwhile, the terms of the hermite polynomial for investment are, all but one, insignificant, indicating that the economic model is better at capturing the statistical properties of investment. In summary, the stochastic growth model can replicate some of the non-Normal features of investment but not the statistical features of consumption. Again, the results suggests that the "right" economic model should introduce non-linearities in one of the time series, investment, but not in the other, consumption.
Therefore, we find more evidence that a candidate economic model that explains the joint behavior of consumption and investment must introduce nonlinearities in investment and not in consumption. Table 9 gives the estimates for the stochastic growth model parameters for the first oversimplified statistical model, the VAR-ARCH Model. The first important observation is that the relative performance of the economic model in matching the statistical properties of the data improves relative to the Benchmark Model. The χ 2 (12) statistic is 335.706. The 95% critical value is 22.4.
VAR-ARCH Model
Nevertheless, the economic model is still rejected as the "true" data generating mechanism. The economic model has a simple AR(1) stochastic process and so the heteroskedasticity present in the data has to be captured by the preference and technology parameters.
Columns (4)- (6) of Table 7 give the mean scores, standard errors and t-statistics for the scores.
The economic model fails to match the stochastic volatility structure for consumption and investment. All t-statistics but one are over 2, meaning that the stochastic growth model can not explain the ARCH nature of the observed data. As mentioned above, this is evidence that a candidate economic model that attempts to explain the full joint statistical properties of consumption and investment should include mechanisms that introduce conditional heteroskedasticity because it is present in the data.
The economic model does capture some of the features of the VAR structure of the data, but it has problems matching the evolution of the conditional mean for investment as a function of lagged consumption, (B(i t−2 , c t−2 ) and B(i t−1 , c t−1 ) are both significantly different from zero) and of lagged investment (B(i t−3 , i t−3 ), B(i t−2 , i t−2 ) and B(i t−1 , i t−1 )). Additionally, the stochastic model cannot replicate effects on the conditional mean of consumption of lagged consumption of the statistical model of the data (B(c t−3 , c t−3 ) and B(c t−2 , c t−2 )). The intuition for these failures can be gained by observing that the optimal path for the euler equations can written as second order stochastic difference equations. In this case we are trying to use this model to explain a third order stochastic process. This indicates that one possible "fix" for the economic model might be to include another stochastic shock (factor), in addition to the productivity shock, to match the VAR(3) structure of the data. So, in addition to evidence of the dichotomy of consumption and investment in terms of non-linearity, there is also evidence that a candidate economic model may need to include more than one stochastic shock to explain the joint statistical properties of consumption and investment. Table 10 gives the estimates for the VAR Model (VAR(3) with Normal shocks and no conditional heteroskedasticity). In this case, the objective function is distributed χ 2 (9) and the objective function is equal to 233.820, well rejected at any significance level. The 99% Critical value is 21.7.
VAR Model
As was mentioned above estimation yields a large adjustment cost coefficient, φ at the quarterly frequency. More important, the estimates for two parameters that control the stochastic structure (σ z and ρ) are significantly different from the estimates in the Benchmark and VAR-ARCH models.
The parameter estimate for the correlation of the error is much lower than in the other two models and the estimate for the standard error of the innovation is higher.
Columns (7)- (9) of Table 7 give the mean scores, standard errors and t-statistics for the scores.
The model matches the volatility terms. All t-statistics are well under 2. These results contrast with the results found in Sections 5.1 and 5.2. The economic model can capture the unconditional volatility of consumption and investment of the simple VAR model. The economic model nevertheless fails to match the conditional volatility found in the data (captured by the Benchmark and VAR-ARCH models). If the economics model's parameters would be chosen just to reflect the unconditional volatility then one would be satisfied with the parameters obtained from using the VAR statistical model, summarized in Table 10 . However, the parameters obtained using the VAR Model do not match all the properties of the data. A more complete look at the dynamic structure of volatility for consumption and investment would lead one to chose the parameters obtained using either the VAR-ARCH or the Benchmark statistical models, summarized in Tables 9 and 8 .
In regards to the VAR Structure for the conditional mean, the structural model has problems matching the evolution of the conditional mean for investment at all lag lengths, both as a function of lagged consumption, (B(i t−3 , c t−3 ), B(i t−2 , c t−2 ) and B(i t−1 , c t−1 )) and as a function of lagged
). This is similar to the problems detailed in Section 5.2. Again, the results indicate that another shock, in addition to the productivity shock, may be needed to capture the VAR(3) structure found in the data.
Conclusions and Extensions
The EMM analysis of the canonical RBC model indicates that the model cannot explain important nonlinearities present in the data. In particular, the canonical RBC model fails to capture the conditional heteroskedasticity of investment. The model captures the nonlinearity of investment; it fails to capture that of consumption. This suggests that while the RBC model is nonlinear it does not capture the "right" nonlinear features of the data.
The framework presented in this paper allows us to methodically evaluate how the RBC model fails to capture the nonlinearities, which an analysis based on selected first and second moments would miss. The study of higher moments gives more information about the economic series of interest and places more restrictions on the candidate model to satisfy.
The analysis suggests possible avenues to "fix" the model to account for the observed nonlinearities. First, the empirical analysis suggests that for the United States investment is very nonlinear,
showing conditional volatility and excess kurtosis (i.e., excess volatility); consumption is "more"
linear. This suggests that a candidate model needs to break the strong link between consumption and investment that arises in a canonical closed economy model (owing to the savings investment equality). As mentioned above, a possibility might be to use a SOE model because then the link between investment and consumption is weakened.
Another problem with the RBC model is that it does not capture the conditional volatility found in investment. As it was discussed above, the canonical RBC model does a decent job at capturing the unconditional volatility observed in the data. However, this paper showed that there is strong evidence of conditional heteroskedasticity in the data and the RBC model can not produce. There are two possible ways to introduce conditional heteroskedasticity into economic models. The first is to assume it as part of the stochastic shock process. As mentioned in the introduction, empirical studies have rejected the hypothesis that shocks are nonlinear. The second way is to introduce economic features into the model that might introduce conditional volatility. One possible way to do this is to introduce financial frictions into the model that are only occasionally binding.
A third problem with the RBC model is that it fails to capture the VAR(3) statistical process of consumption and investment. While this issue could be addressed within an entirely statistically linear framework, the methodology present here also allows us to isolate the problem along this dimension. A possible "fix" for this problem would be to include another shock with the model, in addition to the productivity shock.
The analysis here of possible ways of amending the RBC model are meant to be suggestive and not exhaustive. There are other possible sources of nonlinearity. One possibility is to introduce irreversibility in investment. However, that constraint was never binding in the model studied here.
Models with multiple equilibria can also potentially exhibit nonlinearities. Different forms of the utility function such as those including habit persistence may weaken the relationship between the simulated stochastic process of consumption and investment. More flexible forms of investment adjustment costs may help capture asymmetries in investment. One possibility, might be to substitute the iso-elastic quadratic adjustment cost used in this paper and repeat the exercise using the function in Lundgren and Sjöström (2001) that allows for both convex and non-convex adjustment costs.
A final point is that there exist many macroeconomic time series of interest that have nonlinear features which are the object of research. As a recent example, the East Asian crisis of 1997 and the
Russian crisis of 1998 prompted many researches to study "excess volatility" and "sudden stops"
that were observed in the data (Calvo, 1998; Mendoza, 2001) . Many of the theories that were developed to study these phenomena departed from traditional perfect credit market models and introduced frictions such as borrowing constraints and margin requirements that potentially lead to nonlinear transmission mechanisms. In models like these, it is nonlinearities that are really the objects of interest and the framework presented here would allow for the evaluation of candidate economic models to explain those features. Results of SNP estimation of NIPA Series for Consumption and Investment. Filtered using Christiano and Fitzgerald (1999) band-pass filter. 4 lags of filtered data were reserved by the SNP estimator. SNP assumes a diagonal ARCH/GARCH structure where appropriate. Benchmark Model (VAR(3),ARCH(1), K x =4), VAR-ARCH (VAR(3),ARCH(1)), VAR Model (VAR(3)). Mean scores are the average scores for each of the parameters of the respective statistical model from a simulation of 20,000 periods, after dropping the initial 5,000 periods to eliminate the impact of starting values. Standard Errors (S.E.) and t-ratios are not adjusted for uncertainty from estimating economic model's parameters. 
