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Abstract
A brief history of the development of the LSE econometric modelling 
methodology is presented. The essence of the methodology is the recogni­
tion that potentially valuable information for the analysis of any economic 
problem can come from numerous sources including, economic theory, 
the available sample of observations on the hypothetically relevant vari­
ables, knowledge of the economic history of the period under study, and 
from knowledge of the way in which the observed data axe defined and 
measured, plus their relationship to the theory variables. The principal 
features of the methodology (especially congruence and encompassing 
for model evaluation, and general-to-specific as a modelling strategy) are 
then described, and their roles illustrated in the development of a simple 
model of the time series relationship between wages, prices, and unem­
ployment in the UK between 1965 and 1993, from both a single equation 
and system perspective. It is found that single equation analysis yields 
inefficient inference relative to system analysis, and that there is a struc­




























































































































































































Econometric models, large and small, have played an increasingly important 
role in macroeconomic forecasting and policy analysis. However, there is a 
wide range of model types used for this purpose, including: simultaneous equa­
tions models in either reduced or structural form, vector autoregressive models 
(VAR), autoregressive-distributed lag models, autoregressive integrated moving 
average models, leading indicator models, and error correction models (ECM). 
Hendry, Pagan and Sargan [1984] discuss a typology for dynamic single equa­
tion models for time series variables, and Hendry [1993c] presents a typology 
for the various types of dynamic model used in the analysis of systems of equa­
tions. There is also a wide range of views about the appropriate way to develop 
and evaluate models. Sims [1980, 1992] advocates the use of VAR models, which 
can accurately represent the time series properties of data, whilst eschewing the 
reliance on “incredible indentifying restrictions” that characterizes the use of si­
multaneous equation models of the structural or Cowles Commission type. The 
potential value of structure (loosely defined) within the context of VAR mod­
els has led to the development of structural VAR models, and Canova [1993] 
provides a recent review of this literature. Learner [1978, 1983] on the other 
hand has been critical of the use of non-Bayesian models that do not analyse 
formally the role and value of a priori information, especially when there is no 
checking of model sensitivity. Summers [1990], though aware of the important 
developments made in theoretical statistics and econometrics in this century, 
argues that too much emphasis is placed on the technical aspects of modelling, 
and not enough on the real issues which are concerned with the analysis of well 
established and fundamental relationships between economic variables. One ap­
proach to modelling that does not over-emphasize the role of model evaluation 
and statistical technique, is that associated with real business cycle analysis 
and the calibration of economic theory, rather than its evaluation. Kydland 
and Prescott [1982, 1993] have been pioneers in this field, and Canova, Finn 
and Pagan [1994] provide a critique.
The focus of this paper is an alternative approach to the modelling of economic 
time series that was originally developed at the LSE, though contributions and 
extensions to this methodology have subsequently been made by econometri­
cians who have had no direct connection with LSE as an institution. The essence- 
of this approach is the recognition that potentially valuable information for the 
analysis of any economic problem can come from numerous sources including, 




























































































vant variables, knowledge of the economic history of the period under study, 
and from knowledge of the way in which the observed data are defined and 
measured, plus their relationship to the theory variables. In the development 
of econometric models it is therefore important that information from all these 
sources is exploited as fully as possible. Of course the marginal return to the 
exploitation of information from each source will vary across the sources, and 
the degree to which each source has been used already. However, attention here 
will be confined to consideration of the extent to which available information 
has been exploited, and the relationship between this and the evaluation and 
comparison of alternative models of the same phenomena.
The next section provides a brief history o f the group of econometricians in­
volved in the development of the LSE modelling methodology. This is followed 
by a section presenting the essential components of the LSE methodology, em­
phasizing the importance of evaluating and comparing alternative models within 
a statistically and economically coherent framework. This approach helps to 
ensure that econometric modelling is progressive by only abandoning models 
found to be inadequate in favour o f models that have been demonstrated to 
be improvements. It is also progressive in the sense that it is not necessary to 
know the complete structure characterizing the relationship between economic 
variables prior to commencing an analysis of it. Rather it is possible to discover 
incrementally parts of the underlying structure as a result of careful analysis 
- see Hendry [1993b]. Section 4 contains an analysis of the time series rela­
tionship between wages, prices, and unemployment in the UK between 1965 
and 1993, from both a single equation and system perspective. It is found that 
single equation analysis can yield misleading inferences relative to system anal­
ysis, and that there appears to be an important change in structure, which may 
reflect a change in economic policy. The final section provides conclusions.
2 Brief History of the LSE Methodology’s De­
velopment
A distinctive feature of the British tradition in statistics is the high quality 
of applied work implementing, developing and stimulating theoretical research, 
with the early work of R.A. Fisher, J.B.S. Haldane, K. Pearson, and G.U. Yule, 
and the later contributions of G.A. Barnard, M.S. Bartlett, G.P.E. Box, D.R. 
Cox, M.G. Kendall, D.V. Lindley and E.S. Pearson being examples. That the 




























































































and take advantage of this tradition was natural. Indeed, A.L. Bowley and 
R.G.D. Allen initiated the LSE’s strength in statistics and economic statistics 
in particular, with Roy Allen teaching a course in econometrics as early as 
1946/47 and 1947/48 - see Gilbert [1989]. From the 1950’s the LSE fostered 
and enlarged it’s group of statisticians engaged in social science applications, 
when the statistical research in most other institutions was concerned with 
medical and biological applications. As a result, the Statistics Department 
at LSE became pre-eminent in its chosen field of statistical research. By the 
mid 1960’s R.G.D. Allen, D.J. Bartholemew, D. Brillinger, J. Durbin, J. Hajnal, 
M.G. Kendall, M.H. Quenouille, C.A.B. Smith, and A. Stuart had been amongst 
its members. Throughout this period time series analysis was an important area 
for research and teaching at the LSE, with Kendall, Quenouille and then Durbin 
being the early leaders in this field. This tradition in the Statistics Department 
was later to play an important role in the development of the LSE econometric 
methodology.
Although the Statistics Department had been responsible for the early teaching 
of economic statistics, and the newly emerging subject of econometrics, it was 
jointly with the Economics Department that the initiative was taken to expand 
the activities in econometrics. A.W.H. (Bill) Phillips, who had been in the 
Economics Department since the mid 1950’s, used his knowledge o f electrical 
engineering to study the dynamics of economic systems. This resulted in im­
portant research on continuous time autoregressive moving average models, an 
hydraulic model of the linkages between stocks and flows in the economy, intro­
duction into economics of the concepts of integral, derivative and proportional 
control mechanisms, and the development of the empirical relationship between 
aggregate wages and unemployment - the Phillips curve. Phillips was joined by 
fellow New Zealander, Rex Bergstrom at the beginning of the 1960’s, and he 
too developed statistical theory for the analysis of continuous time models as 
well as building small continuous time macroeconometric models (see Phillips 
[1992, 1993] for discussion of Bergstrom’s contributions to econometrics). The 
major push in econometrics came in the period 1962-65, which resulted in the 
appointment of J. Denis Sargan, and Meghnad Desai, and Jan Tymes in the 
Economics Department, Kenneth F. Wallis in the Statistics Department, and 
the introduction of taught MSc courses in economics and econometrics. As an 
LSE student at the time I was aware that changes were taking place, and grad­
ually realized that they were very important developments for the LSE and for 
at least one generation of students to follow.




























































































Mathematical Economics and Econometrics were introduced to provide a thor­
ough training for professional economists, and in the next few years there were 
further staff recruitments e.g. Terence Gorman, Frank Hahn, Michio Morishima, 
and Amartya Sen in economics, and a considerable expansion in the number of 
PhD students working in theoretical economics and econometrics. Within the 
field of econometrics the first few cohorts of students supervised by Denis Sar- 
gan included: Ray Byron, Terry Charatsis, Emmanuel Dretakis, Toni Espasa, 
Tony Hall, David Hendry, Essie Maasoumi, William Mikhail, Grayham Mizon, 
Pravin Trivedi, Peter Phillips, Robin Rowley, Ross Williams, Cliff Wymer - see 
the fuller list including later cohorts given in Maasoumi [1988] volume 1. The 
principal supervisor of most PhD students in econometrics was Denis Sargan, 
and he had students working on an impressive range of topics: formulation, es­
timation, and testing o f alternative dynamic model specifications; the use o f the 
Lagrange multiplier testing principle for hypothesis testing in systems of equa­
tions; the treatment of missing observations in multivariate time series models; 
semiparametric estimation of systems using FIML and spectral estimates of the 
error covariance matrix; the development and use of nonlinear estimation meth­
ods; inference with continuous time models; the development of finite sample 
distribution theory and higher order asymptotic expansions to provide small 
sample approximations to distribution functions. A distinctive feature of much 
of the research conducted on these topics was the fact that it was embedded 
in applied econometric studies. Areas of application included models of: wages 
and prices; aggregate durable and non-durable consumer demand; consumer de­
mand equations; aggregate production and factor demand behaviour, especially 
investment and inventory behaviour; and import and export determination.
Another important part in the development of the methodology was played by 
the visitors to LSE. Jean-François Richard, beginning with the year he spent 
at LSE as a visitor in 1973/4, but continuing through his collaboration in joint 
research with Hendry and Mizon, made major contributions in pointing out the 
important role of the joint distribution in the analysis of models of the relation­
ship between observed variables, the role of the theory of reduction, and the 
formulation of precise definitions of exogeneity - Richard [1980] remains a tour 
de force in this area. The weekly Econometrics Workshop, associated with re­
search programmes funded by the Social Science Research Council, was a focus 
for the development and discussion of research ideas internally, but it also ben­
efited from the participation of longer term visitors such as Takeshi Amemiya, 
Ted Anderson (see his Foreword to Maasoumi [1988]), Rob Engle, Alain Monfort 




























































































of leave spent by members of the LSE econometrics group at the Australian 
National University, UC Berkeley, CORE, Yale, and particularly at UC San 
Diego. These visits provided valuable opportunities to prove and enrich ideas, 
and many lengthy, vigorous, and sometimes provocative conversations with Rob 
Engle, Clive Granger, Michel Mouchart, Adrian Pagan, Tom Rothenberg, and 
Hal White stimulated further developments and resulted in some joint papers.
By the end of the 1970’s the LSE methodology was becoming more widely known 
as a result of journal publications, presentation of papers to conferences and in 
particular to the UK SSRC Econometrics Study Group, and via the expanding 
group of former students such as Gordon Anderson, Richard Blundell, Julia 
Campos, James Davidson, Neil Ericsson, Chris Gilbert, Mark Salmon and Aris 
Spanos. Also many of the estimation and testing procedures developed as an in­
tegral part of the methodology were implemented in the computer programme 
written by David Hendry, GIVE (Generalized Instrumental Variable Estima­
tion), which was widely distributed and used. GIVE and other programmes in 
the AUTOREG library (see Hendry and Srba [1980]) were the mainframe pre­
cursors of the programmes PcGive and PcFiml (see Hendry [1989] and Doornik 
and Hendry [1992, 1993, 1994]) used in the empirical work reported in section 
4 below.
Also at the end of the 1970’s some members of the LSE econometrics group 
took up positions at other universities in the UK e.g. Wallis went to Warwick, 
Hendry to Oxford and Mizon to Southampton, and following this and the later 
retirement of Denis Sargan the methodology was much less clearly identified 
with the LSE. Indeed, the LSE has via Andrew Harvey (Statistics Department) 
and Peter Robinson (Economics Department) fostered other important aspects 
of econometrics, and the subsequent development of the methodology, espe­
cially for the analysis of systems of integrated-cointegrated variables, has been 
greatly influenced by the contributions of Peter Phillips (Yale), Spren Johansen 
(Copenhagen) and Katarina Juselius (Copenhagen) initially, and more recently 
by those of Peter Boswijk (Amsterdam) and Jean-Pierre Urbain (Limburg). 
Further, the initial development of the theory of encompassing by Hendry, Mi­
zon and Richard (see Hendry and Richard [1982,1990], Mizon [1984] and Mizon 
and Richard [1986]) has been much extended and refined by the contributions 
of Jean-Pierre Florens (Toulouse), Neil Ericsson (Federal Reserve, Washing­
ton), and Maozu Lu (Southampton) amongst others. Gourieroux and Monfort 
[1992] provides a recent contribution. Hence there are many people who have 
contributed to the development of the LSE methodology, and many more now 




























































































brief description of its main components.
3 Components of the LSE Econometric M od­
elling Methodology
There have been many papers written on this topic (Ericsson, Campos and 
Tran [1993], Gilbert [1986. 1989], Hendry [1987], Hendry and Mizon [1990], 
Hendry and Richard [1982, 1983], Mizon [1991], Pagan [1987. 1989], Spanos 
[1990], and other papers in Granger [1990]). Hendry and Wallis [1984]. which 
contains contributions by some of Sargan’s former colleagues and students to 
mark his retirement, also provides an insight into the LSE methodology. Hence 
only a brief discussion o f the main components of the LSE methodology will be 
presented in this section, together with comments on the nature of models and 
their relationship with the data generation process - DGP.
By way of illustration consider an artificial situation in which it is known that 
observations on yt,x t and zt (which might be wages, prices and unemployment 
respectively) are independent drawings from a trivariate normal distribution 
with mean vector p and covariance matrix E. Hence the DGP for y,. x t and zt 
is independent normal with mean vector p and covariance matrix E with:
'  V y  \ / a y y <JyX ° y z  \
M = P t S  = & x y O x x O x z
l  / a z y ®  z x O z z  )
i.e. the joint distribution of yt,x t and zt, denoted D(yt, xt, zt\n, E ), has the 
form D(yt,x t, zt; p, E) =  Nl(p, E ). However, this joint density can be reparam­
eterized as the product of conditional and marginal densities:
D(pt, xt, zt\p, E ) =  D(x< | zt,y t;0xiu n ) x D(zt \ yt-,0z,w22) x D(yt-,0y,u>33)
=  Nl(cx + /3yt + 7Z(,a>n) x Nl(cz +  ayu uia) x Nl(cy,o^33)
This reparameterization is always possible, and yields an observationally equiv­
alent representation of the DGP. Hence Nl(p, E) and N l(0,fl) are observation- 
ally equivalent ways o f presenting the trivariate normal distribution, when the 
mapping between the alternative parameterizations is given by:
Q'x =  ( c x , / 3 , 7 ) f U IU 0 0
0 'z  = n  = 0 6l>22 0
&II





























































































Cx =  H x ~  7Mz CZ =  - -  Ctfiy Cy = /iy
7 ^ 7  =  V y y f J z x  ~  V z y G y x  < P 0  =  & z z G y x  ~  O y z ^ z x  a  =  &  z y & y y
^ 1 1  —  a x x  ~  0  G y y  ~  2 0 ' y & y z  ~  7  ^ zz  ^2 2  =  a z z  ~  ° 0 ° y y  ^3.3 ~  ® y y
and =  ayyazz — Adopting the (0, f2) parameterization the DGP can be 
described in the equations:
xt =  cx +  0yt +  7 z, +  vlt 
zt =  cz +  ayt +  v2t
yt =  cy +  v3t (2)
v ( =  {vu,v2t,v3ty  ~  Nl(0,17)
Now, let the equations (2) be the equations used to generate the data in a Monte 
Carlo simulation study, so that the investigator who writes down the model:
Mj : xt =  Ci + /3iyt +  7i2( +  uit (3)
with «it ~  Nl (o,cr„Jis clearly seen to have chosen a “true” model since it 
corresponds exactly to an equation of the DGP, with ci =  cx,0 i= 0 , 71 =  7 and 
cr̂ j =  Wn- Indeed, Mi corresponds to D(a:t | zt,y t;0x,oju) which is part of the 
DGP. Hence provided that the phenomenon of interest to the investigator can 
be analysed solely in terms of the parameters of Mi, and yt and zt are weakly 
exogenous variables for the parameters of interest, no problems will arise for 
that investigator. The fact that D(xt | zt, yt; 9X, u>u) is only part of the DGP 
so that Mi is not exploiting all the information in the DGP, is the reason for 
requiring yt and zt to be weakly exogenous. If the parameters of interest to 
the investigator are denoted <j>, then yt and zt will be weakly exogenous for cj> 
provided that (i) 4> can be recovered uniquely from 6X and Un, and (ii) the 
values of 8X and o>n in the DGP are chosen independently of the values of the 
other parameters of the DGP, namely 9z,8y,u>22 and W33. The requirement (ii) 
is satisfied for the DGP being discussed here provided that there are no a priori 
restrictions linking (6'x,uju) to (<?',<?„, w22,a)33) (e.g. a =  0). Engle et al [1983] 
provide fuller definitions and discussion of this and other concepts o f exogeneity.
Now consider another investigator who claims to be interested in the model:
M2 : Vt =  c2 +  a2a;( +  7 2 +  « 2; (4)
with u2t ~  Nl (0,a „2) this investigator is clearly not considering the “true” 
model since M2 does not correspond to any of the equations of the DGP as 




























































































D(j/t. x t,z t; n, S ) =  0(yt \ x t, zt\£y) x D (i, | zt;£x) x D(zt; £z)
=  D(yt | xt,z t-,£y) x D(zt | xt;Q ) x D(x(;C*) 
and thus “true” . Further, the investigator who chooses to analyse the model: 
M3 : yt =  c3 +  a3xt +  u3t (5)
with u3t ~  Nl (O, crjQ is clearly misguided in ignoring the influence of zt on yt 
and could be argued to be using a misspecified model, in addition to not having 
a “true” model. However, M3 need be neither misspecified nor untrue. If the 
parameters of interest to the investigator are those of the distribution yt | xt 
(i.e. c in D(yt \ xt; ?)) then M3 is obtained as a reduction of the DGP given by 
Nl(p, £ ) .  and as such is both true and correctly specified when c3 =  — a3fix
and a3 =  (rxx<yxy with <r̂ 3 =  ayy — o&pxx. Alternatively, if M3 is thought to 
be a statement about the distribution D(yt \ xt,z t;£y) then it will only be fully 
exploiting the available information if the conditional independence hypothesis 
yt ±  zt | xt (or 72 =  0 in M2) is valid.
Two important points have been illustrated in this discussion. Firstly, all models 
can be obtained as reductions of the DGP for the variables they involve, and 
therefore their properties are implied by the DGP. In fact, the parameters of any 
model are appropriately interpreted as the pseudo true values (derived under 
the DGP) of the maximum likelihood estimators given the model specification. 
Secondly, it is important in all econometric studies to know what the parameters 
of interest are, or equivalently, what are the relevant statistical distribution and 
information set. Hence a model can only be relevant if it is defined with respect 
to an appropriate information set, and if the parameters of interest can be 
uniquely derived from its parameters. But this is not sufficient for efficient 
inference on the parameters of interest. It is also important that the model be 
congruent with the available information. For example, a necessary condition for 
a model like M3 to be congruent, when the parameters of interest are functions 
of £y, is 72 =  0. This is a testable hypothesis, and it is important that it be 
tested as a part of the evaluation of the model.
The importance of testing and evaluating econometric models is central to the 
LSE methodology. This was clear in Sargan [1964] in which tests for functional 
form (natural logarithm In versus level), for appropriate dynamic specification 
(the order of dynamics and common factor restrictions - COMFAC), and in­
strument validity, were proposed and used. Subsequent papers which further 
developed this theme include Hendry and Mizon [1978], Hendry and Richard 




























































































the recommendation to “test, test, and test Hypothesis testing can be used 
both to assess the adequacy of the currently specified model (misspecification 
testing), and to explore the possibility for simplifying the current model without 
losing coherence with available information including the observed data (specifi­
cation testing) - see Mizon [1977b] for discussion of this distinction. Both these 
forms of testing play important roles in the evaluation of econometric models 
an issue to which attention is now turned.
3.1  Criteria for Evaluation
If an econometric model is to be taken and used seriously then it’s credentials 
must be established. Two important ways to do this are to demonstrate that 
the model is coherent with the available relevant information, and that it is at 
least as good as alternative models of the same phenomena. Hence congruence 
and encompassing are central to the LSE methodology.
3.1.1 Congruence
In assessing the coherence of a model with available information it has to be 
recognised that there are many sources of information, which can usefully be di­
vided into four categories: (a) a priori theory; (b) observed sample information; 
(c) the properties of the measurement system; and (d) rival models.
(a) A Priori Theory That for econometric models the primary source for a 
priori theory is economics and economic theory is obvious and uncontentious. 
The relative importance of economic theory and statistical criteria in the devel­
opment and evaluation of econometric models though has been the subject of 
much debate, with probably the most frequently cited example being the ‘mea­
surement without theory’ debate between Koopmans and Vining (see Hendry 
and Morgan [1995] for a recent assessment of this debate). However, the ten­
sions between VAR modelling, and Real Business Cycle and calibrated models 
are a current manifestation of the debate that still surrounds this issue. In crude 
terms the contrast is between data-driven modelling in the use of VAR’s, and 
theory-driven modelling of either the structural type (a la Hansen and Sargent) 
or the calibrated real business cycle type. Canova [1994] presents a survey of 
VAR modelling, Ingram [1994] reviews structural modelling, and Kydland and 
Prescott [1994] present the case for calibration methods applied to models of 




























































































latter class of model can be evaluated. In this context the LSE approach draws 
upon the strengths of each of these alternative approaches, though this is not 
the way that the LSE methodology evolved. Hence Hendry [1993b] argues that 
whilst it is desirable that econometric models be consistent with an economic 
theory, it is not essential. Indeed, if all models were required to have their ori­
gins in existing economic theory then the scope for developing new theories and 
learning from observation would be greatly reduced. Further, there is nothing 
that endows an economic theory with veracity a priori, and so coherence of an 
econometric model with an economic theory is neither necessary nor sufficient 
for it to be a good model. The practice of judging a model to be satisfactory if 
all the signs and magnitudes of its estimated parameters are consistent with an 
economic theory, and hence regarding the economic theory as being confirmed 
by the evidence, has little to recommend it - see Gilbert [1986] for a critique of 
this approach. Not the least reason for this, being the fact that it is possible 
for a number of alternative models to share this property (see Mizon [1989] for 
an illustration).
There is a sense though in which all econometric models result from the use 
o f economic considerations, such as the choice o f variables to include in the 
model, and of the functional forms to characterize the relationships between 
them. Congruence with economic theory in this category (which is similar to 
what Hendry [1993b] calls low level theory) is an essential feature for an econo­
metric model. However, theories that imply very tight and specific forms for 
econometric models (e.g. models embodying rational expectations, intertempo­
ral optimization, or Euler equation formulations) are higher level theories that 
embody testable hypotheses, rather than specifying essential characteristics for 
any econometric model of the phenomena being studied. The value and feasi­
bility of testing economic theory against empirical observation are also much 
debated issues, as are the questions of what are appropriate interpretations and 
reactions to the results of statistical hypothesis tests. In particular, if a sta­
tistical test of an hypothesis is unfavourable, there are many reasons why this 
may not lead to the immediate rejection of the hypothesis, or the model incor­
porating the hypothesis. For example: (i) the statistical model providing the 
framework for the hypothesis test may yield invalid or misleading inferences as 
a result of being non-congruent with the sample information; (ii) there may be 
doubts about the suitability of the statistical model as an implementation of the 
economic theory; (iii) the observed data may not correspond closely with the 
latent variables of the economic theory, or may be subject to other measurement 




























































































(b) Sample Information The requirement that an econometric model be 
congruent with sample information is a necessary condition for statistical infer­
ences based on it to be valid. Since there are distinct concepts associated with a 
model’s congruence with respect to past, present and future sample information, 
each of these types of sample information will be considered separately.
(i) Relative Past Sample Information Past sample information consists of 
observations on lagged values of the variables in the modelling dataset. Hence 
if the ^observation on the N  variables in the dataset is denoted by x< this 
constitutes the present (relative to the time index t) sample information, the 
relative past sample information is {xi, X2 , ...... xf_i}, and the relative future in­
formation is {xt+i, xt+2, xt+3, ...... x^} when T is the final observation available
in the sample.
A model that is not congruent with past sample information will have errors 
that are correlated with lagged values of x t, and hence the errors will be serially
correlated and at least partially explainable in terms of {x i ,X 2, ....... x ^ i } .  For
example, if the 0L5 estimator of 6 in the static regression model:
Vt -  &Zt +  ut (6)
is used to make inferences, and possibly policy recommendations, involving the 
long run response of yt to zt when ut is serially correlated, invalid and misleading 
inferences are likely to be the result. In particular, let the appropriate model 
to capture the relationship between yt and zt, and distinguish between long run 
and short run responses, be an autoregressive-distributed lag model (A D (1,1)) 
of the form:
Vt =  ayt- 1 +  I3zt +  72(-i +  £t (7)
with:
zt =  \zt-i +  vt (8)
when each of {£t} and {vt}  are identically independently distributed processes 
that are independent of each other with | cr |< 1,| A |< 1, so that both yt 
and zt are stationary. Then in the static long run (i.e. when yt =  y* and 
zt =  z* Vt) the response of yt to zt is given by k — (/3 +  7 ) / ( l  — a), whereas the 
pseudo true value of the OLS estimator of <5 is given by <5o =  (P +  7A )/(I  — aA). 
Hence inferences about the long run response of yt to zt based on the static 




























































































only if 7 =  —a/?, which is the common factor restriction that ensures that the 
autoregressive distributed lag model (7) takes the form:
Vt =  0zt +  e, 
et =  aef-i +  £( (9)
so that all the dynamics is captured by a first order autoregressive error process. 
Also note that although A =  1 appears to be another condition for n =  60, this 
possibility is ruled out by the assumption that zt is stationary. That the static 
regression model (6) is not congruent with past sample information would be 
revealed by testing for the absence of serial correlation in the model residuals. 
The fact that congruence with information from this source can be tested via 
serial correlation tests, does not imply that when a model is found to have seri­
ally correlated residuals subsequent analysis should adopt estimation methods 
that allow for autoregressive (or even moving average) error processes since this 
will only be appropriate if 7 =  —a(3. Sargan [1964, 1980b] provides detailed 
discussion o f this point, and further analysis is contained in Hendry and Mizon 
[1978], Hoover [1988], Mizon [1977a. 1993], Mizon and Hendry [1980] and Spanos 
[1988]. Mizon [1993] points out that there are also serious drawbacks to impos­
ing invalid common factor restrictions in models for nonstationary variables, 
in particular integrated-cointegrated variables. This is illustrated in Section 4 
below. In short, testing for congruence with past sample information is a way 
of checking the adequacy of the dynamic specification of the model (see the ty­
pology of univariate dynamic models in Hendry, Pagan and Sargan [1984] and 
that for multivariate dynamic models in Hendry [1993c]), but such tests will 
also have power against wrong functional form, regime shifts and other causes 
of parameter nonconstancy.
(ii) Relative Present Sample Information A model with errors that are 
not homoscedastic innovations with respect to the set of all current dated vari­
ables in the modeller’s databank of relevant variables is not congruent, and can 
be improved by using information already available. For example, if a model’s 
errors ut are such that E(ufxt) ^  0 then there is still information in xt that 
is unexploited. This could arise from erroneously omitting variables from the 
model, or by conditioning on variables that are not weakly exogeneous for the 
parameters of interest. Another form of this type of noncongruence is het- 
eroscedasticity in the errors (i.e. E(u2) =  o f 7̂  <r2Vt), which implies that the 
distribution of the errors has features that are potentially explainable as func­




























































































or platykurtic, and to the extent that these features of the error distribution are 
explainable as functions of the available data the model is noncongruent. Tests 
for omitted variables, for weak exogeneity (see Engle et al [1983], Ericsson [1993] 
and Richard [1980]), excess skewness or kurtosis in the error distribution (see 
Doornik and Hansen [1994]), and homoscedasticity (see e.g. Breusch and Pagan 
[1980] and White [1980]) are examples of ways in which a model’s congruence 
with present sample information can be assessed.
(iii) Relative Future Sample Information For a model to be congruent 
with future sample information it must not suffer from predictive failure, or 
parameter nonconstancy. A model with characteristics that change with modest 
extensions to the estimation period is clearly failing to represent important 
features of the DGP, and is thus likely to yield poor inferences, whether these 
be parameter estimates, tests of hypotheses, or predictions. One of the essential 
characteristics for a model to have if it is to be valuable for inference, is that 
it captures fundamental invariants in the relationships between the variables 
under scrutiny i.e. represent the structure. A model with all its “parameters” 
transient is itself ephemeral, and inferences based on it are likely to appear 
whimsical when judged against subsequent observation. Indeed such a model 
could not be capturing underlying structure. A more durable model will have its 
parameter estimates approximately constant across varying estimation periods. 
Further, when a model is to be used for prediction of the likely effects of a change 
in policy (e.g. a change in tax rates, a move from fixed to floating exchange rates, 
or the introduction of a tight monetary policy), it is crucial that the model’s 
parameters are invariant to the policy regime shift. Discussion of this issue has a 
long history, early contributors being Frisch and Haavelmo who in their analysis 
introduced the concept of autonomy (see Aldrich [1989]). Lucas [1976] presented 
a more recent view of the problem, which has spawned a large literature. Indeed, 
for many macroeconometricians the “Lucas critique” was sufficiently pernicious 
to have removed the credibility of much econometric modelling. However, if a 
model has conditioning variables that are weakly exogenous for the parameters 
of interest, and the latter are invariant to changes in the process generating 
the conditioning variables (the conditions for super exogeneity - see Engle et al 
[1983]), then the Lucas critique is rendered benign. An important implication 
of this statement is that the Lucas critique is brought into the realms of testable 
hypotheses as explained by Engle and Hendry [1993] and Favero and Hendry 
[1992] - see Ericsson [1993] for a recent appraisal. The main instruments of 




























































































prediction test statistics, as well as recursive estimation (see Brown, Durbin and 
Evans [1975]. Hansen [1992], and Terasvirta [1970]).
(c) Measurement System It is important to know how variables are mea­
sured. and their specific properties. With this knowledge it is then possible to 
choose functional forms for models, or variable transformations, to ensure that 
the models will yield fitted and predicted values of the modelled variables that 
share these same properties. This is the requirement that the models be data 
admissible. For example, in modelling aggregate consumption which is known 
never to be negative, it makes sense to consider modelling the logarithm of 
consumption rather than its level in order to avoid generating negative fitted or 
predicted values. Similarly, a logarithmic or logit transformation of a variable 
like unemployment which is bounded between 0 and 1 (or equivalently between 
0 and 100%) will guarantee that the model’s fitted and predicted values share 
this property. Hence the congruence of a model with the measurement sys­
tem requires it to be logically possible for the model to generate the observed 
and future data. This concept of congruence can be extended to incorporate 
the requirement that the model should be capable of representing empirically 
determined characteristics of the data such as stationarity, deterministic non- 
stationarity, integratedness, or seasonality. To choose models to be data admis­
sible, and hence congruent with this source of information, is prudent rather 
than contentious, though the nature of the particular problem being analysed 
will determine the price of imprudence.
(d) Rival Models The importance of ensuring that a model is congruent 
with the information contained in rival models is twofold. Firstly, in economics 
there is usually no shortage of alternative theories for a given phenomenon. 
Secondly, it is possible for more than one model to be congruent with a priori 
theory, sample information and the properties of the measurement system. The 
fact that economics is a rich source of theories and hypotheses is a tribute to the 
economics profession’s ingenuity and imagination, and only a problem if there 
is no serious attempt to discriminate between the competing models. Typically, 
alternative theories when implemented in econometric models use different in­
formation sets and possibly different functional forms, and are thus separate or 
nonnested models. It is this nonnested feature which enables more than one 
model to be congruent with respect to sample information - each can be con­
gruent with respect to its own information set. Ericsson and Hendry [1989] 




























































































imply the inadequacy of each, and Mizon [1989] provides an illustration. Hence 
to have a model which is congruent with respect to its own information set 
is a necessary condition for it to be exploiting that information, but it is not 
sufficient for it to be a dominant or encompassing model. An encompassing 
model is one which can account for the previous empirical findings which were 
thought to be relevant and adequate for the explanation of the variables and 
parameters of interest, and can explain the features of rival models being con­
sidered currently. The encompassing model renders other models inferentially 
redundant, and so is a dominant model.
The comparison of alternative models for the same phenomenon can be achieved 
by using one of the many statistics for testing nonnested hypotheses (e.g. Cox 
[1961,1962], Davidson and MacKinnon [1981] and Pesaran [1974]), but it is 
important to note that the statistical (size and power) properties of these test 
statistics are derived in the context of an embedding model - a point made 
clear by the encompassing interpretation of these test statistics (see Hendry 
and Richard [1989], Mizon [1984], and Mizon and Richard [1986]. Further, 
the use of nonnested test statistics in pairwise comparison of models can lead 
to apparent contradictions and is a non-transitive procedure. In particular, 
it is possible for the hypotheses M1£’M2 and M2£ M3 to be valid whilst the 
hypothesis Mi£M3 is invalid. Since this non-transitivity of encompassing arises 
essentially because the embedding model implicit in each of the three pairwise 
comparisons is different (often M1UM2, M2UM3 and MxUMs respectively) the 
problem can be avoided by comparing all models relative to a general model 
that embeds or nests all of them. Letting Mc denote such an embedding model 
(i.e. MjCMcVf) it is then possible to test the nested hypothesis that M,: is an 
acceptable simplification of Mc for each i. If there is a model (M3 say) that is 
a valid simplification of Mc then it parsimoniously encompasses Mc - denoted 
Mi£pMc. In the population it is only possible for more than one model to 
parsimoniously encompass an embedding or completing model Mc if they are 
observationally equivalent, consequently, if Mj<SpMc then Therefore
the requirement that a model be congruent with information contained in rival 
models is equivalent to that model parsimoniously encompassing a model that 
embeds all the rival models. This implies that the relevant sample information 
set for the determination of a congruent model, is the union of the information 
sets of the models implementing each competing theory. Unsurprisingly, this 
entails that if empirical evidence is to be used to evaluate and compare models 
rather than naively corroborate them, a modelling strategy that starts from a 




























































































is likely to be an efficient way to find parsimonious yet durable representations 
of the salient features of the relationships between the variables of interest.
Finally, in this section on the evaluation of model congruence, note that testing 
for congruence with respect to sample information is misspecification testing, 
whereas testing for congruence with respect to rival model information is speci­
fication testing. In this context misspecification testing can be seen as a means 
of ensuring that there is a valid statistical basis for using specification testing to 
find a parsimonious encompassing model. Provided that the sample information 
set used ensures that all econometric models implementing relevant economic 
theories are nested within a general model that is congruent with the sample in­
formation (this is determined by misspecification testing or diagnostic checking 
of the general model), the model that parsimoniously encompasses the general 
model and is data admissible will be the dominant model that is congruent with 
information from all four sources (this is determined by specification testing or 
checking the validity of reductions from the congruent general model).
3.1.2 Encompassing
If parsimonious encompassing is an essential part of congruence what is the 
separate role for encompassing? As emphasized above, parsimonious encom­
passing is the property that a model be an acceptable reduction of a congruent 
embedding model, and as such is specification searching within a common gen­
eral model. If after completing a modelling exercise and having determined 
which model is preferred further information becomes available, this raises the 
question as to whether the existing results are robust to this extension of the 
information set. The further information may take the form of new a priori 
theories which imply an extension of the information set to embrace the em­
pirical models implementing these new theories. Testing the preferred model’s 
ability to encompass the newly available rival models (which can be done using 
nonnested test statistics) is a form of misspecification testing. Conversely, the 
requirement that a model encompass its rivals ensures that the information set 
used for modelling is general enough to enable the empirical implementation of 
all the models. Hence each model is evaluated with respect to an information set 
more general than the minimum one required for its own implementation, thus 





























































































3.2  M odelling Strategies
The previous section discussed the evaluation of econometric models, and em­
phasized the important roles of congruence and encompassing in this assessment. 
Indeed, the most important features of a model are its quality and suitability 
for its intended use, features which are assessed in the process of model eval­
uation and not endowed on it as a result of the process by which the model 
is developed. The route by which a model is discovered (including serendipity, 
brilliant intuition, and systematic application of a particular modelling strat­
egy) does not determine model quality, though it does affect research efficiency 
- see Hendry and Mizon [1990] for further discussion of these points. Although 
a model with a good pedigree (e.g. derived from high quality economic theory 
by a leading practitioner) is more likely to be valuable than one without, such a 
pedigree is neither necessary nor sufficient for the discovery of a congruent and 
encompassing model. This is fortunate since otherwise there would be little or 
no scope for the discovery of new theories and classes of model.
Whilst there is no unique way to find congruent and encompassing models, some 
modelling strategies are more likely to do so, and to do so efficiently, than oth­
ers. Of the many strategies that might be adopted in modelling attention here 
is confined to a contrast between ‘specific-to-general’ and ‘general-to-specific’ 
modelling - Granger [1990] contains discussions of other possibilities.
3.2.1 ‘Specific-to-General’ Versus ‘General-to-Specific’ Modelling
In specific-to-general modelling the starting model is both very specific and sim­
ple, often implementing a particular narrowly defined economic theory. This 
approach it has been argued has the twin advantages of avoiding unnecessary 
generality (which results in loss of efficiency and can result in models being too 
finely tuned to the sample data), and guarantees the coherence of the model 
with economic theory thus ensuring that the model has an economic interpre­
tation and is related to the phenomena being studied. An important issue with 
such modelling is the extent and means of model evaluation adopted. The 
Average Economic Regression approach described by Gilbert [1986] seeks cor­
roboration of the underlying economic theory in terms of signs, magnitudes and 
significance of estimated parameters, and does not question the adequacy of the 
model as a whole relative to the available information. However, no matter how 
elegant and sophisticated an economic theory is there is no guarantee that the 




























































































inferences drawn from the model will be invalid. In short, the essence of the 
argument against specific-to-general modelling is that a priori theory is not en­
dowed with empirical veracity and so econometric models must be scrupulously 
evaluated for congruence with information from sources additional to a priori 
theory, but tests performed in a non-congruent framework are themselves in­
valid in general. Further, it is possible to find more than one congruent model 
when the congruence of each model is with respect to its own implicit or explicit 
information set - see Mizon [1989] for an illustration.
Although it is possible to test the statistical adequacy of simple models, once 
a model is found to be inadequate, specific-to-general modelling is a seriously 
flawed strategy for discovering other models that retain economic theory consis­
tency and also achieve coherence with the data. In this regard the alternative 
of a general-to-specific strategy has many advantages, such as those associated 
with the following arguments listed by Hendry and Doornik [1994]: “directed 
versus directionless strategies; validly interpreting intermediate test outcomes 
by avoiding later potential contradictions; escaping the non sequitur of accept­
ing the alternative hypothesis when a test rejects the null; determining the 
baseline innovation error process on the available information; and circumvent­
ing the drawbacks of correcting manifest flaws w'hen these appear as against 
commencing from a congruent model” . Further discussion of these points can 
be found inter alia in Hendry [1983], and Mizon [1977b, 1989]. Hendry and 
Doornik [1994] provide ten further logical and methodological arguments in 
favour of general-to-specific modelling, and for commencing econometric anal­
yses by modelling the joint density of all relevant variables.
Mizon [1993], in the context of a DGP given by the partial adjustment model:
Vt =  0zt +  ayt-i  + e t (10)
with zt generated by (8), illustrated the failure of a specific-to-general search 
starting from a static regression as in (6) to find an adequate model, whereas 
a general-to-specific strategy involving reduction from the congruent general 
model given by an A D (1,1) model of the form (7) easily led to the selection of the 
DGP as the only model that is congruent and parsimoniously encompasses (7). 
In addition to being an efficient way to find a congruent encompassing model, 
the general-to-specific modelling strategy applied in Mizon [1993] was shown to 
avoid the statistically anomalous result of an algebraically more general model 
(9) failing to encompass the static regression (6) which is apparently nested 
within it. The failure of (9) to encompass the simpler model (6) arises because 




























































































in the specification of (6). However, adopting a general-to-specific strategy and 
only testing for simplifications within a congruent general model avoids this 
anomaly since (9) is clearly revealed to be non-congruent in that the hypothesis 
a/3+ 7 =  0 is rejected and (9) has serially correlated errors. Hendry and Doornik 
[1993] also contains a discussion of this anomaly and the use of a general-to- 
specific modelling strategy to avoid it.
Much of the early research done by members of the LSE School was concerned 
with single equation analysis, and in particular the choice of an appropriate 
dynamic specification. Single equation models of necessity involve conditioning 
on some variables, and hence weak exogeneity assertions. The necessity of 
ensuring that conditioning variables are weakly exogenous for the parameters of 
interest was always emphasized - see e.g. Hendry and Richard [1982, 1983]. The 
testing of weak exogeneity assertions also involves modelling from the general 
to the specific, and an important example of this point is provided by the 
analysis in Hendry [1993]. Case (d) of his analysis considered a situation in 
which a model of the conditional distribution D(yt | zt, yt-i,  £ (-i) corresponded 
exactly to the an equation of the DGP. Indeed it embodied the conditional 
expectation E[yt | zt,y t~i, zt-i] =  (3zt, and yet inference on 0  based on OLS 
estimation was inefficient as a result of zt not being weakly exogenous for 0. 
This came about because the parameters (3 and o\ of the conditional distribution 
D(yt | zt, 2/(_i, 2(_i; 0, aj) were linked directly to the parameters of the marginal 
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This example, and others presented in Hendry [1993a] in the context of a bi­
variate cointegrated system, illustrate the crucial role o f weak exogeneity in 
sustaining valid single-equation inference with cointegrated processes, despite 
the fact that the OLS estimator is super consistent in that context. This example 
indicates that whether or not variables are weakly exogenous for the parameters 
of interest depends on the properties of the joint distribution of all variables. 
Hence it is not surprising that members of the LSE School also paid attention 
to the issues of model congruence and encompassing, and the desirability of 
using a general-to-specific modelling strategy, in a systems context.
Although the importance of carefully considering the dynamic specification of 




























































































ology since Sargan [1964], its relevance for systems of equations was also real­
ized. Discussions of dynamic specification in systems is contained in Hendry 
[1971, 1974], Hendry and Anderson [1977] and Mizon [1977a], However, the 
challenge to the econometric modelling of macroeconomic time series provided 
by the work of Box and Jenkins [1970] and Granger and Newbold [1974], stim­
ulated other contributions. In particular, Prothero and Wallis [1976] analysed 
the univariate implications of systems of simultaneous equations, drawing at­
tention to the particular form taken by the implied autoregressive integrated 
moving average (ARIMA) time series models - also see Zellner and Palm [1974]. 
These and other contributions, for which see the discussion in Hendry, Pagan 
and Sargan [1984], were concerned with the specification, estimation and testing 
of multivariate econometric models with respect to their own information sets, 
and did not raise the issue of one structural econometric model encompassing 
its rivals. Noting that the typical specification of a dynamic linear structural 
econometric model (SEM), based on the pioneering work of the Cowles Com­
mission researchers (see Koopmans [1950]), has the generic form:
B yt +  C zt +  £>x(_ i =  u(
(13)
u( ~  NI (0, Q)
when y t are the endogenous variables being modelled, zt are weakly exogenous 
variables which are not modelled, are the lagged values of
both endogenous and exogenous variables, and u( is the vector of unobserved 
errors, it is clear that the underlying distribution is D(yê | Z i,x (_ i) which cor­
responds to the unrestricted reduced form that in conventional notation can be 
written:
y t =  n 2z( +  ^ x ^  +  v (
(14)
v t ~ N I(0 ,E )
As is well known, the parameters of (13) are unidentified without a priori restric­
tions, and so assuming that the specification of (13) asserts more restrictions 
than are required to achieve identification, it follows that the specification of 
(13) implies the hypothesis:
Ylz =  Ux =  —B~1D
E =  B~1Q(B~1)'
(15)
which embodies the overidentifying restrictions. Hence an important part of the 




























































































restrictions (see Anderson and Rubin [1950] and Sargan [1988]). Richard [1980] 
pointed out that the restrictions on IT* and 11* are equivalent to the following 
hypothesis concerning the conditional mean of y t:
B E(yt | zt,x t_ i) +  Cz( +  D xt-i =  0 V t (16)
and Mizon [1984] provided an encompassing interpretation of these and the 
covariance restrictions as the restrictions required for (13) to parsimoniously 
encompass (14). However, the identification of (13) relative to (14), and the 
parsimonious encompassing hypothesis (15) or (16), evaluate the SEM (13) rel­
ative to its own information set.
For linear dynamic systems, when there is more than one structural econometric 
model, and it is desired to test the exogeneity status of some variables in the 
system, an appropriate framework for evaluation is the VAR for the union of all 
variables in the structural models, plus any further variables required to achieve 
a congruent VAR. For the variables xt a kth order VAR takes the form:
x t =  E J=i AJx t-j +  et
which has proved to be a valuable way to model the joint distribution of x t
conditional on its history D(x( | Xo,Xi,....x(_i). Monfort and Rabemanan-
jara [1990] for stationary xt illustrated the use of a VAR as a general model 
within which to test the exogeneity status of a susbset of variables, and to test 
particular structural hypotheses. Hendry and Mizon [1993] proposed the use 
of a congruent VAR when xt is nonstationary (e.g. xt ~  I (1) and/or the pro­
cess generating x t has deterministic nonstationarities such as trends and regime 
shifts) as a general statistical framework within which to test hypotheses about 
the dimension of cointegrating space following Johansen [1988], as well as hy­
potheses concerning dynamic simplification (e.g. Granger non-causality), weak 
exogeneity, and the ability of particular structural econometric models to par­
simoniously encompass the VAR. Note that in this framework the evaluation of 
each SEM is relative to the information set supporting the VAR, and not just 
the SEM’s own information set. Clements and Mizon [1991] and Hendry and 
Doornik [1994] contain applications of the general-to-specific modelling strat­
egy for 1(1) systems proposed by Hendry and Mizon [1993], and Section 4.2 
provides an illustration using an updated databank for a subset of the variables 
modelled in Clements and Mizon [1991].
Just as the importance of evaluating models by checking their congruence and 
encompassing abilities, is not confined to single equation models, it is not lim­




























































































and panel data models that their congruence be tested, and that the encom­
passing properties of alternative models are assessed, rather than simply using 
empirical analysis to calibrate and confirm particular economic theories. Re­
search devoted to furthering the development of model evaluation criteria and 
test statistics for microeconometric models, analogous to those developed for 
macroeconomic time series models, could yield high returns in terms of deepen­
ing and putting on a firmer basis our understanding of microeconomic relation­
ships. Since general tools for estimation and hypothesis testing are available, 
the need is for a taxonomy of information sets relevant for the evaluation of mi­
croeconometric models, and the development of frameworks sufficiently general 
to enable the comparison of alternative models. Similarly, general-to-specific 
modelling strategies can be expected to be valid, effective and efficient ways to 
develop congruent and encompassing models in microeconometrics.
Though the description of the main components of the LSE methodology pre­
sented above is largely concerned with the theory of model evaluation and the­
oretical aspects of modelling strategies, it is important to note that a major 
part of the research that led to the development o f the methodology was firmly 
embedded in applied econometric studies. Such empirical econometric studies, 
in addition to being valuable directly in tackling the issues on which they are 
focused (if they are successful), and providing a test bed to prove the worth 
of existing econometric techniques and modelling strategies, are a rich source 
of problems requiring new theoretical results. The next section contains an 
empirical study of the relationship between wages, prices and unemployment 
in the UK which provides an illustration of LSE-style modelling, and draws 
attention to problems concerning the inter-relationship between the modelling 
of nonstationary variables, regime shifts and forecasting.
4 An Illustration: Wages, Prices and Unem­
ployment in the UK.
As a simple illustration of modelling (both single equation and system) within 
the spirit of the LSE methodology, three variables are taken from an updated 
data set containing the same variables as Clements and Mizon [1991]. Quarterly 
data for the three variables, In wages w (strictly, this variable is defined as the 
In of earnings per employee but will be referred to as wages), In of the retail 
price index p, and In of the percentage unemployment rate u, are available for 




























































































Figure 1: Data Plots 1965(1) - 1993(1)
but that for p and hence the inflation rate A p are not. Precise definitions and 
sources are given in the Data Appendix.
Visual inspection of these graphs indicates that both w and p have strong pos­
itive trends o f a similar magnitude, so that they might be modelled well as 
stationary deviations from a linear trend, or alternatively as variables with 
stochastic trends within a cointegrated-integrated system (see the discussion 
below and Banerjee et al [1993] for a fuller description). However, this is al­
lowing the visually clear domination of trend in both w and p to dictate the 
choice of the potential components for analysing the structure of the series. 
u also has a strong upward trend, but the deviations from this exhibit cycli­
cal movements which it will be important to capture in the modelling of these 
variables. That cyclical features, possibly resulting from changes in economic 
policies (e.g. fixed or floating exchange rates, accommodating or tight mone­




























































































Correlogram real uages Correlogram quarterly inflation
5 1 0  15 S 1 0  15
Figure 2: Correlograms of data
(including the price of crude oil) in the late 1960’s and early 1970’s) may be 
important is also suggested by inspection of the graphs of the In of real wages 
(w — p) and the quarterly and annual inflation rates A p and A 4p respectively, 
when A  =  (1 — L) is the first difference operator and A 4 =  (1 — L4) is the fourth 
difference operator.
Inspection of the correlograms for the variables w, p, (w — p) and u reveals high 
first order serial correlation coefficients (=  0.99) with the higher order coeffi­
cients declining extremely slowly, and correspondingly their spectra have peaks 
at the zero frequency. This information is consistent with each of these series 
being nonstationary, and probably integrated of order one (i.e. I (1)) which 
means that it is necessary to difference the variables in order to remove their 
stochastic nonstationarity and render them I (0). Indeed, the correlogram for 
A p suggests that quarterly inflation is I (0), but with a strong seasonal pattern. 




























































































is consistent with this variable having a stationary first order autoregressive 
representation. As an illustration of the use of univariate test statistics for unit 
roots the following table provides the values of Augmented Dickey-Fuller test 
statistics which take the form of the ‘t ’ statistic for the hypothesis a =  0 in the 
regression model for the generic variable yt:
Ayt =  a y t - i+ v  +  'L jL ifyA y t-j+ b  (17)
Note that when a =  0 equation (17) is a regression in the differences Ay, 
corresponding to yt being well modelled as a an I (1) process, and thus having a 
unit root in its autoregressive representation. The distribution of the ‘t ’ statistic 
when a  =  0 is nonstandard (i.e. neither Student’s t, nor limiting normal ), but 
tables of critical values were provided by Dickey and Fuller [1981], Although, 
as pointed out by West [1988], the limiting distribution of this ‘t ’ statistic is 
normal when there is drift in the series (p ^  0), the small sample distribution 
is better approximated by the Dickey-Fuller distribution unless p/a  ̂ is “large” 
- see Hylleberg and Mizon [1989],
Augmented Dickey-Fuller statistics
t(ADF) lag length m
w -1 .27 2
u -1 .77 1
p -1 .31 1
(W - p ) - 1.10 3
Aw -3.30* 1
A p -3.83** 0
A u -4.95*’ 0
In calculating these statistics the maximum lag length m was 5, and the reported 
results are for the ‘t ’ statistic corresponding to the longest significant lag within 
this maximum. In the calculation of the statistics for p and A p only seasonal 
dummy variables were included in the regression (17). Statistics significant 
at 5% are denoted by * and those significant at 1% by **. On the basis of 
these Augmented Dickey-Fuller statistics all three variables w,p and u appear 
to be I ( 1) - the null hypothesis of I (0) being rejected against the alternative 
of I (1) and the null of I (1) not being rejected against the alternative of I (2) 
for each variable. In addition, the real wage (w — p) is 1(1) and so w and p 
do not cointegrate as the real wage. In fact, the hypothesis that each o f these 




























































































of trend stationarity, i.e. a =  0 was not rejected even when a linear trend was 
added to the regression (17). Hence in the modelling of w,p and u it will be 
important to choose models that can represent their nonstationarity, with the 
possibility that all three variables form a cointegrating relationship i.e. there 
is some linear combination of w.p and u that is I (0). Another characteristic of 
wages and prices is that they are non negative, so the use of linear models in 
the logarithmic transformations of them is data admissible i.e. cannot produce 
negative fitted or predicted values. Similarly, the unemployment rate is bounded 
between 0% and 100%, so that a logit transformation might be appropriate for 
modelling it in a data admissible way. However, since all observations on the 
unemployment rate are below 13% the use of its logarithm should be data 
admissible, and this is borne out by noting that the graphs o f u and the logit 
transformation of U are essentially identical when adjusted for their different 
means.
Having briefly analysed the univariate statistical properties of the variables to 
be analysed attention is now turned to a review of the Phillips curve literature 
in so far as it is relevant to the subsequent analysis.
4.1 Single Equation Analysis
Noting the emphasis placed above on adopting a general-to-specific modelling 
strategy, an explanation of why single equation analysis precedes system analy­
sis is in order. Firstly, given that the primary purpose of the empirical analysis 
is to illustrate the LSE methodology, and that the methodology has important 
implications for system and single equation modelling it is relevant to illustrate 
both. Secondly, there are pedagogical benefits to presenting the simpler case 
before the general, and the intention is to exploit these.
Many past and present members of the LSE Economics Department have anal­
ysed models of wage and price determination (e.g. Desai [1975, 1984], Espasa 
[1975], Layard and Nickell [1985], Lipsey [I960], Nickell [1984], Phillips [1958], 
Sargan [1964, 1980a], and Vernon [1970]) and so it seems particularly appro­
priate to present the results of re-analysis of this relationship with the present 
data set. The first and most influential piece of research in this area was that 
of A.W.H. Phillips in which an empirical relationship representing a trade-off 
between money wages and unemployment was described. As Desai [1984, p.253] 
points out the Phillips curve “has been re-specified, questioned, rejected as be­
ing unstable and reinterpreted” , and yet it is still evident in many models of 




























































































Sargan [1964], though primarily concerned with a number of methodological 
issues which had a major influence on LSE econometricians (see Hendry and 
Wallis [1984]), developed single equation models of wage and price determi­
nation with the distinction between equilibrium and disequilibrium behaviour 
explicit. Indeed, the foundations of the error correction model, which is now 
so prevalent in the analysis of nonstationary-integrated data, were laid in this 
paper. An additional feature of Sargan’s paper was the extension of the Phillips 
framework to allow for the impact of productivity. The results presented below 
however are confined to describing relationships between wages, prices, and un­
employment. This is done in order to keep the empirical modelling as simple as 
possible, whilst still providing an illustration of many of the important points 
made in the previous discussion of the LSE methodology. In order to increase 
the economic and statistical credibility, as well as the applicability, of the model 
it may well be necessary to enlarge the system to include productivity, hours of 
work, exchange rates and interest rates. In addition, it may be important to pay 
detailed attention to the changes that have taken place in the UK labour market 
since 1979 e.g. the increase in part-time working, the increase in self employed 
labour relative to employees, and the increased participation of women in the 
labour force. Thus the class of model considered in this section can be written 
in error correction form as:
E ‘ =0« i j ^ - j  =  (Qo +  7/?o) +T.j=o{<X2j&P +  a3j&u)t-j
(18)
—7 (w -  fop  -  /?2« )t - i  +  At +  error
when k is the maximum lag and with the normalization Qio =  1. A linear 
trend is included in (18) as a proxy for omitted variables such as average labour 
productivity which are dominated by trend. The steady state solution of (18), 
in which Aw*. Ap* and A m* are the constant quarterly growth rates in nominal 
wages, retail prices and the unemployment rate respectively, is given by:
E(wt \pt,ut) =  (P0 +  Pxpt +  p2ut) +  {\*t + a\Aw* -a*0 -a*2Ap* -  a*3Au*)
(19)
when:
A* =  A/7  a*0 =  q0/7  a* =  (£*=0 an) h ,  * =  !> 2,3 . (20)
The first term of (19) gives the static equilibrium response of w to the condi­
tioning variables p and u and takes the form E(ecmt | pt,ut) =  0 when ecmt is 
the observed disequilibrium defined as:




























































































Note that the defining characteristics of the static equilibrium are zero growth 
rates (A w * =  Ap* =  Au* =  0) and no autonomous trend (A =  0). When the 
growth rates are not zero equation (19) can be re-written as:
E(w t I Pti ut) — (0o +  0iPt + 02ut) +  A *t +  (q JA* — q ^)
+ ( a { 0 i  ~  a 2 ) A p *  +  ( a \ 0 2  ~  « 3) ^ “ ’
( 22)
to ensure that the growth rate of nominal wages Aw* is consistent with the 
equilibrium growth rate (Aw* =  A Ap* +  /?2Au* +  A*) when for this single 
equation analysis pt and ut are presumed to be weakly exogenous variables. In 
the case that the disequilibrium ecmt /  0 equation (18) can be interpreted as 
an equilibrium correction mechanism. Indeed, w responds to the disequilibrium 
(i.e. equilibrium corrects) with adjustment coefficient 7 . With the equilibrium 
correction interpretation of (21) it is expected that 0\ >  0, and the hypothesis 
that real wages respond to the strength of demand in the labour market as mea­
sured by the unemployment rate is given by 0\ — 1 (the real wage hypothesis). 
Noting that w,p and u are 1(1), and that (w — p) also appears to be 1(1), the 
real wage hypothesis can only hold if there is a cointegrating vector involving 
all three variables which has the sum of the coefficients of w and p equal to zero. 
The hypothesis that the strength of demand in the labour market has no effect 
on wages is given by 02 =  0- This hypothesis does not preclude labour market 
effects on wages altogether since changes in unemployment Au will influence w 
provided that a j /  0.
For OLS inference applied to single equations such as (18) to be valid it is im­
portant that the regressors are weakly exogenous for the parameters of interest, 
a point that was stressed by members of the LSE School in their discussions of 
single equation analysis - see for example Hendry and Richard [1982, 1983]. The 
importance of weak exogeneity as a necessary condition for efficient inference in 
this context implies that the testing of it is crucial. However, it is necessary to 
specify more about the joint distribution of all variables in the analysis in order 
to be able to test the hypothesis that a subset of them are weakly exogenous 
for the parameters of interest. Hence this issue will be addressed in Section 4.2 
where a model of the joint determination of all variables is developed.
Preliminary analysis using the full sample of data to estimate an autoregressive- 
distributed lag model for w in terms of p and u with eight lags on all variables 
(corresponding to k =  7 in the error correction model (18)), plus a linear trend 
and seasonal dummy variables, revealed large outliers at the end of 1974 and be­




























































































of wage and price restraint. Including the dummy variables: £>745 (which takes 
the value 1 in 1974(3) and 1974(4), 2 in 1975(1) and zero elsewhere); and Policy 
(which takes the value 1 in 1968(2) and 1969(2) both of which were quarters 
when strong deflationary Budgets were introduced, and the value —1 in 1980(3) 
and 1980(4) to capture the effects o f the recession induced by the Thatcher 
government’s tight monetary policy, and zero elsewhere) produced a congruent 
model for the full sample which could be simplified by excluding the seasonal 
dummy variables and reducing the maximum lag length to 5. The following 
table gives the unrestricted estimates and their standard errors in parentheses 
for an ECM with k =  4.
Table 1. O LS estim ates: general m odel forA uij 1966(2)-1993(1)
-2 .0 5 5 + 0 .07 0A w *_][ + 0 .27 1A tot_2 - f 0.088A iut_3 -0 .0 2 3 A io t
(0 .5 3 ) (0 .0 9 ) (0 .08 ) (0 .0 9 ) (0 .0 9 )
+ 0 .4 2 9 A p ( + 0 .0 8 9 A p (_ i -0 .0 1 3 A p t_2 + 0 .2 6 7 A p f _3 + 0 .0 1 7 A p (
(0 .1 1 ) (0 .0 9 ) (0 .09 ) (0 .0 9 ) (0 .1 0 )
—0 .0 2 9 A u ( + 0 .0 0 3 A « t - i —0.022A tit_2 + 0 .0 0 2 A u f_3 + 0 .0001A u ,
(0 .0 2 ) (0 .0 2 ) (0 .02 ) (0 .0 2 ) (0 .0 2 )
—0.240?£>t_i + 0 .204p ( _ ! + 0 .0 0 4 «t_ i
(0 .0 6 ) (0 .0 5 ) (0 .01)
+0.002t +0.03871745 —0.028P o l i c y
(0 .0 0 0 6 ) (0 .0 0 5 ) (0 .006)
r 2 =
D iagnostic Statistics 
0.768 a  =  0.0099 V  =  0.325
J  =  2.581 A R ( 5 ,82) =  0.712 A R C H  (4 ,7 9 ) =  0.642
[p >  0.62] [p >  0.63]
N  =  0.042 77 (40,46) =  0.756 R ( l ,  86) =  0.851
[p >  0.98] [p >  0.82]______________ [p >  0.36]
The reported test statistics are: AR(5,.) a Lagrange multiplier (LM) test statis­
tic for fifth order serial correlation in the residuals which under the null o f no 
serial correlation has a x 2(5) distribution which is presented in the form that 
has an approximate F (5,.) null distribution; ARCH (4,.) an LM statistic for 
testing fourth order autocorrelated squared residuals which under the null of 
no autoregressive conditional heteroscedasticity (no ARCH) has a x 2(4) dis­
tribution that is presented in the form that has an approximate F(4 ,.) null 




























































































null o f correct specification against the alternative that the residuals are cor­
related with the squared fitted values of the regressand and has an F ( 1,.) null 
distribution; H ( . , .) a statistic for testing the null hypothesis of unconditional 
homoscedasticity against the alternative that the residuals are correlated with 
the model’s regressors and their squares, and has an approximate F(...) null 
distribution; N  a new statistic (see Doornik and Hansen [1994]) for testing the 
null o f normal skewness and kurtosis which has a x 2(2) under the null that the 
residuals are normally distributed; V the residual variance instability and J the 
joint (variance and regression coefficients) instability test statistics based on 
the cumulative backward score statistics of Hansen [1992]. When appropriate 
the p-value is reported in [.] after a statistic. Doornik and Hendry [1994] give 
further details of these statistics.
On the basis of these statistics there is no evidence of misspecification. This is 
substantiated by the following graphs in Figure 3 of actual and fitted values, the 
residuals, the residual correlogram. and the residual frequency plot and density.
Further, re-estimation of the model by recursive least squares, starting from an 
initial sample o f 50 observations and sequentially increasing the sample from 
50 to 108, revealed no serious indications of overall nonconstancy. The graphs 
of the recursively computed 1-step ahead residuals bordered by ±  twice their 
standard errors, and the 1-step ahead Chow, breakpoint-F and forecast-F test 
statistics in figure 4 confirm this, though there is a suggestion of some non­
constancy around 1984 which was the year of the miners’ strike. Doornik and 
Hendry [1992, 1994] provide the definitions of these statistics, as well as dis­
cussing their role in modelling. However, the recursively computed estimates of 
the constant and the coefficients of wt-i,P t-i and ut~\ show some evidence of 
change, starting in 1979 and stabilizing at new values after 1984.
Hence this general model appears to be reasonably congruent with the available 
information and so forms a valid basis for testing for further simplifications, and 
testing other hypotheses. The real wage hypothesis 0i =  1 is rejected at 1% 
significance since the test statistic for the hypothesis that the coefficients of wt~\ 
and p(_i sum to zero is F (l,8 7 ) =  5.00 [p >  0.028]. However, the hypothesis 
that 03 =  0 is not rejected (F (l , 87) =  0.403 [p >  0.53]), so that wages appear 
to be unaffected by the level of unemployment. For this model the solved ecmt 
with autonomous growth added is:
ecmt — wt +8.57 —0.85p( -0 .02u( —0.008t . .(23)
(0.12) (0.05) (0.02) (0.001)
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that all coefficients including those of the 2 dummy variables but excluding the 
constant are zero x 2(5) =  47155 has a p-value of zero) equilibrium correction 
mechanism between wages, prices, unemployment and trend. However, unem­
ployment u appears to have no role in the ecmt, which also corresponds to a 
mechanism for determining nominal, rather than real, wages. The fact that 
0i =  1 is rejected, but 03 =  0 is not, suggests that w and p might cointegrate 
when a linear trend and the dummy variables L>745 and Policy are included in 
the modelling. If this is the case though, the cointegrating vector would have 
the form (1, —k) with k ^  1 since the real wage hypothesis is rejected. How­
ever, these comments are predicated on the assumption that p and u are weakly 
exogenous variables for the parameters of interest in the wage equation, which 
the analysis in Section 4.2 shows to be doubtful.
The model reported in Table 1 clearly can be simplified, and the testing of 
a series of reductions from this congruent general model led to the following 
simple model that parsimoniously encompasses the general model (F(10, 87) =  
0.50 \p >  0.89]). Not only does the model in Table 2 parsimoniously encompass 
that in Table 1, it is congruent as indicated by the diagnostic statistics, and the 
graphical analysis in Figure 5.
Table 2. OLS estimates reduced Aw model: 1966(1) - 1993(1)
Awt = 0.284Â _2 +0.499Ap( +0.260Apf_3 —0.031Au( +0.00177
(0.07) (0.09) (0.08) (0.02) (0.0004)
-1.80 —0.210uif_i +0.181pt_i —0.0001u(_i +0.038D745 —0.03 Policy
(0.37) (0.04) (0.04) (0.005) (0.004) (0.005)
Diagnostic Statistics
R2 =  0.753 c  =  0.0097 V =  0.299
J =  1.960 AR(5,93) =0.965 ARCH{ 4,90) = 1.152 
[p > 0.44] [p > 0.34]
N =  0.228 77(20,77) = 1.345 R( 1,97) =  0.621
[p > 0.89] [p > 0.18]___________ [p > 0.43]
In addition, this reduced model still indicates that there is no role for the level 
of unemployment in the explanation of nominal wages, and so Table 3 presents 
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Table 3. OLS estim ates final A w  model: 1966(1) - 1993(1)
A  w /  =  0 .2 8 5 A iC f_ 2 + 0 .5 0 0 A p , + 0 .2 6 0 A p ,_ 3 —0 .0 3 0 A iz , + 0 .0 0 1 7 *
(0.07) (0.08) (0.08) (0.02) (0.0004)
- 1 .8 0 1 -0 .2 1 0 ™ ,_ i + 0 .1 8 1 p ,_ ! + 0 .0 3 8 D 7 4 5 —0 .0 3  P o l i c y
(0.34) (0.04) (0.04) (0.004) (0.005)
D ia g n o s tic  S ta tist ics
F t '2 =  0 .7 5 3  a  =  0 .0 0 9 6  V  =  0 .2 98
J  =  1 .6 80  .4 /2 (5 ,9 4 )  =  0 .941  A R C H ( 4 , 9 1 ) =  1.161
[p >  0.46] [p >  0.33]
7V =  0 .2 3 3  H {  1 8 ,8 0 )  =  1.347 R (  1 ,9 8 )  =  0 .6 0 8  
[p >  0 .89 ] [p >  0.18] [p >  0.44]
Not surprisingly this remains a congruent model, and the hypothesis that it 
parsimoniously encompasses the general model of Table 1 is not rejected since 
the relevant statistic is F ( l l ,  87) =  0.462 [p > 0.92]. The long run solution (with 
the dummy variables D745 and Policy, which were included in the estimation, 
omitted) o f this final single equation model takes the form:
ecmt = w t +8.573 -0.852p, -0 .008/
(0.11) (0.05) (0.001)
This equilibrium correction mechanism is essentially the same as that estimated 
from the general model reported in Table 1, and has the same interpretation. 
In particular, the real wage hypothesis is rejected, and in the longer term the 
level of the unemployment variable has no effect on wages. This latter result is 
surprising and will be investigated further in Section 4.2. The estimated steady 
state corresponding to equation (22) for this model has the form:
E(wt \pt,ut) =  -8 .6 1 +0.85p, + 0 .0 0 8 /-0 .6 8 A p * + 0 .14Au* (25)
By construction this steady state equation is consistent with the growth of 
wages implied by the long run equation (24). An implication of this steady 
state equation for w is that the equilibrium value of nominal wages is smaller 
(larger) ceteris paribus the larger is the steady state inflation rate when the 
latter is positive (negative). Since the rate of inflation is almost always positive 
this finding is consistent with the view that higher rates of positive inflation 
are undesirable. The other implication of the steady state equation is that the 




























































































rate o f the percentage unemployment rate when it is positive (negative). Hence 
the equilibrium value of the nominal wage ceteris paribus is associated positively 
with increases in the unemployment rate.
Given the simplicity of this illustration there are not many sophisticated eco­
nomic models that can be obtained from this data set and considered as al­
ternative explanations of the determination of nominal wages. However, in the 
spirit of illustration the following models can be used as examples of alternatives 
corresponding to four of the commonly used single equation model types:
Mml Awt =  ci +  0iApt +  7i(wt- i  -  Kipt-i) +  i'it 
Mu,2 Awt =  C2 +  72(Wf-l -  « 2« f - l )  +  " 2f ,og,
MU'3 (wt — Pt) =  c3 +  A 3t +  V31 
M„,4 Awt =  C4 +  Vu
These models are: M^i a first order error correction model with wages adjust­
ing towards a static equilibrium that depends on prices only (i.e. equation (18) 
with k =  0 and 030 =  fl2 =  A =  0); Mto2 a first order partial adjustment model 
with target value of wages depending on unemployment only (i.e. equation (18) 
with k =  0 and a 20 =  030 =  =  A =  0): Mw3 in which the logarithm of real
wages is trend stationary (i.e. equation (18) with k =  0,a 2o =  0 i =  1 and 
a 30 =  /3 2 =  0): and finally a random walk with drift model M,„4 (i.e. equation 
(18) with k =  0, q2o =  a30 =  7 =  A =  0). Hendry, Pagan and Sargan [1984] 
and Hendry [1994] contain more discussion of these and other single equation 
model types. With the exception of Mto4 which is nested in M^i and Mto2, these 
are nonnested models in the sense than none can be obtained as restricted ver­
sions of any of the other models, though of course they are all special cases of 
(18). Therefore these models can be compared by using nonnested test statistics 
such as those of Cox [1960, 1961], Ericsson [1983] and the complete parametric 
encompassing (CPE) statistic of Mizon [1984] and Mizon and Richard [1986]. 
However, as was emphasized in Section 3 above, when the alternative models 
to be considered are all special cases of the congruent general model, so that 
none of them imply an extension of the dataset or class of models being used, 
the principle of parsimonious encompassing provides an appropriate method 
for comparing the models. Further, the use of nonnested test statistics to make 
pairwise comparisons of rival models makes little sense unless each model is 
at least congruent with respect to its own information set (i.e. the minimum 
information set needed to support the model). When the four models in (26) 
were estimated with the dummy variables D745 and Policy included in each, 




























































































misspecified, and models and Mu)4 had significant ARCH effects and
non-normality in their residuals, as well as having significant RESET test statis­
tics. In addition, and exhibited signs of parameter non-constancy in 
the variance and joint variance and regression coefficient stability test statistics 
V  and J. Hence there is strong evidence that the four models in (26) are not 
coherent with their own information sets, and so are inadequate. Despite this, 
MW2 and Mw4 £  M„ 3 in pairwise comparisons as the following statistics indicate: 
Encompassing test statistics for Mro2, Mro4£M m3
Cox Ericsson CPE
7V(0,1) =  —0.82 A (0 ,l )= 0 .7 8  F (2 ,105) =  1.53 
Mro4 77(0,1) = -0 .78  N (0.1) =  0,74 F (2,106) =  0.33
This serves to illustrate the dangers of using such test statistics when the models 
being compared are non-congruent, for both Mot2, Mw4 are inadequate models 
when evaluated relative to their own information sets and relative to that of 
the congruent general model (and neither model parsimoniously encompasses 
the reduced general model reported in Table 2).
Given that each of the models in (26) is nested within the congruent model 
reported in Table 2 (this model rather than the final model of Table 3 is used 
in order to include ut-\ in the analysis) it is possible to test the validity of 
the implied reductions from that model, and the corresponding parsimonious 
encompassing test statistics are reported below:
Parsimonious encompassing test statistics
Mtui Mw2 M„,3 Mw4
F (5 ,98) =  9.15 F (6 ,98) =  11.12 F (7 ,98) =  10184.0 F (10 ,98) =  29.86
Hence each of the four models fails to parsimoniously encompass the general 
model (all the test statistics have p values of zero) and so they are each inade­
quate characterizations of the relationship between wt,Pt and ut.
At this stage the model that performs most satisfactorily is that reported in 
Table 3, and so before turning to system analysis of the relationships between 
wt,pt and ut the forecasting ability of this model will be evaluated. Firstly, 
this model was re-estimated with sample data for 1966(1) to 1989(3) and then 
used to forecast Au> from 1989(4) to 1993(1). The outcome is reasonable as 
indicated by the graphs in figure 6. In addition, the prediction test statistic 
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at F (1 4 .85) =  1.35 [p >  0.20] do not reject the null of parameter constancy, 
though this result is very marginal for the x 2 prediction test statistic. Indeed, Lu 
and Mizon [1989] showed that the implicit null hypothesis of the x 2 prediction 
statistic is (x '(A/J)2 +  (<7| — <7j) =  0 V t G [(T +1), (T+H )], and that of the Chow 
statistic is known to be X 2AP =  0, when for the generic linear regression model 
yt =  x[/3 +  ut the data for the sample period (t, =  1, 2, ...T which is denoted by
subscript 1) and prediction period (t =  (T +  1), (T  +  2 ) ,.....(T + H) which is
denoted by subscript 2) can be written as:
f  Vi )  =  (  Xi 0 
\V2 )  \ X 2 IH









Hence the x 2 prediction test statistic is sensitive to both changes in the error 
variance and in the regression coefficients via changes in the conditional mean 
of yt, whereas the Chow prediction statistic is powerful against changes in the 
conditional mean only - a constant error variance (o f =  a$) is part of the main­
tained hypothesis for the Chow statistic. Clearly though, if the error variance 
is not constant and/or the error distribution is otherwise nonstationary, the 
Chow statistic will not have a central F(H , T +  H — k) distribution under the 
hypothesis X 2Afi =  0. Bearing in mind that 1989(4) saw the tightening of 
monetary policy following the UK joining the European Monetary Mechanism 
the finding that there might have been a change in the model’s error variance 
is not surprising, even though it is a clear limitation of the model. However, 
when secondly the model was re-estimated with data for the period 1966(1) to 
1979(2), and then used to forecast Aw; over the period 1979(3) to 1993(1) the 
result was much less satisfactory. The x 2prediction test statistic over this period 
takes the value x 2(55) =  326.2 [p >  0.00] which strongly indicates parameter 
non-constancy in the model. The Chow prediction statistic on the other hand 
takes the value F (55 ,44) =  0.962 [p > 0.56] and so still does not reject the null 
of parameter constancy - but there is evidence that the error does not have a 
stationary distribution throughout the period 1966(1) to 1993(1). Inspection 
of the graphs in Figure 7 does reveal the poor forecasting performance of the 
model for the period 1979(3) to 1993(1).
The estimates for the final model over the sample period 1966(1) to 1979(2) 
are given in Table 4 and these are noticeably different from those for the full 






























































































F o r e c a s t = ____
Residual= ____
F r e q u e n c y
- 2  0  2 4





























































































Table 4. OLS estimates final Aw model: 1966(1) - 1979(2)
A wt =  0.304Atu*_2 +0.360Ap( +0.077A pts —0.007Au( +0.0031
(0.08) (0.13) (0.12) (0.02) (0.0008)
-1.73 - 0.212u)(_i -t-0.145p(_i +0.039D745 —0.03 Policy
(0.52) (0.06) (0.05) (0.005) (0.007)
# 2 =  0.823
Diagnostic Statistics 
a =  0.0097 V =  0.176
J =  0.759 AR(5,39) =  2.599* ARCH (A 36) =  0.377 
[p > 0.04] [p > 0.82]
N =  0.930 #(17,26) =  1.210 #(1,43) =  0.107
[p > 0.63] [p > 0.32]____________ [p > 0.74]
As a consequence the estimated steady state solution of the model over the 
period 1966(1) to 1979(2) is:
E(w( | pt,ut) =  —8.19 +  0.682p( +  0.0141 — 0.18Ap* (29)
which differs substantially from that obtained for the full sample (25). The 
coefficient of pt is even further away from the real wage hypothesis value of 
unity, the response of wt to the steady state inflation rate Ap* is a quarter of 
its full sample value, and there is no role for A u* since its estimated coefficient 
in the steady state solution is —0.03 and not significantly different from zero. 
Hence, although the full sample estimates of the general model (given in Ta­
ble 1) appeared to be congruent, and the simplified model presented in Table 
3 an acceptable reduction of it which also inferentially dominates the simple 
alternative models in (26), there is strong evidence that the simplified model 
is not constant pre- and post-1979(3). This is consistent with the suggestion 
that the recursively estimated constant and the coefficients o f wt-\,Pt-i and 
M(_i changed their values in the 1980’s. In fact, when the general model is 
re-estimated for the sample 1966(2) - 1979(2) it does indeed exhibit evidence 
of a change, as is indicated by its steady state solutions for the full sample and 
the sample pre-1979(3):
General model steady state solutions.
1966(2) -  1993(1)
E(ui( | pt, ui) =  -8.57 + 0.851p( +  0.016ut + 0.0081 + 1.19Ap* -  0.23Au* 
1966(2) -  1979(2)




























































































That there might be a change in the determination of wages within the class 
o f linear regression models involving wt,pt,ut and t pre- and post-1980 is not a 
surprise. There have been important changes affecting the labour market such as 
the changes in, labour productivity, the prevailing rate of unemployment, hours 
of work, the amount of part-time working, and the participation of women, as 
well as changes in the method of collection of some labour market statistics. In 
addition, there have been important changes in the rate of inflation, interest 
rates and exchange rates, often associated with changes in government economic 
policies. Indeed, the Thatcher government which came into power in May 1979 
encouraged small businesses and self employment; encouraged the employment 
o f cheaper labour especially female labour which led to more part-time working; 
and induced a severe recession with a very tight monetary policy. These aspects 
of policy are consistent with the observed data exhibiting, a decrease in the rate 
of inflation A p. and a rapid increase in unemployment - both these features are 
clearly evident in Figure 1.
Therefore there appears to be evidence that the single equation models devel­
oped above for the explanation of wt in terms of pt,ut and t have not captured 
a constant underlying structure. Note that this has arisen despite the fact that 
the full sample estimated models appeared to be congruent, with neither of 
the Hansen [1992] instability statistics V and J indicating any structural break 
around 1979-1980. Possible reasons for this include lack of cointegration be­
tween wt,pt, and ut, and the invalidity of the assumption that pt and ut are 
weakly exogeneous variables. These issues are related and best analysed in the 
context of system modelling, to which attention is now turned.
4 .2  System  Analysis
A more comprehensive analysis of the relationships between the variables under 
scrutiny can be undertaken by modelling their joint distribution. In particu­
lar, this allows issues concerning the presence and nature of regime shifts and 
structural breaks, and their links (if any) to changes in the exogeneity status of 
variables to be explored, and enables hypotheses about the precise form of the 
relationships between the variables to be tested.
The class of system to be considered in this section is a three dimensional VAR 
of the form:
x, =  i AjXt-j +  $D t +  £( (30)
when x'( =  (wt,Pt,Ut), Dt contains deterministic variables such as a constant, 




























































































vector which is independently distributed with mean zero and covariance matrix 
E. It is assumed that the roots of det (7 — J2j=i A jU ) — 0 lie on or outside the 
unit circle so that there are no explosive roots, and that k is finite so that moving 
average error processes do not fall into the category of model being considered.
The initial conditions Xi_k,X2 .....x 0 are assumed fixed, and the parameters
(j4 i , .....Ak. <E>, E) are required to be constant in order for the adopted inferential
procedures to be valid. An observationally equivalent parametrization of (30) 
is provided by the following vector equilibrium correction model (VECM):
A x, =  ZjZl n ,A x M  +  IIX(_fc +  +  et (31)
in which n  =  ( /  — J2j=i A j) is the static equilibrium response matrix, and
Ilj =  (7 — J2i= i A ,) for j  =  1, 2,  (k — 1) are the interim multiplier matrices.
In the case that x t ~  1(1) the rank of II is determined by the number of 
cointegrating vectors. Letting the rank of II be r and a  and (3 be 3 x r matrices 
of rank r such that II =  a/3' yields the reduced rank VAR system:
A x, =  YljZl 11̂  A x t-j  + aP'xt-k +  4>A +  et (32)
in which P'xt are the r cointegrating vectors which are I (0) and a contains the 
adjustment coefficients. The Johansen [1988] maximum likelihood procedure, as 
modified in Johansen and Juselius [1990] to allow for dummy variables, enables 
the empirical determination of r provided that the systems in (30) and (31) 
are well specified and in particular have innovation homoscedastic errors and 
constant parameters.
In the light of the single equation analysis presented above an unrestricted 
VAR for w,p, and u with 5 lags on each variable (corresponding to (30) with 
k =  5) and A  containing an unrestricted constant vector and linear trend was 
estimated for the full sample period 1966(2) to 1993(1). The results strongly 
indicated that this system was non-congruent, with each equation exhibiting se­
rially correlated, heteroscedastic and non-normal residuals, with ARCH  effects 
present as well. Inspection of the residuals revealed many apparent outliers, 
and recursive estimation showed many parameter estimates to be non-constant. 
The sample period contains many important changes in economic policy and 
institutional arrangements, and so it may well be difficult to obtain a constant 
parameter VAR without some specific allowance for these events. For example: 
there were sharp movements in commodity prices generally in 1966 and in oil 
prices at the end of 1973, in 1979(3) and in 1986; there were pre-election booms 
1972/3, 1974, 1979, 1986/7, 1991; floating exchange rates were introduced in 




























































































tax (VAT) was increased from 8% to 15% in July 1979; periods o f very tight 
monetary policy were introduced in 1980 and 1989 which had major effects 
on income, employment and unemployment; in 1984 there was the year long 
miners’ strike; the introduction of the Business Expansion Scheme in 1980 af­
fected the ratio of self-employed to employees in the total employed; there were 
changes in the method of collection of some key statistics such as unemployment 
and the numbers self-employed. Noting that many of these changes affected the 
labour market and the rate of inflation, suggests that the relationship between 
wages, prices and unemployment may not be an easy one to capture without 
some allowance for their effect.
From inspection of the residuals for the unrestricted VAR with k =  5 and ref­
erence to the relevant economic history, it was decided to include the following 
4 dummy variables: Z)793 which takes the value 1 in 1979(3) and 0 elsewhere 
to allow for the increase in value added tax and the second oil price hike; D745 
which takes the value 1 in 1974(3) and 1974(4). the value 2 in 1975(1), and 
zero elsewhere to capture the wage explosion following the relaxation of wage 
and price controls; Budget which takes the values 1 and —1 respectively in 
the second and third quarters of every year and zero in all other quarters, and 
represents fixed seasonal effects and especially the changes in excise duties and 
other tax rates, announced in the annual Budget, on prices and the rate of 
inflation; and Expansion which takes the value 1 in 1966(3) —1 in 1967(2), 
1972(3), and 1974(3) highlighting quarters in which fiscal policy was used to 
stimulate(-f)/dampen(—) the economy, and takes the values 2 in 1971(2) —2 
in 1971(1) to represents the effect of the announced cut of 50% in Selective 
Employment Tax. Since these four dummy variables should not have a long 
run effect on any of the modelled variables wt,pt and ut they axe entered unre­
strictedly into the VAR when the reduced rank maximum likelihood procedure 
of Johansen [1988] is applied it. However, there is no evidence of quadratic 
trend in any of the modelled variables and so the linear deterministic trend is 
restricted to lie in the cointegration space.
When an unrestricted VAR parameterized as (31) with k. =  4, a constant and 
the four dummy variables plus a linear trend entered as described above, was 
estimated over the period 1966(1) to 1993(1) it produced a plausible and more- 
or-less congruent system. Figure 8, which gives the graphs of the actual and 
fitted values for Awt,Apt and A ut, and the corresponding residuals (scaled), 
illustrates this point. The system provides a high degree of explanation for 
the changes A wt, A pt and A ut in the three modelled variables wt,pt and ut (it 





























































































F i  t t e d = _
D u = _______
F i  t t e d = _
Figure 8. System Actual, Fitted and Residual Values.
there does not appear to be any strong heteroscedasticity or serial dependence 
in the residuals. Table 5 provides descriptive statistics for the estimated sys­
tem: first single equation residual standard deviations a , serial correlation AR, 
autoregressive heteroscedasticity ARCH , heteroscedasticity H, and normality 
N  test statistics as defined for Table 1; and second test statistics for vector au­
toregressive residuals vecAR, vector heteroscedasticity vecH , and finally vector 
normality vecN  (see Doornik and Hendry [1994] for more details of these test 
statistics).
The only evidence of noncongruence comes from the AR  test statistic for the 




























































































C o r r e 1o g r a w  
Dw =______________
C o r r e 1o g r a n  
D p = ____________
Figure 9. System Residual Correlograms and Frequency Plots.
Table 5. System Diagnostic Statistics
A wt A pi Au,
Ò 1.08% 0.72% 2.97%
AR( 5,86) 1.98 2.53* 0.68
ARCH (4,83) 2.16 0.12 2.47
H( 26,64) 1.31 1.15 1.04
N( 2) 1.67 3.08 2.58
vecAR(45,220) 1.59’ 
vecH(156,354) 0.93 
vec.N( 6) _______ 7.20
Further evidence on the approximate congruence of the system is provided by 




























































































Though there is some evidence of residual serial correlation in the equations for 
Awt and A pt it is not strong, and experimentation revealed that inappropriate 
lag length k does not appear to be the cause of this problem. In fact, inspection 
of the residual plots in Figure 8 suggests that the difficulty may still lie in the 
system's inability to represent the many changes in government policies towards 
wages and prices, interest rates and exchange rates, and unemployment during 
the sample period. However, rather than introduce more event specific dummy 
variables into the analysis, which would increase the risk of the system being 
too finely tuned to the particular sample data and hence even more likely to 
suffer from predictive failure, it was decided to continue with the present set 
of dummy variables. The other alternative of extending the information set 
to include interest and exchange rates is not pursued here since the present 
modelling is intended to be illustrative rather than definitive, but it is the 
subject of further research.
Table 6. Residual Correlations
wt Pt ut
Pi 0.14 1.0 -
ut 0.08 0.03 1.0
System Dynamics
wt Pt ut
Fk=3(3,89) 0.30 3.42* 1.08
**=2(3,89) 1.79 1.32 2.89’
Fk=i( 3.89) 4.59** 3.25*’ 11.84'
|A.| 0.29 0.04 0.00
Inspection of the residual correlations in Table 6 suggests that there is a modest 
correlation between wt and pt, but the correlations between wt and ut and pt and 
ut are negligible. The hypothesis that the order of lag required for each variable 
is i can be tested using the statistics Fk=i, and on the basis of these it appears 
that there is scope for simplifying the dynamics, but that 4 lags axe required 
for pt consistent with it being seasonal. The estimated long run matrix n  has 
eigenvalues whose moduli are given by | |, and these indicate that there
are probably 2 zero eigenvalues suggesting that r =  1. This is confirmed by 
the results of applying the Johansen [1988] maximum likelihood procedure to 




























































































Table 7: C oin tegration  S ta tistics
r 1 2 3
l 1438 1445 1446
0.28 0.12 0.02
Max 36.17** 14.08 2.05
Trace 52.29** 16.13 2.05
The eigenvalues Hi which are involved in the maximization of the log-likelihood 
function with respect to /3 in order to obtain estimated cointegrating vectors 
(see Johansen [1988] or Banerjee et al [1993] for details) are small. However, 
the largest eigenvalue Hi =  0.28 is significantly different from zero on the ba­
sis of the maximum eigenvalue (Max =  —T ln ( l  —pr)) and trace (Trace =  
—T I n  (1 — Hi)) test statistics, r is the dimension of cointegrating space 
and l (which is defined as - T / 2 ;r;”=1ln (l  — Hi)) is the corresponding value of 
the log-likelihood function apart from a constant. Hence the value of 1445.87 for 
the unrestricted log likelihood function is reported as 1446 for r =  3. The Max 
and Trace test statistics are not adjusted for degrees of freedom as suggested 
by Reimers [1992], since the results in Kostial [1994] indicate a tendency for 
them to underestimate the dimension of cointegrating space even when unad­
justed. The critical values used for the Max and Trace statistics are given in 
Osterman-Lenum [1992]. On the basis of the statistics in Table 7 it is concluded 
that there is one cointegrating vector (r =  1), and an estimate of it is given by 
0[ in Table 8.
Table 8. Adjustment Coefficients a* and Eigenvectors /?(
OLi i  =  1 i  =  2 i  =  3 P i w V u t
W - 0 . 1 6 - 0 . 0 0 0 .00 i  =  1 1 - 0 .8 8 - 0 .0 1 7 - 0 .0 0 8
P 0 .1 6 - 0 .0 0 0 .0 0 i  =  2 - 1 4 .8 5 1 7 .57 0 .29
u - 0 . 2 5 - 0 .0 1 - 0 .0 0 i  =  3 - 0 .5 1 - 1 .1 1 1 0 .0 0 7
This cointegration analysis with the linear trend t restricted to be in the coin­
tegration space, yields an estimated cointegrating vector P[xt =  wt — 0.88p( — 
0.017u(—0.008t which implies that wages in a long run equilibrium (E(j3[x t) =  0) 
increase by 3% per annum after the influence of prices and unemployment have 
been taken into account. Figure 10 gives the graphs of the disequilibria or 
cointegrating vectors /3'xt, the “actual” (xit) and “fitted” (jLjyt, PijXjt) values 
for x( =  (wt,Pt,ut), and the recursively estimated eigenvalues (see Hansen and 
Johansen [1993]) each after having partialled out the full sample short run 





































































































0 — i— .__i— .__i— i— i— i— .__i__.__i_
1 9 7 5  1 98 5
v e c  t o x » 2 = ______
1 97 5  1 98 5  1 99 5 1 9 8 0  1 9 9 0
v e c  t o r 3 = _ V3 =
Figure 10. Cointegrating Vectors and Recursive Eigenvalues
Budget, Expansion, D745 and D793). The first cointegrating vector appears 
to be I (0), but the other two vectors are clearly nonstationary. There is a 
very close correspondence between the “actual” and the “fitted” values for wt 
consistent with the disequilibrium rarely being over 4%. Note though that the 
estimated coefficient of ut in the error correction has the opposite sign to that 
estimated by Clements and Mizon [1991], implying that ceteris paribus wages 
increase with increases in unemployment and so are counter cyclical! However, 
Clements and Mizon [1991] included average labour productivity in their analy­
sis, and found evidence of a long run positive association between productivity 
and unemployment.
Note that these inferences concerning the integration-cointegration properties 
of the system require the system parameters to be constant if they are to be 
valid, whereas conventional test statistics for parameter constancy (e.g. system 




























































































4.1) have known distributions for I (0) rather than I (1) systems. Although con­
stancy tests for I (1) variables are being developed, recursive estimation already 
provides a valuable check on parameter constancy. It is therefore reassuring 
that the recursive estimates of the eigenvalues are essentially constant. In par­
ticular, the largest pi is approximately 0.4 for sample sizes 35 to 109, with only 
a suggestion of nonconstancy around 1979 and 1980. Of the other two eigen­
values neither of which is significantly different from zero in the full sample, 
take values declining from 0.2 to 0.1, and ^3 is uniformly close to zero for all 
sample sizes. Therefore, it was decided to proceed to analyse the system further 
on the assumption that there is a single cointegrating vector.
Although the single cointegrating vector is already identified it is of interest to 
test overidentifying restrictions on it such as: (i) the absence of an unemploy­
ment effect on wages and prices (/J13 =  0); (ii) a long run real wage equilibrium 
(/J12 =  — 1); and (iii) no long run trend in wages and prices (fin =  0). In addi­
tion. necessary conditions for pt and ut to be weakly exogenous for the param­
eters of the long run wage-price equation - (q2i =  0) and (a3i =  0) respectively 
- can be tested (see Boswijk [1992]. Hendry and Mizon [1993], Johansen [1992a, 
1992b] and Urbain [1992]). The test statistics are conventional likelihood ratio 
statistics, since the hypotheses are linear on an I (0) parameterization of the 
system (N.B. if x ( ~  I (1), A x ( and /3'xt ~  I (0) when there is cointegration), 
and so they have limiting y 2 distributions with the degrees of freedom equal to 
the number of independent restrictions being tested.
Table 9. O veridentifying and W eak E xogeneity  Tests
H ypothesis Statistic p-value
0 1 3  —  0 X2( l )  =  0.57 0.45
/?14 =  0
COII 0 .00
0 1 2  =  — 1 X2( l )  =  5.46* 0.02
H ypothesis 
«31 =  0, 0 1 3  =  0 
«31 -  0, 0 1 2  =  — 1 
«11 +  «21 =  0, 0 1 3 =  0
«11 +  «21 =  o , 0 1 3 =  0, a 3i
H ypothesis Statistic p-value
o r n =  0 x 2( i ) =  9 .3 1 " 0.00
« 2 1 =  0 x 2d ) =  1 4 .4 9 " 0.00
« 3 1 =  0 X 2 ( l ) =  2.08 0.15
« 1 1 +  « 2 1 = 0  x 2( l ) =  0.01 0.93
Statistic p-value
x 2(2) = 5.48 0.07
X2(2) = 12.92” 0.00
X 2 ( 2 )  = 0.67 0.72
0 X2(3 ) = 5.48 0.14
The hypotheses that the long run equilibrium is one for real wages (fin =  — 1), 
that prices are weakly exogenous for a long run wage equation (a 21 =  0), that 
wages are weakly exogenous for a long run price equation (an  =  0), and that 
there is no trend in the long run wage-price equation (fin =  0), are all rejected. 




























































































long run wage-price equation (a3J — 0), that there is no unemployment effect 
in the long run wage-price equation (/?i3 =  0), and that the adjustment coef­
ficient for wages is equal in magnitude but opposite in sign to that of prices 
(an  -I- a i2 =  0), are not rejected separately or jointly. Hence, the full sam­
ple estimates of this system are reasonably congruent, and consistent with the 
existence of a long run wage-price equilibrium of the form:
E(w, -  0.90p() -  0.008t =  0 (33)
in which the pt coefficient estimate of 0.9 is significantly different from unity. 
The estimated adjustment coefficient when the restrictions a n  -t-ai2 =  0, a 3i =  
0 and /?i3 =  0 are imposed is â n  =  —0.15, which implies that both wages 
and prices adjust slowly to their equilibrium. Note that although ut is weakly 
exogenous for the parameters of (33), it does not itself play a role in the long 
run equilibrium. In fact, in this system ut is determined independently of 
contemporaneous wages and prices, depending only on lagged values of wage 
and price inflation rates. This finding is consistent with ut being a target of 
economic policy with at most weak links to the levels of wages and prices, instead 
being influenced by fiscal and monetary policies. Further, since the long run 
wage-price disequilibrium is involved in the determination of both wt and pt 
these variables require joint modelling in order to make efficient inferences. In 
particular, this casts doubt on the OLS results obtained in Section 4.1, though 
there is a remarkable similarity between (24) and (33).
The reduced rank (r =  1) system can be mapped from I (1) to I (0) space by 
adoption o f the re-parameterization
A x, =  I2j=i IljAxt-j +  a ■ ecm(_i -I- $D t -I- et (34)
in which ecmt =  wt — 0.88pt — 0.017ut — 0.0081 and the trend is excluded from 
Dt. Estimation and evaluation of (34) revealed the maintenance of the original 
system’s congruence. This is illustrated by the graphs of actual and fitted values 
o f Awt,A pt and A ut, and the associated residual correlograms and frequency 
plots in Figure 11.
As a result of imposing a rank of one on the cointegrating space (which the 
statistics in Table 7 indicated to be appropriate), and dropping the trend (other 
than its presence in the cointegrating vector ecmt), the I (0) system has 9 fewer 
parameters than the original system and so will be referred to as a parsimo­
nious VAR (PVAR). Although there is further scope for simplifying this PVAR 
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different from zero, the PVAR is retained in this form as a framework within 
which to compare alternative models by checking their ability to parsimoniously 
encompass the PVAR. The advantages of testing for simple models being able to 
parsimoniously encompass the PVAR are: (i) reducing the risk of using models 
that are not robust to changes in the sample information (over-parameterized 
models can be too finely tuned to the peculiarities of a particular sample), (ii) in­
creasing the chance that developed models are invariant to regime changes and 
thus capturing autonomous relationships rather than ephemeral occurrences, 
and (iii) allowing the evaluation of models of particular interest (e.g. those im­
plementing specific economic theories).
The first model to be considered is an empirical simplification of the PVAR 
which retains the joint determination o f wt and p t via the error correction e cm t , 
but simplifies the dynamics and restricts the presence of the dummy variables. 
Table 10 provides the FIML estimates of the simplified model.
Table 10. Sim plified M odel F IM L  Estim ates
Awt =
0 .3 2A p t + 0 .3 3 A id t_2 + 0 .3 0 A p (_3 —0 .0 4 A iit_2
(0 .1 4 ) (0 .0 7 ) (0 .0 8 ) (0 .0 2 )
—0.13ecrat_ i +0.0473745 +0.0373793 -1 .1 0
(0 .0 6 ) (0 .0 0 5 ) (0 .0 1 ) (0 .4 8 )
Apt _ 0 .3 7 A p t_ i —0.04A ut_2 + 0 .18 ecra t_ i +0.01Budget
(0 .0 6 ) (0 .0 1 ) (0 .0 2 ) (0 .0 0 1 )
+0.0173745 +0.0573793 + 1 .5 9
(0 .0 0 3 ) (0 .0 0 7 ) (0 .2 1 )
A  U t
0.76Atut i + 0 .79 A iif-_i + 0 .1 2 A u *_ 2 — 0.14Ati£_3
=
(0 .1 7 ) (0 .06 ) (0 .0 6 ) (0 .0 6 )
+ 0 .1 3  Expansion —0.01
(0 .0 1 ) (0 .005 )
ecmt - ecmt-\ +  Awt —  0.88A  pt —  0.017A w f -  0.008
In the simplified model u t is weakly exogenous for the parameters of the two 
equations that jointly determine w t and pt, and the long run wage-price equi­
librium is given by E (e cm t) =  E(wt — 0.88p( — 0.017u() — 0.0081 =  0. The 
additional model information given in Table 11 provides further evidence that 
the simplified model, apart from increased serial correlation in the residuals for 
A wt and A pt and more ARCH  effects in those for A ut, performs just as well 
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Figure 12. Simplified Model Actual, Fitted and Residual Plots.
Table 11. Simplified Model Diagnostic Statistics
A  wt Apt Au(
Ò 1.08% 0.71% 3.10%
AR(5,89) 3.85’ * 3.33" 2.04
ARCH{4,86) 1.94 0.05 3.79"
#(27 ,66) 0.93 1.34 1.10
N{ 2) 2.23 3.02 2.43
Vector Tests Residual Correlations
vecAR{45,253) 1.34 wt Pt «t
vecH( 156,413) 1.04 Pt -0 .01 1.0 -
vecN( 6) 7.45 ut 0.11 0.07 1.0
The 24 restrictions implied by the simplified model relative to the PVAR are 




























































































simplified model parsimoniously encompasses the PVAR. Since there is evidence 
of serial correlation and ARCH  effects in the residuals the validity of this par­
simonious encompassing test is called into question. However, comparison of 
Figure 12 with Figure 8 reveals the similarity between the congruent system 
and the simplified model and so lends some support (albeit weak support) to 
the use of this likelihood ratio test statistic.
The second model considered for encompassing comparison within the frame­
work o f the PVAR is a VAR for the differences A wt. Apt and A u( (DVAR). This 
model corresponds to (34) with a  =  0 so that the disequilibrium ecmt is ig­
nored. As a system, a VAR in differences would be (31) with n  =  0 so that the 
long run or zero frequency information in the data is ignored, and represents a 
class of model that has been popular in the time series analysis of nonstationary 
data particularly since the work of Box and Jenkins [1970]. In addition to the 
three restrictions in a =  0 there are a further 6 from restricting the number 
o f dummy variables included in each equation as in the simplified model. The 
likelihood ratio test statistic takes the value x 2(9) =  45.06 \p =  0.00] so that 
the DVAR does not parsimoniously encompass the PVAR. Note that relative to 
the test statistics reported in Table 9 the present test is of the joint hypothesis 
a , i = 0  i =  1,2,3 plus the zero restrictions on the coefficients of the dummy 
variables. Hence, the fact that the hypothesis a 2i =  0 was rejected contributes 
to, but does not entirely explain, the rejection of the DVAR model. The DVAR 
also fails to parsimoniously encompass the PVAR when the dummy variables are 
unrestricted - x 2(3) =  33.86 [p =  0.00] and so within-sample the zero frequency 
information contained in the cointegrating vector ecmt has a valuable role in 
the modelling wt,pt and ut.
Recalling the evidence of a regime shift in 1979 for the single equation modelling 
in Section 4.1, it is relevant to test the parameter constancy of the otherwise 
congruent system, the PVAR, the simplified model, and the DVAR. Table 12 
presents the one-step ahead forecast test statistics from estimating the sys­
tem and models with data up to 1979(2) and checking their ability to forecast 
over the 55 quarters in the period 1979(3)-1993(1). The three statistics are 
F,(165, T  — k) =  e''FI_1e / 165 « =  1,2,3 when e =  vec(E), E is a 55 x 3 matrix 
of forecast errors for the 3 modelled variables, the \Fj’s are alternative estimates 
of the asymptotic covariance matrix of e, T (=  53) the sample size, and k the 
average number of estimated parameters per equation. 'F ] is the sample esti­
mate of the innovation covariance matrix E, $2 is an estimate of the forecast 
error covariance matrix that allows for parameter uncertainty as well as the in­




























































































that allows for innovation variance, parameter uncertainty, and the covariance 
between the forecast errors - see Doornik and Hendry [1994] for details. The 
three statistics F)(165,53 — k) i =  1,2,3 have approximate central F  distri­
butions with degrees of freedom 165 and (53 — k) under the null hypothesis of 
parameter constancy.
Table 12. System& Model 1-Step Ahead Forecast Statistics 1979(3)-1993(1)
VAR PVAR
Fi(165,37) F2(165,37 F3(165,37) Fi(165.40) F2(165,40) F3(165.40)
8.45*' 2.72** 1.05 1.08 0.90 0.85
p =  0.00 p = 0.00 p > 0.45 p >  0.40 p > 0.69 p > 0.77
A wt A pt Aut A wt Apt A ut
Forecast Error Forecast Error
Mean -0.033 -0.002 0.032 Mean -0.003 0.0001 -0.002
SD 0.035 0.010 0.041 SD 0.012 0.010 1031
Simplified Model DVAR
Fi(165,48) F2(165,48) F3(165,48) Fi(165,43) F2(165,43) F3(165,43)
0.92 0.85 na 1.10 0.93 na
p > 0.66 p >  0.77 na p > 0.37 p > 0.64 na
A wt Apt Aut A wt Apt A ut
Forecast Error Forecast Error
Mean -0.003 0.0001 -0.001 Mean -0.003 -0.001 -0.001
SD 0.012 0.009 0.023 0.013 0.010 0.030
The forecast performance of the VAR is poor (it is only Fs(165,37) that does not 
reject parameter constancy) as the graphs in Figure 13 make clear, especially 
for A wt which has the actual and forecast values diverging disconcertingly, 
and the forecasts lying outside the confidence interval given by ± 2  forecast 
error standard deviations. The difficulties of the full rank VAR are even more 
pronounced when the forecasts are presented for the levels of the variables wt,pt 
and ut.
However, the PVAR, the simplified model, and the DVAR all forecast much 
better than the VAR, as evidenced by the statistics in Table 12. On the basis of 
the parameter constancy test statistics and the means and standard deviations 
of the forecast errors given in Table 12 the best overall performance is found 
in the simplified model, which is parsimonious and retains the zero frequency 
information in the disequilibrium ecmt. The improved quality of these forecasts 
relative to those from the VAR is shown in Figure 14 which gives the actual, 
fitted and forecast values for the simplified model.
Indeed, the difficulty lies in the different information used by the different mod­
els in forecasting the variables wtlPt and ut. The VAR uses the sample infor­
mation on the levels of wt,Pt and ut and their history, but wrongly treats the 
VAR as having full rank, and also ignores the regime shift in 1979. The DVAR 
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but ignores sample information on the levels of these variables, the fact that 
the VAR has reduced rank, and that there is a regime shift. The PVAR (i.e. 
the reduced rank VAR mapped into I (0) space) and the simplified model on 
the other hand implicitly use sample information on the levels of the variables 
and their history, as well as the fact that the VAR does not have full rank, but 
ignore the regime shift. However, the latter two models forecast well because 
they use a full sample estimate of ecmt which thus reflects the regime shift, and 
so keeps the forecasts on track. If instead ecmt were replaced by the estimate of 
the cointegrating vector using data from 1966(1) to 1979(2) only, the forecast 
performance o f all the models (other than the VAR in differences) deteriorates 
to be similar to that of the VAR. Table 13 gives the split sample unrestricted 
(ecmt) estimates of the cointegrating vector, plus restricted estimates (ecm*) 
satisfying the non-rejected overidentifying restrictions discussed below.
Table 13. Split Sample Estimates of the Cointegrating Vector 
1966(1)- 1993(1)
ecmt =  wt — 0.88pt — 0.017ut — 0.008f 
ecm* =  wt — 0.90pt — 0.008f
1966(1)- 1979(2)
ecmlt =  wt — 0.75 pt +  0.08ut — 0.014t 
ecml*t =  wt — 0.75 pt +  0.06ut — 0.014f
1979(3)- 1993(1)
ecm2t =  wt — 0.94p( +  0.06u( — 0.006f 
ecm2* =  wt — pt — 0.006f
Comparing ecm l( with ecmt there is a 15% decrease in the coefficient of pt, a 
571% increase in the coefficient of ut with a resultant change in sign (though 
neither estimate of this coefficient is significantly different from zero), and a 75% 
increase in the coefficient o f the trend. Note that the response of wages and 
prices to unemployment in the period 1966(1) - 1979(2) is pro-cyclical, whereas 
that for the full sample and for the period after 1979(2) is counter-cyclical. Not 
surprisingly in view of this big difference between ecmt and ecm lt, the cointe­
grating vector estimated with data for the period 1979(3) to 1993(1) ecm2t is 
very different from ecm\t - see Table 13. In fact, though the Johansen Max 
and Trace statistics clearly indicated one cointegrating vector for the periods 
1966(1) - 1993(1) and 1966(1) - 1979(2), they only marginally rejected the hy­




























































































there is evidence of a fundamental change in the underlying relationship be­
tween w t ,P t  and ut pre- and post- 1979(3). Indeed, there appears to have been 
a change in the exogeneity status of prices as the statistics in Table 14 indicate.
Table 14. Split Sample Overidentifying and Weak Exogeneity Tests 
1966(1)- 1979(2)
Hypothesis Statistic p-value Hypothesis Statistic p-value
012 =  0 X 2( l )  =  1 9 .64” 0 . 0 0 o n  =  0 X 2( l )  =  5.78* 0 . 0 2
013 =  0 X 2 (l)  =  7 .4 8 ” 0 .0 1 Q21 =  0 X 2( l )  =  8 .2 5 " 0 . 0 0
@14 —  0 y 2( l )  =  1 4 .61” 0 . 0 0 £>31 =  0 X 2( l )  =  1-69 0 .19
012 =  - 1 X 2( l )  =  1 9 .64” 0 . 0 0 Q ll +  Q21 =  0 X 2( l )  =  2 .10 0.15
1979(3) -1 993(1)
Hypothesis Statistic p-value Hypothesis Statistic p-value
012 =  0 x 2( l )  =  6.40* 0 .0 1 Q 11 =  0 x 2( l )  =  5.26* 0 . 0 2
013 =  0 X to II © b
o -4 0.35 Q21 =  0 x 2 ( i )  =  0 . 0 0 0.98
0 u  =  0 x 2( l )  =  2 .29 0 .13 C*3i =  0 X 2( l )  =  2 .52 0 .1 1
012 =  — 1 X 2( l )  =  0 .08 0 .78 Q ll +  «21 =  0 X 2( l )  =  4.07* 0 .04
The restriction 031 =  0 (a necessary condition for ut to be weakly exogenous 
for the parameters of the long run wage-price equation) is not rejected for 
any period, and so within this trivariate system unemployment appears to be 
weakly exogenous for the parameters of the one long run equilibrium equa­
tion throughout the sample period. However, the corresponding hypothesis for 
prices (<221 =  0), whilst being rejected for the full sample and for the period 
up to 1979(2), is not rejected for the post-1979(2) period. This result is consis­
tent with prices and wages, whilst exhibiting autonomous growth, being jointly 
determined conditional on unemployment up to 1979(2), but with prices (and 
hence inflation) being a target of government policy after 1979(3) determined 
separately from contemporaneous wages and unemployment. Such an inter­
pretation is coherent with the Conservative government elected in May 1979 
adopting an economic policy aimed at reducing radically the rate of inflation, 
pursuant to which it introduced a tight monetary policy, instigated new labour 
market arrangements, and was willing to accept the attendant sharp changes 
in unemployment. Indeed, the pre-1979(3) error correction when estimated 
subject to the non-rejected restrictions 0:31 =  0 and a n  +  a 21 =  0 (the test 
statistic for this joint hypothesis is x 2(2) =  2.10 [p > 0.35]) takes the form of 
ecm lj in Table 14, which is very different from the post-1979(2) error correc­
tion ecm2 * estimated subject to the restrictions a 3i =  0, a 2i =  0, P13  =  0 and 
p 12 =  — 1 (x2(4) =  8.40 [p >  0.08]). Hence there is evidence that ut plays no 




























































































1979(2), and that wt adjusts fully to pt and in addition has an autonomous 
trend. Finally, notice that ecmt and ecm2t (ecm*t and ecm2j) are very similar 
and noticeably different from ecm lt (ecm lj). This helps to understand why 
the one-step ahead forecasts for the period 1979(3) - 1993(1) from the PVAR 
and the simplified model both of which have ecmt as an explanatory variable, 
are better than the corresponding forecasts from the VAR. In fact, if.the single 
equation model for wages is re-parameterized to be in I (0) space, it too has good 
one-step ahead forecasts. In particular, if wt^i,pt-i,  u(_i and t in the reduced 
model reported in Table 2, or wt-i ,p t î and t in the final model reported in 
Table 3, are replaced by ecmt-i the resulting forecasts for Aw, are very similar 
to those for Awt of the simplified model shown in Figure 14. However, the fact 
that pt is not weakly exogenous for the parameters of the long run equilibrium 
E(ecm() =  0 means that more efficient inferences should result from jointly 
modelling wt and pt, rather than using single equation OLS analysis. In fact, 
the forecasts for wt from the system modelling should be preferable to those 
from the single equation modelling. This is borne out in practice as can be seen 
from comparison of the forecast error mean and standard deviation from the 
single equation analysis (—0.0167 and 0.0168 respectively) with those for the 
simplified model reported in Table 12.
Although the above empirical analysis illustrates the importance o f testing for 
weak exogeneity, and modelling the joint distribution of variables in its ab­
sence, it is important to note that reasonable forecasts for the period 1966(1) 
- 1993(1) were only obtained by using the full sample estimate of the disequi­
librium or error correction ecmt, which would not be possible in practice for ex 
ante forecasting. The only model considered in this paper that would have been 
successful in ex ante forecasting is the DVAR. This highlights the fact that the 
presence of regime shifts in integrated-cointegrated systems for macroeconomic 
time series presents a substantial challenge to econometric modelling. Differ­
encing time series that are subject to regime shifts does not account for the 
shifts even when they might be identifiable as changes in structure resulting 
from changes in government economic policies, but joint modelling of the differ­
ences in a VAR does enable the generation of multi-step forecasts that converge 
on the unconditional means of the series (see Hendry and Clements [1994]). 
Forecasts from econometric models that include variables which have not been 
suitably differenced to transform regime shifts from step or trend changes into 
impulses or blips which have no duration (such as ecmt in the above illustration) 
may require intercept corrections or other adjustments to keep them on track 




























































































can be interpreted as a means of exploiting past forecast errors to keep present 
forecasts on track (see Clements and Hendry [1994]).
It is instructive also to note that the long run disequilibrium variable ecmt. de­
spite the fact that it is commonly called an error correction mechanism, does not 
error-correct when it does not incorporate an explanation for regime shifts that 
are present in the system being modelled. Hence. ecmt and E(ecmt) =  0 have 
been referred to as long run disequilibrium and long run equilibrium respectively. 
Ideally, econometric models should provide explanations for structural changes 
and account for autonomous shifts that affect the variables being modelled, and 
thus avoid the necessity of differencing such changes out of the system in order 
to produce reliable forecasts. Although this statement describes an enormous 
challenge to econometric modellers, those who overcome the challenge are likely 
to develop econometric models with great potential for use in economic policy 
analysis and forecasting. To rise to this challenge in the modelling of wages, 
prices, unemployment and other related variables such as productivity over the 
period 1966(1) - 1993(1) in the UK, it is likely that account will have to be 
taken of the important changes in the labour market structure, in exchange 
rate regimes, and government policies towards inflation and unemployment. 
The fact that the models presented in this section, have a single deterministic 
trend to approximate the effects of technical change, changes in productivity 
and external factors, and do not have long run equilibria with price homo­
geneity (except for ecm2*t in Table 13) indicates that there is ample scope for 
further modelling. This important task lies beyond the scope of the present 
paper which has concentrated on the presentation of illustrative, rather than 
definitive, models o f the relationship between wages, prices and unemployment.
5 Conclusions
The LSE modelling methodology developed rapidly during the 1960’s and 1970’s, 
and has had a significant effect on econometric modelling at large, as described 
in Gilbert [1986]. However, no vital methodology is static, but rather evolves 
with important developments. This is certainly true of the LSE methodology, 
and as suggested by Pagan [1992] a more accurate name today might be the 
LSE-Copenhagen-San Diego-Yale methodology - though even this ignores the 
valuable contributions of researchers in institutions in other geographical loca­
tions. The econometric modelling methodology associated with the LSE has 




























































































for reaping the benefits of scientific econometric modelling. Though ultimately 
the model is the message, the system (i.e. the congruent representation of 
the joint distribution of the observed variables of relevance) is the appropriate 
statistical framework for developing and evaluating such econometric models. 
The legacy of this methodology includes the widely accepted need to rigor­
ously evaluate econometric models by checking their congruence with available 
information and their ability to encompass rival models, as well as the advo­
cacy of the general-to-specific modelling strategy as an efficient and efficacious 
modelling strategy.
Econometric concepts that provide important objectives to be achieved in the 
LSE methodology are homoscedastic innovation error processes, weak, strong 
and super exogeneity, encompassing, and parameter constancy. Failure to 
achieve these objectives in practice can result in econometric models that are 
likely to yield misleading conclusions from economic policy analyses, and pro­
duce unreliable forecasts. Indeed one of the most important challenges in the 
econometric modelling o f macroeconomic time series is to produce multi-step 
forecasts that are at least as accurate as those generated from multivariate time 
series models such as DVAR’s. This is a goal to which many of those espoused 
to the LSE methodology aspire. The simple illustration of empirical modelling 
presented above demonstrates the seriousness of this challenge, but also suggests 
that there is hope of future success. In addition, the illustration highlighted the 
important effect changes in economic policy can have on the inter-relationships 
between macroeconomic variables, especially on the underlying equilibrating 
mechanisms and the exogeneity status of variables within them. The change in 
economic policy from monitoring the rate of unemployment, to reducing radi­
cally the rate of inflation, had major effects on the UK economy post 1979.
The views presented in this paper on the nature and role of econometric mod­
elling are mine, ffowever, since 1 am associated with what has become known 
as the LSE methodology (or sometimes Professor Hendry’s methodology see 
Gilbert (1986), Ericsson et al (1990)) this is consistent with my brief to write a 
paper describing the LSE methodology. 1 should like to thank my many friends 
and colleagues of the “LSE School” for the intellectual stimulation they have 
provided over the last quarter of a century. In particular, I wish to thank Mike 
Clements, David Hendry, Maozu Lu, and Jean-François Richard for allowing 




























































































the result. I am also grateful to David Hendry for providing many valuable 
suggestions whilst the paper was in gestation, and to Mike Clements and Kevin 
Hoover for providing detailed and constructive comments on an earlier version 
of the paper. Financial support for this research from the ESRC under grant 





























































































The quarterly data set runs from 1965(1) to 1993(1). The precise estimation 
periods used vary according to the number of lags in the specification. All 
series are seasonally adjusted except for the price series.. The wage variable 
w is defined as log(WS/EE * AVH),  where WS is wages and salaries, EE  is 
employees in employment and AVH  is a measure of average weekly hours in 
the manufacturing sector. The price variable p is the log(P) when P  is the 
retail price index, so that Ap is the quarterly aggregate inflation rate. Finally. 
u =  log(t/), U being the % unemployment rate.
The precise definitions and sources are:
W S
W ages, salaries and forces pay. ,£mn. E T A S for  65:1 to  90:4
C S O  m nem onic A IJB E T  for  91:1 to  93:1
EE
E m ployees in em ploym ent 000 ’s, w hole U K E T A S  for 65:1 to  89:3
C SO  m nem onic B C A J E T  for 89:4 to  93:1
AVH
Index o f  average weekly hours worked per 
opera tive  in m anufacturing (1980= 100)
E G , 65:1 to  93:1
p R eta il price index, all item s (1987= 100) E T A S  for 65:1 to  92:2
C SO  m nem onics F R A G  and C H A W E T  for 92:3 to  93:1
U
U nem ploym ent rate (U K ) % E T A S for 65:1 to  91:1
C S O  m nem onic B C JE E T  for  91:2 to  93:1
ETAS refers to Economic Trends (Annual Supplement) 1993 edition; ET refers 
to Economic Trends, August 1993 edition, both compiled by the Central Sta­
tistical Office (CSO). EG refers to the Employment Gazette Historical Supple­
ments ( No. 1, April 1985 Vol. 93 No. 4 and No. 2, Oct. 1987 Vol. 95 
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