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Abstract
Despite the important social impact and the human and material losses associated
to extreme wind events in the last years, the number of studies analyzing projected
changes in future climate conditions are still scarce. For example, the Xynthia storm
occurred in 2010 produced 59 deaths and around 2.5 billion euros cost in Europe, af-
fected also to Spain. The storm was reflected as an ephemeris by the Spanish Meteoro-
logical Agency (AEMET). In order to reduce the effects of these extreme events, there
are different cyclone tracking algorithms that help identifying the centers of the wind-
storms and characterizing their trajectories from their creation until their dissolution.
The present Master’s thesis analyzes the frequency of occurrence of extreme wind events
in the Iberian Peninsula and the projections for the 21st century according to the differ-
ent climate change scenarios defined by the Intergovernmental Panel on Climate Change
(IPCC). An algorithm has been implemented using the R programming language to char-
acterize and analyze possible future changes in storm tracking. As a result, the R pack-
age named cyclonTrackR has been created. The package is already available in GitHub
(https://github.com/SantanderMetGroup/cyclonTrackR) and will be included as part of
the bundle of R packages Climate4R (http://meteo.unican.es/en/climate4R) developed
by the Meteorology Group from the University of Cantabria where this work has been
carried out.
Key words: Explosive cyclogenesis, tracking algorithm, climate projections, cyclon-
TrackR, climate4R, CMIP5
Resumen
Los estudios sobre proyecciones de cambio clima´tico para eventos de viento extremo
son au´n escasos a pesar del gran impacto social y las grandes pe´rdidas humanas y materi-
ales que estos eventos producen. A modo de ejemplo, en el an˜o 2010 la tormenta Xynthia
produjo 59 muertos y unos costes de 2.5 billones de euros en Europa, afectando, entre otros
pa´ıses, a Espan˜a. Esta tormenta es uno de los eventos de cicloge´nesis explosiva reflejados
como efeme´ride por la Agencia Estatal de Meteorolog´ıa (AEMET). Con el fin de mitigar
los efectos de estos eventos, existen algoritmos de seguimiento de trayectorias que permiten
identificar los centros de las tormentas y caracterizar sus trayectorias desde su formacio´n
hasta su disolucio´n. El presente trabajo fin de Ma´ster analiza la frecuencia de ocurrencia
de eventos de viento extremo en la Pen´ınsula Ibe´rica y los cambios proyectados para el siglo
XXI segu´n los distintos escenarios de cambio clima´tico definidos por el Panel Interguberna-
mental de Expertos sobre el Cambio Clima´tico (IPCC). Con este fin se ha implementado
un algoritmo de seguimiento de las trayectorias de tormentas en el entorno de progra-
macio´n R que permite caracterizar y analizar posibles cambios futuros en estas trayecto-
rias. Como resultado, se ha creado un paquete de R llamado cyclonTrackR. El paquete
esta disponible en GitHub (https://github.com/SantanderMetGroup/cyclonTrackR)y se
incorporara´ al conjunto de librer´ıas Climate4R (http://meteo.unican.es/en/climate4R) de-
sarrolladas por el grupo de Meteorolog´ıa de la Universidad de Cantabria en el que se ha
llevado a cabo este trabajo.
Palabras clave: Cicloge´nesis explosiva, algoritmo de seguimiento, proyecciones clima´ticas,
cyclonTrackR, climate4R, CMIP5
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CHAPTER 1
Introduction
Intense extratropical cyclones are one of the main natural hazards in mid-latitudes
and are often responsible for large social and economic impacts. In particular, there
is a phenomenon known as explosive cyclogenesis(Sanders and Gyakum, 1980) asso-
ciated with especially large economic and human costs that displays low predictabil-
ity in most of the cases. Such destructive meteorological events include windstorms,
heavy torrential rains and strong waves in coastal areas. A recent example was the
storm Xynthia(Liberato et al., 2013) that crossed the Iberian Peninsula in Febru-
ary 2010 causing 59 deaths and costs of 2.5 billion euros in Europe(FFSA, 2011).
Xynthia is a clear example of the devastating effects of this type of events and was
classified as the 2ND insurance loss event in 2010 lead by the Chilean Earthquake
(Benfield, 2010). However, it is not the only one. In the last years there have
been more storms that also left damages in the European Atlantic region such as
Klaus(Liberato et al., 2011) or Gong (Liberato, 2014).
As a result, there is an increasing interest in providing accurate diagnosis of the
cyclone’s activity to the society, including current state and possible changes pro-
jected for the future in frequency of occurrence, intensity and tracking. Researchers,
media and even insurers are focusing their efforts in this field with the objective of
preventing and mitigating future catastrophes. They try to reduce the investments
required in the last decade due to the economic losses. These studies on climate
change projections for extreme wind events focus on knowing the frequency, inten-
sity and location of these storms. Recent studies suggest that the total number of
extratropical cyclones may decrease in certain regions of the Northern Hemisphere
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3in which the Atlantic Ocean and some European regions are included. Furthermore,
in the same area, an increase in extreme cyclones is detected. However, more studies
are needed to achieve more precise conclusions since this increase varies according
to the definition used for its detection. Discrepancies between different studies are
shown (Ulbrich et al., 2009).
To contribute to these analysis, trajectory tracking algorithms are used to iden-
tify the storm centers and characterize their trajectories from their formation un-
til their dissolution. The monitoring and detection of cyclones has been studied
for years, in consequence there are many algorithms based on different concepts
(Serreze, 1995; Sinclair, 1997; Inatsu, 2009; Benestad and Chen, 2006; Wernli and
Schwierz, 2006; Kew et al., 2010; Hewson and Titley, 2010; Hanley and Caballero,
2012; Flaounas et al., 2014). For instance,Neu et al. (2013) show a comparison
of different algorithms applied for mid-latitudes cyclones showing that the track-
ing method can significantly affect the results. For this reason it is important to
carefully analyze the aims of the study, the results obtained and the uncertainties
associated in order to proceed adequately. Additionally, they also comment that
temporal and spatial resolution of the dataset can produce significant impacts on
cyclone statistics.
The objective of this Master’s Thesis is to analyze and characterize the future
changes projected for events of strong wind storms affecting the Iberian Peninsula
for the 21st century according to the different climate change scenarios defined by
the Intergovernmental Panel of Experts on Climate Change (IPCC). To this aim,
the frequency of occurrence and the trajectories followed by these extreme wind
events are studied. In addition, a storm trajectory tracking algorithm that combines
different approaches is defined and implemented using the programming language
R. Furthermore, the criterion established by Sanders and Gyakum (1980) to identify
the explosive character of the cyclones is considered.
Once the storm tracking algorithm is validated, an evaluation of the historical
simulations obtained from the climate models contributing to the Coupled Model
Intercomparison Project Phase 5 (CMIP5) shown in Table 3.2 is applied. To this end,
the reanalysis data from ERA-Interim is used as reference, considered here as pseudo-
observations. Following this analysis for the present period, climate projections for
the future period of interest for the insurance community (2021-2050) are considered.
Moreover, European Climate Assessment & Dataset (ECA&D) is also considered to
analyze the impacts caused by these extreme events in the Iberian Peninsula.
R free software environment (R Core Team, 2018) is used in this work since
there are several packages and libraries available for the analysis of climate data.
4 1. INTRODUCTION
In particular, to facilitate the acquisition and previous processing of climate data
the bundle of packages called Climate4R(Cofin˜o et al., 2018; Iturbide et al., 2018)
is applied. This bundle has been developed by the Meteorology Group from the
University of Cantabria (hereinafter MetGroup) where this study was carried out.
In addition, one of the secondary objectives of the present work, as far as possible,
is to create a new package with the algorithm elaborated to add it to the climate4R
bundle.
The present work is divided into five chapters. The first one introduces the
state-of-the-art of the cyclone’s activity and the motivation of the study. In the
second chapter, a description of the phenomenon studied, explosive cyclogenesis, is
provided. In addition, the techniques and algorithms used for the detection and
tracking of cyclones are explained. The third chapter describes the methodology
and datasets used to carry out the present work, as well as, the R programming
language packages used. The fourth chapter presents the results obtained in the
study as well as the analysis and the discussion made. Finally, the main conclusions
and future lines of research are mentioned in the last chapter.
CHAPTER 2
Explosive cyclogenesis
Cyclogenesis is the creation, development and maintenance of a cyclone. These
phenomena is known by a wide range of names - windstorm, typhoons, depressions
or cyclones, among others - depending on the location of their formation. However,
all of them share the same characteristics: they have a center of low pressures and
rotate in the counterclockwise direction in the Northern Hemisphere and clockwise
in the Southern Hemisphere. The generation of the low pressure center depends
on the atmospheric situation over the region and consequently a classification of
different types of cyclones is done accordingly, highlighting extratropical, tropical
and polar cyclones.
This work is focused on the extratropical cyclones formed at mid latitudes on
a synoptic scale, due to the contrasts of temperature between air masses in the
atmosphere. For the creation of this type of cyclones an atmospheric instability is
required due to a baroclinic atmosphere, high horizontal gradients of temperature,
humidity on the surface and strong winds in the upper level. Moreover, several
studies have shown that the release of latent heat also plays an important role
(Aubert, 1957; Kouroutzoglou et al., 2015).
At mid latitudes the deepening phase of the cyclone can become especially severe,
implying a sudden and significant drop in pressure. This phenomenon is known as
explosive cyclogenesis (Sanders and Gyakum, 1980). Cyclogenesis is usually mostly
baroclinic driven but some studies shown that the release of latent heat plays a key
role in the creation of deep windstorm (Reed et al., 1988). As an example, Fink et al.
(2012) suggest that selected cases of explosive cyclogenesis, such as Xynthia and
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Klaus, were influenced more by this process than by a baroclinic process. However,
more studies are needed to analyze the role that latent heat plays since the process
varies strongly from case to case. Additionally, different studies conclude that, apart
from the latent heat, other processes can reinforce the generation of an explosive
cyclogenesis. Thus, the reason why a cyclone is transformed violently in a explosive
cyclogenesis in the extratropical region is an issue with multiple responses. This
generates different types of cyclones arose from various mechanisms and with their
particular characteristics as was suggested by Wang and Rogers (2001).
The fast formation and intensification of the low pressure center in a explosive
cyclogenesis extremely increases the risk of damages and impacts on land and sea.
One of the main risks of these sudden storms is associated with gusts of wind that
can reach the same speed as hurricane winds and cause strong waves in coastal
areas. Moreover, the torrential rains produced by the convective processes of the
atmosphere also involve considerable risks (Kouroutzoglou et al., 2015).
Sanders and Gyakum (1980) developed a study from 1976 to 1979 about the
climatology of this type of events in the Northern Hemisphere. They show that
this explosive cyclogenesis occurs in cold periods of the Northern Hemisphere, i.e.,
since November to March. Furthermore they conclude that these events are usually
created in maritime environments with the highest frequencies over the northwestern
coasts of the Pacific and the Atlantic Oceans. This was confirmed in a later study by
Roebber (1989). However, it does not imply that continental explosive cyclogenesis
do not occur, there are also cases but the frequency is lower (Ruscher and Condo,
1996; Possia, 2002).
The present study is focused on cyclogenesis with oceanic origin since they are
those that mostly affects the Iberian Peninsula. An example are cyclones Klaus and
Xynthia that are described deeper in the following paragraphs.
The extratropical cyclone Klaus (Liberato et al., 2011) affected the southwest
region of the European continent on 23 and 24 January 2009. The explosive devel-
opment of the cyclone started on the 23rd over the North Atlantic Ocean between
the Azores and the Iberian Peninsula, with a deepening rate of 37 hPa in 24 hours.
Figure 2.1(b) (blue line) shows graphically the fast pressure decreasing that cre-
ates the heavy windstorm. The system was originated under very favorable growing
conditions: barocline atmosphere, upper level strong winds, horizontal gradients of
temperature and moisture and surface interaction with an upper-level low center
among others. This extratropical cyclone intensified and moved eastward until it
reached the Galician coast. Then parallel to the Spanish Cantabrian coast arrived at
France where reached its maximum intensity and began to weaken. The trajectory
7is reflected in the figure 2.1(a) (blue line). The high intensity of this extratropical
cyclone caused high economic losses, around 500 millions euros in Spain, and human
deaths along the affected regions, mainly due to the strong wind generated, reaching
maximum gusts of up to 198 km/h in Spain. More information about the character-
istic of the phenomenon in Spain is available on the Spanish Meteorological Agency
(AEMET),http://www.aemet.es.
Figure 2.1: Information about three extreme storms that affected the Iberian penin-
sula: Gong (January 2013, in black), Xynthia (February 2010, in red) and Klaus
(January 2009, in blue) (a) Cyclone tracks based on ERA-Interim reanalysis data.
Dots indicate storm’s location at six hour intervals. Open circle marks the location
of the minimum core pressure. (b) Evolution of the pressure center over cyclone’s
lifetime. Dates are relative to the minimum core pressure time (zero Julian day).
Source: (Liberato, 2014)
Xynthia cyclone(Liberato et al., 2013) had an uncommon genesis. Its develop-
ment and path extended from 25th to 28th of February 2010. The center of the
cyclone was located over the North Atlantic Ocean, near Canary Island, and experi-
enced a pressure drop of about 20 hPa during the first 18 hours. Later, the cyclone
center moved towards the Bay of Biscay driven by strong upper level winds, striking
Portugal and Spain. Once past the coast, it entered France reaching its absolute
minimum core pressure below 970 hPa, and continued its track towards north-east
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to Belgium, the Netherlands and Germany. Figure 2.1 (red line) shows the trajec-
tory and pressure of the storm. It can be seen the sharp deeping rate that caused
the heavy effects of the storm. The meteorological and socio-economic impacts of
storm Xynthia affected a wide region in western Europe, causing damages around
50 million euros in Spain(CCS, 2016). The intense wind and hurricane storms were
the most significant and devastating effects of the cyclone. Moreover other phenom-
ena were characteristic in other regions such as the high waves induced in coastal
locations by the strong winds.
2.1 Cyclone center detection and tracking algorithm
Several algorithms are used for the detection and monitoring of cyclones. The
most basic algorithm consists of two phases. First, points detected as cyclone centers
are collected in the established time period following some predefined identification
criteria. Second, the centers obtained in the first step are joined following a temporal
correlation that allows to build the track of the storm. According to these two
phases, two functions have been programmed in R to perform the present study:
getCyclonCenters.R and getCyclonTrack.R. In addition, this strategy allows us to
save computational cost when only cyclone centers are needed.
The first function created in R is focused on searching cyclone centers (getCyclon-
Centers.R). The criterion established to detect a cyclone center may vary depending
on the purpose. In the present work, an algorithm has been created to combine two
common criteria usually applied independently. These are the Laplacian of the sea
level pressure (∆SLP) and the vorticity of the lower troposphere (850 hPa). They
consider different characteristics of cyclones, wind and mass density (Hodges et al.,
2003). In particular, the vorticity and the change in the sea level pressure in a
selected region and period of time must exceed established thresholds to be clas-
sified as a cyclone center. Hence, the user should establish appropriate threshold
values before calling the function. In case these values are not provided, the function
default values mentioned in Table 2.1 will be used.
Table 2.1: Default thresholds considered in the study
Vorticity ∆SLP
1x10−4 20
Once the center of the cyclone is detected, the criterion established by Sanders
and Gyakum (1980) is applied to detect if the cyclogenesis is explosive or not. These
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authors developed a criterion based on the temporal pressure gradient to locate
points in which a meteorological “bomb” is generated. This criterion is established
according to the value of the normalized daily gradient (NDR) defined as follows:
NDR =
∆Pc
24
· sin(60)
sin(ϕ)
(2.1)
where ∆Pc is the system’s change in pressure in 24 hours at the latitude of the
cyclone core at the maximum deepening point (ϕ). The criterion states that an
explosive cyclogenesis is being created when this number, NDR, is greater than one.
Once the R function is called, it covers all the spatial and temporal items avail-
able, searching for the points where the threshold value is exceeded in the two
variables mentioned above. At the same time, the type of formation, explosive or
not, is also analyzed. Finally, all cyclone centers are saved in a variable with all the
data that characterize them (NDR, vorticity, SLP, ∆SLP, longitude, latitude, wind
maximum speed, explosive or not) for each temporal step.
The second R function developed is focused on the creation of the cyclonic track
(getCyclonTrack.R) using the centers obtained in the previous phase and taking into
account the temporal and spatial threshold established. To consider that a point is
suitable for the trajectory, it has to be within a spatial radius established by the user.
If more than one point is near the cyclone center, that with the maximum vorticity,
NDR, ∆SLP or minimum SLP will be chosen, as specified by the user. Therefore,
the results depend on the user selection according to the variable(s) considered as
driver(s) of the events of interest for him.
The way this second function is programmed shows two clear advantages. On
one hand, it is possible to obtain all the trajectories occurred on the whole period of
time studied, which is the default behavior for the function. On the other hand, it is
possible to obtain only the trajectories corresponding to the specific dates introduced
by the user.
To achieve all the trajectories occurred on the period of time studied, the most
intense center for the initial time step is first selected and established as the begin-
ning of the track. Then, if a point in the next time step is within the thresholds,
it is chosen as the following point in the track. This new point become the next
reference point and the process is repeated for the next time step. The tracking will
be completed after few time steps (e.g. days) when no point satisfied the criterion
selected in the next time step. In this case, a new cyclonic center is selected to start
a new tracking until all the list of centers obtained from the first phase is completed.
In case the objective is to establish the trajectories for particular dates provided
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by the user, the function collects all the available data for those dates. If there is
more than one time step in the input dates, that with a center which satisfied the
criterion of maximum vorticity, NDR, ∆SLP or minimum SLP, is chosen, according
to the user’s convenience. This point is established as the initial one. Then, the
function searches for a point within the thresholds in the next and previous time
step. These new two points become the next reference points and the process is
repeated for the next and previous time steps. The tracking will be finished once
the period of time determined by the user is completed.
In this function, all the possible trajectories are saved in a list where the cyclone
centers that compose each tracking and its corresponding date are shown. The
cyclone centers are characterized with the information as in the previous function
(NDR, vorticity, SLP, ∆SLP, longitude, latitude, wind maximum speed, explosive
or not).
CHAPTER 3
Data and Methods
3.1 Data
Different datasets have been used in this study. On one hand, data from the
ERA-Interim (Dee et al., 2011) reanalysis are used as reference to evaluate the
tracking algorithm efficiency as well as to validate the CMIP5 models. On the other
hand, data from the global climate models available in CMIP5 (Taylor et al., 2012)
are used to extend the study to the future. In this case, changes of frequency or
tracking of extreme wind events in the future are analyzed. Finally, data from the
ECA&D project (Klein-Tank et al., 2002) are considered to illustrate the impact of
these events in the north of the Iberian Peninsula for the Xynthia cyclone (Liberato
et al., 2013).
The area considered extends from the North Atlantic to Europe (Figure 3.1)
since this is the area of genesis and development of the cyclones affecting the Iberian
Peninsula.
The period of time studied extends from 2000 until the present and from 2021
to 2050, in the case of future projections.
A detailed explanation of each dataset mentioned is presented below.
3.1.1 ERA-Interim reanalysis
Reanalysis are among the most used datasets in the study of weather and climate.
They are produced by the combination of observations (ground-based stations, ships,
airplanes and satellites) and models via a process called data assimilation. The set
11
12 3. DATA AND METHODS
Figure 3.1: Area of interest for this Master’s Thesis. It extends from North Atlantic
to Europe where the cyclones affecting the Iberian Peninsula developed.
of observations usually comprises several types of measurement, each with its own
accuracy and distribution (Uppala et al., 2005). Nevertheless, reanalysis provide a
multivariate, complete and coherent record of the global atmospheric circulation at
regular intervals over a long time period that can extend back by decades or more.
The main objective of these kind of data is to produce an homogeneous record of the
past atmospheric evolution that is free of spurious non-climatic signals introduced by
changes in the model formulation, the assimilation system, etc. However, changes in
the global observation system and the presence of time-varying biases in the models
and observations inevitably affect the representation of climate signals in reanalysis.
Despite this hybrid origin, data from reanalysis are commonly referred to as
pseudo-observations or even observations and used for the same purposes as obser-
vations, even though this equivalence is not always justifiable. It must be taken
into account that reanalysis data present biases with respect to observations, conse-
quently, the results of different reanalysis may differ significantly in certain regions
(Brands et al., 2013).
The reanalysis data used in this work, ERA-Interim (Dee et al., 2011), is a
global atmospheric reanalysis produced by the European Center for Medium-Range
Weather Forecasts (ECMWF). ECMWF climate reanalyses began with FGGE (First
GARP (Global Atmospheric Research Program) Global Experiment) reanalyses
(Bengtsson et al., 1982) and they followed with ERA-15 (Gibson et al., 1997), ERA-
40 (Uppala et al., 2005) and ERA-Interim. Currently, a new reanalysis product is
being produced by the ECMWF, ERA51, but it is only partially available and has
not been considered in the present study.
1More information about this new product is available in the following link
https://confluence.ecmwf.int/display/CKB/ERA5+data+documentation
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ERA-Interim project was carried out, in part, to prepare a new atmospheric
reanalysis to replace ERA-40 by addressing problems encountered during its pro-
duction. It was confirmed that most of the variables in ERA-Interim are superior
to ERA-40 in quality, therefore, the use of ERA-Interim is supported and it is cur-
rently a reference among these kind of products. Furthermore, Dee et al. (2011)
stated that due to these new improvements in data assimilation, more intense cy-
clones can be detected. Additionally, this new dataset improved several technical
aspects of reanalysis such as data selection, quality control, correction of bias and
performance monitoring.
ERA-Interim is produced with the atmospheric model and reanalysis system
from the ECMWF, IFS, which incorporates a forecast model with three coupled
components: atmosphere, land surface and ocean waves. The model is based on
Cy31r2 version used for the operational forecast in the ECMWF. It also includes a 4-
dimensional variational analysis (4D-Var) with a 12 hours temporal resolution. The
spatial resolution of the dataset is approximately 79 km or T255 spectral resolution
and it is developed in 60 vertical levels from the surface up to 0.1 hPa.
ERA-Interim covers a period from 1979, originally since 1989, until near-time.
Among other things, this dataset contains 6-hourly gridded estimates of three-
dimensional meteorological variables covering the troposphere and the stratosphere.
It also contains 3-hourly estimates of a large number of surface parameters, which
describe the climate and conditions of the surface-land and waves-ocean. For more
information, the reader is referred to the detailed description in Berrisford et al.
(2011).
As previously stated, these type of data are used to substitute observations and
different reanalysis may differ significantly in the results. However, in the Northern
Hemispheric extratropics this uncertainty is negligible and, therefore, it will not
affect in this work (Brands et al., 2013).
The variables chosen from ERA-Interim dataset to carry out the study are listed
in Table 3.1. These variables are standard predictors in cyclone tracking, as men-
tioned in previous sections. Since the vorticity is not commonly available, it has
been estimated from the geopotential height by applying the Quasi-Geostrophic
approximation (Chen and Bromwich, 1999):
ξ =
1
f0
∆zg
where f0 is the Coriolis parameter, zg is the geopotential height and ∆ is the Lapla-
cian operator.
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Table 3.1: Meteorological variables considered in the study
Code Name Height Unit
zg Geopotential 850hPa m/s2
SLP Sea-level pressure mean Sea-level Pa
3.1.2 Global Climate Model (CMIP5)
Global Circulation Models (GCMs) are essential tools for climate studies and have
been evolving since 1960s (Manabe and Wetherald, 1967). They are the most ad-
vanced and complex software tools currently available for simulating the global cli-
mate system and its possible alteration in the future due to increasing greenhouse
gas concentrations. GCMs try to represent the physical processes in the different
components of the climate system (atmosphere, ocean, cryosphere and land surface),
their interactions and evolution via process equations that are numerically solved.
GCMs divide the globe in a three dimensional grid, nowadays having a horizontal
resolution around 200Km, 10 to 20 vertical atmospheric layers and around 30 lay-
ers in the oceans. Hence, GCMs provide valuable information to understand the
dynamics of the climate and determine the effects and possible impacts of climate
change. However, although their spatial resolution is enough to reproduce the main
large scale features of the climate system, they fail in providing information about
regional climates mainly due to unresolved sub-grid-scale processes and the inade-
quate representation of regional characteristics, especially the orography (von Storch
et al., 1993).
In 1995, in order to provide a public dataset with multiple models in a standard-
ized format that offers information about climate change projections, the Coupled
Model Intercomparison Project (CMIP2) began under the auspices of the Working
Group on Coupled Modelling (WGCM). For this purpose, CMIP develops and de-
fines protocols and standard formats, allowing researchers to compare and analyze
the latest outcomes of global climate models in a systematic way. It also establishes
distributing mechanisms to ensure the availability of the results of the experiment
to researchers.
Since its creation, several phases of the project have been carried out, with
Phase 6 currently under development. Nevertheless, until the third phase these
models did not follow a realistic scenario because climate forcing was held constant.
Consequently, they could not be used to make projections or comparisons with
2https://www.wcrp-climate.org/wgcm-cmip
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observations.
The aim for the last phase conceived in 2008 (CMIP5) (Taylor et al., 2012), is
to address outstanding scientific questions arose from the fourth IPCC assessment
process, improve understanding of climate, and to provide estimates of future climate
change that will be useful to those considering its possible consequences (Taylor
et al., 2012). More than 20 groups have participated in the project contributing
with more than 50 different models. The models and experiments collected in this
phase of the project were created to answer three main issues:
1. Evaluating the factors responsible for the differences found between the differ-
ent projections of the models when simulating feedbacks associated with the
carbon cycle and the clouds.
2. Examining the climate predictability and predictive capabilities of forecast
systems at decadal and longer time scales.
3. Determining the reason why models with similar forcing produce different
responses.
The strategy followed by CMIP5 includes two types of climate change modeling,
long-term (century time scale) and near-term or decadal (10-30 years) prediction
experiments. Moreover, new types of models have been included since the CMIP
started as an experiment to study the results of the coupled atmosphere-ocean gen-
eral circulation models. These new models of different types and complexity make
possible to study carbon feedback and climate change impacts on terrestrial and
ocean biosphere. The different kind of models in CMIP5 are:
1. Atmosphere-Ocean General Circulation Model (AOGCM), the standard mod-
els used to understand the dynamics of the components of the climate system
and make future projections.
2. Earth System Models (ESM) which couple biogeochemical components to the
standard model to account fluxes of carbon between the ocean, the atmosphere
and terrestrial biosphere carbon reservoirs. In order to compare the results
with the other models, they will be executed with concrete CO2 concentrations.
3. Earth system Models of Intermediate Complexity (EMIC) that describe most
of the processes implicit in comprehensive models using more parametrizations.
In addition to these new models, a new approach about the characterization of the
future evolution of greenhouse gases concentration was established for the fifth IPCC
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assessment report. In previous reports, socio-economic arguments have been defined
to generate emission scenarios and then, prepare projections of climate change based
on such scenarios. Currently, the first step is the identification of scenarios of ra-
dioactive forcing and then, at the same time, the location of possible socio-economic,
emission and climatic scenarios that entail such forcing. The new experiments, Ra-
diative Concentration Pathways (RCP), are based on the total value of radiation
forcing (RF) at 2100 relative to the pre-industrial values. In particular, four sce-
narios have been added, RCP 2.6, RCP 4.5, RCP 6.0 and RCP 8.5, each one corre-
sponding to a path of specific radiative forcing. In these experiments the full range
of scenarios is sampled, which includes emissions and concentrations of greenhouse
gases, aerosols and chemically active gases, as well as land use and land cover.
RCP2.6 contains the lowest value representing a mitigation scenario, RF peaks
at 3.0 W/m2 and then declines to 2.6 W/m2 by 2100. The RCP4.5 and RCP6.0
scenarios stabilize after 2100 at 4.2 and 6.0 W/m2 respectively. Finally, RCP8.5
shows a scenario in which the concentration of greenhouse gases increases. It reaches
a level of 8.3W/m2 by 2100 on a rising trajectory. These values are approximations
since the climatic forcing resulting from all the factors varies, depending on the
characteristics of the model and the treatment of short-lived substances. All the
models developed in the CMIP5 project have generated variables of 20th Century
Climate, known as historical scenario, and future climate projections for the 21st
century, the previously mentioned RCPs (Collins et al., 2013).
In this study, the data belonging to the fifth phase of the CMIP project are used.
The datasets are publicly available for non-commercial purposes through gateways
to worldwide servers. In the case of the following work, they will be obtained from
the Santander User Data Gateway (UDG), a climate data access maintained by
MetGroup(Cofin˜o et al., 2018).
The variables chosen to carry out the present study are listed in Table 3.1, the
same as for ERA-Interim. They are obtained for the CMIP5 models specified in
Table 3.2. The historical experiment is used as reference period from 1979 until
2005. The RCP4.5 and RCP8.5 experiments are considered for the future analysis
since they are the scenarios most commonly used in the literature.
3.1.3 European Climate Assessment (ECA)
ECA&D (Klein-Tank et al., 2002) is a dataset of daily resolution climatic variables
that have been compiled by 68 European national meteorological services, univer-
sities and research centers. ECA&D collects several elements from around 10500
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Table 3.2: CMIP5 Earth System Models considered in this work. Institutions
acronyms are available in https://pcmdi.llnl.gov/mips/cmip5/availability.html.
ID Model Institution Reference Resolution
m1 CNRM-CM5 CNRM-CERFACS (Voldoire et al., 2013) 1.40◦ x 1.41◦
m2 CANESM2 CCCMA (Chylek et al., 2011) 2.79◦ x 2.81◦
m3 EC-EARTH EC-EARTH (Koenigk et al., 2013) 1.12◦ x 1.12◦
(Hazeleger et al., 2010)
m4 IPSL-CM5A-MR IPSL (Dufresne et al., 2013) 1.27◦ x 2.5◦
m5 MIROC-ESM MIROC (Watanabe et al., 2011) 2.79◦ x 2.81◦
m6 MPI-ESM-LR MPI-M (Giorgetta et al., 2013) 1.86◦ x 1.87◦
m7 MPI-ESM-MR MPI-M (Giorgetta et al., 2013) 1.86◦ x 1.87◦
m8 NORESM1-M NCC (Iversen et al., 2013) 1.89◦ x 2.5◦
(Bentsen et al., 2013)
m9 GFDL-ESM2M NOAA-GFDL (Dunne et al., 2012) 2.02◦ x 2.5◦
stations throughout Europe and the Mediterranean area, such as minimum, maxi-
mum and mean temperature or precipitation.
The variables from ECA&D chosen to carry out this study are listed in Table
3.3. This station data were selected to study the impact of explosive cyclogenesis
at particular locations.
Table 3.3: Variables from ECA&D considered
Code Name Unit
T Maximum daily temperature 0.1 C
Precip Total precipitation accumulated in 24 hours 0.1 mm
wss Daily maximum wind speed 0.1 m/s
3.2 Climate4R
R programming language (R Core Team, 2018) is used in the present work to
carry out the study of cyclones. R is an open source programming language and
software environment originally designed for statistical computing and graphics.
Nowadays, it has become a powerful language since it is an open source tool that
has plenty of packages with many tools developed by experts with accompanying
books or papers.
In particular, an infinity of packages have been developed to access climate in-
formation and perform typical transformations of these data such as spatial and
temporal means, regridding, etc. Hence, the use of this language facilitates the
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recompilation and postprocessing of climate information which both are very time
consuming and error prone processes. In this study climate4R package developed
by the MetGroup (https://github.com/SantanderMetGroup) will be used.
Climate4R is a bundle of R packages for climate data access, postprocessing
and visualization. The interface is formed by four main packages (loadeR, trans-
formeR, downscaleR and visualizeR) remotely connected to the UDG (Cofin˜o et al.,
2018). The UDG was developed to mitigate the typical problems that users of cli-
mate data usually find such as the collection of data from different data providers,
temporal scales/aggregations and vocabularies that in most cases are not homoge-
neous across the different datasets. Then, UDG allows users to transparently access
harmonized data in terms of format, temporal aggregations and vocabularies from
several state-of-the-art datasets for climate analysis. At the same time, it favours
science transparency, openness and reproducibility, issues of major concern in all
experimental disciplines (see the special issue on reliability and reproducibility of
published research go.nature.com/huhbyr). All the details about the UDG can be
found in https://meteo.unican.es/trac/wiki/udg/ecoms.
One of the packages that form climate4R is loadeR (Bedia and Iturbide, 2018).
This package was build on NetCDF-Java to provide a climate data access in a user-
transparent way. The package is integrated with UDG but it also allows loading
local and/or remote data. It is designed to work with observations, seasonal forecast
and global and regional climate change projections. Furthermore, loadeR.ECOMS
(Cofin˜o et al., 2018) was develop as an extension of the loadeR package to provide a
centralized access point to collections of impact-relevant variables, gathered from ex-
isting state-of-the-art datasets. All the variables collected by ECOMS-UDG and ac-
cessible by this packages are described in this catalog http://meteo.unican.es/ecoms-
udg/catalog.
In addition to these data access facilities, climate4R includes other packages such
as, transformeR (Bedia and Iturbide, 2017) for data postprocessing, downscaleR (Be-
dia et al., 2017) for bias adjustment and statistical downscaling or visualizeR (Fr´ıas
et al., 2018) which implements a set of advanced tools for forecast and climatolog-
ical visualization and verification. All these packages are built on the same data
structure as loadeR. In the following work three of them (loadeR, visualizeR and
transformeR) will be used to carry out the study.
More information about all the packages that form climate4R can be found at the
wiki of each package in GitHub- available in https://github.com/SantanderMetGroup.-
that includes several examples of application of the different functions. Moreover,
Cofin˜o et al. (2018) presents an illustrative example related with the North Atlantic
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Oscillation (NAO) predictability.
3.3 Methodology
The steps followed to achieve the objectives of this work are detailed in this
section. Cyclone detection and tracking algorithm are implemented in R language
introducing a new criterion to detect cyclone centers that combines two variables
usually applied independently (SLP and vorticity at 850 hPa). It has been consid-
ered as starting point a previous version developed in the programming language
Fortran 77 (Stormking), that only takes into account the SLP (Serreze, 1995; Ser-
reze et al., 1997). Apart from the new criterion, several changes and improvements
are introduced in order to adapt the algorithm to the particular objectives of this
Master’s Thesis and to make it more flexible and compatible with the data structure
used in loadeR:
• The algorithm has been divided in two different functions as explained in
Section 2.1, one for searching cyclone centers and another one for the cyclone
tracking.
• The algorithm has been made compatible with the R packages of climate4R in
order to be applicable to the data loaded with these libraries. This allows end-
to-end experimental reproducibility, a major issue nowadays (Baker, 2016).
• The algorithm was designed to be applicable to different time-scales (daily, 6-
hourly, etc.) and coordinate systems, regular or not. Note that the coordinate
system used by the climate models are not regular in longitude-latitude and
most of the reanalysis use Gaussian grids which is not regular in the latitude
coordinate for numerical reasons.
• All the parameters of the original algorithm have been defined as arguments.
This change make the algorithm more flexible since different criteria can be
applied to identify a cyclone center and its possible track.
• New arguments have been added to the function.
– An argument to choose a cyclone center selection criterion. The criteria
available to choose are those used in the previous algorithm (maximum
vorticity or minimum SLP) and the global one created in this work that
combines ∆SLP and vorticity. Default value of the function is the global
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criterion, but with this argument it is possible to obtain results based on
different climate variables.
– The maximum length of the cyclone trajectory, expressed in time steps,
can be selected. In this way, the lifetime of the cyclone can be specified.
Default value is 4, i.e, if daily data are used the cyclone maximum lifetime
is 4 days.
– An argument to choose a date is also available. In this argument some
dates can be specified by the user activating the second option available
in getCyclonTrack.R function for particular dates. Then the tracks devel-
oped in the dates specified are obtained. Default value for the argument
is NULL, since the principal objective of this function is to obtain all the
possible trajectories.
An R-package, cyclonTrackR, has been built with the two main functions created.
Moreover, an example with data from ERA-Interim reanalysis has been included in
the same package, using the climate4R R-packages and the UDG mentioned in
Section 3.2. In this way, the use of the functions are illustrate. The package will be
added to the bundle Climate4R.
The two R functions developed are evaluated using the reanalysis ERA-Interim
to ensure its ability to detect storm centers and tracks. For illustrative purposes, a
known event such as Xynthia is chosen to show how the functions are able to repro-
duce its trajectory correctly. Additionally, stations from the ECA&D are considered
to observe the impacts that this event supposed for the Iberian Peninsula.
Once the effectiveness of the algorithm is evaluated with observations, the re-
sults provided by the 9 models from CMIP5 are reviewed. The respective GCM
climatologies from 1979 to 2005 are compared to the climatology from the ERA-
Interim reanalysis data. In this comparison, the Taylor diagram (Taylor, 2001) and
the Kolmogorov-Smirnov test (KS) (Frank and Massey, 1951) are used since they
provide enough statistical information about the possible errors from the GCMs.
Finally, the algorithm is executed with future values from the CMIP5 GCMs.
This allows to evaluate the possible projected changes in frequency and intensity of
explosive cyclogenesis events affecting the Iberian Peninsula.
CHAPTER 4
Results and Discussion
This chapter presents the results carried out in the study. It is divided into three
sections according to the steps followed in the analysis: evaluation of the cyclone
tracking algorithm for a particular windstorm, Xynthia in this case, evaluation of
the CMIP5 models versus the ERA-Interim reanalysis for the historical period and
finally analysis of possible changes of cyclone activity projected in future climate
conditions.
4.1 Evaluation of the algorithm
Results for the cyclone Xynthia are shown here as evaluation of the algorithm
defined in the previous Chapter. Data from the ERA-Interim reanalysis are used
for the validation.
Figure 4.1 shows the track of the cyclone Xynthia considering the output file
saved by the function getCyclonTrack.R implemented in this study. For a qualitative
evaluation, this track can be compared with the path reflected in Figure 2.1 (Liberato
et al., 2013), concluding that the algorithm is able to detect this cyclone tracking
correctly. A more general validation of the algorithm has been performed considering
other cyclones. The methodology performs also well in those events and the resulting
tracks obtained also agree with those shown in the literature (not shown). According
to these results, it can be assumed that the algorithm created is able to detect storm
centers and properly performs the corresponding tracking.
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Figure 4.1: Xynthia cyclone trajectory obtained using the algorithm implemented
in this work with ERA-Interim dataset. Dots indicate storm location at six hour
intervals. Shading represents vorticity. The windstorm begins on 27th of February
2010 at 6am and ends on 4th of March at 6pm. The R code to obtain this plot is
detailed in the Appendix A.
The climatologies for the four climate variables considered in the algorithm to
detect cyclone centers (vorticity, SLP, NDR and ∆SLP) during the lifetime of the
windstorm Xynthia have also been analyzed. As shown in Figure 4.2, during the
cyclone, these four variables registered maximum or minimum values, depending on
the variable, along the path of the storm represented with dots in the maps. It
can also be concluded that the variables included in the algorithm to detect the
cyclone centers are appropriate. In particular, Figure 4.2(c) shows the criterion
established by Sanders and Gyakum (1980), NDR. In this figure, areas with high
value of NDR move around Xynthia cyclone track. It is appreciable that the sizes of
the areas decrease as the end of the storm approaches, showing the largest contour in
the North of the Iberian Peninsula where Xynthia storm left considerable damages
during its lifetime. Thus, it can be seen that the NDR value is suitable to make an
approximation of the strength and the explosive character of the windstorm.
The impacts caused by the storm Xynthia in the Iberian Peninsula have also
been studied using ECA&D. Several climate variables in the most intense days of
the storm have been analyzed to study these impacts. Figure 4.3 presents the re-
sults obtained for the cumulative precipitation (first row), maximum temperature
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Figure 4.2: Climatology from different climate variables during the lifetime of the
cyclone Xynthia. White dots indicate storm location at six hour intervals obtained
from the results of the algorithm with the ERA-Interim dataset. The climate vari-
ables are the ones introduced in the R function to detect cyclone centers: (a) vor-
ticity, (b) SLP, (c) NDR and (d) ∆SLP.
(second row) and maximum wind gust (third row) for those days. All the values
increased on day 27 when the pressure deepening rate reached the highest value.
These increases were considerably in North of the Iberian peninsula, the area where
cyclone Xynthia passed through (Figure 4.1) and left high social and economic dam-
ages. Nevertheless, it is appreciable that the changes occurred in all the peninsula.
For example the Galician coast suffered huge changes in a day, especially in the
cumulative precipitation and the maximum wind gust. Conversely, inside of the
region, such as Madrid, an increase in the variables was noticeable but in smaller
magnitude. Hence, it can be seen that the influence of an explosive windstorm can
extend beyond its trajectory. On day 28, in spite the values of the variables are
higher than in day 26, they started decreasing, implying that the storm left the
region and a normal situation for those variables was reaching over the area. The
intense wind gusts is the most characteristic phenomenon, reaching speeds of 142.9
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Figure 4.3: Station values of cumulative precipitation (first row), maximum temper-
ature (second row) and maximum wind gust (third row) available in the European
Climate Assessment & Dataset. Values for the most intense days of cyclone Xynthia
in the area, 26, 27 and 28 of February 2010.
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km/h. However, the rain in certain regions and the increase in temperature are also
representative and singular elements of this event. The adverse situation reflected
in the maps, as previous mentioned, was the reason for the social and economic
damages of Xynthia.
4.2 Evaluation of the CMIP5 models
As a previous step to study the CMIP5 projections for cyclone activity, the
evaluation of these models is carried out for the historical period. The climatology
of the frequency of the cyclones provided by the algorithm for the mean of the nine
models shown in Table 3.2 is compared in Figure 4.4 to that from the ERA-Interim
reanalysis used as referenced. For a more detailed comparison the analysis is made
for two different situations. On one hand, results for all the cyclone centers have been
obtained (Figure 4.4, left column) and on the other hand, only those associated to
explosive cyclogenesis (NDR>1) are taking into account (Figure 4.4, right column).
In the case of ERA-Interim dataset, two climatologies are displayed over the
domain considered using different temporal resolution. On one hand, the density
of cyclones was obtained with daily data in order to have a result comparable with
the CMIP5 model outputs (Figure 4.4 second row). On the other hand, a more
accurate result is shown using 6-hourly data (Figure 4.4 first row). Despite having
the maximum density points scattered, the spatial pattern of the climatological den-
sity of cyclones obtained for this reanalysis agrees, independently on the temporal
resolution, with that found in previous studies (Michaelis et al., 2017; Donat et al.,
2010; Neu, 2009; Semmler et al., 2008), showing the highest activity over the south-
ern coast of Greenland. In the case of explosive cyclogenesis events (Figure 4.4 (b)
and (d)), this high density area is more apparent, since, it is almost the only area
affected by the event. This region is more appreciable in the climatology obtained
with 6 hourly data, but its also noticeable in the result of daily data. Again these
results highlight the proper functioning of the algorithm created which is able to
detect cyclone centers and perform the subsequent tracking.
The value of the climatology density decreases considerably when daily data
is used. See for instance the differences between values in Figure 4.4 (a) and (c)
that shows a density reduction from 200 to 50. It implies that the frequency of
these events is being mitigated, i.e., the number of detected centers is lower. This
indicates that daily data is not capable of detecting all the cyclone centers, not even
for explosive cyclogenesis. As expected, algorithm effectiveness will depend on the
time resolution.
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Figure 4.4: Climatology of the density of cyclones (left) and explosive cyclogenesis
(right) that passed through the north of the Atlantic and Europe during the period
1979-2005 for the 6-hourly (first row) and daily (second row) ERA-Interim, and
the ensemble mean (third row) and standard deviation (fourth row) of the CMIP5
models.
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Despite the time resolution limitation, ERA-Interim climatologies from daily
data are used as reference to validate the CMIP5 models since the temporal resolu-
tion for the models is also daily. The ensemble average climatology for the CMIP5
models and the corresponding standard deviation are shown in Figure 4.4, third
and fourth rows respectively. It is observed that the model uncertainty given by
the standard deviation increases with the density of the climatology. This implies
that the different model outputs detect the cyclone centers in different areas. This
is more remarkable for the case of explosive cyclogenesis events. Nevertheless, the
area of high density highlighted in the literature is also appreciable for the CMIP5
models.
In a graphical qualitative comparison between CMIP5 climatology for cyclones
and that from ERA-Interim, it can be observed that the results present some differ-
ences in distribution and density values. However, the corresponding climatologies
for explosive cyclogenesis exhibit more similarities. It is shown that the models are
able to record the area of high cyclones frequency between Iceland and Greenland.
It seems that the generation of cyclones in this area is sufficiently continued and
rugged to be detected by the model outputs.
This statement can be confirmed making a statistical comparison with a Taylor
diagram and the KS test. On one hand, the Taylor diagram compares the reference
and modeled spatial patterns in terms of the centered root mean square error, the
spatial variability and the Pearson correlation. On the other hand, the KS test eval-
uates the null hypothesis that both the observed and modeled patterns come from
the same statistical distribution. As a result, both approaches are complementary
and give us a complete picture of where the models fail.
The resulting Taylor diagram for all the cyclone centers, Figure 4.5 left, shows
that there is a poor spatial correlation between the different members of the ensemble
and the ERA-Interim values used as reference. It is also observed a considerable
disagreement in terms of spatial variability and errors comparable to the spatial
standard deviation. For the case of explosive cyclogenesis (Figure 4.5 right), results
are better in terms of spatial correlation, but similar for the other two scores. Note
that for the explosive cyclogenesis the spatial pattern has lower spread than for the
case that considers all the cyclones and therefore, the spatial correlation is expected
to be higher. Taking this into account, it can be concluded that the results are very
similar for both cases.
Besides that, KS test states that the distribution of climatologies are totally
different since the value of the probability is around zero for all the cases.
Taking into account that the algorithm works properly, it can be assumed that
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Figure 4.5: Comparison made to analyze the response of the 9 CMIP5 models for
the detection and tracking of cyclones using the algorithm developed in the work.
Taylor diagrams have been developed taking into account all the cyclone centers
(left) and only the events of explosive cyclogenesis (right). ERA-Interim reanalysis
is used as reference.
the differences are due to the model data. The CMIP5 model outputs underestimate
the observed values, so they are not able to detect all the cyclone centers detected
in the reference dataset. One reason of this underestimation could be due to the
differences found between the results from 6 hourly and daily data (Figure 4.4 first
and second row), reflecting that the cyclones in this area are mainly developed at
an intra-daily scale. Another possibility can be the coarse spatial resolution of the
models (∼200 km) which does not allow to properly reproduce convective events.
Deeper analysis is needed to properly understand and explain this issue.
Although the CMIP5 models present some differences respect to the observed
cyclones from the ERA-Interim in the area analyzed, this tool can be considered
suitable to perform an approximation to future situations and to analyze possible
changes projected for the future. This analysis could be used to propose adaptation
measures that mitigate human, economic or environmental losses.
4.3 Projected changes under future climate conditions
In this last section results obtained for the future projections from the CMIP5
models are shown, i.e., the projected changes in cyclogenesis events for the future
period of interest for the insurance community (2021-2050). Historical simulations
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for the period 1979-2005 are here considered as reference.
In the following analysis, the outputs of the nine models could not be taken
into account for various reasons. On one hand, the third model, EC-EARTH, was
not available in the ESGF for the RCP4.5 scenario on the date of download (Au-
gust 2018). For this reason this model was excluded in the part of the study fo-
cused on the RCP4.5 scenario. On the other hand, it was observed that the fifth
model, MIROC, in both RCP scenarios showed considerable differences with re-
spect to the other models. This difference is clearly shown in figure 4.7 for the
number of cyclones (first row) and explosive cyclogenesis events (second row) that
pass through the Iberian Peninsula. The differences between MIROC (orange line)
and the rest of models is appreciable. The fifth model exhibits a considerable de-
creases in 2006 when the data change from the historical period to the RCP sce-
nario. The reason of this issue was that the data downloaded from UDG had errors
in some variables for the RCP future period (more details about the issues available
in https://cmip.llnl.gov/cmip5/errata/cmip5errata.html). Finally, as the corrected
model data were not available in ESGF at the time of the realization of this study,
results for the MIROC model had to be removed in this part of the analysis. Conse-
quently, the changes projected for the future under the RCP4.5 scenario are studied
with the ensemble mean of 7 CMIP5 models and those under the RCP8.5 are ana-
lyzed with the mean of 8 CMIP5 models.
Figure 4.6 shows the ensemble average of changes in climatology for the CMIP5
models and the corresponding signal-to-noise ratio (SNR) for the two future sce-
narios selected and for the cyclones (left column) and explosive cyclogenesis (right
column). The SNR is computed as the ensemble delta mean divided by its standard
deviation. This quantity is used to provide an idea about the significance of the
scattering of the results but when it is applied to the climate change signal, it can
be interpreted as the uncertainty of the different models, i.e., change signal model
agreement. In this way, the areas where the models agree in the climate change
signal will be identified, showing ensemble mean significance. Assuming a Gaussian
distribution for the ensemble and taking into account that model agreement rep-
resents the percentage of models that agree on the signal’s sign, the SNR can be
translated as follows (Collins et al., 2013):
• SNR < 0.5 — Model agreement < 70%
• SNR = 1.0 — Model agreement = 85%
• SNR = 2.0 — Model agreement = 97.5%
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• SNR > 3.0 — Model agreement > 99.5%
The changes projected for the cyclones in the near future defined by the RCP4.5
scenario (Figure 4.6 (a)) display some points with increasing (red) and decreasing
(dark blue) density values, but most of the area has the same color, showing and
projecting no apparent change. In the case of explosive cyclogenesis events (Figure
4.6 (b)), it can be seen that most of the studied area is red, projecting an increase in
the frequency of these events. Nevertheless, the SNR values for this scenario (Figure
4.6 second row) are lower than 1 almost everywhere, therefore the results are not
reliable. The spread of the ensemble is around the same magnitude or higher than
the mean, i.e the noise is higher than the signal. Therefore, there is no agreement
for the sign of the change between the models. For this reason it is concluded that
there is no projected change of these events for the near future according to the
RCP4.5 scenario.
For the RCP8.5 experiment (Figure 4.6 third row), the areas in red are more
appreciable, showing an increase in the density of cyclones and explosive cyclogenesis
events, especially in the south. However, the values of SNR (Figure 4.6 fourth row)
present similar results as for the RCP4.5 scenario, there is no model agreement in
the sign of the change. Hence, the conclusion for both scenarios is the same.
This last statement suggests that the projections for the climatology of storms for
the future will not suffer significant changes with respect to the current climatology
because the results do not depend on the future scenario. This can be expected
since the scenarios defined by the IPCC have a similar behavior for the near future
and begin to differentiate as they approach to the last decades of the century.
Figure 4.7 shows the number of cyclones (first row) and explosive cyclogenesis
(second row) events that pass through the Iberian Peninsula in a year within the
whole period 1979-2050 for the two scenarios, RCP4.5 on the left and RCP8.5 on
the right. These figures also reassert the previous conclusion that all the models
project no clear changes in the occurrence of cyclogenesis events, explosive or not,
in the Iberian Peninsula for the period 2021-2050. Moreover, it can be seen that the
two scenarios, RCP4.5 and RCP8.5, project almost the same number of events per
year in the Iberian Peninsula for the future. Thus, the similarities in the scenarios
behavior is also appreciable in these results.
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Figure 4.6: Projected changes (rows 1 and 3) and signal-to-noise ratio (SNR, rows
2 and 4) in cyclones (left column) and explosive cyclogenesis (right column) events
for the future period 2021-2050 considering the RCP4.5 and RCP8.5 experiments.
Historical simulations for the period 1979-2005 are considered as reference.
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Figure 4.7: Number of cyclones (top) and explosive cyclogenesis (bottom) that pass
through the Iberian Peninsula per year within the period 1979-2050. The domain
considered to detect these events is also included on the top. Results are obtained
from the algorithm for the CMIP5 models and the ERA-Interim reanalysis. Each
panel shows the results for the 9 models as well as the ensemble mean (black line) and
the error for the two different future scenarios selected, RCP4.5 (left) and RCP8.5
(right).
CHAPTER 5
Conclusions and outlook
This Master’s Thesis analyzes the frequency of occurrence of extreme wind events
over the Iberian Peninsula for the historical period and the CMIP5 projections for
the 21st century according to two different climate change scenarios, RCP4.5 and
RCP8.5. To this end, a cyclone tracking algorithm was implemented in R language
to detect cyclone centers. This algorithm combines two common criteria usually
applied independently, the vorticity at 850 hPa and ∆SLP. The main objectives of
the study have been achieved and some conclusions can be outlined:
• A program capable of detecting cyclone centers and tracking them has been
developed. Although, it has been seen that the algorithm is sensitive to the
resolution of data, both spatially and temporally. Moreover, a package has
been created in R programming language with these cyclone centers detecting
and tracking functions and illustrative examples. This package is already
available in GitHub (https://github.com/SantanderMetGroup/cyclonTrackR)
and will be added to the Climate4R bundle. Thus, the scientific community
benefits from free access to the software.
• Some known windstorm events, such as Xynthia, have been detected and
tracked with the algorithm. Furthermore, the impacts that these events caused
in climate variables have been verified, showing the risk that this type of wind-
storm can suppose.
• It has been seen, using ERA-Interim data, that cyclones created in the studied
area are mostly formed on intra-daily scales since the frequency of cyclone
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events increased when 6 hourly data is used. In this line, it has been deduced
that the daily outputs available for the CMIP5 models are not able to detect
all the cyclone centers because their time resolution. Nevertheless, they can
detect the area of Greenland and Iceland as the one with the highest density
of storms, as stated in the literature.
• It has been observed that CMIP5 models do not project changes for cycloge-
nesis events in the near future for the RCP4.5 and RCP8.5 scenarios in the
area extended from North Atlantic until Europe. In this analysis some models
were not included since they were not available in the data provider. However,
it can be considered that the results including the removed models would be
the same to those shown with the GCMs considered. An analysis is necessary
to prove it.
Taking into account these conclusions, new future work and research lines are
opened.
• The algorithm dependence with the type of dataset can be analyzed in more
detail carrying out the study with different reanalysis data.
• If possible, the analysis can be extended considering 6 hourly data in the
models to verify if it improves the estimation of cyclones with the CMIP5
models. Higher time resolution data are not available in the ESGF at the
moment but it would be an aspect to analyze when this dataset is accessible
either for the CMIP5 models or the future CMIP6 ones. In this line, the
impacts of using 6-hourly projections instead of daily projections also could
be analyzed.
• The analysis can be extended to higher spatial resolution data. Thus, changes
projected can be analyzed in more detail. The algorithm’s spatial resolution
dependency could also be studied. For example, Regional Circulation Models
(RCMs) with resolutions around 12km can be used to perform this analysis in
Europe. Moreover, some sort of downscaling or bias correction technique to
the GCMs can be done using, e.g., the reanalysis ERA-Interim as reference.
• The analysis can be extended to other future periods (e.g. 2041-2070 or 2071-
2100) in order to propose mitigation and adaptation measures at different
time-horizons.
• The analysis can be extended to the new generation of models included in the
6th Phase of CMIP (CMIP6).
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APPENDIX
R code for cyclone tracking application. Xynthia
cyclone
In order to illustrate the use of the functions developed in this work, the R code
required to display a cyclone tracking example is displayed in the present appendix.
In the example, ERA-Interim reanalysis data with 6 hourly and 0.75o resolution is
used to obtain Xynthia cyclone tracking. This R language script is able to reproduce
the Figure 4.1 where the tracking of the cyclone Xynthia is shown. This example
presents the easy use of the functions defined in the cyclonTrackR package to obtain
cyclone centers and their respective trajectories.
First, the R packages need to carry out the example are called. loadeR is used to
download variables, it has to be installed previously (more information about the in-
stallation of the climate4R packages available in https://github.com/SantanderMetG
roup).
devtools :: install_github(c("SantanderMetGroup/loadeR.java",
"SantanderMetGroup/loadeR"))
library(loadeR)
Apart from loadeR other packages are called. If necessary install the packages.
library(sp)
library(mopa)
library(lubridate)
cyclonTrackR is freely accessible in GitHub (https://github.com/SantanderMetG
roup/cyclonTrackR), but is not already build as a proper package to be installed
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directly from R. We are working on that and in the near future the package will be
installed as other R packages in GitHub. In the mean time, the R script with the
functions is called as:
source("cyclonTrackR.R")
Once the packages are installed and loaded, the variables needed to track cyclones,
SLP and vorticity, are obtained. The variables are downloaded from MeteoGroup’s
UDG, logging in is easy using the function loginUDG from loadeR.(The registration
can be made in https://meteo.unican.es/trac/wiki/udg/registration)
loginUDG(username = "", password = "")
After that, the function loadGridData is used to download the variables. Before
that some arguments such as dataset, year, season and the area of study have to be
defined. Here the period of occurrence of Xynthia is selected.
# Define date
years <-2010
season <- 1:12
# Define area
lonLim <- c(-50,40)
latLim <- c(15,75)
# ERA -Interim reanalysis Dataset URL
dataset <- ’http :// meteo.unican.es/tds5/dodsC/interim/
interim075.ncml’
# Download SLP
slp <- loadGridData(dataset = dataset ,
var = "psl",
season = season ,
years = years ,
lonLim = lonLim ,
latLim = latLim ,
time = "none",
aggr.d = "none")
# Download zg and obtain Vorticity with laplacian
zg <- loadGridData(dataset = dataset ,
var = "zg850",
season = season ,
years = years ,
lonLim = lonLim ,
latLim = latLim ,
time = "none",
aggr.d = "none")
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vo <- laplacian(zg)
rm("zg")
Then, all possible cyclone centers are obtained using the function getCyclonCenters
defined in cyclonTrackR and the variables downloaded.
# Define arguments
seek.radius <- 6
slp.diff.threshold <- 10
vo.diff.threshold <- 1e-6
lap.diff.threshold <- 20
ndr.threshold <- 2.5
vo.threshold <- 1e-5
criteria <- "global"
# Searching cyclone centers
Centers <-getCyclonCenters(slp ,
vo ,
seek.radius = seek.radius ,
slp.diff.threshold = slp.diff.threshold ,
vo.diff.threshold = vo.diff.threshold ,
lap.diff.threshold = lap.diff.threshold ,
ndr.threshold = ndr.threshold ,
vo.threshold = vo.threshold ,
criteria = criteria ,
wss = NULL)
In the same way and with the output of the previous function, all the cyclones tra-
jectories developed in Xynthia’s date are obtained, using getCyclonTrack function.
# Define arguments
max.length <- 20
cyclon.date <- "2010-02-27"# Xynthia date
list.date <- slp$Dates$start
# Defining cyclone tracking
cyclonTrack <- getCyclonTrack(Centers ,
seek.radius = seek.radius ,
ndr.threshold = 1.5,
vo.threshold = vo.threshold ,
max.length = max.length ,
cyclon.date = cyclon.date ,
list.date = list.date ,
criteria = criteria)
Finally, Xynthia cyclone track with points showing the value of vorticity is plotted,
obtaining the result shown in Figure 4.1.
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# (lat , long)
po <- SpatialPoints(cbind(cyclonTrack [[1]][[2]][,5],
cyclonTrack [[1]][[2]][,6]))
# Vorticity value
dat <- as.data.frame(cyclonTrack [[1]][[2]][,3])
colnames(dat) <- "y"
kl <- SpatialPointsDataFrame(po , data = dat)
spplot(kl ,
zcol = "y",
sp.layout = list(wrld , first = F),
colorkey = TRUE ,xlim = c(-35,25), ylim = c(20,70),
main = list(paste0(cyclonTrack [[1]][[1]][1],’ -- ’,
cyclonTrack [[1]][[1]][ length(cyclonTrack [[1]][[1]])]),
cex = 0.9),
sub=’vorticity ’,cex = 1)
