Abstract. Starting from the addition formula for q-disk polynomials, which is an identity in non-commuting variables, we establish a basic analogue in commuting variables of the addition and product formula for disk polynomials. These contain as limiting cases the addition and product formula for little q-Legendre polynomials. As q tends to 1 the addition and product formula for disk polynomials are recovered.
Introduction
It is known that there is a strong connection between the theories of hypergeometric functions and group representations. The identification of certain families of hypergeometric functions as specific functions on groups enabled proofs of new identities as well as alternative, more conceptual, proofs of well-known identities for these families. Particular examples of such identities are so-called addition formulas. From the group-theoretic point of view addition formulas reflect the homomorphism property of group representations; for details we refer the reader to Vilenkin [18] and Vilenkin and Klimyk [19] .
q-Special functions are generalisations (or deformations) of classical special functions, having comparable properties, and were first studied in the 18th and 19th century by Euler, Gauss, Heine and others. And although a lot is known about these functions, especially the ones of basic hypergeometric type, there has for a long time been no satisfactory mathematical structure on which they appear as naturally as hypergeometric functions do on groups. The introduction of quantum groups in the 1980's seems to have met the need for such structures. It has now been widely accepted that quantum groups (and quantised algebras) form a natural setting for many of the well-known families of basic hypergeometric functions. Of particular interest is the realisation of Askey-Wilson polynomials, at least for specific choices of the parameters, in quantum group theory; see Koornwinder [11] , Noumi and Mimachi [12] , Koelink [7] , Dijkhuizen and Noumi [3] and references given there.
The very nature of the objects one is dealing with in this area accounts for the appearance of identities in non-commuting variables, or, better, in variables that satisfy certain explicit commutation relations. Such identities are of interest in their own right and are perhaps the natural ones to expect. However, it is legitimate to ask whether it is possible to convert such an identity into one involving only commuting variables without losing any information. A way to do this is to represent the identity under consideration as an operator identity in some Hilbert space and then to construct matrix elements, depending on certain parameters, to obtain a scalar identity involving these additional parameters. It is this procedure that we use in this paper to obtain a commuting q-analogue of the addition formula for disk polynomials.
Disk polynomials are polynomials R For integer values ν = n − 2 the disk polynomials are the zonal spherical functions on the compact homogeneous space U (n)/U (n − 1), which can be identified with the unit sphere in C n . Here U (n) denotes the group of unitary transformations of C n . An addition formula for these polynomials was proved independently bySapiro [14] and Koornwinder [9] around 1970. For ν > 0 it takes the following form; l,m (cos θ 1 e iφ 1 cos θ 2 e iφ 2 + sin θ 1 sin θ 2 re iψ ) r(1 − r 2 ) ν−1 dψdr.
The addition formula for Jacobi polynomials can be obtained from the addition formula (1.3) for disk polynomials, see [9] and [19, Vol. 2 
, §11.4.2].
A quantum analogue of the homogeneous space U (n)/U (n − 1) has been studied by Noumi, Yamada and Mimachi [13] ; see also Floris [4] . They derive the following expression for the zonal spherical elements in terms of little q-Jacobi polynomials p k (x; q α , q β ; q) defined in (2.3);
l,m (z, z * ; q 2 ) = z l−m p m 1 − zz * ; q 2ν , q 2l−2m ; q 2 ) (l ≥ m)
where ν = n − 2 and z and z * are the generators of a complex * -algebra, satisfying the relation z * z = q 2 zz * + 1 − q 2 . Here the deformation parameter q is assumed to be such that 0 < q < 1. The polynomials of (1.5) are now called q-disk polynomials. In the paper [4] , that follows the same lines as Koornwinder's treatise [9] in the classical case, the first author also recovers the q-disk polynomials as the zonal spherical functions on the quantum analogue of the homogeneous space U (n)/U (n − 1). Moreover, an addition theorem for the q-disk polynomials is proved in [4] , which is reproduced in section 2. It is an identity in several non-commuting variables which has a structure similar to (1.3) . It is this addition formula that we convert into one involving only commuting variables, using the procedure mentioned before. The outcome of it is the basic analogue of the classical addition formula for disk polynomials and it is the main result of this paper.
The remaining sections are organised as follows. In section 2 we recall some facts on q-disk polynomials needed later on. In particular we state the addition formula. Section 3 deals with irreducible * -representations of the * -algebras on which the addition formula is realised. This information is used in section 4 to represent the addition formula as an operator identity on some infinite-dimensional Hilbert space. Moreover we give the eigenspace decomposition of this Hilbert space with respect to a specific self-adjoint operator that appears in the left-hand side of the addition formula under such an irreducible * -representation. The eigenvectors are expressible in terms of affine q-Krawtchouk polynomials, and we write down explicitly the action of the left-hand side on these eigenvectors. In section 5 we calculate the image of the standard basis under the action of the right-hand side of the operator identity. The commutative addition formula is obtained from the fact that we use * -representations. In section 6 a corresponding product formula is derived. Finally, section 7 discusses the limit transitions q → 1 of both the addition and the product formula to the classical identities (1.3) and (1.4).
The notation for basic hypergeometric series follows the book [5] by Gasper and Rahman. By Z + we denote {0, 1, 2, . . . } and a ∧ b = min(a, b) for a, b ∈ R. Throughout this paper we fix 0 < q < 1.
Also here we use the same notation for the generators of Y and Y. These * -algebras are closely related to the deformed * -algebra of polynomials on the sphere in C n for n ≥ 3 in case of X and for n = 2 in case of Y, cf. [4, §3.5] .
The little q-Jacobi polynomials are defined by
These polynomials are orthogonal polynomials on a geometric sequence, see [1] , [5] and references therein. Using the little q-Jacobi polynomials we define
which extends the definition (1.5). We use (2.4) for non-commuting variables x, y, z, with yx = q 2 xy + (1 − q 2 )z where we assume that z commutes with x and y, so that (2.4) is polynomial in x, y and z.
The following addition theorem follows directly from [4, Thm. 3.5.8] with Q = 1, D = 1.
Theorem 2.1. The following addition formula holds as an identity in X ⊗ Y for ν > 0; (2.5)
The proof of Theorem 2.1 is based on the interpretation of q-disk polynomials for ν = n − 2 as zonal spherical functions on a quantum analogue of the homogeneous space U (n)/U (n − 1); see also [13] . The addition formula is essentially the development in terms of associated spherical functions of the outcome of the comultiplication applied to such a spherical element.
The main goal of this paper is to deduce an addition formula in commuting variables from (2.5) using * -representations of the * -algebras X and Y. These * -representations are studied in the next section.
Some representation theory
In this section we study * -representations of X and Y using the classification of the irreducible * -representations of the Hopf * -algebra of polynomials on the quantum U (n) group for n = 2, 3. This Hopf * -algebra is denoted by Pol (U q (n)) in [6, §2] , by A q (n) in [4, §2.2] and by A(U q (n)) in [13, §3.1] . We stick to the notation Pol (U q (n)) of [6] , and we also use the notation Pol (SU q (n)) for the Hopf * -algebra which is a quotient of Pol (U q (n)) by the ideal generated by D − 1. Here D ∈ Pol (U q (n)) is the quantum determinant [6, (2.7)], which is central.
The * -algebra Y is isomorphic to Pol (SU q (2)) under the identification
where t ij , 1 ≤ i, j ≤ 2, are the generators of Pol (SU q (2)) satisfying the commutation relations of [6, §2] 
2 ) e n = 1 − q 2n e n−1 , where e n = 0 for negative n by convention.
Remark 3.2. Although σ φ is not faithful, it is known that ∩ φ ker (σ φ ) is trivial.
To describe irreducible * -representations of X suited for our purposes we use the embedding X ֒→ Pol (U q (3)) as * -algebras given by
The commutation relations (2.1) for X correspond to [6, (2.1), (2.14), (2.16)]. Note that (3.1) also gives an embedding X ֒→ Pol (U q (n)) for n ≥ 3 (this embedding also follows from a combination of [4, Prop. 3.5.7] with [4, Prop. 3.1.4] and the fact that the map t ij → t n−j+1,n−i+1 extends to an algebra anti-automorphism of Pol (U q (n))). The irreducible * -representations of Pol (U q (n)) have been classified in [6, Thm. 4.10] , and by specialising n = 3 and restricting to X we obtain families of * -representations of X . Note that we do not claim the list is exhaustive.
Proposition 3.3. The following list gives mutually inequivalent irreducible * -representations of X ;
with ε 1 = (1, 0), ε 2 = (0, 1) and the convention that f µ = 0 if µ 1 or µ 2 is negative. This representation is a faithful representation of X .
Proof. Notice that the algebra Y is isomorphic to the algebra X divided out by the ideal generated by X * 1 X 1 − X 1 X * 1 . So parts 1) and 2) follow from Proposition 3.1. It is obvious that the mapping π in 3) defines an irreducible * -representation of X which is not equivalent to the ones in 1) and 2). Hence it remains to prove that π is faithful.
Let ξ ∈ X satisfy π(ξ) = 0 and write ξ as a finite sum;
To simplify calculations we use the orthogonal basis
Consider the coefficient of g µ+αε 1 +βε 2 to find, for fixed α, β,
This double sum is a polynomial in two variables, q µ 1 , q µ 2 , so we find that c r,s,t,u = 0 for r = s + α, t = u + β. Since α, β are arbitrary, all coefficients are zero. Thus ξ = 0.
As a consequence of the proof of Proposition 3.3 we obtain
Remark 3.5. Instead of checking the commutation relations in the proof of Proposition 3.3 we can also observe that the actions are coming from the restrictions of certain irreducible * -representations of Pol (U q (3)). According to [6, Thm. 4 .10] the irreducible * -representations of Pol (U q (3)) are parametrised by ρ ∈ S 3 and (γ 1 , γ 2 , γ 3 ) ∈ C 3 with |γ i | determined by ρ. In case 1) the * -representation follows from restriction of the irreducible * -representation of Pol (U q (3)) corresponding to ρ = 1, (γ 1 , γ 2 , γ 3 ) = (e −iφ , 1, 1); in case 2) we take ρ = (12), (γ 1 , γ 2 , γ 3 ) = (e −iφ , −q, 1) and in case 3) we take ρ = (123), (γ 1 , γ 2 , γ 3 ) = (1, −q, −q). The orthonormal bases in the cases 2) and 3) correspond to the orthogonal bases described in [6, Cor. 4.15(i)].
Spectral analysis of a self-adjoint operator
Application of a one-dimensional * -representation of either X or Y, which are described in §3, to the addition formula (2.5) leads to a trivial identity, so in order to convert the addition formula (2.5) into an addition formula in commuting variables we apply the infinite-dimensional π ⊗σ to the identity (2.5) in X ⊗ Y, where π and σ = σ 0 are irreducible * -representations of X and Y introduced in the previous section. In this section we study the operator emerging from the left-hand side of (2.5).
Consider the elements T, T * ∈ X ⊗ Y defined by
and the positive self-adjoint element R = T T * . Then the left-hand side of (2.5) is a polynomial in 1 − R multiplied from the left, respectively right, by some power of T , respectively T * . Here 1 = 1 ⊗ 1 is the identity of X ⊗ Y. Using Propositions 3.1 and 3.3 we first calculate
By H(µ, p) we denote the N + 1-dimensional subspace of the representation space
Then (π ⊗ σ)R : H(µ, p) → H(µ, p) and we show how to diagonalise this finitedimensional mapping. From (4.2) and (4.3) we obtain, with ε = ε 2 − ε 1 as before,
Hence (π ⊗ σ)R on the finite-dimensional space H(µ, p) is given by a Jacobi matrix, i.e. a tridiagonal symmetric matrix, so the eigenvectors are described in terms of discrete orthonormal polynomials on a finite set. Let us first assume that p ≥ µ 2 . It follows from (4.4) that the vector
is an eigenvector for (π ⊗ σ)R for the eigenvalue λ if and only if
where y = p − µ 2 , N = µ 1 + µ 2 and the standard initial conditions
The polynomial p j (λ) can be written in terms of the affine q-Krawtchouk polynomial as follows. Recall that the affine q-Krawtchouk polynomial is defined by
and satisfies the three-term recurrence relation 
the orthonormal affine q-Krawtchouk polynomials with positive leading coefficient, where we assume 0 < tq < 1. Then
Comparing both three-term recurrence relations shows that we can make the choice
In case p < µ 2 we look for an eigenvector of the form
ε ⊗ e j and we obtain the same recurrence relation for the polynomials p j (λ) as above, but with y = µ 2 −p and N = µ 1 + p. This follows from the symmetry of (4.4) in k and µ 2 .
Remark 4.1. We have K j (q −x ; t, N ; q) = K x (q −j ; t, N ; q), 0 ≤ j, x ≤ N , which means that the affine q-Krawtchouk polynomials are self-dual. Using the self-duality and the fact that they form eigenvectors of the self-adjoint operator (π ⊗ σ)R (with other parameters) for different eigenvalues gives the known orthogonality relations [2] , [15] (4.9)
. This follows from the previous discussion apart for the occurrence of (tq)
−N on the right-hand side of (4.9). It can be evaluated by taking x = y = 0 and reversing the summation parameter. The resulting sum can be calculated using the q-Chu-Vandermonde sum. The corresponding orthogonality measure is positive definite if 0 < tq < 1.
with y = |p − µ 2 | and ε = ε 2 − ε 1 . The orthogonality relations are
Remark 4.3. Instead of taking the representation π of X we can take the representation π φ 1 of X described in Proposition 3.3. Then we can find in a similar way eigenvectors of (π φ 1 ⊗ σ)R in terms of Wall polynomials. Define the orthonormal Wall polynomials by (4.10)
see e.g. [10] , [17] and references therein. Note that the Wall polynomials are little q-Jacobi polynomials (2.3) with b = 0. The eigenvectors g x of (π
for p ∈ Z + . For φ = 0 these eigenvectors can be obtained by a formal limiting process of the result of Proposition 4.2. Take µ 2 = 0 and let µ 1 → ∞ and use the limit transition
of the affine q-Krawtchouk polynomials to the Wall polynomials. So here we let e k ∈ ℓ 2 (Z + ) correspond to lim
. It follows from Proposition 3.3 that under this limit the * -representation π formally goes over into π [10, (3.6) ]. Under this identification T corresponds to Φ(α * ) of [10, §3] , where Φ is the notation for the comultiplication in [10] .
, and now [10, (4.6)] corresponds precisely to the vectors in (4.11) being eigenvectors of (π 1 φ ⊗ σ)R for φ = 0. The orthogonality relations for g x , i.e. the orthogonality relations dual to the orthogonality relations for the Wall polynomials, now correspond to the orthogonality relations for the Al-Salam-Carlitz polynomials V (a) n . Explicitly,
where the first equality follows from [5, (III.6), (III.7)]. This is implicitly contained in [10, §2] , but the connection with Al-Salam-Carlitz polynomials is not noticed.
To investigate how the mappings (π ⊗ σ)T and (π ⊗ σ)T * act on the eigenvectors described in Proposition 4.2, we first prove a lemma. 
Proof. Since R = T T * is self-adjoint, it suffices to prove one of the commutation relations.
, which is proved directly from (4.1) and the commutation relations (2.1) and (2.2) for X and Y. Remark 4.5. As stated in section 2 the algebras X and Y are closely related to a deformation of the * -algebra of polynomials on the sphere in C n for n = 3 and n = 2. This deformation is denoted by Z n in [4] on which Pol (U q (n)) acts in a natural way. It is possible to show that (1 − R)T = q 2 T (1 − R) follows from the commutation relation Q n−1 z n = q 2 z n Q n−1 in Z n in the notation of [4] under a suitable algebra homomorphism. This leads to a more conceptual proof of Lemma 4.4, but falls outside the scope of this paper.
Lemma 4.4 implies that (π ⊗ σ)T g x (µ, p) is an eigenvector of (π ⊗ σ)(1 − R) for the eigenvalue q 2x+2 in the space H(µ + ε 1 , p). Since the eigenvectors g x (µ + ε 1 , p), x = 0, . . . , µ 1 + p ∧ µ 2 + 1, form an orthogonal basis of H(µ + ε 1 , p), we have proved part of the following proposition.
where T, T * ∈ X ⊗ Y are defined by (4.1), y = |p − µ 2 |, N = µ 1 + p ∧ µ 2 and the vectors
Proof. We have that (π ⊗ σ)T g x (µ, p) = Cg x+1 (µ + ε 1 , p) for some constant C, as already remarked. To calculate C, take the inner product with f (N+1,µ 2 −p∧µ 2 ) ⊗ e p−p∧µ 2 ∈ H(µ + ε 1 , p) and use the fact that we are dealing with a * -representation to get
where we use (4.3) to obtain the last equality. We also have for some other constant
. Now use this and the first statement of the proposition to get
from which C follows.
Remark 4.7. From Proposition 4.6 recurrence formulas for affine q-Krawtchouk polynomials with shifted parameters can be obtained. Combining Proposition 4.6 with (4.2) and replacing q 2 , x − N , q 2y by q, −x, t we get
Similarly, combination of Proposition 4.6 with (4.3) gives
These relations are contiguous relations for the 3 ϕ 2 -series in (4.5).
The next corollary shows how the adjoint of the left-hand side of the addition formula (2.5) under π ⊗ σ acts on the eigenvectors of Proposition 4.2. In order to formulate the corollary we introduce the following notation;
in terms of the little q-Jacobi polynomial (2.3). Note that r 
Here we use the standard notation [5] (a; q) n = (a; q) ∞ /(aq n ; q) ∞ for n ∈ Z.
Addition formula in commuting variables
In the previous section we have studied the left-hand side of the addition formula (2.5) under the * -representation π ⊗ σ of X ⊗ Y. In this section we first study the right hand side of the addition formula (2.5) under the * -representation π ⊗ σ of X ⊗ Y. This then directly leads to an addition formula for the functions r (ν) l,m (·; q) as defined in (4.13). Firstly, from (2.4) and Proposition 3.1 we see that the action of σ on the second leg of the tensor product of the right-hand side of the addition formula (2.5) is given by
l−r,m−s (q 2k ; q 2 ) e k+l−m+s−r .
Next we calculate the action of π on the first leg of the tensor product of the right hand side of the addition formula (2.5). By iteration of Proposition 3.3 we see that
Combination of (5.2) and (5.3) gives the explicit action of the first leg of the tensor product on the right-hand side of the addition formula under the representation π on a basis vector.
We have now all ingredients to turn the addition formula (2.5) into an addition formula in commuting variables for r (ν) l,m (·; q). Apply π ⊗ σ to (2.5) and let the resulting identity act on f λ ⊗ e z+p−p∧µ 2 (z ∈ Z + ) and take inner products with g x (µ, p). Then use (5.1), (5.2), (5.3) and π ⊗ σ being a * -representation in combination with Corollary 4.8 to find
× f λ+(r−s)ε 1 +(l−m+s−r)ε 2 ⊗ e z+p−p∧µ 2 +l−m+s−r , g x (µ, p) with y = |p−µ 2 |, N = µ 1 +p∧µ 2 . The inner products on both sides of (5.4) can be evaluated by use of Proposition 4.2. The left-hand side is non-zero if and only if λ 2 = z + µ 2 − p ∧ µ 2 , µ 1 + µ 2 + m − l = λ 1 + λ 2 for some z ∈ Z + with 0 ≤ z ≤ N + m − l and if so we find
The inner product on the right-hand side of (5.4) is non-zero if and only if λ 2 = z + µ 2 − p ∧ µ 2 , µ 1 + µ 2 + m − l = λ 1 + λ 2 for some z ∈ Z + with 0 ≤ z + l − m + s − r ≤ N and if so we obtain (5.6) f λ+(r−s)ε 1 +(l−m+s−r)ε 2 ⊗ e z+p−p∧µ 2 +l−m+s−r , g x (µ, p) =
If we interpretK z (x; t, N ; q) = 0 for z < 0 and z > N , the inner products in (5.5) and (5.6) are well-defined for all choices of z ∈ Z. We now choose z, N such that the conditions 0 ≤ z ≤ N + m − l and 0 ≤ z + l − m + s − r ≤ N are met for all possible choices of r and s, which is the case if we take z + l ≤ N . Plug (5.5) and (5.6), with the choices λ 2 = z+µ 2 −p∧µ 2 and µ 1 +µ 2 +m−l = λ 1 +λ 2 , in (5.4) to obtain an addition formula in commuting variables. The dependence of the result on the variables p, µ 1 , µ 2 is only on N = µ 1 + p ∧ µ 2 and y = |p − µ 2 |. Observe that both sides are polynomial in q 2x of degree z + l which is at most equal to N , and that it holds for every x ∈ {0, . . . , N }, so that it still holds if we replace q 2x by x ∈ C. Next observe that if we divide both sides by q y(m−l−z) (q 2y+2 ; q 2 ) we get an identity which is rational in q 2y and holds for y ∈ Z + . Hence we can replace q 2y on both sides by t with 0 < t < q −2 . Finally, replacing the base q 2 by q we obtain the addition formula in commuting variables.
Theorem 5.1. The functions r (ν)
l,m (x; q), l, m ∈ Z + , ν > 0, defined by (4.13), satisfy the addition formula for x ∈ C, t ∈ (0, q −1 ), z, N ∈ Z + with z + l ≤ N ,
with the notation as in (4.6) and (4.5) and the constants c 
where we use the notation p (α,β) n (x) = p n (x; q α , q β ; q). Koornwinder's [10] addition formula for the little q-Legendre polynomials can be obtained from this identity by first letting N → ∞ and using the limit transition (4.12) of the affine q-Krawtchouk polynomials to the Wall polynomials, or by taking l = m in the degenerate addition formula (5.7). Next let ν → 0. The double sums reduce to single sums, namely the sums with s = 0. This is because lim ν→0 c (ν) l,m;r,s (q) is only non-zero if r = 0 or s = 0. With this observation Koornwinder's addition formula readily follows.
Product formula
In this section we derive a product formula from the addition formula in Theorem 5.1. For this we introduce a set of orthogonal functions, which allow us to single out the r = s = 0 term in the addition formula.
For a ∈ Z + fixed and s, r ∈ Z + such that 0 ≤ a ≤ N we define
where we use the notation as in (4.6) and (4.13) and the convention thatK l (x; t, N ; q) = 0 whenever l < 0 or l > N . Note that P r,s (x, N ; a, t; q) satisfy the orthogonality relations
where
Proof. This follows from the orthogonality relations (4.9) for the affine q-Krawtchouk polynomials, the orthogonality relations for the little q-Jacobi polynomials, [1] , [5] ;
with 0 < aq < 1, b < q −1 and the definition (4.13).
The addition formula of Theorem 5.1 can be viewed as the development of the lefthand side in terms of the orthogonal functions P (ν−1) r,s (x, N ; z + l − m, t; q). Using the orthogonality relations of Proposition 6.1 we can pick out the term r = s = 0 to find a product formula.
Theorem 6.2. The functions r (ν)
l,m (x; q), l, m ∈ Z + , ν > 0, defined by (4.13), satisfy the following product formula for t ∈ (0, q
with the notation as in (4.6).
Notice that the inner summation in fact runs from the maximum of 0 and l − m to N . m,l (x; q) gives rise to a symmetry of the product formula (6.2). Namely, changing x, z, N to x + l − m, z + m − l, N + l − m on both sides of (6.2) has the same effect as interchanging the parameters l and m. In particular the full identity (6.2) is known when it is known either for l ≤ m or l ≥ m.
By specialising l = m we obtain the following corollary for the little q-Jacobi polynomials.
Corollary 6.4. The little q-Jacobi polynomials p l (x; q ν , 1; q), l ∈ Z + , ν > 0, defined by (2.3), satisfy the following product formula for t ∈ (0, q
Remark 6.5. One can show, by use of Abel's partial summation formula, that in the limit ν → 0 the right-hand side in Corollary 6.4 tends to
with w z (·; t; q) as in (4.10). After some rewriting it is easily seen that for t = q y this is the same expression as the one derived by Koornwinder [10, Thm. 5.1].
The limit case q ↑ 1
In this section we consider the limit case q ↑ 1 of the addition and product formula for the little q-disk polynomials to the addition and product formula (1.3) and (1.4) for the disk polynomials. For this limit transition we use the methods developed by Van Assche and Koornwinder [17] . Since some of the calculations are rather tedious we restrict ourselves in this section to giving the key steps; details can be found in the Appendix. Calculations similar to the ones appearing here were made in [8] .
First we apply [17, Thm. 1] to the polynomialK l (xq −N ; t, N + a; q). It gives the limit of the quotient of two such polynomials as q tends to 1. Although [17, Thm. 1] is not formulated for discrete orthogonal polynomials, the proof of [17, Thm. 1] is also applicable to discrete orthogonal polynomials provided that N , and hence the number of orthogonal polynomials, tends to infinity. It is straightforward to verify that the conditions of [17, Thm. 1] are satisfied. Explicitly, we have the following result.
uniformly for x on compact subsets of C\[0, c −a ]. Here
and ρ(x) = x + √ x 2 − 1 with the square root taken such that |ρ(x)| > 1 for x ∈ C\[−1, 1].
In order to apply Proposition 7.1 to the addition formula we need the connection coefficients between affine q-Krawtchouk polynomials for different N .
Proof. There are several ways of proving the proposition. We use the generating function for the affine q-Krawtchouk polynomials; for x ∈ {0, . . . , N },
This identity is proved as follows: insert (4.5) in the right-hand side of (7.1), change summations and apply the q-binomial theorem to find that this right-hand side equals
Then use the limiting case b → ∞ of the identity which one gets by equating [5, (III.5)] and the right-hand side of [5, (III.4)], with a = q −x , c = tq and z replaced by tqz/b, to obtain the left-hand side of (7.1). Now, for |z| < q
by the q-binomial theorem and (7.1). Observe that the right-hand side is in fact a polynomial because of the convention that K l (x; t, N ; q) = 0 whenever l > N . This proves the proposition for x replaced by q −x , x ∈ {0, . . . , N ∧ (N − a)}. Since both sides are polynomials of degree not exceeding N ∧ (N − a) the result follows for arbitrary x ∈ C.
Next use Propositions 7.1 and 7.2 and the binomial theorem to obtain the limit of the quotient of the affine q-Krawtchouk polynomials appearing in the addition formula of Theorem 5.1. We replace q, z, N by c 1/nz , nz, nzN for c ∈ (0, 1) and z, N, n ∈ N and apply the binomial theorem to find
uniformly in x on compact sets of C\[0, c m−l ]. Here A and B are as in Proposition 7.1. We remark that in case m − l ≥ 0 the sum obtained on the left from applying the connection formula of Proposition 7.2 to the numerator polynomial is finite, even when we let n tend to infinity. If m − l ≤ 0, one develops the denominator polynomial as a (finite) sum by means of the connection formula.
Introduce the parameter u > 1 by putting (x − B)/(2A) = 1 2 (u + u −1 ). Then ρ((x − B)/(2A)) = u. If we now divide both sides of the addition formula in Theorem 5.1 by the polynomialK z (xq −N ; t, N + m − l; q)) and, as before, replace q, z, N by c 1/nz , nz, nzN and let n tend to infinity, then, after some careful computations using the above result and an analytic continuation argument replacing −u −1 by e iψ , we end up with the identity
Here cos
In order to obtain the general classical addition formula for disk polynomials (1.3) from this, one simply observes that multiplication of both sides of (7.2) with e i(l−m)φ 1 e i(l−m)φ 2 by homogeneity of the polynomials has the effect of replacing cos θ 1 by e iφ 1 cos θ 1 and cos θ 2 by e iφ 2 cos θ 2 , and hence produces the full classical identity.
Let us turn now to the product formula. In view of Remark 6.3 we can restrict ourselves to the case l ≤ m. Observe that the right-hand side of (6.2) is of the form
If we replace q, z, N in (7.3) by c 1/nz , nz, nzN , with c ∈ (0, 1), and let n tend to infinity, we formally get
where we made the substitution ρ = c N−1 in the last step. To calculate the limit function G and to show that it, as a function of N , in fact only depends on √ 1 − c N−1 , we proceed as follows. Use the connection formula of Proposition 7.2 to replace the Krawtchouk polynomialK z (q x−N ; t, N + m − l; q) in (7.4) by a sum of polynomialsK z−k (q x−N ; t, N ; q) (k = 0, . . . , z). Then replace q, z, N by c 1/nz , nz, nzN for c ∈ (0, 1) and send n to infinity. According to [17, Thm. 2] , which again is valid also for discrete orthogonal polynomials, and the binomial theorem we get
where T n are Chebyshev polynomials of the first kind and A, B are as in Proposition 7.1. Next perform the substitution (x − B)/(2A) = 1 2 (u + u −1 ) = cos ψ with u = e iψ . Then interchange the order of summation and integration and use that T n (cos ψ) = 1 2 (e inψ + e −inψ ) to get two finite sums. Apply the binomial theorem to both of these sums to obtain (7.6)
As we assumed that l ≤ m, we have
with A, B as in Proposition 7.1. It is easily checked that the following equality holds;
When we use this we find that the right-hand side of (7.6) reduces to 1 2π
where in the second step we combined the two integrals and changed ψ to ψ − π. So indeed we see that G, as a function of N , only depends on √ 1 − c N−1 . Combining this result with (7.5) we find that we end up with
where we substituted r = √ 1 − ρ and where z = (1 − c)(1 − tc) + c √ t r e iψ . It is easily seen from the limit transition of the little q-Jacobi polynomials to the Jacobi polynomials that, under the above substitutions, the left-hand side of the product formula (6.2) tends to the product
as n tends to infinity. From the fact that (7.7) equals (7.8) we obtain the full classical product formula (1.4) when we substitute cos θ 1 and cos θ 2 for √ 1 − c and √ 1 − tc respectively, and invoke the same homogeneity argument as in the case of the limit transition of the addition formula. Since the case l ≥ m followed from a symmetry argument, we are done.
Appendix
In this appendix we give justifications for, and details of, the calculations that were made in section 7.
To prove Proposition 7.1 we have to show that all the conditions of [17, Thm. 1] are satisfied. From the recurrence relation (4.7) we obtain (a ∈ Z, z, N, n ∈ N, c ∈ (0, 1))
with a l (t, N ; q) and b l (t, N ; q) given by (4.8). Put
Then it is immediate that lim n→∞â nz (t, nzN + a; c
see Proposition 7.1. Furthermore, the expressionsâ l (t, nzN + a; c 1/nz ) 2 andb l (t, nzN + a; c 1/nz ) are both of the form f (c 1/nz , c l/nz ) with f a polynomial. Hence, by Lipschitz continuity, we find that [17, Thm. 1] it follows that the statement of that theorem is still valid for orthogonal polynomials with finite support, provided that the support of the orthogonality measure for the polynomials p l (·; n) contains more than n + 2 points, which is true in our case. In this way we have verified that all the conditions of [17, Thm. 1] are fulfilled, which proves Proposition 7.1.
As to the explicit calculations, observe that from Proposition 7.2 we obtain the following connection formula for the orthonormal affine q-Krawtchouk polynomials;
×K l−k (x; t, N − a; q) Suppose a = l − m ≥ 0. Then the sum in (A.1) will be a finite sum k = 0, . . . , a because of the factor (q −a ; q) k . So if we develop the numerator of (A.2) in terms of polynomialŝ K z+l−m+s−r−k (xq −N ; t, N ; q) (k = 0, . . . , z + l − m + s − r) this sum will always be finite in this case. Replacing q, z, N by c 1/nz , nz, nzN with c ∈ (0, 1) and n, z, N ∈ N and applying Proposition 7.1 we then obtain; We end with a few words on the limit case q ↑ 1 of the product formula (6.2). As was mentioned in section 7 we apply [17, Thm. 2] to the orthonormal polynomials p z (x; n) = K z (xc −N ; t, nzN ; c 1/nz ). From (4.9) we derive that their orthogonality is given by 
