In this note we consider some basic, yet unusual, issues pertaining to the accuracy and stability of numerical integration methods to follow the solution of first order and second order initial value problems (IVP). Included are remarks on multiple solutions, multi-step methods, effect of initial value perturbations, as well as slowing and advancing the computed motion in second order problems.
The Generalized Mean Value Theorem-Taylor's Theorem
The decisive significance of Taylor's theorem (as can be looked up in any elementary calculus textbook) to applied mathematics in general, and to numerical analysis in particular, is that it ascertains that every differential function looks locally like a polynomial. Polynomials having the advantage of being easily computed, differentiated and integrated, relieving us by their use of the burden of possibly high complications in the symbolic manipulation of functions, often only implicitly given as the solution of an initial value problem (IVP) or a boundary value problem (BVP). We look at this theorem here from an unusual angle. 
Then, function f(x) may be expressed in the form ( ) ( ) ( )
implying that if f (n) (x) is bounded near x = 0, then f(x), like x n , is small if 1 x .
Where Is ξ
We consider first the simplest case of n = 1, for which Equation (3) is
and take ( ) ( )
We further assume that, approximately
and have from this that
I 
Polynomial Approximations
Some examples will convince us of the decisive usefulness of the GMVT theorem to numerical analysis. As a first example, we use the theorem to get a good polynomial approximation to e x near x = 0. We start by writing
and propose to fix free parameters a and b such that ( )
Now, by fundamental Equation (3), we may write r(x) of ( )
providing us with a good linear polynomial approximation to e x in the vicinity of
Moreover, since e x is an increasing function, we readily obtain from Equation (12) the strict inequalities 
Improving the Polynomial Approximation with ξ
The reason the lower bound on e x in the above inequality (14) is better then the upper bound is due to the fact that as the order of the approximation increases, ξ moves rather ever closer to the osculation point x = 0. Here, since ( ) 
Trigonometric Function Approximations
Taylor's theorem is not restricted to polynomials, but may be advantageously used to directly construct other approximating functions. For instance, we may start with
and use free numbers a and b to enforce ( ) 0 0 r = and ( )
Consequently, the Taylor, or the GMVT, form of r(x) is
Rational Function Approximations
Rational approximations are also desirable, and efficient. Here we start with, say ( ) e 1 x a bx r x cx
of the three free parameters a, b, c. Imposing on r(x) the conditions 
If the point of osculation is not x = 0, but x = a, then x in the theorem is shifted to x − a.
First Order Linear Homogeneous Recursions
In the numerical integration of IVPs we are constantly confronted by the need to solve linear homogeneous recursions.
The first order, homogeneous, recursion 1 0, 0,1, 2, n n y by n
where b is a constants independent of n, is brought, without much ado, to the explicit, closed-form, representation
by merely repeating the recursion. We note that if 1 b > , then y n keeps growing with n, while if
Second Order Linear Homogeneous Recursions
Next we consider the three-term homogeneous recursion.
Let the sequence In case the roots of Equation (31) are equal, 1
then we verify that Using the implicit method ( ) 
Sensitivity to Initial Conditions
The solution of the IVP 
Determination of the Order of Consistency of Multistep Methods
To fully, yet concisely, demonstrate the consistency and stability issues in the integration of first order IVP, and their resolution, we shall look in detail at the general two-step method ( ) ( ) in which y 2 is the computed approximation to the correct y(2τ), in which err is the error y(2τ) − y 2 , and in which α 0 , α 1 , β 0 , β 1 are free parameters to be determined for highest accuracy and method stability.
In accordance with Taylor's theorem we require, for the highest possible order of consistency, that the calculated y 2 is the correct y(2τ), namely err = 0, for 2 1, , y y t y t = = = (50) leading to the system of equations in which we leave α 0 free for now, to use it next to guarantee the stability of the method.
According to Taylor's theorem the worst case error arises from the next order polynomial, or the function with a constant third derivative. Accordingly, we take next ( ) ( ) 
Stability of the Multistep Method
The following Lemma is greatly useful for ascertaining the stability of an integration method.
Lemma. Let real roots z(τ) of the characteristic equation for the integration scheme of the first-order IVP be such that ( ) z τ < at τ = 0, then z(τ) < 1 for some τ > 0. See also [5] .
Specifically, for the model IVP and since for stability z 1 (τ) needs to come down at τ = 0, hence 0 1 α > − .
The Adam-Bashforth Method
In this method 0 0 α = , for which the characteristic equation reduces to ( ) 
Other Possibilities

Amplification of an Initial Error
We shall consider now the application of the two-step method of the previous 
A Three Step Method
The integration method ( ) 
is correct for y = 1, y = t, y = t 2 and y = t 3 . For 
Advancing and Retarding the Computed Motion
Next, we turn our attention to the second order IVP, see [6] and [7] , as typified suggesting that θ may be advanced or retarded relative to τ with a proper choice of β. For instance, for β = −1/12 we have that θ = τ, nearly.
Integration of the Equation of Motion Linear Prediction
Inasmuch as the initial conditions to the second order equation of motion are usually given in terms of initial position and initial velocity, we prefer to reduce the second order problem into a coupled system of first order equations for position and velocity, and follow them in tandem.
To remain both concise and specific, we consider the model initial value We propose to follow the initial value problem with the explicit scheme ( ) 
Period Control
Quadratic Prediction
Inclusion of the acceleration in the prediction of x 1 suggests the higher order scheme ( ) 
Conclusion
We accomplished here showing how to routinely determine the consistency and stability of any multistep method, explicit as well as implicit, for the stepwise integration of the first order initial value problem. We have also demonstrated here the advantage of using implicit methods to capture different solutions emanating from a branch-off point. For the integration of the second order equation of motion we have shown how to advance and retard the motion of the computed solution.
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