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ON ESTIMATES FOR FULLY NONLINEAR PARABOLIC
EQUATIONS ON RIEMANNIAN MANIFOLDS
BO GUAN, SHUJUN SHI, AND ZHENAN SUI
Abstract. In this paper we present some new ideas to derive a priori second order
estiamtes for a wide class of fully nonlinear parabolic equations. Our methods, which
produce new existence results for the initial-boundary value problems in R
n
, are
powerful enough to work in general Riemannian manifolds.
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1. Introduction
In this paper we are concerned with deriving a priori second order estimates for
fully nonlinear parabolic equations on Riemannian manifolds. Let Mn be a compact
Riemannian manifold of dimension n ≥ 2 with smooth boundary ∂M which may be
empty (M is closed). Let χ be a smooth (0, 2) tensor on M¯ = M ∪ ∂M and f a
smooth symmetric function of n variables. We consider the fully nonlinear parabolic
equation
(1.1) f(λ(∇2u+ χ)) = eut+ψ in M × {t > 0},
where ∇2u denotes the spatial Hessian of u, ut = ∂u/∂t, and λ(A) = (λ1, . . . , λn)
will be the eigenvalues of a (0, 2) tensor A; throughout the paper we shall use ∇ to
denote the Levi-Civita connection of (Mng), and assume ψ ∈ C∞(M¯ × {t ≥ 0}).
The corresponding ellitpic equations were first studied by Caffarelli, Nirenberg and
Spruck [1] in Rn, as well as in [2],[4], [5], [6], [7], [8], [11], [14], [16] and [17] etc.
Following [1], we assume f to be defined in an open symmetric convex cone Γ ⊂ Rn
with vertex at origin, Γn := {λ ∈ Rn : λi > 0, ∀ 1 ≤ i ≤ n} ⊆ Γ, and to satisfy the
fundamental structure conditions which have become standard in the literature:
(1.2) fi = fλi ≡
∂f
∂λi
> 0 in Γ, 1 ≤ i ≤ n,
and
(1.3) f is a concave function in Γ.
The first and second authors were supported in part by NSF grants and a scholarship from China
Scholarship Council, respectively.
1
2 BO GUAN, SHUJUN SHI, AND ZHENAN SUI
Equation (1.1) is parabolic for a solution u with λ[u] := λ(∇2u+χ) ∈ Γ for x ∈M
and t > 0 (see [1]); we shall call such functions admissible. It is uniformally parabolic
if λ[u] falls in a compact subset of Γ and, on the other hand, may become degenerate
if λ[u] ∈ Γ¯ = Γ∪∂Γ. To prevent the degeneracy we shall need the following condition
(1.4) sup
∂Γ
f := sup
λ0∈∂Γ
lim
λ→λ0
f(λ) ≤ 0.
In addition, we shall assume that f is unbounded from above. In particular,
(1.5) lim
R→∞
f(R1) =∞.
where and hereafter 1 = (1, . . . , 1).
Throughout the paper, let ϕb ∈ C∞(M¯) with
(1.6) λ[ϕb] ∈ Γ, f(λ[ϕb]) > 0 in M¯
and, when ∂M 6= ∅, ϕs ∈ C∞(∂M × {t ≥ 0}). By the short time existence theorem,
there exists a unique admissible solution u ∈ C∞(M¯ × (0, t0]) ∩ C0(M × [0, t0]), for
some t0 > 0, of equation (1.1) satisfying the initial boundary value conditions
(1.7) u|t=0 = ϕb in M¯, u = ϕs on ∂M × {t > 0}.
Moreover, u ∈ C∞(M¯ × [0, t0]) if the following compatibility conditions are satisfied
(1.8) f(λ[ϕb]) = eϕ
s
t+ψ, ϕs = ϕb on ∂M × {t = 0}.
Our primary goal in this paper is to establish second order estimates for admissible
solutions of the initial-boundary value problem (1.1) and (1.7). Without loss of
generality, we may assume (1.8) is satisfied. For we only have to consider a new
initial time, say t = t0/2 in place of t = 0, if necessary.
For T > 0 let
MT =M × (0, T ], M¯T = M¯ × (0, T ]
and let ∂MT := ∂sMT ∪ ∂bMT be the parabolic boundary of MT where
∂sMT = ∂M × [0, T ), ∂bMT = M¯ × {t = 0}.
So ∂MT = ∂bMT when M is closed. Let u ∈ C4,2(MT ) ∩ C2,1(MT ) be an admissible
solution of the problem (1.1) and (1.7). We wish to establish the a priori estimate
(1.9) |∇2u| ≤ C in MT .
As our first main result in this paper we derive (1.9) assuming the existence of an
admissible subsolution.
Theorem 1.1. In addition to conditions (1.2)-(1.5), suppose that there exists an
admissible subsolution u ∈ C2,1(MT ) satisfying
(1.10) f(λ[u]) ≥ eut+ψ in MT
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and the initial-boundary conditions
(1.11)
{
u ≤ϕb on ∂bMT ,
u =ϕs on ∂sMT .
Then
(1.12) sup
MT
|∇2u| ≤ C1 + C1max
∂MT
|∇2u|
In particular, (1.9) holds when M is closed.
Suppose moreover that for any b > a > 0, there exists K1 ≥ 0 such that
(1.13)
∑
fi(λ)λi ≥ −K1
(
1 +
∑
fi
)
in Γ[a,b] := {λ ∈ Γ : a ≤ f(λ) ≤ b}.
Then
(1.14) max
∂MT
|∇2u| ≤ C2.
Remark 1.2. In Theorem 1.1 and the rest of this paper, unless otherwise indicated
the constant C1 in (1.12) will depend on
(1.15) |u|C1(MT ), |ψ|C2,1(MT ), |u|C2,1(MT ), infMT dist(λ[u], ∂Γ),
as well as geometric quantities of M , while C2 in (1.14) will depend in addtion on
|ϕb|C2(M¯), |ϕs|C4,1(∂sMT ) and geometric quantities of ∂M .
Remark 1.3. The proof of (1.12) does not need assumptions (1.4) and (1.11). This
will be clear in Section 2. For the boundary estimate (1.14), we need condition (1.4)
to prevent equation (1.1) from being degenerate along the boundary. It would be
interesting to establish (1.14) in the degenerate case. We also expect Theorem 1.1 to
hold without conditions (1.5) and (1.13) which are fairly mild and technical in nature.
When M is a bounded smooth domain in Rn these assumptions can be removed.
Remark 1.4. If we replace (1.5) by the assumption
(1.16) lim
|λ|→∞
|λ|2
∑
fi =∞,
then C1 in (1.12) can be chosen independent of |ut|C0(MT ); see Remark 2.4.
Our next result concerns (1.12) under a new condition which is optimal in many
cases and is in general weaker than the subsolution assumption in Theorem 1.1,
especially on closed manifolds. It is motivated by recent work in [6].
For σ ∈ R define
Σσ := {(λ, z) ∈ Γ× R : f(λ) > ez+σ}
4 BO GUAN, SHUJUN SHI, AND ZHENAN SUI
and let ∂Σσ be the boundary of Σσ. By (1.2) and (1.3), ∂Σσ is a smooth convex
hypersurface in Γ× R. For λˆ = (λ, z) ∈ ∂Σσ let
νλˆ =
(Df(λ),−f(λ))√
f(λ)2 + |Df(λ)|2
denote the unit normal vector to ∂Σσ at λˆ. Finally, for µˆ ∈ Γ× R let
Sˆσµˆ := {λˆ ∈ ∂Σσ : (µˆ− λˆ) · νλˆ ≤ 0}.
Theorem 1.5. Under conditions (1.2) and (1.3), the estimate (1.12) holds provided
that there exists an admissible function u ∈ C2,1(MT ) satisfying
(1.17) Sˆ
ψ(x,t)
µˆ ∩ Γ× [a, b] is compact, ∀ (x, t) ∈MT , ∀ [a, b] ⊂ R
where µˆ = (λ[u(x, t)], ut(x, t)).
By the concavity of f , if u is an admissible subsolution then (µˆ − λˆ) · νλˆ ≥ 0 for
any λˆ ∈ Σψ(x,t).
Remark 1.6. In Theorems 1.1 and 1.5, the constants C1 and C2 depend on T only
implicitly. For instance, if the quantities listed in (1.15) are all independent of T , then
so is C1. The independence on T of the estimates is important to understnding the
asymptotic behaviors of solutions as t goes to infinity. If one allows C1 to depend on
T (explicitly), (1.12) can be derived under much weaker conditions, and more easily.
Theorem 1.7. Under assumptions (1.2), (1.3) and (1.6),
(1.18) |∇2u(x, t)| ≤ CeBt
(
1 + max
∂MT
|∇2u|
)
, ∀ (x, t) ∈ MT
where C and B depend on |∇u|C0(MT ), |ϕb|C2(M¯) and other known data. In particular,
if M is closed then |∇2u(x, t)| ≤ CeBt.
Note that by (1.6) the function
u := ϕb + tmin
M¯
{log f(λ[ϕb])− ψ}
is admissible and satisfies (1.10).
An immediate consequence of Theorem 1.7 is the following characterization of finite
time blow-up solutions on closed manifolds.
Corollary 1.8. Assume M is closed and f satisfies (1.2)-(1.4). Then equation (1.1)
admits a unique admissible solution u ∈ C∞(M × R+) with initial value function ϕb
satisfying (1.6), provided that the a priori gradient estimate holds
(1.19) sup
MT
|∇u| ≤ C, ∀T > 0
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where C may depend on T . In other words, if u has a finite time blow-up at T <∞,
then
lim
t→T−
max
x∈M
|∇u(x, t)| =∞.
So the long time existence of solutions in 0 ≤ t <∞ reduces to establishing gradient
estimate (1.19). This is also true when ∂M 6= ∅. Using Theorem 1.1 we can prove
the following existence results.
Theorem 1.9. Assume (1.2)-(1.6), (1.13), and (1.10)-(1.11) hold for T ∈ (0,∞].
Then there exists a unique admissible solution u ∈ C∞(M¯T ) ∩ C0(MT ) of equation
(1.1) satsfying (1.7), provided that any one of the following conditions holds: (i)
Γ = Γn; (ii) (M, g) has nonnegative sectional curvature; (iii) there is δ0 > 0 such that
(1.20) fj ≥ δ0
∑
fi if λj < 0, on ∂Γ
σ ∀ σ > 0;
and (iv) K1 = 0 in (1.13) and ∇2w ≥ χ for some function w ∈ C2(M¯).
The assumptions (i)-(iv) are only needed in deriving the gradient estimates. It
would be interesting to remove these assumptions. When ∂M = ∅, Theorem 1.9 holds
without assumptions (1.5) and (1.10)-(1.11), and condition (1.13) can be removed in
each of the cases (i)-(iii).
Theorem 1.9 applies to a very general class of equations including f = σ
1/k
k and
f = (σk/σl)
1/(k−l), 1 ≤ l < k ≤ n where σk is the k-th elementry symmetric function
defined on the cone Γk := {λ ∈ Rn : σj(λ) > 0, ∀, 1 ≤ j ≤ k}. Another interesting
example is f = logPk to which Theorem 1.9 applies, where
Pk(λ) :=
∏
i1<···<ik
(λi1 + · · ·+ λik), 1 ≤ k ≤ n
defined in the cone
Pk :=
{
λ ∈ Rn : λi1 + · · ·+ λik > 0, ∀ 1 ≤ i1 < · · · < ik ≤ n
}
.
Corollary 1.10. Let f = (σk/σl)
1/(k−l), Γ = Γk, (0 ≤ l < k ≤ n; σ0 = 1), or
f = logPk and Γ = Pk. The parabolic problem (1.1) and (1.7) with smooth data
admits a unique admissible solution u ∈ C∞(M¯T ) ∩ C0(MT ), provided that there
exists an admissible subsolution u ∈ C2,1(MT ) satisfying (1.10)-(1.11).
For f = (σk/σl)
1/(k−l) or f = logPk, an admissible subsolution satisfies (1.17); see
[6]. Except for f = σ
1/k
k , Corollary 1.10 is new even when M is a bounded smooth
domain in Rn; see also [12]. On the other hand, for a bounded smooth domain in Rn,
we have the following result which is essentially optimal, both in terms of assumptions
on f and the generality of the domain.
Theorem 1.11. Let M be a bounded smooth domain in Rn, 0 < T ≤ ∞, and let
χ = {χij} be a symmetric matrix with χij ∈ C∞(MT ). Under conditions (1.2)-(1.6)
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and (1.10)-(1.11), there exists a unique admissible solution u ∈ C∞(M¯T ) ∩ C0(MT )
of equation (1.1) satsfying (1.7).
The first initial-boundary value problem for equation (1.1) or (1.21) in Rn was
treated by Ivochinkina-Ladyzhenskaya [9], [10], and by Wang [18], Chou-Wang [2] for
f = (σk)
1/k; see also [15]. Jiao-Sui [12] recently studied equation (1.21) on Riemann-
ian manifolds under additional assumptions.
The rest of the article is devided into three sections. In Sections 2 and 3 we derive
(1.12) and (1.14) respectively, completing the proofs of Theorems 1.1, 1.5 and 1.7.
Instead of (1.1), we shall deal with the equation
(1.21) f(λ(∇2u+ χ)) = ut + ψ
under essentially the same assumptions on f with the exception that (1.4) is replaced
by
(1.22) inf
∂sMT
(ϕt + ψ)− sup
∂Γ
f > 0
which is need in the proof of (1.14) . Accordingly, the functions ϕb and u ∈ C2,1(MT )
are assumed to satisfy λ[ϕb] ∈ Γ in M¯ and, respectivley,
(1.23) f(λ[u]) ≥ ut + ψ in MT
in place of (1.10). Note that if f > 0 in Γ and satisfies (1.2), (1.3), (1.5) and (1.13)
then the function log f still satisfies theses assumptions. So equation (1.1) is covered
by (1.21) in most cases, and we shall derive the estimates for equation (1.21).
In Section 4 we briefly discuss the proof of the existence results and the preliminary
estimates needed in the proof.
At the end of this Introduction we recall the following commonly used notations
|u|Ck,l(MT ) =
k∑
j=0
|∇ju|C0(MT ) +
l∑
j=1
∣∣∣∂ju
∂tj
∣∣∣
C0(MT )
,
|u|Ck+α,l+β(MT ) = |u|Ck,l(MT ) + |∇ku|Cα(MT ) +
∣∣∣∂lu
∂tl
∣∣∣
Cβ(MT )
where 0 < α, β < 1 and k, l = 1, 2, . . ., for a function u sufficiently smooth on MT .
We shall also write |u|Ck(MT ) = |u|Ck,k(MT ).
Acknowledgement. Part of this work was done while the second author was vis-
iting Department of Mathematics at Ohio State University. He wishes to thank the
Department and University for their hospitality.
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2. Global estimates for second derivatives
A substantial difficulty in deriving the global estimate (1.12), which is our primary
goal in this section, is caused due to the presense of curvature of M ; another is the
lack of (globally defined) functions or geometric quantities with desirable properties.
In our proof the use of the function u, which is either an admissible subsolution as in
Theorem 1.1 or satisfies (1.17), is critical. We shall consider equation (1.21) in place
of (1.1).
Let u ∈ C4,2(MT )∩C2,1(MT ) be an admissible solution of (1.21), and u ∈ C2,1(MT )
an admissible function. We assume that u admits an a priori C1 bound
(2.1) |u|C1(MT ) ≤ C.
Let φ(s) = − log(1− bs2) and
(2.2) η = φ(1 + |∇(u− u)|2) + a(u− u− δt)
where a, b, δ > 0 are constants and u ∈ C2,1(MT ) is an admissible function; we shall
choose δ = 1 or 0, a sufficiently large while b small enough,
(2.3) b ≤ 1
8b21
, b1 = 1 + sup
MT
|∇(u− u)|2.
Consider the quantity
W = sup
(x,t)∈MT
max
ξ∈TxMn,|ξ|=1
(∇ξξu+ χ(ξ, ξ))eη.
Suppose W is achieved at an interior point (x0, t0) ∈MT for a unit vector ξ ∈ Tx0Mn.
Let e1, . . . , en be smooth orthonormal local frames about x0 such that e1 = ξ, ∇iej = 0
and Uij := ∇iju+χij are diagonal at (x0, t0). So W = U11(x0, t0)eη(x0,t0). We wish to
derive a bound
(2.4) U11(x0, t0) ≤ C.
Write equation (1.21) in the form
(2.5) ut = F (U)− ψ, U = {Uij}
where F is defined by
F (A) ≡ f(λ[A])
for an n×n symmetric matrices A = {Aij} with eigenvalues λ[A] ∈ Γ. Differentiating
(2.5) gives
(2.6)
utt =F
ijUijt − ψt,
∇kut =F ij∇kUij −∇kψ, ∀ k,
∇11ut =F ij∇11Uij + F ij,kl∇1Uij∇1Ukl −∇11ψ.
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Throughout the paper we use the notation
F ij =
∂F
∂Aij
(U), F ij,kl =
∂2F
∂Aij∂Akl
(U).
The matrix {F ij} has eigenvalues f1, . . . , fn, and therefore is positive definite when
f satisfies (1.2), while (1.3) implies that F is a concave function; see [1]. Moreover,
the following identities hold
F ijUij =
∑
fiλi, F
ijUikUkj =
∑
fiλ
2
i .
We also note that F ij are diagonal at (x0, t0).
Proposition 2.1. For any a, C1 > 0 there exists a constant b > 0 satisfying (2.3)
such that, at (x0, t0), if U11 ≥ C1a/b then
(2.7)
b
2
F iiU2ii + aF
ii∇ii(u− u)− a(ut − ut) + aδ ≤ C
∑
F ii + C.
Proof. We shall assume U11(x0, t0) ≥ 1. At (x0, t0) where the function logU11+ η has
its maximum,
(2.8)
(∇11u)t
U11
+ ηt ≥ 0, ∇iU11
U11
+∇iη = 0, 1 ≤ i ≤ n,
and
(2.9)
1
U11
F ii∇iiU11 − 1
U211
F ii(∇iU11)2 + F ii∇iiη ≤ 0.
From the identity
(2.10)
∇ijklv −∇klijv = Rmljk∇imv +∇iRmljk∇mv +Rmlik∇jmv
+Rmjik∇lmv +Rmjil∇kmv +∇kRmjil∇mv
it follows that
(2.11) F ii∇iiU11 ≥F ii∇11Uii − CU11
∑
F ii
where C depends on |∇u|C0(M¯T ) and geometric quantities of M . By (2.9), (2.11) and
(2.6) we obtain
(2.12)
F ii∇iiη − ηt ≤ 1
U11
F ij,kl∇1Uij∇1Ukl + 1
U211
F ii(∇iU11)2
− ∇11ψ
U11
+ C
∑
F ii.
Let
J = {i : 3Uii ≤ −U11}, K = {i > 1 : 3Uii > −U11}.
As in [6], which uses an idea of Urbas [17], one derives
(2.13) F
ii∇iiη − ηt ≤
∑
i∈J
F ii(∇iη)2 + CF 11
∑
i/∈J
(∇iη)2 − ∇11ψ
U11
+ C
∑
F ii.
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For convenience we write w = u− u, s = 1 + |∇w|2, and calculate
∇iη =2φ′∇kw∇ikw + a∇iw,
ηt =2φ
′∇kw(∇kw)t + awt − aδ,
∇iiη =2φ′(∇ikw∇ikw +∇kw∇iikw) + 4φ′′(∇kw∇ikw)2 + a∇iiw,
while
φ′(s) =
2bs
1− bs2 , φ
′′(s) =
2b+ 2b2s2
(1− bs2)2 > 4(φ
′)2.
Hence,
(2.14)
∑
i∈J
F ii(∇iη)2 ≤ 8(φ′)2
∑
i∈J
F ii(∇kw∇ikw)2 + 2|∇w|2a2
∑
i∈J
F ii,
and
(2.15)
∑
i/∈J
(∇iη)2 ≤ Ca2 + C(φ′)2U211.
By (2.6),
(2.16)
F ii∇iiη − ηt ≥φ′F iiU2ii + 2φ′′F ii(∇kw∇ikw)2
+ aF ii∇iiw − awt + aδ − Cφ′
(
1 +
∑
F ii
)
.
It follows from (2.13)-(2.16) that
(2.17)
φ′F iiU2ii+ aF
ii∇iiw − awt + aδ
≤Ca2
∑
i∈J
F ii + C(a2 + (φ′)2U211)F
11 − ∇11ψ
U11
+ C
(
φ′ +
∑
F ii
)
.
Note that
(2.18) F iiU2ii ≥ F 11U211 +
∑
i∈J
F iiU2ii ≥ F 11U211 +
U211
9
∑
i∈J
F ii.
We may fix b small to derive (2.7) when U11 ≥ Ca/b. 
To proceed we need the following lemma which is key to the proof of Theorem 1.1,
both for (1.12) in this section and (1.14) in the next section; compare with Lemma 2.1
in [7].
Lemma 2.2. Let K be a compact subset of Γ and β > 0. There is constant ε > 0
such that, for any µ ∈ K and λ ∈ Γ, when |νµ− νλ| ≥ β (where νλ = Df(λ)/|Df(λ)|
denotes the unit normal vector to the level surface of f through λ),
(2.19)
∑
fi(λ)(µi − λi) ≥ f(µ)− f(λ) + ε
(
1 +
∑
fi(λ)
)
.
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Proof. Since νµ is smooth in µ ∈ Γ and K is compact, there is ǫ0 > 0 such that for
any 0 ≤ ǫ ≤ ǫ0,
Kǫ := {µǫ := µ− ǫ1 : µ ∈ K}
is still a compact subset of Γ and
|νµ − νµǫ | ≤ β
2
, ∀µ ∈ K.
Consequently, if µ ∈ K and λ ∈ Γ satisfy |νµ − νλ| ≥ β then |νµǫ − νλ| ≥ β2 .
By the smoothness of the level surfaces of f , there exists δ > 0 (which depends on
β but is uniform in ǫ ∈ [0, ǫ0]) such that
min
µ∈K
min
0≤ǫ≤ǫ0
dist(∂B
β
2
δ (µ
ǫ), ∂Γf(µ
ǫ)) > 0
where ∂B
β
2
δ (µ
ǫ) denotes the spherical cap
∂B
β
2
δ (µ
ǫ) =
{
ζ ∈ ∂Bδ(µǫ) : νµǫ · (ζ − µǫ)/δ ≥ β
2
√
1− β2/16
}
.
Therefore,
(2.20) θ ≡ min
µ∈K
min
0≤ǫ≤ǫ0
min
ζ∈∂B
β
2
δ (µ
ǫ)
{f(ζ)− f(µǫ)} > 0.
Let P be the two-plane through µǫ spanned by νµǫ and νλ (translated to µ
ǫ), and
L the line on P through µǫ and perpendicular to νλ. Since 0 < νµǫ · νλ ≤ 1− β2/8, L
intersects ∂B
β
2
δ (µ
ǫ) at a unique point ζ . By the concavity of f we see that ,
(2.21)
∑
fi(λ)(µ
ǫ
i − λi) =
∑
fi(λ)(ζi − λi)
≥ f(ζ)− f(λ)
≥ θ + f(µǫ)− f(λ), ∀ 0 ≤ ǫ ≤ ǫ0.
Next, by the continuity of f we may choose 0 < ǫ1 ≤ ǫ0 with |f(µǫ1)− f(µ)| ≤ 12θ.
Hence
(2.22)
∑
fi(λ)(µi − ǫ1 − λi) ≥ f(µ)− f(λ) + 1
2
θ.
This proves (2.19) with ε = min{θ/2, ǫ1}. 
Remark 2.3. Alternatively, one can first prove∑
fi(λ)(µi − λi) ≥ θ + f(µ)− f(λ).
Then choose ǫ > 0 small such that 0 ≤ f(µ)− f(µǫ) ≤ θ
2
. By the concavity of f ,
(2.23)
∑
fi(λ)(µ
ǫ
i − λi) ≥ f(µǫ)− f(λ) ≥ f(µ)− f(λ)−
θ
2
.
Now add these two inequlities to obtain (2.19).
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We now continue to prove (2.4). Assume first that u is a subsolution, i.e. u satisfies
(1.23). Since λ[u] falls in a compact subset of Γ,
(2.24) β :=
1
2
min
M¯
dist(νλ[u], ∂Γn) > 0.
Let λ = λ[u](x0, t0) and µ = λ[u](x0, t0). If |νµ − νλ| ≥ β then by Lemma 2.2,
(2.25) F ii∇iiw − wt ≥
∑
fi(λ)(µi − λi)− f(µ)− f(λ) ≥ ε
(
1 +
∑
F ii
)
.
The first inequality follows from Lemma 6.2 in [1]; see [6]. We may fix a sufficiently
large to derive a bound U11(x0, t0) ≤ C by (2.7).
Suppose now that |νµ − νλ| < β and therefore νλ − β1 ∈ Γn. It follows that
(2.26) F ii ≥ β√
n
∑
F kk, ∀ 1 ≤ i ≤ n.
Since u is a subsolution, F ii∇iiw−wt ≥ 0 by the concavity of f . By (2.7) and (2.26)
we obtain
(2.27)
bβ
2
√
n
U211
∑
F ii + aδ ≤ C
∑
F ii + C.
If we allow δ = 1, a bound U11(x0, t0) ≤ C would follow when a is sufficiently large
without using assumption (1.5). This gives (1.18) in Theorem 1.7.
For the case δ = 0, we need assumption (1.5). First, by the concavity of f ,
(2.28)
|λ|
∑
fi ≥ f(|λ|1)− f(λ) +
∑
fiλi
≥f(|λ|1)− f(λ)− 1
4|λ|
∑
fiλ
2
i − |λ|
∑
fi.
Hence, by assumption (1.5),
(2.29)
U211
∑
F ii ≥ U11
2n
(f(U111)− ut − ψ)− 1
8
∑
F iiU2ii
≥ U11
2n
− U
2
11
8
∑
F ii
when U11 is sufficiently large. A bound U11(x0, t0) ≤ C therefore follows from (2.27).
The proof of (1.12) in Theorem 1.1 is complete.
Remark 2.4. If (1.16) holds, a bound U11(x0, t0) ≤ C follows from (2.27) directly
(without using (1.5)) and is independent to |ut|C0(MT ).
Suppose now that u staisfies (1.17) with the obvious modification, i.e. with Σσ
redefined as Σσ = {(λ, p) ∈ Γ× R : f(λ) > p+ σ}. By Lemma 2.5 below we have
(2.30) F ii∇iiw − wt ≥ ε
(
1 +
∑
F ii
)
;
when U11 is sufficiently large. Therefore, fixing a large in (2.7) gives U11(x0, t0) ≤ C.
This completes the proof of (1.12) in Theorem 1.5, subject to the proof of Lemma 2.5.
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Lemma 2.5. Let K be a compact subset of Γ×R such that Sˆσµˆ [a, b] := Sˆσµˆ ∩Γ× [a, b]
is compact for any µˆ ∈ K. Then there exist R, ǫ > 0 such that for all λ ∈ Γ[a,b], when
|λ| > R,
(2.31)
∑
fi(λ)(µi − λi) ≥ z − f(λ) + ε
(
1 +
∑
fi(λ)
)
, ∀ (µ, z) ∈ K.
In some sense this is a parabolic version of Theorem 2.17 in [6]. Its proof is long
but follows similar ideas in [6]. So we include it in the Appendix for completeness
and for the reader’s convenience.
Remark 2.6. If u is an admissible strict subsolution, i.e.
(2.32) f(λ[u]) ≥ ut + ψ + δ in MT
for some δ > 0, then we can choose ǫ > 0 such that λǫ[u] := λ[u]− ǫ1 ∈ Γ and
(2.33) f(λǫ[u]) ≥ ut + ψ +
δ
2
in MT .
By the concavity of f we see that∑
fi(λ[u])(λ
ǫ
i[u]− λi[u]) ≥ f(λǫ[u])− f(λ[u]) ≥ ut − ut +
δ
2
.
Therefore one can derive (2.4) directly from Proposition 2.1. This can be used to
prove Theorem 1.7 as u = ϕb + At is a strict subsolution of equation (1.21) for any
constant A < infM f(λ[ϕ
b])− supMT ψ.
3. Second order boundary estimates
Let u ∈ C3,1(MT ) be an admissible solution of (1.21) satisfying (1.7) and the C1
estimate (2.1). In this section we derive (1.14) under the assumptions (1.2), (1.3),
(1.5), (1.13) and (1.22) on f . Clearly we only need to focus on ∂sMT .
For a point x0 ∈ ∂M we shall choose smooth orthonormal local frames e1, . . . , en
around x0 such that en, when restricted to ∂M , is the interior unit normal to ∂M .
By the boundary condition u = ϕs on ∂sMT we obtain
(3.1) |∇αβu(x0, t0)| ≤ C, ∀ 1 ≤ α, β < n, ∀ 0 ≤ t ≤ T.
Let ρ(x) and d(x) denote the distances from x ∈ M¯ to x0 and ∂M , respectively.
Let M δT = {(x, t) ∈MT : ρ(x) < δ}, and ∂M δT be the parabolic boundary of M δT ,
∂M δT =M
δ
T \M δT .
We fix δ0 > 0 sufficiently small such that both ρ and d are smooth in M
δ0
T . Let L
denote the linear parabolic operator
Lw = F ij∇ijw − wt,
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and
(3.2) Ψ = A1v + A2ρ
2 − A3
∑
l<n
|∇l(u− ϕ)|2
where
(3.3) v = u− u+ sd− Nd
2
2
and u ∈ C2,1(MT ) is an admissible subsolution satisfying (1.23) and (1.11).
Lemma 3.1. Assume (1.2), (1.3), (1.5), (1.13) hold and u satisfies (1.23) and (1.11).
Then for constant K > 0, there exist uniform positive constants s, δ sufficiently small,
and A1, A2, A3, N sufficiently large such that Ψ ≥ K(d+ ρ2) in M δT and
(3.4) LΨ ≤ −K
(
1 +
∑
fi|λi|+
∑
fi
)
in M δT .
Proof. This is parabolic version of Lemma 3.1 in [7]. Since there are some substantial
differences in several places, for completeness and reader’s convenience we include a
detailed proof.
First we note that L(u− u) ≤ 0 by the concavity of f and since u is a subsolution,
and by (2.6) ,
(3.5) |L∇k(u− ϕ)| ≤C
(
1 +
∑
fi|λi|+
∑
fi
)
, ∀ 1 ≤ k ≤ n.
It follows that
(3.6)
∑
l<n
L|∇l(u− ϕ)|2 ≥
∑
l<n
F ijUilUjl − C
(
1 +
∑
fi|λi|+
∑
fi
)
.
By Proposition 2.19 in [6] there exists an index r such that
(3.7)
∑
l<n
F ijUilUjl ≥ 1
2
∑
i 6=r
fiλ
2
i .
At a fixed point (x, t), denote µ = λ(∇2u+χ) and λ = λ(∇2u+χ). As in Section 2
we consider two cases separately: (a) |νµ − νλ| < β and (b) |νµ − νλ| ≥ β, where β
is given in (2.24).
Case (a) |νµ − νλ| < β. We have by (2.26)
(3.8) fi ≥ β√
n
∑
fk, ∀ 1 ≤ i ≤ n.
We next show that this implies the following inequality for any index r
(3.9)
∑
i 6=r
fiλ
2
i ≥ c0
∑
fiλ
2
i − C0
∑
fi
for some c0, C0 > 0.
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Since
∑
λi ≥ 0, we see that
(3.10)
∑
λi<0
λ2i ≤
(
−
∑
λi<0
λi
)2
≤ n
∑
λi>0
λ2i .
Therefore, by (3.8) and (3.10) we obtain if λr < 0,
frλ
2
r ≤ nfr
∑
λi>0
λ2i ≤
n
√
n
β
∑
λi>0
fiλ
2
i .
On the other hand, by the concavity of f and assumption (1.5) we have
(3.11)
∑
fi(b− λi) ≥ f(b1)− f(λ) = f(b1)− ut − ψ ≥ 1
for b > 0 sufficiently large. It follows that if λr > 0,
frλr ≤ b
∑
fi −
∑
λi<0
fiλi.
By (3.8) and Schwarz inequality,
βfrλ
2
r√
n
∑
fk ≤ f 2r λ2r ≤ 2b2
(∑
fi
)2
+ 2
∑
λk<0
fk
∑
λi<0
fiλ
2
i
≤ 2
(∑
λi<0
fiλ
2
i + b
2
∑
fi
)∑
fk.
This finishes the proof of (3.9).
Letting b = n|λ| in (3.11), we see that
(3.12) (n+ 1)|λ|
∑
fi ≥
∑
fi(n|λ| − λi) ≥ f(n|λ|1)− f(λ) ≥ 1,
and consequentley by (3.8),
(3.13)
∑
fiλ
2
i ≥
β|λ|2√
n
∑
fi ≥ β|λ|
(n + 1)
√
n
,
provided that |λ| ≥ R for R sufficiently large.
It now follows from (3.6), (3.7), (3.9), (3.13) and Schwartz inequality that when
|λ| ≥ R,
(3.14)
∑
l<n
L|∇l(u− ϕ)|2 ≥ c1
∑
fiλ
2
i + 2c1|λ| − C − C1
∑
fi.
for some c1, C1 > 0. We now fix R ≥ C/c1.
Turning to the fucntion v, we note that by (3.8),
(3.15)
Lv ≤L(u− u) + C(s+Nd)
∑
F ii −NF ij∇id∇jd
≤
(
C(s+Nd)− βN√
n
)∑
F ii
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since L(u− u) ≤ 0 and |∇d| ≡ 1. For N sufficiently large we have
(3.16) Lv ≤ −
∑
fi in M
δ
T
and therefore, in view of (3.14) and (3.16),
(3.17) LΨ ≤ −A3c1
(
|λ|+
∑
fiλ
2
i
)
+ (−A1 + CA2 + C1A3)
∑
fi.
when |λ| ≥ R, for any s ∈ (0, 1] as long as δ is sufficiently small. From now on A3 is
fixed such that A3c1R ≥ K, so A3 ≥ CK/c21.
Suppose now that |λ| ≤ R. By (1.2) and (1.3) we have
(3.18)
2R
∑
fi ≥
∑
fiλi + f(2R1)− f(λ)
≥ − R
∑
fi + f(2R1)− f(R1).
Therefore, ∑
fi ≥ f(2R1)− f(R1)
3R
≡ CR > 0.
It follows from (2.26) that there is a uniform lower bound
(3.19) fi ≥ β√
n
∑
fk ≥ βCR√
n
, ∀ 1 ≤ i ≤ n.
Consequently, since |∇d| = 1,
F ij∇id∇jd ≥ β
2
√
n
(
CR +
∑
fi
)
.
From (3.15) we see that when δ is sufficiently small and N sufficiently large,
(3.20) Lv ≤ −
(
1 +
∑
fi
)
in M δT .
Combining (3.6), (3.7), (3.9), (3.20) yields
(3.21) LΨ ≤ −A3c1
∑
fiλ
2
i + (−A1 + CA2 + CA3)
∑
fi −A1 + CA3
We now fix N such that (3.16) holds when |λ| > R while (3.20) holds when |λ| ≤ R,
for any s and δ sufficiently small.
Case (b) |νµ − νλ| ≥ β. It follows from Lemma 2.2 that, for some ε > 0,
L(u− u) ≥
∑
fi(µi − λi)− (u− u)t ≥ ε
(
1 +
∑
fi
)
By (3.15), we may fix s and δ suffieicently small such that v ≥ 0 on M δT and
(3.22) Lv ≤ −ε
2
(
1 +
∑
fi
)
in M δT .
Finally, we choose A2 large such that
(A2 −K)ρ2 ≥ A3
∑
l<n
|∇l(u− ϕ)|2 on ∂M δT ,
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and then fix A1 sufficiently large so that (3.4) holds; in case (a) this follows from
(3.17) when |λ| > R, and from (3.21) when |λ| ≤ R, while in case (b) we obtain (3.4)
from (3.6), (3.7), (3.22) and the following inequality
(3.23)
∑
fi|λi| ≤ ǫ
∑
i 6=r
fiλ
2
i +
C
ǫ
∑
fi + C
for any ǫ > 0 and index r, which is a consequence of (1.2), (1.3) and (1.13). For the
proof of (3.23), we consider two cases. If λr < 0 then, by (1.13)∑
fi|λi| =2
∑
λi>0
fiλi −
∑
fiλi
≤ ǫ
∑
λi>0
fiλ
2
i +
1
ǫ
∑
λi>0
fi +K1
∑
fi +K1.
If λr > 0, we have by the concavity of f ,∑
fi|λi| =
∑
fiλi − 2
∑
λi<0
fiλi
≤ ǫ
∑
λi<0
fiλ
2
i +
1
ǫ
∑
λi<0
fi +
∑
fi + f(λ)− f(1).
This proves (3.23). 
Applying Lemma 3.1, by (3.5) we immediately derive a bound for the mixed
tangential-normal derivatives at any point (x0, t0) ∈ ∂MT ,
(3.24) |∇nαu(x0, t0)| ≤ C, ∀ α < n
It remains to establish the double normal derivative estimate
(3.25) |∇nnu(x0, t0)| ≤ C.
As in [6] and [7] we use an idea originally due to Trudinger [16].
For (x, t) ∈ ∂sMT , let U˜(x, t) be the restriction to Tx∂M of U(x, t), viewed as a
bilinear map on the tangent space of M at x, and let λ′(U˜) denote the eigenvalues of
U˜ with respect to the induced metric on ∂M . We show next that there are uniform
positive constants c0, R0 such that, for all R > R0, (λ
′(U˜(x, t)), R) ∈ Γ and
(3.26) f(λ′(U˜(x, t)), R) ≥ f(λ(U(x, t))) + c0, ∀ 0 ≤ t ≤ T, ∀ x ∈ ∂M.
It is known that (3.26) implies (3.25); see e.g. [6].
For R > 0 sufficiently large, let
mR := min
∂sMT
[f(λ′(U˜), R)− f(λ(U)],
cR := min
∂sMT
[f(λ′(U˜), R)− f(λ(U)].
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Note that (λ′(U˜(x, t)), R) ∈ Γ and (λ′(U˜(x, t)), R) ∈ Γ for all (x, t) ∈ ∂sMT for all R
large, and it is clear that both mR and cR are increasing in R. We wish to show that
for some uniform c0 > 0,
m˜ := lim
R→∞
mR ≥ c0.
Assume m˜ < ∞ (otherwise we are done) and fix R > 0 such that cR > 0 and
mR ≥ m˜2 . Let (x0, t0) ∈ ∂sMT such that mR = f(λ′(U˜(x0, t0)), R). Choose local
orthonormal frames e1, . . . , en around x0 as before such that en is the interior normal
to ∂M along the boundary and Uαβ(x0, t0) (1 ≤ α, β ≤ n − 1) is diagonal. Since
u− u = 0 on ∂sMT , we have
(3.27) Uαβ − Uαβ = −∇n(u− u)σαβ on ∂sMT .
where σαβ = 〈∇αeβ, en〉. Similarly,
(3.28) Uαβ −∇αβϕ− χαβϕ = −∇n(u− ϕ)σαβ on ∂sMT .
For an (n− 1)× (n− 1) symmetric matrix {rα,β} with (λ′({rα,β}), R) ∈ Γ, define
F˜ [rαβ ] := f(λ
′({rα,β}), R)
and
F˜ αβ0 =
∂F˜
∂rαβ
[Uαβ(x0, t0)].
We see that F˜ is concave since so is f , and therefore by (3.27),
∇n(u− u)(x0, t0)F˜ αβ0 σαβ(x0) ≥ F˜ [Uαβ(x0, t0)]− F˜ [Uαβ(x0, t0)] ≥ cR −mR.
Suppose that
∇n(u− u)(x0, t0)F˜ αβ0 σαβ(x0) ≤
cR
2
then mR ≥ cR/2 and we are done. So we shall assume
∇n(u− u)(x0, t0)F˜ αβ0 σαβ(x0) >
cR
2
.
Consequently,
(3.29) F˜ αβ0 σαβ(x0) ≥
cR
2∇n(u− u)(x0, t0) ≥ 2ǫ1cR
for some constant ǫ1 > 0 depending on max∂sMT |∇u|. By continuity we may assume
η := F˜ αβ0 σαβ ≥ ǫ1cR on M δT by requiring δ small (which may depend on the fixed R).
Define in M δT ,
(3.30) Φ = −∇n(u− ϕ) + Q
η
where
Q = F˜ αβ0 (∇αβϕ + χαβ − Uαβ(x0, t0))− ut − ψ + ut(x0, t0) + ψ(x0, t0)
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is smooth in M δT . By (3.5) we have
(3.31) LΦ ≤ − L∇nu+ C
(
1 +
∑
F ii
)
≤ C
(
1 +
∑
fi|λi|+
∑
fi
)
.
From (3.28) we see that Φ(x0, t0) = 0 and
(3.32) Φ ≥ 0 on M δT ∩ ∂sMT ,
since for (x, t) ∈ ∂sMT , by the concavity of F˜ ,
F˜ αβ0 (Uαβ(x, t)− Uαβ(x0, t0)) ≥ F˜ (U˜(x, t))− F˜ (U˜(x0, t0))
= F˜ (U˜(x, t))−mR − ut(x0, t0)− ψ(x0, t0)
≥ψ(x, t) + ut(x, t)− ut(x0, t0)− ψ(x0, t0).
On the other hand, on ∂bM
δ
T we have ∇n(u− ϕ) = 0 and therefore, by (3.32),
(3.33) Φ(x, 0) ≥ Φ(xˆ, 0)− Cd(x) ≥ −Cd(x),
where C depends on C1 bounds of ∇2ϕ(·, 0), ut(·, 0), ψ(·, 0) on M¯ , and xˆ ∈ ∂M
satisfies d(x) = dist(x, xˆ) for x ∈M ; when d(x) is sufficiently small, xˆ is unique.
Finally, note that |Φ| ≤ C in M δT . So we may apply Lemma 3.1 to derive Ψ +Φ ≥ 0
on ∂M δT and
(3.34) L(Ψ + Φ) ≤ 0 in M δT
for A1, A2, A3 sufficiently large. By the maximum principle, Ψ + Φ ≥ 0 in M δT . This
gives ∇nΦ(x0, t0) ≥ −∇nΨ (x0, t0) ≥ −C since Φ + Ψ = 0 at (x0, t0), and therefore,
∇nnu(x0, t0) ≤ C.
Consequently, we have obtained a priori bounds for all second derivatives of u at
(x0, t0). It follows that λ(U(x0, t0)) is contained in a compact subset (independent of
u) of Γ by assumptions (1.4). Therefore,
c0 ≡ f(λ(U(x0, t0)) +Ren)− f(λ(U(x0, t0)))
2
> 0
where en = (0, . . . , 0, 1) ∈ Rn. By Lemma 1.2 in [1] we have
m˜ ≥mR′ ≥ f(λ(U(x0, t0)) +R′en)− c0 − f(λ(U(x0, t0))) ≥ c0
for R′ ≥ R sufficiently large. The proof of (1.14) in Theorem 1.1 is complete.
Remark 3.2. When M is a bounded smooth in Rn, one can make use of an identity
in [1], and modify the operator L, to derive the boundary estimates without using
assumption (1.13). We omit the proof here since it is similar to the elliptic case in [7]
which we refer the reader to for details.
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4. Existence and C1 estimates
In order to prove Theorem 1.9 it remains to derive the C1 estimate
(4.1) |u|C0(MT ) + max
M¯×[t0,T ]
(|∇u|+ |ut|) ≤ C
for any t0 ∈ (0, T ), where C may depend on t0. Indeed, by assumption (1.4) we see
that equation (1.1) becomes uniformly parabolic once the C2,1 estimate
|u|C2,1(M¯×[t0,T ]) ≤ C
is established, which yields |u|C2+α,1+α/2(M¯×[t0,T ]) ≤ C by Evans-Krylov theorem [3, 13]
(see e.g. [15]). Higher order estimates now follow from the classical Schauder theory of
linear parabolic equations, and one obtains a smooth admissible solution in 0 ≤ t ≤ T
by the short time existence and continuation. We refer the reader to [15] for details.
Let h ∈ C2(M¯T ) be the solution of ∆h + trχ = 0 in M¯T with h = ϕ on ∂MT . By
the maximum principle we have u ≤ u ≤ h which gives a bound
(4.2) |u|C0(MT ) +max∂MT |∇u| ≤ C.
For the bound of ut we have the following maximum principle.
Lemma 4.1.
(4.3) |ut(x, t)| ≤ max
∂MT
|ut|+ t sup
MT
|ψt|, ∀ (x, t) ∈ M¯T
Moreover, if there is a convex function in C2(M¯) then
(4.4) sup
MT
|ut| ≤ max
∂MT
|ut|+ C sup
MT
|∇2ψ|
where C is independent of T .
Proof. We have the following identities: Lut = ψt and
|L(ut + ψ)| = |F ij∇ijψ| ≤ |∇2ψ|
∑
F ii.
So Lemma 4.1 is an immediate consequence of the maximum principle. 
It remains to derive the gradient estimate
(4.5) sup
MT
|∇u|2 ≤ C
(
|u|C0(MT ) + sup
∂MT
|∇u|2
)
in each of the cases (i)-(iv) in Theorem 1.9. We shall omit case (i) which is trivial,
and consider cases (ii)-(iv) following ideas from [14, 17, 6] in the elliptic case.
Let φ be a function to be chosen and assume that |∇u|eφ achieves a maximum at
an interior point (x0, t0) ∈ MT . As before we choose local orthonormal frames at x0
such that both Uij and F
ij are diagonal at (x0, t0) where
(4.6)
∇ku∇kut
|∇u|2 + φt ≥ 0,
∇ku∇iku
|∇u|2 +∇iφ = 0, ∀ i = 1, · · · , n,
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(4.7) F ii
∇ku∇iiku+∇iku∇iku
|∇u|2 − 2F
ii (∇ku∇iku)2
|∇u|4 + F
ii∇iiφ ≤ 0.
We have for any 0 < ǫ < 1,∑
k
(∇iku)2 =
∑
k
(Uik − χik)2 ≥ (1− ǫ)U2ii −
C
ǫ
.
and (∑
k
∇ku∇iku
)2
≤ (1 + ǫ)|∇iu|2U2ii +
C
ǫ
|∇u|2.
Let ǫ = 1
3
and J = {i : 2(n + 2)|∇iu|2 > |∇u|2}; note that J 6= ∅. By (4.6) and (4.7)
we obtain
(4.8)
1
3
F iiU2ii − 2|∇u|2
∑
i∈J
F ii|∇iφ|2 + |∇u|2(F ii∇iiφ− φt)
≤ C(1−K0|∇u|2)
∑
F ii + C|∇u|
where K0 = infk,lRklkl.
Let
φ = − log(1− bv2) + A(u+ w − Bt)
where v is a positive function, A, B and b are constant, all to be determined; b will
be chosen sufficiently small such that 14bv2 ≤ 1 in MT , while A = 0 in cases (ii) and
(iii). By straightforward calculations,
∇iφ = 2bv∇iv
1− bv2 + A∇i(u+ w), φt =
2bvvt
1− bv2 + A(ut − B)
and
∇iiφ = 2bv∇iiv + 2b|∇iv|
2
1− bv2 +
4b2v2|∇iv|2
(1− bv2)2 + A∇ii(u+ w)
=
2bv∇iiv
1− bv2 +
2b(1 + bv2)|∇iv|2
(1− bv2)2 + A∇ii(u+ w).
Plugging these into (4.8), we obtain
(4.9)
1
3
F ii U2ii + |∇u|2
∑
i∈J
F ii
(b(1 − 7bv2)|∇iv|2
(n + 2)(1− bv2)2 − CA
2
)
+
2bv|∇u|2
1− bv2 (F
ii∇iiv − vt) + A|∇u|2(F ii∇ii(u+ w)− ut +B)
≤C(1−K0|∇u|2)
∑
F ii + C|∇u|.
In both cases (ii) and (iv) we take
v = u− u+ sup
M¯T
(u− u) + 1 ≥ 1.
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Let µ = λ(∇2u(x0, t0)+χ(x0)), λ = λ(∇2u(x0, t0)+χ(x0)) and β as in (2.24). Suppose
first that |νµ − νλ| ≥ β. By Lemma 2.2 and the assumptions that
∑
fiλi ≥ 0 and
∇2w ≥ χ we see that,
F ii∇ii(u+ w)− ut +B ≥ F ii∇iiv − vt + (B − ut) ≥ ε
∑
F ii + ε+ (B − ut)
for some ε > 0. Let A = A1K
−
0 /ε, K
−
0 = max{−K0, 0} and fix A1, B sufficiently
large. A bound |∇u| ≤ C follows from (4.9) in both cases (ii) and (iv).
We now consider the case |νµ − νλ| < β. By (2.26) and (4.9) we see that if |∇u| is
sufficiently large,
(4.10)
β√
n
(|λ|2 + c1|∇u|4)
∑
F ii ≤ F iiU2ii + 2c1|∇u|4
∑
i∈J
F ii
≤ C(1−K0|∇u|2)
∑
F ii + C|∇u|
where c1 > 0.
Suppose |λ| ≥ R for R sufficiently large. Then
(4.11)
β√
n
(|λ|2 + c1|∇u|4)
∑
F ii ≥ 2β|λ|
√
c1√
n
|∇u|2
∑
F ii ≥ c2|∇u|2
for some uniform c2 > 0. We obtain from (4.10) and (4.11) a bound for |∇u(x0, t0)|.
Suppose now that |λ| ≤ R. Then ∑F ii has a positive lower bound by (3.18) and
(3.19). Therefore a bound |∇u(x0, t0)| follows from (4.10) again. This completes the
proof of (4.5) in cases (ii) and (iv).
For case (iii) we choose A = 0 and
(4.12) φ = (u− inf
MT
u+ 1)2.
By (4.9)
(4.13) |∇u|4
∑
i∈J
F ii ≤ C(1−K0|∇u|2)
∑
F ii + C|∇u|.
By (4.6) we see that Uii ≤ 0 for each i ∈ J if |∇u| is sufficiently large, and a bound
for |∇u(x0, t0)| therefore follows from (4.13) and assumption (1.20).
5. Appendix: Proof of Lemma 2.5
In this Appendix we present a proof of Lemma 2.5 (Theorem 5.10) for the reader’s
convenience. The basic ideas of the proof are adopted from [6].
For σ ∈ R define
Σσ := {(λ, p) ∈ Γ× R : f(λ)− p > σ}.
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Let ∂Σσ be the boundary of Σσ and Tλˆ∂Σ
σ denote the tangent hyperplane to ∂Σσ at
λˆ ∈ ∂Σσ . The unit normal vector to ∂Σσ at λˆ is given by
νλˆ =
(Df(λ),−1))√
1 + |Df(λ)|2 .
In addition, for µˆ ∈ Γ× R let
Sˆσµˆ := {λˆ ∈ ∂Σσ : (µˆ− λˆ) · νλˆ ≤ 0},
B+σ := {µˆ ∈ Γ× R : Sˆσµˆ ∩ Γ× {a} is compact, ∀ a ∈ R},
V σ := B+σ \ Σσ,
and for µˆ ∈ V σ,
B+σ (µˆ) = {tλˆ+ (1− t)µˆ : λˆ ∈ Sˆσµˆ , 0 ≤ t ≤ 1}.
For convenience we shall write λˆ = (λ, p), µˆ = (µ, q) and f˜(λˆ) = f(λ) − p in this
section.
Lemma 5.1. Let δ > 0, µˆ ∈ V σ. Then
Hµˆ(R) := min
λˆ∈∂Σσ∩{|λ|=R,|p−q|≤δ}
(µˆ− λˆ) · νλˆ > 0
for
R > Rµˆ := max
(λ,p)∈Sˆσµˆ∩Γ×[q−δ,q+δ]
|λ|.
Lemma 5.2. Let µˆ ∈ V σ. Then B+σ (µˆ) ⊂ V σ and B+σ (µˆ′) ⊂ B+σ (µˆ) for µˆ′ ∈ B+σ (µˆ).
Proof. Let µˆt = tλˆ+ (1− t)µˆ for t ∈ [0, 1] and λˆ ∈ Sˆσµˆ . Since ∂Σσ is convex,
(µˆt − ζˆ) · νζˆ = (1− t)(µˆ− ζˆ) · νζˆ + t(λˆ− ζˆ) · νζˆ
> t(λˆ− ζˆ) · νζˆ ≥ 0, ∀ ζˆ ∈ ∂Σσ \ Sˆσµˆ .
This shows Sˆσµˆt ⊂ Sˆσµˆ and therefore µˆt ∈ V σ. Clearly B+σ (µˆ) ⊂ B+σ (µˆ). 
Lemma 5.3. The cone B+σ is open.
Proof. Let µˆ ∈ V σ and a ∈ R. Since Sˆσµˆ∩Γ×{a} is compact, Sˆσµˆ ∩Γ×{a} ⊂ BR×{a}
for sufficiently large R. Therefore
α :=
1
2
√
n
min
ζˆ∈∂Σσ∩∂BR×{a}
(µˆ− ζˆ) · νζˆ > 0
and
(µˆ− α1ˆ− λˆ) · νλˆ ≥ −
√
nα + (µˆ− λˆ) · νζˆ ≥
√
nα > 0, ∀ λˆ ∈ ∂Σσ ∩ ∂BR × {a}
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where 1ˆ = (1, 0) ∈ Rn+1. This proves that Sˆσ
(µˆ−α1ˆ)
∩ Γ× {a} ⊂ ∂Σσ ∩ BR × {a} and
hence µˆ− α1ˆ ∈ V σ. On the other hand, for any λˆ ∈ Sˆσµˆ ∩ Γ× {a},
(µˆ− α1ˆ− λˆ) · νλˆ ≤ − α1ˆ · νλˆ = −
α
∑
fi(λ)√
1 + |Df |2 < 0.
So B+σ (µˆ) ⊂ B+σ (µˆ−α1ˆ) ⊂ V σ. Clearly B+σ (µˆ−α1ˆ) contains a ball centered at µˆ. 
Lemma 5.4. Let K be a compact subset of V σ = B+σ \ Σσ. Then, for any δ > 0,
sup
µˆ∈K
max
λˆ∈Sˆσµˆ∩Γ×[a−δ,b+δ]
|λ| <∞.
where a = min{q|µˆ ∈ K}, b = max{q|µˆ ∈ K}.
Proof. Suppose this is not true. Then for each integer k ≥ 1 there exists µˆk ∈ K and
λˆk ∈ Sˆσµˆk ∩ Γ× [a− δ, b+ δ] with |λk| ≥ k. By the compactness of K we may assume
µˆk → µˆ ∈ K as k →∞. Thus
lim sup
k→∞
(µˆ− λˆk) · νλˆk = lim sup
k→∞
(µˆ− µˆk) · νλˆk + lim sup
k→∞
(µˆk − λˆk) · νλˆk ≤ 0.
On the other hand, by Lemma 5.1 there exists ǫ > 0 such that
(µˆ− λˆk) · νλˆk ≥ ǫ, ∀ k > max
λˆ∈Sˆσµˆ∩Γ×[q−δ,q+δ]
|λ|.
This is a contradiction. 
Let µˆ ∈ Σσ and λˆ ∈ ∂Σσ. By the convexity of ∂Σσ, the open segment
(µˆ, λˆ) := {tµˆ+ (1− t)λˆ : 0 < t < 1}
is completely contained in either ∂Σσ or Σσ by condition (1.2). Therefore,
f˜(tµˆ+ (1− t)λˆ) > σ, ∀ 0 < t < 1
unless (µˆ, λˆ) ⊂ ∂Σσ which is equivalent to Sˆσµˆ = Sˆσλˆ .
For µˆ ∈ Σσ, δ > 0 and R > |µ| let
ΘR(µˆ) := inf
λˆ∈{|λ|=R,|p−q|≤δ}∩∂Σσ
max
0≤t≤1
f˜(tµˆ+ (1− t)λˆ)− σ ≥ 0.
Clearly ΘR(µˆ) = 0 if and only if (µˆ, λˆ) ⊂ ∂Σσ for some λˆ ∈ {|λ| = R, |p−q| ≤ δ}∩∂Σσ ,
since the set {|λ| = R, |p− q| ≤ δ} ∩ ∂Σσ is compact.
Lemma 5.5. For µˆ ∈ Σσ,ΘR(µˆ) is nondecreasing in R. Moreover, if ΘR0(µˆ) > 0 for
some R0 ≥ |µ| then ΘR′(µˆ) > ΘR(µˆ) for all R′ > R ≥ R0.
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Proof. We shall write ΘR = ΘR(µˆ) when there is no possible confusion. Suppose
ΘR0(µˆ) > 0 for some R0 ≥ |µ|. Let R′ > R ≥ R0 and assume that ΘR′ is achieved at
λˆR′ ∈ {λˆ ∈ Γ× R||λ| = R′, |p− q| ≤ δ} ∩ ∂Σσ, that is,
ΘR′ = max
0≤t≤1
f˜(tµˆ+ (1− t)λˆR′)− σ.
Let P be the (two dimensional) plane through µˆ, λˆR′ and the point of (0, q). There
is a point λˆR ∈ {|λ| = R, |p − q| ≤ δ} which lies on the curve P ∩ Σσ. Note that
µˆ, λˆR and λˆR′ are not on a straight line, for (µˆ, λˆR) can not be part of (µˆ, λˆR′) since
ΘR0 > 0 and ∂Σ
σ is convex. We see that
max
0≤t≤1
f˜(tµˆ+ (1− t)λˆR)− σ < ΘR′
by condition (1.2). This proves ΘR < ΘR′ . 
Lemma 5.6. Let µˆ ∈ ∂Σσ ∩ B+σ and δ > 0. Then
ΘR(µˆ) > 0, ∀R > max
λˆ∈Sˆσµˆ∩Γ×[q−δ,q+δ]
|λ|.
Proof. This is obvious. 
Lemma 5.7. For µˆ ∈ ∂Σσ ∩ B+σ and δ > 0, let Nµˆ = 2maxλˆ∈Sˆσµˆ∩Γ×[q−δ,q+δ] |λ|. Then
for any λˆ ∈ ∂Σσ with |p− q| ≤ δ, when |λ| ≥ Nµˆ,
(5.1)
∑
fi(λ)(µi − λi)− (q − p) ≥ ΘNµˆ(µˆ) > 0.
Proof. By the concavity of f˜ with respect to λˆ,∑
fi(λ)(µi − λi)− (q − p)
≥ max
0≤t≤1
f˜(tµˆ+ (1− t)λˆ)− σ, ∀ µˆ, λˆ ∈ ∂Σσ.
So Lemma 5.7 follows from Lemma 5.5 and Lemma 5.6. 
Lemma 5.8. Let K be a compact subset of ∂Σσ ∩ B+σ and η > 0. Define
a = min{q|µˆ ∈ K}, b = max{q|µˆ ∈ K}, δ = |b− a|+ η
NK := sup
µˆ∈K
Nµˆ, ΘK := inf
µˆ∈K
ΘNK µˆ.
Then for any λˆ ∈ ∂Σσ ∩ Γ× [a− η, b+ η], when |λ| ≥ NK ,
(5.2)
∑
fi(λ)(µi − λi)− (q − p) ≥ ΘK > 0, ∀ µˆ ∈ K.
Proof. From Lemma 5.4 we see that NK <∞ and consequently,
ΘK := inf
µˆ∈K
inf
λˆ∈{|λ|=NK ,|p−q|≤δ}∩∂Σσ
max
0≤t≤1
f˜(tµˆ+ (1− t)λˆ)− σ > 0
by the continuity of f˜ . Now (5.2) follows from Lemma 5.7. 
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Theorem 5.9. Let δ > 0, µˆ = (µ, p) ∈ B+σ and 0 < ε < 12dist (µˆ, ∂B+σ ). There exist
positive constants θµˆ, Rµˆ such that for any λˆ = (λ, q) ∈ ∂Σσ with |p − q| ≤ δ, when
|λ| ≥ Rµˆ,
(5.3)
∑
fi(λ)(µi − λi)− (q − p) ≥ θµˆ + ε
∑
fi(λ).
Proof. We first note that µˆε := µˆ − ε1ˆ ∈ B+σ . If µˆε ∈ Σσ then ΘR0(µˆε) > 0 for some
R0 > 0. By Lemma 5.7 we see (5.3) hold when |λ| ≥ R0.
Suppose now that µˆε ∈ B+σ \ Σσ and λˆ ∈ ∂Σσ \ Sˆσµˆε with |p − q| ≤ δ. the segment
(µˆε, λˆ) goes through Sˆσµˆε ∩ Γ× [q − δ, q + δ] at a point λˆ′. By the concavity of f˜ and
Lemma 5.8 applied to K = Sˆσµˆε ∩ Γ× [q − δ, q + δ], we obtain∑
f˜i(λˆ)(µˆ
ε
i − λˆi) ≥
∑
f˜i(λˆ)(λˆ
′
i − λˆi) ≥ ΘK > 0.
This proves (5.3) for θµˆ = min{ΘR0,ΘK}, Rµˆ = max{R0, NK}. 
Theorem 5.10. Let K be a compact subset of Γ×R, η > 0, and let a, b, δ be defined
as in Lemma 5.8. Suppose that Sˆσµˆ [a, b] := Sˆ
σ
µˆ ∩ Γ× [a, b] is compact for any µˆ ∈ K.
Then there exist ε, θK , RK > 0 such that for any λˆ ∈ ∂Σσ ∩ Γ × [a − η, b + η], when
|λ| ≥ RK,
(5.4)
∑
fi(λ)(µi − λi)− (q − p) ≥ θK + ε
∑
fi(λ), ∀ µˆ ∈ K.
Furthermore, for any closed interval [c, d], θK and RK can be chosen so that (5.4)
holds uniformly in σ ∈ [c, d].
Proof. Let K1 = {µˆ ∈ K : µˆ3ε/2 ∈ Σσ}, K2 = {µˆ ∈ K : µˆ3ε/2 ∈ V σ} and
W := ∪µˆ∈K2Sˆσµˆ3ε/2 .
By the concavity of f˜ and compactness on K1 we have
(5.5)
∑
f˜i(λˆ)(µˆ
ε
i − λˆi) ≥ f˜(µˆε)− f˜(λˆ)
≥ min
ζˆ∈K1
f˜(ζˆε)− σ > 0, ∀ µˆ ∈ K1, λˆ ∈ ∂Σσ.
Next, by Lemma 5.4,
R0 := sup
(ζ,r)∈W∩Γ×[a,b]
|ζ | <∞.
So W¯ ∩ Γ × [a, b] is a compact subset of B+σ ∩ ∂Σσ . Applying Lemma 5.8 to W¯ , we
obtain for any λˆ ∈ ∂Σσ ∩ Γ× [a, b] with |λ| ≥ 2R0,
(5.6)
∑
f˜i(λˆ)(µˆ
ε
i − λˆi) ≥ min
ζˆ∈W¯∩Γ×[a,b]
∑
f˜i(λˆ)(ζˆi − λi) ≥ ΘW¯ , ∀ µˆ ∈ K2
since the segment (µˆ3ε/2, λˆ) must intersect W ∩Γ× [a, b]. Now (5.4) follows from (5.5)
and (5.6).
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Finally, we note that θK and RK can be chosen so that they continuously depends
on σ. This can be seen from the fact that the hypersurface {∂Σσ : σ ∈ [c, d]} form a
smooth foliation of the region bounded by ∂Σc and ∂Σd in Γ× R, which also implies
that the distant function dist(µˆ, ∂B+σ ) also depends continuously on σ. 
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