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1 Introdution
Il y a 40 ans, Grothendiek introduisait la théorie des motifs purs, ave pour ambition
d'une part de réaliser une théorie ohomologique universelle qui dérit la ohomologie des
variétés projetives lisses, dont les diérentes inarnations seraient les ohomologies de
Weil qui sont à notre disposition : Betti, l-adique, rigide, de Rham, appelés fonteur de
réalisation. D'autre part, il s'agissait d'élaborer une théorie de Galois pour les nombres
transendants.
Cette théorie débute sans doute ave le formalisme tannakien développé dans Saavedra
[24℄, suivant les idées de Grothendiek, où à la n est énoné tout un faiseau de onje-
tures sur les motifs dits purs. Cette théorie est un analogue linéaire de la théorie pronie
du pi1 développée dans SGA 1. Un des résultats prinipaux est qu'une atégorie tensorielle
k-linéaire, muni d'un fonteur bre neutre ([1,10,24℄ pour les dénitions), dite tannakienne,
est équivalente à la atégorie de représentations d'un groupe proalgébrique. La atégorie
des motifs purs devrait former une telle atégorie et le groupe tannakien qui lui est anoni-
quement assoié serait le groupe de Galois motivique. Malheureusement, une telle atégorie
n'est pas disponible pour le moment, prinipalement à ause des onjetures standards qui
restent très largement ouvertes depuis plus de 40 ans.
Dans les années 80, Deligne et Beilinson élaborent un vaste programme pour onstruire
la atégorie des motifs mixtes qui eux, sont ensés dérire la ohomologie de toutes les varié-
tés. Deligne propose de onstruire une atégorie DMgm(k), la atégorie dérivée des motifs
mixtes, munie d'une t-struture naturelle où l'on retrouverait les motifs mixtes en prenant
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le oeur de ette t-struture. Cette atégorie serait également munie de fonteurs de réali-
sation, issus des diérentes théories ohomologiques. Construire la atégorie dérivée semble
plus faile dans la mesure où l'on regarde simultanément tous les groupes de ohomologie
et don on peut se dispenser des problèmes liés à l'algébriité des projeteurs de Künneth.
Une telle entreprise a été menée à bien par Voevodsky ([32℄), Levine ([20℄) et Hanamura
qui ont proposé haun une onstrution d'un atégorie ave des bonnes proriétés.
Il fallait maintenant munir haune de es onstrutions de réalisations. Levine les a
onstruit pour sa atégorie de motifs mixtes et don, par omparaison ave la aratéris-
tique nulle ave la onstrution de Voevodsky, on dispose indiretement de tels fonteurs.
Néanmoins, il apparaît préférable de ne pas passer par e détour et d'obtenir les transferts
diretement sur les omplexes onernés.
Huber, dans [14℄, onstruit un fonteur de réalisation, en passant par une atégorie
intermédiaire appelée atégorie des sytèmes de réalisations, valable pour tout orps k, qui
nous fournit les réalisations de Betti, l-adique et de Hodge (le as rigide n'est pas traité).
Néanmoins, Deligne-Gonharov [10℄ signalent qu'en e qui onerne la réalisation de Hodge,
la littérature n'est pas satisfaisante à e sujet et ébauhent une onstrution pour l'obtention
d'un tel fonteur.
Dans e mémoire, il s'agit de onstruire un fonteur de réalisation de de Rham pour les
motifs mixtes géométriques de Voevodsky. La méthode présentée ii est elle esquissée dans
Deligne-Gonharov. Elle onsiste à mettre des transferts sur le omplexe de de Rham loga-
rithmique et une fois veriée l'invariane homotopique et la suite de Mayer-Vietoris pour la
ohomologie de de Rham ainsi que quelques autres hypothèses mineures, on pourra onlure.
Ce travail se déompose de la façon suivante, premièrement les propriétés et les onjetures
qui existent au niveau des motifs purs pour motiver la onstrution ; deuxièmement, l'in-
trodution de la atégorie des orrespondanes nies et des motifs mixtes géométriques.
Ensuite, nous aurons besoin de résultats tehniques sur la loalisation des orrespondanes
nies an de mettre des transferts sur la résolution de Godement d'un faiseau. Une fois ei
fait, il ne reste plus qu'à mettre des transferts sur la ohomologie de de Rham, ela s'étendra
alors aux résolutions asques anoniques et le reste ensuite ne sera plus que formel.
Il y a à noter que dernièrement, les travaux de Leomte-Wah [19 bis℄ et de Cisinski-
Déglise [5℄ proposent une dénition alternative d'un tel fonteur, mais dans les deux as,
pour le moment ils ne disposent pas des poids pour le fonteur de réalisation. Néanmoins,
en e qui onerne Cisinski-Déglise, leur formalisme de ohomologie de Weil mixte leur
permet en revanhe d'obtenir une réalisation rigide, mais à nouveau se pose le problème de
la bonne atégorie de oeients (en partiulier, le fonteur n'arrive pas dans la atégorie
dérivée des F-isoristaux).
Je voudrais remerier M.Levine, qui a dirigé e mémoire et P.Gille qui a bien aepté
d'être mon direteur en Frane. Je remerie également, F.Leomte, J.Riou et C.Soulé pour
avoir aepté de partiiper à mon jury. Ce travail a été réalisé durant mon séjour à l'Uni-
versité de Northeastern, Boston, à laquelle je tiens à exprimer ma sinère gratitude. Enn,
meri à Frank Gabriel, mon ompagnon d'infortune.
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2 Motifs purs
Dans ette setion, on rappelle un ertain nombre de propriétés des motifs purs qui
justient en partie l'étude des réalisations pour les motifs mixtes. L'autre partie, onsistant
en l'étude des régulateurs, sera abordée plus tard.
2.1 Relations d'équivalene
On note P(k) la atégorie des shémas projetifs lisses sur k, un orps. Dans le as
d'une intersetion transverse, on sait dénir le produit d'intersetion de deux yles algé-
briques. La notion d'équivalene adéquate nous permet d'étendre à tous les yles e produit
d'intersetion. Pour tout anneau ommutatif R, on pose Zr(X)R := Z
r(X) ⊗R.
Dénition 1 Une relation d'équivalene ≈ sur les yles algébriques est dite adéquate si
elle vérie les axiomes suivants pour X,Y dans P(k) :
(1) ≈ est ompatible à la struture R-linéaire et à la graduation sur les yles.
(2) pour tous α, β ∈ Z•(X)R, il existe α
′ ≈ α tel que α′ et β se oupent proprement.
(3) pour tout α dans Z•(X)R et tout γ ∈ Z
•(X × Y )R oupant proprement pr
∗
1(α), on a :
α ≈ 0⇒ γ∗(α) := pr2∗(γ.pr
∗
1(α)) ≈ 0.
On note Z•≈(X)R := Z
•(X)R/ ≈ qui en fait une R-algèbre graduée ommutative.
Les éléments de ZdimX+r≈ (X ×Y )R sont appelés les orrespondanes de degré r. La formule
g ◦ f = p13∗(p
∗
12(f).p
∗
23(g))
fournit une loi de omposition asoiative (f Fulton) pour les orrespondanes modulo ≈ :
ZdimX+r≈ (X × Y )R ⊗Z
dimY+s
≈ (Y × Z)R → Z
dimX+r+s
≈ (X × Z)R
On a alors en partiulier que ZdimX≈ (X ×X)R est une algèbre en général non ommu-
tative. L'unité est la lasse de la diagonale et elle est munie d'une anti-involution donnée
par la transposée.
Exemples de relations d'équivalene :
-équivalene rationnelle : Un yle α est dit rationnellement à 0 si il existe β ∈ Z•≈(X× P
1)R
tel que β(0) et β(∞) et que α = β(0)−β(∞). Ils donnent lassiquement les groupes de Chow.
-équivalene numérique : Soit α ∈ Zr≈(X)R on a : α ≈num 0⇔ ∀β ∈ Z
r
≈(X)R, deg(α.β) = 0.
-équivalene homologique, (f i-dessous). On va rappeler d'abord l'axiomatique des oho-
mologies de Weil.
Dénition 2 Soit F un orps de oeients de aratéristique nulle. Une ohomologie de
Weil est un fonteur H : P(k)op → V ecGrF ave les propriétés et données additionnelles
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suivantes :
(1) H est un ⊗-fonteur, nous avons une formule de Künneth :
H(X)⊗H(Y ) = H(X × Y ) pour X,Y dans P(k).
(2) H(X) est en degrés positifs.
(3) ∀X,Y ∈ P(k), on a un isomorphisme anonique H(X
∐
Y ) = H(X)⊕H(Y ).
(4) Le F-espae vetoriel H2(P1) est de dimension 1, son dual est noté F (1). Pour tout
F-espae vetoriel V, n un entier, on pose V (n) = V ⊗ F⊗n.
(5) ∀X ∈ P(k) de dimension d, il existe une appliation trae multipliative Tr : H2d(X)(d)→ F
qui induit un aouplement parfait de Poinaré :
H2d−i(X)(d) ×H i(X)→ H2d(X)(d) → F .
(6) Il existe un morphisme lasse de yles cl : CH•(X)→ H2∗(X)(∗) ontravariant en
X ∈ P(k), ompatible aux produits et normalisé par la trae de telle façon que l'appliation
sur les zéros-yles est donné par le degré.
(7) cl([∞]) est donné par H2(P1)(1).
Dénition 3 Un yle x ∈ CHd(X)F est homologiquement équivalent à zéro (selon une
ohomologie de Weil xée H) si cl([x]) = 0. Cela dénit une équivalene adéquate.
Exemples : - Cohomologie de Weil lassiques :
(1) Pour tout premier l inversible dans k et k¯ une loture séparable de k, la ohomologie
étale H•et(Xk¯,Ql) est une ohomologie de Weil à oeients dans Ql.
(2) Si k est de aratéristique nulle, la ohomologie de de Rham algébrique H•dR(X/k) est
une ohomologie de Weil à oeients dans k.
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(3) Si σ : k → C est un plongement omplexe, la ohomologie de Betti H•B(X,Q) est une
ohomologie de Weil à oeients dans Q.
(4) Si k est de aratéristique p, la ohomologie ristalline H•cris(X) est une ohomologie
de Weil à oeients dans W (k)[1p ].
Lemme 1 ≈rat est l'équivalene adéquate la plus ne et ≈num la plus grossière.
2.2 Catégories de motifs purs
Dénition 4 On note Moteff≈ (k) l'enveloppe pseudo-abélienne de la atégorie suivante :
Les objets sont les k-shémas lisses projetifs et les morphismes donnés par ZdimX≈ (X× Y )F
(si X onnexe, sinon, faire la somme sur les omposantes onnexes) ave omme loi de
omposition, elle dénie i-dessus. Elle onsiste en les motifs purs eetifs.
Remarque :
-On a un fonteur naturel h de P(k) de Moteff≈ (k) en prenant les mêmes objets et en
assoiant à f : X → Y le graphe de f dont on a vu que 'était une orrespondane de
degré zéro.
-Un point rationnel fournit une déomposition du motif de P1 : h(P1) = 1⊕ L ou L est le
motif de Lefshetz et 1 le motif de Spe(k), dit motif trivial.
Dénition 5 En inversant le motif de Lefshetz, on obtient la atégorie des motifs purs.
Elle est notée Mot≈(k). Dans le as de l'équivalene rationnelle, on parle de motifs de
Chow, noté CHM(k)Q et de motifs numériques dans le as de l'équivalene numérique.
Etant donné que l'équivalene rationnelle est la plus ne, on a toujours un fonteur de :
CHM(k)Q →Mot≈(k).
Chaune des ohomologies de Weil à oeients dans K fournit un fonteur ontrava-
riant des motifs purs vers les K-espaes vetoriels gradués. On a le diagramme suivant :
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CHM(k)Q
ret,l
xxqqq
qq
qq
qq
qq
rDR

rB
&&MM
MM
MM
MM
MM
M
rcris
++VVVV
VVV
VVV
VVV
VVV
VVV
V
V ecGrQl V ecGrk V ecGrQ V ecGrW (k)[ 1p ]
On remarquera que pour un orps de base xé k, toutes es ohomologies de Weil ne
sont pas valables, par exemple elle de Betti en aratéristique p.
Ces fonteurs se fatorisent par la atégorie des motifs homologiques Mothom(k)Q.
Un motif pur M (pour une relation d'équivalene quelonque) est généralement représenté
par ph(X)(r) où p est un projeteur algébrique et r un entier.
On a alors une struture tensorielle sur Mot≈(k) donnée par :
ph(X)(r) ⊗ qh(Y )(s) := (p ⊗ q)h(X ×X ′)(r + s).
De plus, on a une notion naturelle de dual donnée par : ph(X)(r)ˇ =t ph(X)(d − r) qui
fait de Mot≈(k) une ⊗-atégorie rigide.
Attardons nous un peu sur deux atégories de motifs partiulières ; les motifs homolo-
giques et numériques. Parmi tous les projeteurs, eux qui joueront un rle lé seront eux
dit de Künneth ; étant xé une ohomologie de Weil H, ils orrespondent à la projetion de
H•(X) vers H i(X), notée pii,X .
On a à e propos une des onjetures standard suivantes :
Conjeture (Grothendiek) : Les projeteurs de Künneth pii,X sont des orrespondanes
algébriques.
Donnons quelques expliations à propos de ette onjeture. Sous ette onjeture, les pii,X
forment un système omplet de projeteurs d'orthogonaux. On pose hi(X) = pii,Xh(X).
On dispose alors de la graduation par le poids pour tout motif M := ph(X)(r) déoupe sur
X, on a une déomposition M = ⊕ph2r+i(X)(r). Une telle déomposition vaut a fortiori
pour une équivalene plus grossière, en partiulier pour l'équivalene numérique.
Dans le as des motifs numériques, on a la propriété suivante dûe a Jannsen :
Théorème 1 (Jannsen, [16℄) La atégorie Motnum(k)Q des motifs numériques est abé-
lienne semi-simple. On a de plus les équivalenes suivantes :
(i) Mot≈(k) est abélienne semi-simple.
(ii) ZdimX≈ (X ×X)Q est une Q-algèbre semi-simple de dimension nie.
(iii) ≈=≈num.
Le lien entre les motifs homologiques et numériques vient de la onjeture suivante.
8
Conjeture (Grothendiek) : L'équivalene homologique et l'équivalene numérique
oïnident.
Remarque : On sait que ette onjeture est vraie pour les variétés abéliennes en
aratéristique nulle (f [19 bis℄). La onjeture assoiée ave la proposition i-dessus, ainsi
que l'algébriité des projeteurs, fait de la atégorie des motifs numériques une atégorie
tannakienne semi-simple.
Comme on l'a vu, on a toute une famille de réalisations des motifs purs numériques vers
des espaes vetoriels gradués, mais il s'avère que l'on a des strutures enrihies dans les
atégories d'arrivée que nous allons passer en revue.
Cohomologie étale :
On a une ation naturelle du groupe de Galois Gal(k¯/k) sur H•et(Xk¯,Ql) et pour tout entier
q, on a don une représentation ontinue du groupe proni Gal(k¯/k), Hqet(Xk¯,Ql). De plus,
Ql(1) est isomorphe en tant que représentation galoisienne a Zl(1)[
1
l ] ou Zl(1) := lim←−ν
µlν (k¯).
On a alors que le fonteur de réalisation de Motrat(k)→ V ecGrQl , s'enrihit dans la até-
gorie des Ql-représentations ontinues de Gal(k¯/k).
Cohomologie de de Rham algébrique :
On a une suite spetrale d'hyperohomologie Epq2 = H
q(X,ΩpX/k) ⇒ H
p+q
DR (X/k) On a
alors anoniquement une ltration F issue de la suite spetrale sur H iDR(X/k). Le alul
de H2(P1/k) montre qu'il est isomorphe à k en degré de Hodge 1.
Réalisation de Betti :
k un sous-orps de C, X ∈ P(k). Par la théorie de Hodge, pour tout i ≥ 0, on a une
déomposition de H iDR(X(C)). Par le théorème de omparaison Betti-de Rham, on a une
déomposition anonique :
H iB(X) ⊗ C = ⊕p+q=iH
p,q
ave
¯Hp,q = Hq,p
Dénition 6 Une Q-struture de Hodge pure de poids n est un Q-espae vetoriel de di-
mension nie ave une déomposition du omplexié : VC = ⊕p+q=nV
p,q
ave
¯V p,q = V q,p.
La ltration de Hodge sur VC est dénie par F
pVC =
∑
p′≥p V
n−p′,p′
.
On note SHQ la atégorie des strutures de Hodge pures. C'est une atégorie tannakienne
ave omme fonteur bre, le fonteur d'oubli. Cette fois-i le fonteur s'enrihit à travers
SHQ.
Cohomologie ristalline :
Les groupes de ohomologie ristalline H•cris(X) = H
•
cris(X/W (k))[
1
p ] sont anoniquement
munis d'une ation semi-linéaire du Frobenius φ : H•cris(X)→ H
•
cris(X).
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2.3 Groupes de Galois motiviques
Commenons par quelques rappels de théorie tannakienne (f [9℄,[24℄ pour plus de dé-
tails). Soit F un orps et soit T une ⊗-ategorie rigide abélienne ave End(1) = F . Un
fonteur bre sur T est un ⊗-fonteur exat dèle :
ω : T → V ecK où K est une extension de F. Si un tel fonteur existe, on dit que T est une
atégorie tannakienne.
On dénit alors un K-shéma en groupes ane G = Aut⊗ω. Dans le as où le fonteur
bre est neutre, i-e K=F, ω s'enrihit en une équivalene de ⊗-atégories rigides :
ω : T → RepFG où RepFG désigne la ⊗-atégorie rigide des F-représentations de dimension
nie de G. En outre, la atégorie des fonteurs bres sur F est équivalente à la atégorie
des G-torseurs.
On a en plus un ditionnaire remarquable entre les propriétés algebriques de G et elles
atégoriques de T :
(1) F est de aratéristique nulle, T semi-simple ⇔ G pro-rédutif.
(2) G est algébrique ⇔ T est de ⊗-génération nie.
On a également d'autres ritères pour déterminer la onnexité ou la nitude du groupe
tannakien (f [9℄, [24℄).
On a également des propriétés analogues pour les morphismes.
Si F : T ′ → T est un ⊗-fonteur exat entre atégories tannakiennes neutres. On note
ω un fonteur bre pour T , alors ω′ := ω ◦ F est un fonteur bre pour T ′ et on a un
morphisme f : G→ G′.
Réiproquement, si on a un morphisme f entre les groupes tannakiens, on obtient un
⊗-fonteur exat φ := f∗. On a :
(i) f immersion fermée ⇔ tout objet M de T est sous-quotient de l'image par φ d'un objet
N' de T ′.
(ii) f dèlement plat ⇔ φ est pleinement dèle, et pour tout objet M' de T ′, tout
sous-objet de φ(M ′) est l'image par φ d'un sous- objet M' de T ′.
La théorie tannakienne apparaît à divers endroits en mathématiques, théorie de Galois
diérentielle, orrespondane de Riemann-Hilbert, géométrie algébrique et il ne s'agit pas
ii de faire un panorama de la théorie tannakienne pure. Nous allons juste nous attarder
sur le groupe de Galois motivique.
On se plae sous la onjeture ≈num=≈hom et on suppose l'algébriité des projeteurs. On
onsidère la atégorie des motifs numériques rationnels. On a vu qu'une telle atégorie est
tannakienne neutre semi-simple ave omme fonteur bre la réalisation de Betti HB. On
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appelle alors groupe de Galois motivique Gmot,k attahé à HB le shéma en groupes anes
des automorphismes du fonteur bre. C'est un Q-groupe pro-rédutif.
Etant donné un motif numérique M, son groupe de Galois motivique Gmot,k(M) est le
groupe tannakien assoié à la atégorie tannakienne qu'il engendre. C'est un groupe rédu-
tif sur Q. De plus, on a que Gmot,k = lim−→M
Gmot,k(M). On a les propriétés suivantes pour
les groupes de Galois motiviques :
(1) Pour un sous-orps k de C, de lture algébrique k¯, on a Gmot(Xk¯) = Gmot(XC) qui est
d'indie ni dans Gmot(X).
(2) On appelle groupe de Mumford-Tate MT (X) le groupe tannakien assoié à la struture
de Hodge pure HB(X). Ce sont des groupes onnexes et la théorie tannakienne fournit un
morphisme de Gmot(X)→MT (X). Conjeturalement, e sont des groupes isomorphes. On
a un oaratère de poids Gm →MT (X), qui vient de la ltration par le poids.
Nous allons maintenant donner quelques exemples de aluls de groupes de Galois mo-
tiviques (f [1℄ pour plus d'exemples).
Par la théorie des invariants de Chevalley, on a que si T est un atégorie tannakienne
semi-simple neutre engendrée par un objet M, munie d'un fonteur bre ω. Aut⊗ω est le
sous-groupe rédutif fermé de GL(ω(M)).
Soit A une ourbe elliptique non CM sur un orps k. Elle vérie les onjetures standards.
On a h(A) = ∧h1(A) où h1(A) est de rang 2. On a don que Gmot(A) est un sous-groupe
rédutif de GL2,Q. On va ommener par déterminer MT (AC). C'est un sous-groupe rédu-
tif onnexe de GL2 ontenant les homothéties (l'image du oaratere de poids). Il ne reste
que trois possibilités : Gm, GL2 ou un tore de Cartan. Ces groupes peuvent se distinguer
par leur ommutant. On a : EndMT (AC)HB(A) = End(AC)⊗Q. On en déduit alors que le
groupe de Galois motivique est GL2,Q.
Les groupes de Galois motiviques ont beauoup de propriétés onjeturales dont nous
n'aurons pas l'oasion de parler, par exemple, la dimension du groupe de Galois moti-
vique sur Q est égale au degré de transendane de la Q-algèbre des périodes. Dans le as
i-dessus, ela nous donne que les périodes de la ourbe elliptique sont transendantes et
indépendantes sur Q. Cette onjeture est appelée onjeture des périodes de Grothendiek
et englobe onjeturalement un grand nombre de résultats de la théorie des nombres trans-
endants. On se référera au livre d'André [1℄ pour plus de préisions.
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3 Motifs mixtes géometriques de Voevodsky
3.1 Correspondanes
Soit k un orps. On note Sm/k la atégorie des shémas lisses séparés sur k.
Dénition 7 Soit X un shéma onnexe et lisse sur k, Y un k-shéma séparé. Une orres-
pondane élémentaire Γ de X vers Y est un sous-shéma fermé intègre de X × Y qui est
ni surjetif sur X.
Dans le as X non onnexe, une orrespondane élémentaire est une orrespondane d'une
des omposantes onnexes.
Le groupe Cor(X,Y) est le groupe abélien libre engendré par les orrespondanes élémen-
taires de X vers Y. On note Cor(X,Y )eff les orrespondanes dites eetives, i-e ave tous
les oeients entiers positifs.
Exemples : - Si f : X → Y alors la somme des omposantes onnexes de Γf le graphe
de f est une orrespondane nie.
-Chaque sous-shéma fermé de X × Y ni, surjetif, dénit une orrespondane nie de X
vers Y, il sut de prendre la somme
∑
nk[Wk] où lesWk sont les omposantes irrédutibles
de Z et les nk les multipliités géométriques de Wk dans Z.
On va maintenant dénir grâe au produit d'intersetion une loi de omposition pour
les orrespondanes nies, valables également pour les yles algébriques.
Soit Γ une orrespondane de X vers Y et Γ′ une orrespondane de Y vers Z, on dénit
Γ ◦ Γ′ par : p13∗(p
∗
12(Γ).p
∗
23(Γ
′)) où . désigne le produit d'intersetion de Serre.
On a que 'est une loi de omposition assoiative et bilinéaire ([12℄).
Dénition 8 On note SmCor/k la atégorie des orrespondanes nies où les objets sont
les shémas lisses séparés sur k et les morphismes les orrespondanes nies munies de la
loi de omposition donnée i -dessus.
Proposition 1 On a un fonteur dèle Γ : Sm/k → SmCor/k donné par : X → X et
(f : X → Y )→ Γf .
Preuve 1 On a juste à vérier que Γf◦g = Γf ◦Γg e qui est faile et laissé en exerie (f
[12℄).
On a de plus que SmCor/k est munie d'une struture tensorielle donnée par X ⊗
Y := X × Y et le produit tensoriel de morphismes est donné par le produit externe
de yles, qui en fait une atégorie monoïdale symétrique. On voit également que ette
atégorie est naturellement additive ave [X]⊕ [Y ] = [X
∐
Y ].
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Remarque : Ces dénitions se généralisent aisément à une base noethérienne regulière
quelonque (f [15℄), ave quelques diultés supplémentaires pour la loi de omposition
si la base n'est pas régulière. On a également une deuxième dénition des orrespondanes
nies qui s'avère parfois plus aisée, qui onvient surtout à la aratéristique nulle.
Soit X dans Sm/k de aratéristique nulle, on pose :
SymX =
∐
n≥1 Sym
n(X).
On a alors que pour Y dans Sm/k, (SymX)(Y ) = Hom(Sym(X), Sym(Y )) où le Hom est
au sens des monoïdes.
On obtient la proposition suivante :
Proposition 2 Il y a un morphisme de monoïdes ompatible à la omposition des orres-
pondanes :
σ : Cor(X,Y )eff → (SymX)(Y ) qui est un isomorphisme.
On rappelle la preuve de [4℄ Prop 2.1.2.
Preuve 2 (i) On peut supposer X onnexe. On dénit σ sur les générateurs de Cor(X,Y).
Soit Γ une orrespondane élémentaire de X vers Y. On note n le degré de Γ et on érit
Γ = Spec(AX) où AX est une OX -algèbre ohérente.
Soit U un ouvert de X sur lequel Γ est plat. Le X-shéma Symn(Γ) admet une setion sΓ
au-dessus de U. Pour f ∈ AU , la fontion s
∗
Γf
⊗n
est le déterminant de f agissant par mul-
tipliation sur le OU -module AU .
Comme X est normal, la setion s'étend de manière unique à X et on assoie don à Γ le
morphisme σ(Γ) : X
sΓ→ Symn(Γ)→ Symn(Y ).
(ii) Soit γV ∈ Cor(V, Y ) ave V ouvert non vide de X. Montrons que γV s'étend à
Cor(X,Y) si et seulement si σ(γV ) : V
sγV→ Symn(Γ) → Symn(Y ), n = deg(γV ) s'étend à
X.
Soit ZV le support de yle γV , Z son adhérene dans X × Y . Alors γV s'étend à X si et
seulement si Z est ni sur X. Supposons que σ(γV ) s'étend à X → Sym
n(Y ). On onsidère
Y n omme un shéma ni sur Symn(Y ), et soit Z˜ := Y n ×Symn(Y ) X et Z' l'image dans
X × Y par n'importe quelle projetion de Y n → Y . On a alors que Z' est ni sur X et
Z ′ ⊃ ZV don Z est ni sur X, e qu'on voulait.
(iii) D'après (ii), il nous sut de vérier l'isomorphisme au point générique η de X.
En remplaçant k par η et Y par Yη, on peut supposer X = Spec(k), don Cor(X,Y) est le
groupe des zéros-yles de Y. Comme 'est lairement un isomorphisme pour k algébrique-
ment los, on a par la théorie de Galois que 'est vrai si k est parfait, le as général s'en
déduit en prenant la lture parfaite.
En eet, pour une extension nie k'/k de orps les ompositions des morphismes anoniques
de Z0(Y )⇋ Z0(Yk′) font la multipliation par [k' :k℄ et (SymX)(k)→ (SymX)(k
′) est in-
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jetive.
(iv) Soit γ dans Cor(X,Y )eff et γ′ dans Cor(Y,Z)eff on a σ(γ′γ) = σ(γ′) ◦ σ(γ) où
σ(γ) est vu omme un morphisme de Sym(X) vers Sym(Y). Comme en (3), on se ramène
à X=Spe(k) et γ = y ∈ Y (k). On peut supposer γ′ eetive et en remplaant Y par un
voisinage ane de γ′(y), que Z=Spe(B). Alors z := σ(γ′γ) et z′ := σ(γ′) ◦ σ(γ) sont des
k-points de Symn(Z) = Spec(B)Σn .
Cette algèbre est engendrée par les b⊗n qui ne s'annule pas en γ′(y) et il faut voir que
b⊗n(z) = b⊗n(z′). Si γ′(y) =
∑
ni[zi], alors b
⊗n(γ(y)) =
∏
Nmk(zi)/k(b(zi)
ni) où Nmk(zi)/k :
k(zi) → k est l'appliation norme. De plus, b
⊗n(z′) est le déterminant de la multipliation
par b sur la bre dérivée Li∗yAX de AX en y. C'est un omplexe de B-modules supporté en
les zi et de aratéristique d'Euler-Poinaré en zi les ni.
3.2 Faiseaux et transferts
Dénition 9 Un préfaiseau ave transferts est un fonteur additif ontravariant
F : SmCor/k → Ab. On note PST(k) la atégorie de tels fonteurs. Pour e paragraphe,
on se reférera à [32℄.
Remarque : D'après Weibel, on a que PST(k) est abélienne et admet assez de projetifs
et d'injetifs. Nous n'en n'aurons pas l'utilité, mais il s'avère que 'est très important dans
le adre de la atégorie homotopique stable des shémas.
Exemples : Le faiseau des setions globales est anoniquement muni de transferts
(f plus loin). Les faiseaux représentables fournissent également une lasse importante de
préfaiseaux ave transferts. Si X ∈ Sm/k, on notera Ztr(X), le faiseau répresentable qui
s'en déduit. Dans e paragraphe, on rappelle quelques propriétés de la topologie Nisnevih
dont nous aurons besoin plus tard.
Dénition 10 Une famille de morphismes étales {pi : Ui → X} est un reouvrement
Nisnevih, si il a la propriété de relèvement suivante : Pour tout x ∈ X, il existe i et u ∈ Ui
tel que pi(u) = x et le morphisme induit k(x)→ k(u) est un isomorphisme.
Exemple : Pour illustrer le té arithmétique de la topologie Nisnevih et un de ses
avantages par rapport à la topologie étale, on a l'exemple suivant. Soit k un orps de
aratéristique diérente de deux, les deux morphismes U0 = A
1 − {a} → A1 et U1 =
A1 − {0}
z→z2
→ A1 forment un reouvrement Nisnevih si et seulement si a ∈ (k∗)2 et un
reouvrement étale pour tout a non nul.
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Lemme 2 Si {pi : Ui → X} est un reouvrement Nisnevih, il existe un ouvert non vide
V ⊂ X et un indie i tel que Ui,V → V admet une setion.
Pour haque point générique x de X, il y a un point générique u ∈ Ui tel que k(x) ∼= k(u).
On a don un morphisme birationnel entre les omposantes irrédutibles de Ui et X, i-e
Ui → X on a une setion sur un ouvert V ontenant x.
Remarque : Les points pour la topologie de Nisnevih sont les anneaux loaux hensé-
liens. En eet, si {Ui → Spec(R)} est un reouvrement Nisnevih, ave R hensélien, alors un
ertain Ui est ni étale d'où Ui → Spec(R) est sindé et don tout reouvrement Nisnevih
admet un ranement par le reouvrement trivial.
La raison fondamentale qui justie en grande partie l'utilisation de la topologie étale ou
Nisnevih par rapport à la topologie de Zariski est le lemme suivant :
Lemme 3 (Prop 6.12 [21℄)
p : U → X un reouvrement étale (ou Nisnevih). On dénit Ztr(Uˇ) le omplexe de Ceh :
.. p0−p1+p2// Ztr(U × U)
p0−p1 // Ztr(U) // 0 .
Alors Ztr(Uˇ) est une résolution étale (resp Nisnevih) de Ztr(X), i-e Ztr(Uˇ)→ Ztr(X)→ 0
est exat.
Preuve 3 On le traite dans le as étale, le as Nisnevih ne néessite que des modiations
mineures. Comme 'est un omplexe de faiseaux, il sut de le vérier en haun des points.
Comme les points en topologie étale sont les shémas henséliens stritement loaux, il sut
de montrer que pour tout shéma hensélien loal S sur k, la suite de groupes abéliens :
.. // Ztr(U)(S)
p0−p1 // Ztr(X)(S) // 0
(*) est exate.
Pour prouver l'exatitude, on a besoin d'une étape supplémentaire. Soit Z un sous-shéma
de X × S qui est quasi-ni sur S. On note L(Z/S) le groupe abélien libre engendré par
les omposantes irrédutibles de Z qui sont nies surjetives sur S. On a que L(Z/S) est
fontoriel et ovariant en Z par rapport au morphismes quasi-nis sur S. Clairement la suite
(*) s'obtient que la limite indutive de omplexes de la forme :
.. // Ztr(Z × U) // L(Z/S) // 0
(**)
où la limite est prise sur tous les sous-shémas de X × S qui sont nis surjetifs sur S. On
est don ramené à montrer l'exatitude de (**). Comme S est hensélien, on a alors que Z est
également hensélien, omme il est ni surjetif sur S, d'ou ZU := Z×U → Z se sinde Soit
s1 une setion. On pose Z
k
U,Z = ZU×..×ZU . Il sut de montrer que les sk : L((ZU,Z)
k/S)→
L((ZU,Z)
k+1/S) sont des homotopies ontratantes où sk = L(s1 × id(ZU,Z )k).
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Remarque : En topologie de Zariski, e lemme est faux. En eet, si Ui → X est
un reouvrement Zariski d'un shéma X onnexe semi-loal ni sur S loal ; en prenant le
graphe Γ de X, on vérie qu'il ne provient pas d'un élement de ⊕Ztr(Ui)(S).
Dénition 11 Un faiseau Nisnevih (étale, Zariski, ou pour n'importe quelle topologie de
son hoix) ave transferts est un préfaiseau ave transferts dont le préfaiseau sous-jaent
est un faiseau Nisnevih (de même,....) sur Sm/k.
Proposition 3 Soit F un préfaiseau ave transferts, alors on peut faiseautiser F dans
PST(k) en un faiseau Nisnevih ave transferts de manière unique ave la propriété univer-
selle qu'on onnaît. En d'autres termes, le fonteur d'oubli de ShNis(SmCor/k)→ PST (k)
admet un adjoint à droite aNis qui est exat et ommute ave le fonteur d'oubli des fais-
eaux sur Sm/k.
Preuve 4 f Th 13.1 [21℄.
3.3 Loalisation dans une atégorie
Soient C une atégorie, S une famille de morphismes.
Dénition 12 Une loalisation de C par S est la donnée d'une atégorie CS et un fonteur
Q : C → CS satisfaisant :
1. Pour tout s ∈ S, Q(s) est un isomorphisme.
2. Pour tout fonteur F : C → A tel que F(s) est un isomorphisme pour tout s ∈ S, il
existe un fonteur FS : CS → A et un isomorphisme F ∼= F (s) ◦Q,
C
Q

F // A
CS
FS
>>
3. Si G1 et G2 sont deux objets de Fct(CS ,A) alors l'appliation naturelle :
HomFct(CS ,A)(G1, G2)→ HomFct(C,A)(G1 ◦Q,G2 ◦Q) est un isomorphisme.
Remarque : () signie que le fonteur ◦Q : Fct(CS ,A)→ Fct(C,A) est pleinement dèle.
Cela implique que FS dans (2) est unique à unique isomorphisme près.
Proposition 4 Si CS existe, elle est unique à équivalene de atégories près.
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Dénition 13 On dit que S est un système multipliatif à droite si il verie les axiomes
i-dessus.
1. Pour tout X ∈ C, idX ∈ S.
2. Pour f ∈ S, g ∈ S, si g ◦ f existe, g ◦ f ∈ S
3. Soient deux morphismes, f : X → Y ets : X → X ′ ave s ∈ S, il existe t : Y → Y ′ et
g : X ′ → Y ′ ave t ∈ S et g ◦ s = t ◦ f . On le représente par le diagramme :
X ′
X
s
OO
f // Y
⇒ X ′ g
// Y ′
X
s
OO
f // Y
t
OO
4. Soient f, g : X → Y deux morphismes parallèles. Si il existe s ∈ S : W → X tel que
g ◦ s = f ◦ s, alors il existe t ∈ S : Y → Z tel que t ◦ f = t ◦ g. On le résume par le
diagramme suivant :
W
s // X
f
g
// Y
t // Z
Remarque : On peut dénir de manière analogue un système multipliatif à gauhe.
Dénition 14 Soit S un système multipliatif à droite et X ∈ C. On dénit la atégorie
SX omme suit : Ob(SX) = {s : X → X ′/s ∈ S}
Hom((s : X → X ′), (s : X → X ′′)) = {h : X → X ′′/h ◦ s = s′}.
Proposition 5 Si S est un système multipliatif à droite, alors la atégorie SX est ltrante.
La preuve est faile et laissée en exerie.
Dénition 15 Pour S un système multipliatif à droite et X,Y dans Ob(C).
On onsidère la ategorie C[S−1] ave les mêmes objets que C et omme groupes de mor-
phismes : HomC
S−1
(X,Y ) = lim
−→Y ′
HomC(X,Y
′).
On note Q : C → C[S−1] le fonteur anonique.
Théorème 2 (Verdier)
(i) C[S−1] est une atégorie additive munie d'un automorphisme T.
(ii) C[S−1] est une atégorie triangulée où un triangle T est distingué si T est isomorphe à
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l'image par Q d'un triangle distingué de C[S−1].
(iii) La atégorie C[S−1] vérie la propriété universelle suivante :
Pour tout fonteur F : C → A tel que F(s) est un isomorphisme pour s dans S, on a la
fatorisation suivante : C
F

Q // C[S−1]
A
<<
3.4 Catégorie triangulée de motifs mixtes géométriques
On onsidère Kb(SmCor/k) la atégorie homotopique bornée. On va loaliser par rapport
à une ertaine lasse de omplexes pour avoir la propriété de Mayer-Vietoris et l'invariane
homotopique. On onsidère don la lasse T de omplexes de la forme :
(1) [X × A1]→ [X] pour X lisse séparé sur k.
(2) [U ∩ V ]
jU⊕jV→ [U ]⊕ [V ]
jU−jV→ [X]
ave U, V reouvrement ouvert de X omme i-dessus.
On note alors DM effgm (k) la atégorie obtenue en quotientant Kb(SmCor/k) par la
sous atégorie épaisse T¯ minimale ontenant T et en prenant ensuite l'enveloppe pseudo-
abélienne. On remarquera qu'en e qui onerne la struture triangulée, il n'est pas évident
a priori que l'enveloppe pseudo-abélienne le soit aussi, mais 'est pourtant vrai d'après
Balmer-Shlihting [3℄. On note Mgm le fonteur de Sm/k vers DM
eff
gm (k). On a le lemme
trivial suivant :
Lemme 4 Dans DM effgm (k), on a le triangle distingué suivant dit de Mayer-Vietoris :
(1) Mgm([U ∩ V ])
jU⊕jV
→ Mgm([U ]⊕ [V ])
jU−jV
→ Mgm([X])→Mgm([U ∩ V ][1]).
La struture tensorielle sur SmCor/k s'étend naturellement à Kb(SmCor/k) et desend
à DM effgm (k) par propriété universelle de la loalisation. On a don une struture naturelle
de atégorie monoïdale symétrique sur DM effgm (k) et qui fait de Mgm un fonteur tensoriel.
On notera don au passage, la remarquable identité dite de Künneth :
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Mgm([X]) ⊗Mgm([Y ]) =Mgm([X × Y ]).
On a l'objet unité Mgm(Spec(k)) que l'on notera Z.
On pose Z(1) := M˜gm(P
1)[−2] où M˜gm(X) désigne le motif réduit de X représenté par
[X] → [Spec(k)] dans Kb(SmCor/k). On l'appelle le motif de Tate et on note Z(n) sa
n-ième puissane tensorielle. De même, on pose A(n) = A⊗ Z(n).
Pour obtenir la dénition des motifs sur k, il ne nous reste plus qu'à inverser le motif
de Tate. On dénit don DMgm(k) la atégorie dont les objets sont les ouples (A,n) ave
A dans DM effgm (k) et n ∈ Z.
De plus, Hom((A,n), (B,m)) = lim
−→k
Hom
DMeffgm (k)
(A(k + n), B(k +m)).
Cette fois-i la struture tensorielle sur DMgm(k) est moins évidente et il est faux en
général que l'on onserve la struture tensorielle en inversant un objet Q, ependant 'est
eetivement le as si l'involution de permutation sur Q⊗Q est l'identité. Pour obtenir e
résultat, on rappelle ertaines propriétés des motifs purs.
Dénition 16 On note Choweff (k) la atégorie des motifs de Chow dont les objets sont les
k-shémas lisses projetifs et les morphismes donnés par CHdimX(X×Y ) yles de dimen-
sion d dans X × Y (si X onnexe sinon, faire la somme sur les omposantes onnexes)
ave omme loi de omposition la même que elle des orrespondanes nies. On note
Choweff (k), l'enveloppe pseudo-abélienne. On note Chow le fonteur de SmProj/k vers
Choweff (k).
Proposition 6 On a le diagramme ommutatif suivant :
SmProj/k //
Chow

Sm/k
Mgm

Choweff (k) // DM effgm (k)
Preuve 5 Il faut montrer que pour X, Y des variétés projetives lisses, il y a un morphisme
anonique :
CHdimX(X × Y )→ Hom
DMeffgm (k)
(Mgm(X),Mgm(Y )).
On note h0(X,Y ) le onoyau du morphisme Cor(X × A
1, Y ) → Cor(X,Y ) donné par la
diérene des restritions de X × 0 et X × 1.
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On a alors que le morphisme évident Cor(X,Y ) → Hom
DMeffgm (k)
(Mgm(X),Mgm(Y )) se
fatorise par h0(X,Y ). Or, on a d'après [11℄ un morphisme anonique Cor(X,Y ) →
CHdimX(X × Y ) qui est un isomorphisme.
On déduit don de la proposition i-dessus et du fait orrespondant dans les motifs de
Chow que l'involution de permutation est l'identité. On a don obtenu le orollaire suivant.
DMgm(k) est une atégorie triangulée tensorielle sur k.
On a la théorème naturel sur DM effgm (k) :
Théorème 3 (Voevodsky, [32℄,4.3.1)
(i) Pour tous M, N dans DM effgm (k), l'homomorphisme anonique :
Hom
DMeffgm (k)
(M,N)→ Hom
DMeffgm (k)
(M(1), N(1))
est un isomorphisme.
(ii) Le fonteur i : DM effgm (k)→ DMgm(k) est un fonteur pleinement dèle.
On a également une formule pour le bré projetif.
Proposition 7 Soit X un k-shéma lisse, E un bré vetoriel sur X, on a un isomorphisme
anonique dans DM effgm (k) :
Mgm(P(E)) = ⊕n≥dim E−1Mgm(X)(n)[2n]
Preuve 6 On suppose d = dim E > 0. Soit O(1) le faiseau inversible sur P(E). Par [31℄,
Cor 3.4.3, il dénit un morphisme τ1 : Mgm(P(E)) → Z(1)[2]. Pour n ≥ 0, on pose τn la
omposition :
Mgm(P(E))
Mgm(∆)
→ Mgm(P(E)
n) =Mgm(P(E)
⊗n)→ Z(n)[2n].
Soit alors σn la omposition :
Mgm(P(E))
Mgm(∆)
→ Mgm(P(E)) ⊗Mgm(P(E))
q⊗τn
→ Mgm(X)(n)[2n].
où q : Mgm(P(E))→Mgm(X) induit par le morphisme stutural. On a alors un morphisme :
Σ = ⊕σn :Mgm(P(E))→ ⊕n≥dim E−1Mgm(X)(n)[2n].
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Montrons que 'est un isomorphisme. D'abord Σ est fontoriel par rapport à X. En faisant
une réurrene sur le nombre d'ouverts dans un reouvrement trivialisant de E, on se ramène
au as où le bré vetoriel est trivial. Dans e as, Σ est le produit bré du bré trivial sur
Spe(k) et IdMgm(X). On a don à le faire pour le as du spetre d'un orps et dans e as-là,
'est omme dans [32℄.
3.5 Extension aux variétés singulières
Ce paragraphe ne nous sera pas utile pour la suite, néanmoins, il indique omment on passe
de la atégorie des k-shémas lisses aux k-shémas quelonques modulo la résolution des
singularités pour le orps de base k, e qui onerne don que la aratéristique zéro pour
le moment, et peut-être en toute aratéristique ave les travaux réents de Kawanoue et
Matsuki [18℄, [19℄.
L'objetif est d'étendre le fonteur Mgm : Sm/k → DM
eff
gm (k) en un fonteur
Mgm : V ar/k → DM
eff
gm (k). Le fonteur en question vériera les propriétés suivantes :
(1) Mgm([X])⊗Mgm([Y ]) =Mgm([X × Y ]) (struture tensorielle).
(2) Mgm([X × A
1]) =Mgm([X]) (invariane homotopique).
(3) Mgm([U ∩ V ])
jU⊕jV→ Mgm([U ] ⊕ [V ])
jU−jV→ Mgm([X]) → Mgm([U ∩ V ][1]) (Mayer-
Vietoris).
(4) Mgm(p
−1(Z))→Mgm(Z)⊕Mgm(XZ)→Mgm(X)→Mgm(p
−1(Z))[1] (élatement).
(5) Mgm(P(E)) = ⊕Mgm([X])(n)[2n](formule pour le bré projetif).
On a également des suite de Gysin, des motifs à supports ompats et une théorie de la
dualité assoiée.
On note par DM eff− (k) la sous-atégorie pleine de D
−(ShNis(SmCor/k)) qui onsiste
en les omplexes qui sont homotopiquement invariants. Commençons par rappeler quelques
propriétés générales des préfaiseaux ave transferts. Soit ∆• l'objet osimpliial standard
de Sm/k. Pour tout préfaiseau F sur Sm/k, soit C∗(F ) le omplexe de préfaiseaux de la
forme Cn(F )(X) = F (X×∆
n) ave les diérentielles données par les sommes alternées des
morphismes qui orrespondent aux odégénéresenes de ∆n. On a failement que si F est
un préfaiseau ave transferts pour sa topologie favorite alors il en est de même pour son
omplexe simpliial assoié. On note hNisi (F ) les faiseaux de ohomologie H
−i(C∗(F )).
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Proposition 8 Pour tout faiseau ave transferts F sur k, les faiseaux hNisi (F ) sont in-
variants par homotopie.
Preuve 7 f Th 13.8,[21℄.
Soit X un k-shéma de type ni. On dénit le préfaiseau L(X) : Sm/k → Ab ave
L(X)(U) le groupe abélien libre engendré par les omposantes irrédutibles Z de X × U
qui sont quasi-nies sur U et dominantes sur une omposante onnexe de U. Pour X un
k-shéma de type ni, on érit C∗(X) à la plae de C∗(L(X)). D'après la proposition i-
dessus, on a alors un fonteur L : V ar/k → DM eff− (k). Nous allons voir que e fonteur
se fatorise par DM effgm (k).
Proposition 9 Soit X un k-shéma de type ni, on suppose X = U ∪V ave U, V ouverts.
Alors on a un triangle distingué de Mayer-Vietoris :
C∗(U ∩ V )→ C∗(U)⊕ C∗(V )→ C∗(X)→ C∗(U ∩ V )[1]
Preuve 8 Il nous sut de vérier que l'on a suite exate de faiseaux Nisnevih :
0→ L(U ∩ V )→ L(U)⊕ L(V )→ L(X)→ L(U ∩ V )[1]→ 0
On aura besoin du résultat suivant donné dans sous une forme légèrement diérente
dans [31℄ et démontrée dans [32℄.
Théorème 4 Soit k un orps admettant la résolution des singularités et F un préfaiseau
ave transferts sur Sm/k tel que tout pour shéma lisse X et toute setion φ ∈ F (X) il y
a un morphisme propre birationnel p : X ′ → X ave F (p)(φ) = 0 alors le omplexe C∗(F )
est quasi-isomorphe à zéro.
On a alors le orollaire suivant qui fournit le triangle distingué d'élatement :
Proposition 10 Soit un arré artésien entre k-shémas de type ni de la forme :
p−1(Z)

// XZ
p

Z // X
ave les onditions suivantes :
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(i) p : XZ → X est propre et le morphisme Z → X est une immersion fermée.
(ii) Le morphisme p−1(X − Z) → X est un isomorphisme. Alors il y a un triangle
distingué dans DM eff− (k) de la forme :
C∗(p
−1(Z))→ C∗(Z)⊕ C∗(X(Z))→ C∗(X)→ C∗(p
−1(Z))[1].
Preuve 9 Il sut de voir que la suite de préfaiseaux :
0→ L(p−1(Z))→ L(Z)⊕ L(XZ)→ L(X)
est exate et que le préfaiseau quotient vérie L(X)/(L∗(Z) ⊕ L∗(XZ)) les onditions du
théorème.
On a alors omme orollaire que pour tout k-shéma de type ni X, k admettant la
résolution des singularités C∗(X) est dans DM
eff
gm (k).
On a de plus les propositions suivantes qui déoulent formellement de la proposition
i-dessus et du as projetif lisse et du triangle distingué d'élatement.
Proposition 11 (i) C∗(X)⊗ C∗(Y ) = C∗(X × Y ).
(ii) C∗(X × A
1) = C∗(X).
On veut dérire maintenant les groupes de morphismes Hom(C∗(X), C∗(F )) pour X un
k-shéma de type ni et F un faiseau Nisnevih ave transferts. Dans le as de X shéma
lisse, on a d'après [31℄ qu'il est isomorphe à HNis(X,C∗(F )), mais il se trouve que dans
le as singulier, ontrairement a e qu'on pourrait penser, on va obtenir quelque hose de
diérent. Il nous faut don une nouvelle topologie de Grothendiek, dite dh qui va nous
donner les résultats voulus.
Dénition 17 La topologie dh sur Sh/K est la topologie de Grothendiek engendré par
la pré-topologie suivante :
(1) les reouvrements Nisnevih,
(2) les reouvrements de la forme X ′
∐
Z
p
‘
i
→ ave p un morphisme propre et i une
immersion fermée et tel que p−1(X − i(Z))→ X − i(Z) est une isomorphisme.
On note pi le morphisme de sites anonique vers le site Nisnevih. Le théorème suivant se
déduit du théorème 3 i-dessus :
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Théorème 5 (32) X un k-shéma de type ni et F un préfaiseau ave transferts sur Sm/k.
Alors pour tout i ≥ 0 il y a des isomorphismes anoniques :
Hom(C∗(X), C∗(F )[i]) = H
i
cdh(X,C∗(pi
∗F )) = Hicdh(X,pi
∗(C∗(F ))).
En partiulier, si X est lisse on a un isomorphisme anonique :
Hicdh(X,C∗(pi
∗F )) = Hicdh(X,pi
∗(C∗(F ))) = H
i
Nis(X,C∗(F ))
On en déduit le orollaire suivant :
Corollaire : Si k admet la résolution des singularités et X un k-shéma de type ni. Soit
E un bré vetoriel sur X. On note p : P(E) → X le bré projetif assoié. Alors un iso-
morphisme anonique dans DM eff− (k) de la forme :
C∗(P(E)) = ⊕
dim E−1
n=0 C∗(X)(n)[2n].
Preuve 10 Le théorème préédent nous donne un morphisme anonique :
C∗(P(E)) = ⊕
dim E−1
n=0 C∗(X)(n)[2n].
L'isomorphisme suit alors de la résolution des singularités, du triangle distingué pour un
élatement et la proposition 8.
4 Loalisation des orrespondanes nies
Les démonstrations de toutes les propositions de e paragraphe sont très tehniques et
fastidieuses, on renvoit don à [15bis℄. Soit X un shéma. On notera Xhx := Spec(O
h
X,x) où
OhX,x désigne l'hensélisé de OX,x et X
h =
∐
x∈X X
h
x .
Et on note lhx le morphisme de X
h
x vers X. On a un morphisme naturel de :
⊕Cor(Y,Xhx )
P
x∈X [l
h
x ]◦−
→ Cor(Y,X) (1)
On a la proposition suivante :
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Lemme 5 (Corollaire 2.12 [15 bis℄) X un S-shéma, Y un shéma loal hensélien. Il existe
un morphisme anonique :
Cor(Y,X)
σY,X
→ ⊕x∈XCor(Y,X
h
x )(2)
ave les propriétés suivantes :
(a) σO,Xh est une setion de (1) telle que le arré suivant :
Cor(O,X)
Cor(α,X)

σ
O,Xh// ⊕Cor(O,Xhx )
Cor(α,Xhx )

Cor(O′,X)
σ
O′,Xh// ⊕Cor(O′,Xhx )
soit ommutatif pour tout shéma loal hensélien O′ et toute orrespondane nie α ∈ Cor(O′,O).
(b) Pour g : Y → X un S-morphisme suivant le point x de l'image [g℄ par (2) est donné
par :
σO,X([g])x =
{
[g¯] si x = τ
0 sinon
τ étant l'image du point fermé de Y et g¯ le morphisme déduit de g.
Spec(Y)
g
""g¯ // Xhx
lh
X,x // X
On en déduit don qu'étant donnée une orrespondane α ∈ Cor(X,Y ), à haque point
x (resp y) de X (resp Y), on a une orrespondane nie αx,y de Cor(X
h
x , Y
h
y ) donnée par :
αx,y := σXhx ,Y (α ◦ [l
h
x])y. On obtient alors la déomposition loale suivante :
α ◦ [lhX,x] =
∑
y∈Y [l
h
Y,y] ◦ αx,y
Dans ette proposition, on étudie le omportement de ette déomposition par rapport
à la omposition et au produit tensoriel des orrespondanes.
Proposition 12 (Prop 2.12)
(i) Soit α, β dans Cor(X,Y ) et Cor(Y,Z), on a pour tout point x ∈ X et z ∈ Z l'égalité :
(β ◦ α)x,z =
∑
y∈Y βy,z ◦ αx,y.
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(ii) Soient X, Y, X', Y' des S-shémas, α ∈ Cor(X,X ′) et β ∈ Cor(Y, Y ′). Pour tout
point e de X × Y , tout point x' de X' et y' de Y'.
Par la propriété universelle de l'hensélisation, étant xé un point e de X × Y d'image x et
y, on a une fatorisation :
(X × Y )he

mX,Y,e// Xhx × Y
h
y

(X × Y )h
mX,Y // X × Y
où mX,Y est donnée par le diagramme suivant :
(X × Y )h
lh
X×Y
''PP
PP
PP
PP
PP
PP
mX,Y// Xh × Y hy × l
h
Y
lh
X

X × Y
on a alors l'égalité :
(αx,x′ ⊗ βy,y′) ◦ [mX,Y,e] =
∑
e′ [mX′,Y ′,e] ◦ (α⊗ β)e,e′
dans Cor((X × Y )he ,X
′h
x′ × Y
′h
e ) où e point de X
′ × Y ′ d'image (x′, y′).
Etant donné un S-shéma X et un système projetif de S-shémas (Uλ)λ∈Λ ave Λ une
atégorie ltrante. On pose U = lim
←−
Uλ et Cor{U ,X) := lim−→λ∈Λop
Cor(Uλ,X). Si F est un
préfaiseau, on dénit F{U} := lim
−→λ∈Λop
F (Uλ).
Proposition 13 (Prop 2.7) Etant donné un S-shéma X et un système projetif de S-
shémas (Uλ)λ∈Λ de limite projetive U .
Il existe d'uniques morphismes :
{σ}hU ,X,n : Ztr[(X
h)nX ]{U} → Ztr[(X
h)n+1X ]{U} n ≥ 0
satisfaisant les propriétés suivantes :
(i) (Homotopie) Pour tout n, on a les relations :
dn+1 ◦ {σ}
h
U ,X,n + {σ}
h
U ,X,n−1 ◦ dn = id.
(ii) On a un diagrammme ommutatif :
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Ztr[(X
h)nX ]{U}

{σ}h
U,X,n// Ztr[(X
h)n+1X ]{U}

Ztr[(X
h)nX ](U)
σh
U,X,n// Ztr[(X
h)n+1X ](U)
Ave les mêmes notations que i-dessus, on obtient que pour α ∈ cS{U ,X}, il existe un
unique élément {α}x de cS{U ,X) veriant :
α :=
∑
[lhX,x] ◦ {α}x
Désignons par {l}hX,x l'élement de cS{X
h
x ,X) induit par les morphismes U → X pour U
voisinage Nisnevih de x. Une orrespondane nie α ∈ cS(X,Y ) admet une déomposition
loale ranée de la forme :
α ◦ {l}hX,x =
∑
[lhY,y] ◦ {α}x,y
où {α}x,y ∈ Cor{X
h
x , Y
h
y ).
On a les propositions analogues pour la déomposition ranée.
Proposition 14 (Prop 2.17)
(i) Soit α, β dans Cor(X,Y ) et Cor(Y,Z), on a pour tout point x ∈ X et z ∈ Z l'égalité :
{β ◦ α}x,z =
∑
y∈Y βy,z ◦ {α}x,y.
(ii) Soient X, Y, X', Y' des S-shémas,α ∈ Cor(X,X ′) et β ∈ cS(Y, Y
′). Pour tout
point e de X × Y , tout point x' de X' et y' de Y'.
On a alors l'égalité :
({α}x,x′ ⊗ {β}y,y′) ◦ [mX,Y,e] =
∑
e′ [mX′,Y ′,e] ◦ {α⊗ β}e,e′
où e' point de X ′ × Y ′ d'image (x′, y′) dans Cor((X × Y )he ,X
′h
x′ × Y
′h
y′ ).
5 Résolution de Godement
Dans la suite de ette setion nous xons une atégorie S = Sch/S, V ar/S ou Sm/S,
tous les préfaiseaux sont dénis sur S et nous renvoyons à la dénition 1.10 pour la notion
de faiseaux ave transferts.
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A nouveau, on renvoie à Ivorra [15 bis℄. Rappelons qu'une monade est la donnée d'un en-
dofonteur M dans une atégorie C et de transformations naturelles µ : MM → M et
η : id→M ave les diagrammes ommutatifs suivants :
M
ηM //
id
""F
FF
FF
FF
F MM
µ

M
id||xx
xx
xx
xx
Mηoo
M
MMM
µM

Mµ //MM
µ

MM
µ //M
A partir d'une monade (M,µ, η), à haque objet C de C, on onstruit un objet osimpliial
B•(M,C) de C ave une oaugmentation de C dans e dernier.
Les n-osimplexes sont donnés par Mn+1C de C, les ofaes par les morphismes :
δn−1i :=M
iηMn−i :MnC →Mn+1C i = 0...n
et les odégénéresenes par :
σni := M
iηMn−1−i :Mn+1C →MnC i = 0...n − 1.
Nous allons maintenant appliquer les résultats onernant la loalisation Nisnevih des
orrespondanes nies que nous avons obtenus préédemment. Dans la suite, nous désignons
par sx la omposante suivant le point x d'un elément s du produit∏
x∈X F{X
h
x}.
Par dénition F{Xhx} orrespond à la bre Nisnevih de F au point x. Désignons GNis
la monade de la atégorie des faiseaux Nisnevih dénie de la manière suivante :
(i) Les setions sur X du faiseau GNisF sont donnés par :
GNisF (X) =
∏
x∈X F{X
h
x}
les morphismes struturaux étant déterminés par les égalités :
[GNisF (p)(s)]x = F{{p}
h
x}(sp(x))
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ave x un point de X, p : X → Y et s ∈ GNisF (Y ).
(ii) Le morphisme strutural ηF est donné par :
[ηF (s)]x = F{l
h
x}(s) par un élement s de F(X).
(iii) Le morphisme strutural µF oïnide ave la projetion sur les omposantes asso-
iés aux points fermés des Xhx via le morphisme naturel :
(GNisGNisF )(X) =
∏
x∈X
∏
z∈Xhx
F{(Xhx )
h
z}.
La résolution osimpliiale de Godement est par dénition le faiseau Nisnevih simpliial :
G•F = B•(GNis, F ). On note ensuite G
•
NisF le omplexe qui s'en déduit dont les diéren-
tielles sont les sommes alternées des ofaes.
Proposition 15 La famille formée des fonteurs bres F → F{Xhx} est onservative et
le morphisme d'augmentation F → G•NisF est un quasi-isomorphisme de omplexes de
faiseaux Nisnevih.
Preuve 11 f [20℄ Partie III.
Proposition 16 ([15bis℄ Prop 3.8) Il existe une monade anonique GtrNis de la atégorie
ShtrNis(S) rendant le diagramme suivant ommutatif :
ShtrNis(S)
GtrNis

// ShNis(S)
GNis

ShtrNis(S)
// ShNis(S)
Cette proposition assure que le omplexe G•NisF est anoniquement muni de transferts.
Il ne nous reste plus qu'à voir que la résolution de Godement est ompatible à la struture
tensorielle.
Dénition 18 On appelle faiseau Nisnevih quasi-monoïdal symétrique un faiseau Nis-
nevih F ave pour tout shéma X,Y un morphisme assoiatif symétrique :
⊘FX,Y : F (X) ⊗ F (Y )→ F (X × Y ) fontoriel.
On note ShNis,⊗(S) la atégorie de tels faiseaux. On a les mêmes dénitions pour les
faiseaux Nisnevih ave transferts.
La monade GNis induit une monade sur ShNis,⊗(S).
En eet, on a :
29
⊘GNisFX,Y : GNisF (X)⊗ GNisF (Y )→ GNisF (X × Y )
donnés par les relations [⊘FX,Y (s⊗ t)] = F{{m}
h
X,Y,e}[⊘
F
Xhx ,Y
h
y
(sx⊗ ty)] ave s ∈ GNisF (X),
t ∈ GNisF (Y ) et e un point du produit de X × Y de projetion x et y.
On a alors la proposition analogue :
Proposition 17 ([15bis℄ Prop 3.11)
GtrNis induit une monade sur la atégorie Sh
tr
Nis,⊗(S) rendant le diagramme suivant ommu-
tatif :
ShtrNis,⊗(S)
Gtr
Nis

// ShNis(S)
GNis

ShtrNis,⊗(S) // ShNis(S)
6 Constrution du fonteur de réalisation
6.1 Complexe de de Rham logarithmique
On rappelle la dénition du omplexe de de Rham logarithmique suivant [7℄. Soit k un
orps de aratéristique 0. D est appelé diviseur à roisements normaux, si le morphisme
d'inlusion est loalement isomorphe pour la topologie étale à la réunion d'hyperplans de
oordonnées dans An . Soit don D un tel diviseur dans X¯ un shéma lisse séparé sur k. On
pose X=X¯-D et j l'inlusion de X dans X¯ .
On désigne par Ω1
X¯
(logD) le sous O −module de j∗Ω
1
X engendré par Ω
1
X¯
et par les
dzi
zi
pour zi une équation loale d'une omposante irredutible loale de Y.
Par dénition, le faiseau des p-formes diérentielles logarithmiques sur X¯ le long de D est
ΛpΩ1
X¯
(Y ). On note Ω•
X¯
(logD) le omplexe de de Rham logarithmique de X¯ le long de D.
Le omplexe de de Rham logarithmique est ontravariant par rapport au ouple (X,X¯),
i-e à un diagramme de la forme : X //

X¯

Y // Y¯
On désigne par Wn(Ω
•
X¯
(logD)) le sous module de Ω•
X¯
(logD) engendré par les ombi-
naisons linéaires de formes diérentielles de la forme :
α ∧
dzi(1)
zi(1)
∧
dzi(2)
zi(2)
∧ .. ∧
dzi(m)
zi(m)
(m ≤ n)
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ave zi(j) équations loales de omposantes loales distintes Yj de Y et α sans ples.
Ce omplexe est biltré :
1. par la ltration de Hodge F telle que F p(Ω•
X¯
(logD)) = σ≥pΩ
•
X¯
(logD) où σ≥p est le
tronqué bête déni par : σ≥p(K
•)n =
{
0 si n < p
Kn si n ≥ p
.
2. par la ltration roissante par le poids W, donnée par les sous-omplexesWn(Ω
•
X¯
(logD)).
Proposition 18
(i) H(X¯,Ω•
X¯
(logD)) oïnide ave H(X,C).
(ii) On a un isomorphisme anonique HDR(X ×A
1/k)→ HDR(X/k) où le morphisme est
donné par le pullbak des formes diérentielles pr∗1 : pr
−1
1 Ω
•
X → Ω
•
X×A1.
(iii) La ohomologie de de Rham vérie Mayer-Vietoris.
Preuve 12 (i) f lemme 3.14 [6℄.
(iii) résulte des propriétés d'hyperohomologie.
(ii) Soit p = pr1 : X × A
1
k → X. Montrons que pr
∗ : Ω•X → pr∗Ω
•
X×A1
k
est un quasi-
isomorphisme. En eet, omme l'appliation p est ane, on peut aluler HpDR (X×A
1/k),
omme la ohomologie du omplexe simple assoié au omplexe double de de Rham-Ceh de
Ω•X×A1 assoié au reouvrement ane de p
−1(U) de X×A1k où U est un reouvrement ane
de X.
Or e omplexe simple n'est rien d'autre que le omplexe simple assoié au omplexe double
de de Rham-Ceh de p∗Ω
•
X×A1 , et don assoié au reouvrement ane de U de X, et don
'est aussi l'hyperohomologie du omplexe p∗Ω
•
X×A1 sur X. Si on a montré que es om-
plexes sont quasi-isomorphes via p∗ à Ω•X , on aura alors que 'est un isomorphisme en
ohomologie de de Rham.
Soit α ∈ p∗Ω
l
X×A1. Alors α s'érit sous la forme :
α = α′ + dt ∧ β
où α′ et β sont des setions de p∗∗Ω
l
X×A1, p
∗
∗Ω
l−1
X×A1
respetivement.
β s'érit loalement : β =
∑
tiβi, i < k + 1 où βi sont des setions de Ω
l−1
X . Comme
ar k = 0, on a ti = 1i+1dt
i+1
, et don :
tidt ∧ βi = d(
1
i+1t
i+1βi)−
1
i+1t
i+1dβi.
Il en résulte que toute setion α ∈ p∗Ω
l
X×A1 est modulo une forme exate, dans p
∗
∗Ω
l
X×A1.
Soit maintenant α =
∑
tiαi ∈ p
∗
∗Ω
l
X telle que dα = 0.
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∑
tidαi +
∑
iti−1dt ∧ αi = 0
Comme ar k = 0, on a que αi = 0 pour i > 0 et α ∈ Ω
l
X . Cei montre la surjetivité en
ohomologie. L'injetivité proède de la même manière.
Le as qui nous intéresse ii est si on prend X shéma lisse séparé sur k. On a alors
par Hironaka [1℄, qu'il existe X¯ une ompatiation projetive lisse telle que X¯-X est un
diviseur à roisements normaux.
6.2 Constrution de la réalisation
Suivant Deligne-Gonharov [10℄, la onstrution se déompose selon plusieurs étapes. On
onsidère X• un omplexe borné d'objets de SmCor(k).
On onsidère une ompatiation lisse de haun des Xn et on montre que le omplexe
X• se prolonge au omplexe X¯•.
Ensuite, on prend pour haque X¯n le omplexe de de Rham logarithmique, et on va onsi-
dérer un omplexe K• qui représente RΓ(X¯n,Ω•
X¯
(logDn)) qui est lui-même biltré ; pour
ela la résolution de Godement fera l'aaire. On en déduira un omplexe double biltré qui
nous fournira la réalisation voulue à quelques détails près. Enn, il s'agit de passer à la
atégorie des motifs mixtes et d'ajouter la struture tensorielle.
Théorème 6 On a un fonteur de réalisation RDR :


SmCor(k)op // D+(kbifilt)
X // DecRΓ(X¯,Ω•X¯(logD))


qui s'étend en un fonteur triangulé tensoriel sur DMgm(k).
Nous utilisons la topologie Nisnevih (étale fontionne aussi), essentiellement pare que les
résultats établis pour la monade de Godement marhent pour es deux topologies et non
pour la topologie de Zariski. L'hyperohomologie du omplexe de de Rham est la même.
En eet, on rappelle le résultat suivant :
Proposition 19 Soit F un faiseau quasi-ohérent sur Xzar, il induit un faiseau FNis, on
a alors que H∗(X,F )→ H∗(X
Nis
, F
Nis
) est un isomorphisme.
Preuve 13 SGA 4 Exp VII Prop 4.3, où 'est démontré pour la topologie étale et don en
partiulier pour elle de Nisnevih.
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Ave ette proposition, l'hyperohomologie du omplexe de de Rham s'en déduit par la
suite spetrale standard.
On ommene maintenant ave le lemme suivant qui nous assure que les orrespondanes
nies se prolongent aux ompatiations.
Lemme 6 Soit Γ : X → Y dans SmCor(k). Si Y¯ est une ompatiation projetive lisse
de Y, il existe X¯ une ompatiation projetive lisse telle que Γ se prolonge de manière
unique en Γ¯ de X¯ vers Y¯ .
Preuve 14 On a seulement besoin de traiter le as où X est onnexe et Γ est un sous-
shéma fermé de X × Y , intègre et ni dominant sur X. On note alors d le degré de Γ sur
X. D'après la proposition 3, on a alors un morphisme de shémas γ : X → Symd(Y ). Par
Hironaka [13℄, il existe X¯ une ompatiation projetive lisse telle que γ se prolonge en
γ¯ : X¯ → Symd(Y¯ ). Pour une telle ompatiation, on prend l'adhérene de Γ dans X¯× Y¯ .
Celle-i est bien nie dominante sur X¯ et fournit le prolongement herhé. L'uniité vient
du fait que X¯ est intègre et Symd(Y¯ ) séparé.
On veut désormais montrer que le omplexe de de Rham est anoniquement muni de
transferts, puis nous passerons après au as logarithmique.
Proposition 20 Soit Γ : X → Y dans SmCor(k).
1. On a alors un morphisme de omplexes de faiseaux sur le support de Γ :
[Γ] : pr∗2Ω
•
Y → pr
∗
1Ω
•
X .
2. Le morphisme déni i-dessus est fontoriel sur SmCor(k).
Preuve 15 Pour démontrer ette assertion, on peut se restreindre au as où X et Y sont
anes.
Soit B une A-algèbre nie. Soient L et K leurs orps de frations respetifs. L/K est nie
séparable omme on est en aratéristique nulle. On va montrer que l'appliation naturelle
i : Ω•A/k
A
⊗ L→ Ω•B/k
B
⊗ L est bijetive.
On remarque tout d'abord que la struture de omplexe sur L sur Ω•B/k
B
⊗ L est donnée
par :
d(ωa ) =
adω−da∧ω
a2
. De même, on met une struture de omplexe sur K sur C := Ω•A/k
A
⊗ K.
On va maintenant mettre un struture de omplexe sur C ′ = C
K
⊗ L de telle façon que i
devienne un morphisme de omplexes et ensuite onstruire un inverse à i. Premièrement,
on a omme L/K est séparable, que la diérentielle d : K → Ω1A/k
A
⊗ K s'étend en une
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dérivation d∗ : L→ Ω1A/k
A
⊗ L. On a don la struture que l'on voulait sur C' en posant :
d∗(ω ⊗ l) = ldω + d∗l ∧ ω (l ∈ L,ω ∈ E).
Il reste à voir que i est un morphisme de omplexes. Pour ela, il sut de voir que le dia-
gramme suivant ommute :
Ω1A/k
A
⊗ L
i

L
d∗
;;xxxxxxxxx
d ##F
FF
FF
FF
FF
Ω1B/k
B
⊗ L
Cela vient du fait que i ◦ d∗ et d sont deux dérivations de L → Ω1B/k
B
⊗ L et oïnident
sur K. La propriété universelle de Ω•A/k nous permet de onstruire le morphisme inverse
λ : Ω1B/k
B
⊗ L→ C ′.
Lemme 7 Il existe une unique appliation TrB/A : Ω
•
B/k
B
⊗ L→ Ω•A/k
A
⊗ K telle que :
1. TrB/A est la trae usuelle de L vers K en dimension 0.
2. TrB/A est Ω
•
A/k-linéaire (i-e additive et TrB/A(ω ∧ η) = ω ∧ TrB/A(ω)).
Proposition 21 TrB/A est un morphisme de omplexes.
Preuve 16 Supposons z ∈ L. Soit f(z) = zn −
∑
biz
n−i
son polynme minimal sur K. Si
n∗ = [L : K], alors Tr(z) = n
∗
n b1. De plus, on a df(z) = 0, d'où dz =
1
f ′(z)
∑
zn−idbi.
Don par dénition de Tr, Tr(dz) =
∑
Tr( z
n−i
f ′(z))dbi, e qui est exatement
n∗
n db1 par
[26,III,6℄.Don Tr(dz)=dTr(z). Maintenant si η ∈ Ω•B/k
B
⊗ L, η = zω ave z ∈ L et
ω ∈ Ω•B/k par la proposition, don Tr(dη) = Tr(dz ∧ ω + zdω) = dTr(z) ∧ ω + Tr(z)dω =
d(Tr(z)ω) = dTr(η), e qu'on voulait.
Proposition 22 TrB/A envoie Ω
•
B/k vers Ω
•
A/k si A est lisse.
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Preuve 17 On a déjà que ΩnA/k est projetif de type ni, omme A lisse. Comme A est
normal, intègre et L/K séparable, la fermeture intégrale A', de A dans L est une A-algèbre
nie. De plus, si on prend un ouvert U, dont le omplémentaire est de odimension au moins
2 dans A, le morphisme de restrition est un isomorphisme. Don, il sut de montrer que
TrB/A envoie Ω
•
A′/k dans Ω
•
A/k ⊗K et s'étend aux points de odimension 1 de Spe A. On
se ramène don au as où A est un trait. Comme on peut faire n'importe quelle extension
étale sur A, on peut supposer A stritement hensélien.
Dans e as-là, i-e A un trait stritement hensélien, on a :
A′ = A[t]/(tn − z) où z est un générateur de l'idéal maximal et n entier positif. Alors
dt = 1
ntn−1
dz (ar k=0) et le groupe de Galois de A' sur A, agit par σ(t) = ζt où ζ est une
raine primitive de l'unité. Don Tr(tm) = 0 sauf si n divise m. On en déduit Tr(tmdt) = 0
si m 6= −1[n] ou z(m−n+1)/ndz si m = −1[n].
Etant donnée une orrespondane Γ ∈ Cor(X,Y ), on notera [Γ] la èhe TrΓ/X omposée
ave le morphisme anonique pr∗2(Ω
•
Y ) → pr
∗
1(Ω
•
Γ). Montrons désormais la ompatibilité
par rapport à la omposition des orrespondanes. Soit don, W ∈ X × Y , W ′ ∈ Y ×
Z,ave X, Y et Z anes lisses. En eet, un théorème de Voevodsky, nous assure que l'on
peut se restreindre à une telle sous-atégorie ([5 bis℄). Comme ΩnX est loalement libre,
on peut remplaer X par son point générique Spe(F). On a don le diagramme suivant :
W ⊆ X × Y

X = Spec(F )
On peut de même remplaer X par W et on se ramène don au as où W est le graphe de
l'inlusion iX : X → Y ave X, Y anes et lisses. Maintenant, on onsidère une haîne de
sous-variétés lisses de odimension un : X = X0 ⊂ X1 ⊂ ... ⊂ XN = Y .
Montrons par réurrene desendante sur N, que l'on peut se ramener au as où X est de
odimension 1 dans Y. Supposons la propriéte vraie au rang N-j et montrons la au rang
N-j-1. On a alors :
XN−j−1
iN−j−1
→ XN−j
iN−j
→ Y .
Par hypothèse de réurrene, on a [W ′]◦iN−j = [W
′◦iN−j ] et iN−j−1 est une immersion de
odimension 1 entre sous-shémas lisses, don on peut appliquer l'hypothèse de réurrene.
Maintenant, quitte à remplaer Z par la normalisation de W', on peut supposer que W' est
la transposée du graphe d'un F-morphisme ni surjetif de Z vers Y. Comme ar k=0 et Y
et Z lisses, un tel morphisme est étale, on peut don prendre Y=Spe(F[x℄) et Z=Spe(F[t℄)
ave tn = x.
Alors la omposition est iX ◦W
′
est nx , et on a juste à vérier en degré zéro. Dans e as,
'est juste le morphisme trae sur le faiseau strutural et en degré un, où 'est le alul
fait dans la proposition préédente.
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Remarque :
On vient don de voir que le omplexe de de Rham est anoniquement muni de transferts.
On a même vu dans la preuve que l'on a des transferts sur les formes diérentielles méro-
morphes. L'extension au as logarithmique se fait don de la faon suivante :
-Soit jX (resp jY ) l'inlusion de X dans X¯ (et pareillement pour Y), une ompatiation
de Y étant xée.
-D'apres le lemme 6, on a vu que si on a Γ : X → Y dans SmCor(k) et est irrédutible,
on a un unique Γ¯ : X¯ → Y¯ dans SmCor(k) qui prolonge Γ une fois que l'on a xé une
ompatiations Y¯ de Y.
-On a alors déjà un morphisme pour Γ :
[Γ] : jY,∗Ω
•
Y → jX,∗Ω
•
X , et don en partiulier il sut de voir que [Γ¯] envoie Ω
•
Y¯
(log) sur
Ω•
X¯
(log). Comme à nouveau, pour tout i ≥ 0, Ωi
X¯
(log) est loalement libre, on se ramène à
nouveau au as où X¯ → Y¯ est un morphisme ni de ourbes au-dessus d'une ertaine ex-
tension de orps F, ave le diviseur à l'inni t=0 et z=0 et tn = z ave les mêmes notations
que i-dessus et on a juste besoin de faire le alul diret pour
dt
t =
dz
nz e qu'on voulait.
Il ne nous reste don plus qu'à montrer que ça ne dépend pas de la ompatiation, on a
alors la proposition suivante :
Proposition 23 Soit Γ : X → Y dans SmCor(k) et X¯1, X¯2, Y¯1 et Y¯2 des ompatiations
de X et Y. On a alors que Γ¯ : X¯1 → Y¯1 est indépendant des ompatiations hoisies.
Preuve 18 On pose Z¯ := X¯1 × X¯2, puis on note X¯3 une désingularisation de l'adhérene
de X dans Z¯, on a alors le diagramme suivant :
X¯1
X
@
@@
@@
@@
@
//
??~~~~~~~~
X¯3
``AAAAAAAA
~~}}
}}
}}
}}
X¯2
e qui nous permet de nous ramener au as où on a un diagramme du type :
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X¯1
p

X
>>}}}}}}}}
  A
AA
AA
AA
A
X¯2
où p est un morphisme propre et pareillement pour Y. Maintenant,la proposition vient du
fait qu'un morphisme propre envoie les formes à ples logarithmiques sur les formes à
ples logarithmiques et qu'une forme rationnelle sur X¯ qui s'envoie sur une forme à ples
logarithmiques sur X¯ ′ a elle-même des ples logarithmiques sur X¯.
On a alors d'après la proposition 17 que le morphisme [Γ¯] : pr∗2(Ω
•
Y¯
(log)) → pr∗1(Ω
•
X¯
(log))
s'étend aux résolutions asques anoniques à G•
ét
(Ω•(log)). On représente alors RΓ(X¯,Ω•
X¯
(log))
par piX¯∗G
•
ét
Ω•
X¯
(log). Pour assurer l'indépendane par rapport aux hoix des ompatia-
tions, on prend la limite indutive sur toutes les ompatiations, qui est un système
essentiellement onstant par i-dessus. On a don besoin, du lemme suivant :
Lemme 8 La atégorie I omposée des ouples (X, X¯) ave X lisse sur k et X¯ ompati-
ation lisse et les morphismes naturels entre ouples, est oltrante.
Preuve 19 On a déjà vu dans la proposition préédente que l'on a pour i, j, k des objets
de I :
i
k

@@
j
Il ne nous reste à montrer que l'on a un diagramme du type :
X¯0

X
??
//
@
@@
@@
@@
@ X¯1
 
X¯2
Dans e as, on hoisit pour X¯0 une désingularisation de l'adhérene de X dans X¯1×X¯2
X¯1.
On a don un fonteur R˜DR : C
b(SmCor/k)op → Cb(C+(kbifilt)) ainsi que des fonteurs :
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Tot : Cb(C+(kbifilt))→ C
+(kbifilt) et DecW : C
+(kbifilt)→ C
+(kbifilt).
On note alors RDR le fonteur omposé que l'on prolonge naturellement en un fonteur
triangulé de :
RDR : K
b(SmCor/k)op → D+(kbifilt)
En utilisant l'invariane par homotopie et la suite de Mayer-Vietoris pour la ohomologie
de de Rham d'une part et d'autre part le fait que D+(kbifilt) est pseudo-abélienne d'apres
[3℄. On en déduit que le fonteur s'étend en un fonteur triangulé RDR : DM
eff
gm (k)op →
D+(kbifilt).
Il ne reste plus qu'à vérier la struture tensorielle :
Lemme 9 Le fonteur triangulé RDR est tensoriel, on a don pour tout X, Y k-shémas
un isomorphisme :
RDR(X)⊗RDR(Y )→ RDR(X × Y ).
Preuve 20 On va d'abord montrer que le fonteur est quasi-tensoriel ; on a déjà que
Ω•
X¯
(log) est muni de transferts et est quasi-monoïdal symétrique, don par la proposition
18, on obtient que G•
ét
Ω•
X¯
(log) est également quasi-monoïdal symétrique. Cela entraîne que
le fonteur R˜DR : SmCor/k → C
+(kbifilt)
est quasi-monoïdal symétrique, d'où un morphisme anonique de fonteurs sur SmCor/k⊗
SmCor/k :
⊗ : R˜DR(−)⊗ R˜DR(−)→ R˜DR(−×−)
assoiatif et ommutatif. Ce dernier nous fournit des morphismes de fonteurs assoiatifs
et ommutatifs :
CR˜DR(−)⊗ CR˜DR(−)

C[R˜DR(−)⊗ R˜DR(−)]
⊗EMLoo C⊗ // CR˜DR(−×−)

R˜DR(−)⊗ R˜DR(−) R˜DR(− ×−)
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où ⊗EML désigne la transformation d'Eilenberg-MaLane [10 1/2℄. On a don des mor-
phismes de bifonteurs assoiatifs et ommutatifs :
Cb[CR˜DR(−)⊗ CR˜DR(−)] C
b[C[R˜DR(−)⊗ R˜DR(−)]]
Cb⊗EMLoo C
bC⊗ // Cb[CR˜DR(−×−)]

RDR(−)⊗RDR(−)
OO
RDR(− ×−)
Comme en plus, le morphisme d'augmentation :
Ω•k(log) → G
•
ét
Ω•k(log) est un quasi-isomorphisme qui rend le diagramme ommutatif sui-
vant :
RDR(k) ⊗RDR(−) Cb[C[R˜DR(k)⊗ R˜DR(−)]]
Cb⊗EMLoo C
bC⊗ //
RDR(k ×−)

Ω•k(log)⊗RDR(−)
OO
//
RDR(−)
Le fait que le fonteur est tensoriel provient alors du fait que le morphisme de Künneth
en ohomologie de de Rham est un isomorphisme pour les variétés lisses sur un orps k, e
qui entraîne l'isomorphisme pour tout motif mixte.
En regardant le motif réduit de P1, on voit qu'il a pour image dans D+(kbifilt), k en degré
de Hodge 1. On a don obtenu le résultat suivant.
Lemme 10 Il existe un isomorphisme φ : RDR(Z(1))→ (k, 1).
Comme (k,1) est inversible dans D+(kbifilt), RDR s'étend à DMgm(k), la atégorie des
motifs mixtes géométriques, en un fonteur triangulé tensoriel.
Conlusion : Nous avons don onstruit le fonteur de réalisation de de Rham ave toutes
les propriétés voulues. Le point tehnique fondamental était de mettre expliitement des
transferts sur le omplexe de de Rham et une fois bien omprise ette mahine, l'extension
à DMgm(k) est essentiellement formelle. On notera également que ette approhe direte
39
évite les souis dûs aux strutures enrihies sur la ohomologie, que l'on renontre dans les
approhes de Leomte-Wah et Cisisnki-Déglise.
Il ne reste plus qu'une remarque à faire. Le as de la réalisation rigide n'a pas été
abordée ii, mais une partie de l'approhe énonée ii peut être réutilisée. Pour obtenir les
transferts pour la ohomologie rigide, il sut de onstruire un morphisme de transfert pour
une orrespondane nie irrédutible nie W au dessus de X ane lisse. Dans le as où X
est ane lisse, la ohomologie rigide se alule omme la ohomologie de de Rham d'un
'omplété faible' d'un relèvement de X.
De plus, on a par [22℄ que les morphismes nis surjetifs entre shémas anes lisses se
relèvent en des morphismes nis surjetifs au niveau des omplétés faibles. Le problème
vient alors que la orrespondane nie W ne se relève pas, n'étant pas lisse. En revanhe,
ela devient possible en utilisant de Jong.
Dans e as, on a un diagramme de la sorte :
W˜
f //W
g

X
ave f propre surjetive et génériquement étale et W˜ est lisse. Dans e as, g ◦ f est propre,
surjetif et génériquement ni entre shémas lisses. On peut don appliquer e qu'on a dit
i-dessus, il faut alors voir que 'est indépendant du hoix de l'altération, et que le transfert
s'étend. Une fois les transferts mis, le reste est essentiellement formel.
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