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Belief and plausibility functions have been introduced as generalizations of 
probability measures, which abandon the axiom of additivity. It turns out that 
elementwise multiplication is a binary operation on the set of belief functions. If the 
set functions of the type considered here are defined on a locally compact and 
separable space A’, a theorem by Choquet ensures that they can be represented by a 
probability measure on the space containing the closed subsets of X, the so-called 
basic probability assignment. This is basic for delining two new types of integrals. 
One of them may be used to measure the degree of non-additivity of the belief or 
plausibility function. The other one is a generalization of the Lebesgue integral. The 
latter is compared with Choquet’s and Sugeno’s integrals for non-additive set 
functions. ,( 1987 Academic Press. Inc. 
1. INTRODUCTION 
The concept of belief function and plausibility function has been 
introduced and discussed by Shafer [&lo] to model systems which are not 
necessarily controlled by chance. Given a set X of possible outcomes and a 
subset A c X, the belief function Bel(A) measures the strength of evidence 
which supports A. There may be evidence which cannot discriminate 
between A and its complement A”. Therefore Bel(A’) may be less than 
1 - Bel(A). A belief function Be1 induces a conjugate plausibility function 
Pl by PI(A) = 1 - Bel(A’) which measures the extent to which one does not 
believe in the contrary of A. 
Shafer [9] intended to present a generalization of subjective probabilities 
which is not necessarily additive. But Walley and Fine [12] describe 
several situations in which non-additivity is desirable, even from a frequen- 
tist point of view, e.g., if independent observations are governed by dif- 
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ferent probability laws, and band lim have to be considered. In robust 
statistics other examples of non-additive set functions arise from con- 
taminated probability measures (e.g., [5]). There is a close relationship 
between belief and plausibility functions on the one hand and 
Dempster’s [3] lower and upper probabilities on the other hand. This has 
been described by Nguyen [7]. 
The present article is based on the fact that belief and plausibility 
functions can be represented by a probability measure m defined on the 
space of all closed subsets of X which we call basic probability assignment 
in accordance with Shafer [9]. For finite sets X the existence of m has been 
shown by Shafer [9]. The general case has been treated by Shafer [S, lo] 
and Matheron [6]. We prefer to use Matheron’s approach, because it 
seems to be more natural and more closely related to Choquet’s [2] paper 
on capacities which is fundamental for the mathematical theory of belief 
and plausibility functions. 
Dempster [3] has defined a binary operation in order to combine 
independent sources of evidence which he calls orthogonal sum. In Sec- 
tion 3 we introduce a simpler binary operation, namely, the multiplication 
of belief functions. Its properties are different from those of Dempster’s 
orthogonal sum. 
In Sections 4 and 5 we define two types of integrals based on belief and 
plausibility functions instead of probabilities. The first one can be used to 
measure the extent of non-additivity of the set function itself, whereas the 
second one is a generalization of the Lebesgue integral, i.e., it can be inter- 
preted as an expectation. The value of such an integral is the same for 
every conjugate pair of belief and plausibility functions by definition. This 
property is desirable, since a belief function and its conjugate plausibility 
function reflect the same attitude towards a partially known reality from 
different points of view. 
We prove some limit theorems for these integrals, study several exam- 
ples, and investigate the integrals’ properties under the binary operations 
mentioned above. Finally, we compare the second integral with Cho- 
quet’s [2] and Sugeno’s [ 111 integrals for non-additive set functions. 
2. BELIEF AND PLAUSIBILITY FUNCTIONS 
Consider a locally compact, separable (LCS) space A’. Let .#(A’) be the 
o-algebra of bore1 sets generated by the open sets in A’. We denote by 
9 = F(X), X=X(X), and 3 =3(X) the classes of closed, compact, and 
open subsets of X, respectively. For arbitrary B c X let 
~~=JFE.P:F~B#~I) and .BA=(F~,P:FnB=@). 
The two families .F K, K E X’, and Pci, GE ‘9, generate a topology .Y(.P) on 
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3. The open sets of Y(Y) generate a o-algebra of subsets of .B which will 
be denoted by ,4p(cF). 
A function Pl: a(X) + [0, 1 ] is called a plausihilit~ ,function, if it satisfies 
(i) Pl(0) = 0, Pi(X) = 1, 
(ii) A, BEG?, AcB=sPl(A)<Pl(B), 
(iii) A,, E :8(X), A,, T A * Pl(A,,) 7 PI(A), 
(iv) K,, E J”(W, K,,l K- PI(K) 1 PI(K), 
(v) Pl is ulternuting of order r;, i.e., 
Pl fiA, < 
( 1 I -= I 
a+,:, 
/ .III 
(-I)“‘+’ p’(u 4) 
IFI 
for all n 3 1 ; A , ,..., A,, E .4(X). (2.1) 
A function Bel: .#(.I’) + [0, l] is called a belief‘ ,function, if the 
corresponding properties (i’)-(v’) hold with the following modifications: 
(iii’) A,,EJ(X), A,,JA=Bel(A,,)JBel(A), 
(iv’) G,,EY(X), G,,fG, G~E.%“(X)~B~~(G,,)~B~~(G), 
(v’) Be1 is monotone qf’ order r;, i.e., 
Be1 ,?,A, 3 1 (-I)l’i’Bel(n A,) 
( > @#lC [I. .!I; rel 
for al n 3 I and A, ,..., A,, E .0(X). (2.2) 
It should be remarked that conditions (v) and (v’) imply subadditivity and 
superadditivity, respectively. 
Now, the existence of a basic prohuhilit~~ ussignment (h.p.u.) m is 
guaranteed by the famous 
THEOREM (Choquet [2], Matheron [6]). A firnction PI: X(X) -+ [0, l] 
satisf;Ving suplct * PI(K) = 1 is u plausibility ,function, jf und (ml?, if thaw 
r.uists u prohuhility measure m on (9, ,V(.F)) such that Pl( K) = m(9,). m 
is uniquely determined. 
As Matheron [6, p. 29f.l pointed out, Pl can be extended from .X’(X) to 
,/A(X) (and even to the power set of X), and 3B is measurable with respect 
to the completion (3, <p(Y), &) of (9, Y’(Y), rn) for every BE .8(X); 
hence the equality Pl( B) = fi(FB) is well-defined for all BE .8(X). For sim- 
plicity of notation we will omit the tilde. 
Pl is a plausibility function, if and only if Bel( B) = 1 - Pl( B’) (BE a(X)) 
is a belief function. On the other hand, if a belief function Be1 and a 
plausibility function PI satisfy the previous equation, then we call them 
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conjugate to each other. Thus a b.p.a. m simultaneously generates the con- 
jugate functions PI(B) =nz(&) and Bel(B) = m(FE), and every belief 
function can be represented by a b.p.a., too. 
Clearly, Pl(B)=m({F~91Fn B#fa}) is the probability of the maxi- 
mal subset of 9 which can attribute to B, and Bel( B) = m( (FE F 1 F c B) ) 
is the probability of the minimal subset of .q which attributes to B. That is 
why PI and Be1 are sometimes called upper and louver probabilities 
(Dempster [ 31). 
EXAMPLE 1. A probability measure P on (X, g(X)) is alternating and 
monotone of order co, as equality holds true in (2.1) and (2.2) by the 
Sylvester-Poincare equality. Now P(B) = m(:FB) = m(.F&) and therefore 
If X is finite and discrete, and Cc X contains more than one element, this 
implies that m( { C)) = 0. Thus m is concentrated on singletons. 
EXAMPLE 2. Let P be a probability measure on (X, d(X)) and 
EE [O, 11. 
It is easily verified that Bel(B) = (1 -E) P(B), Bf X, and Bel(X) = 1 
define a belief function. Its conjugate plausibility function Pl given by 
Pi(B) = (1 -F) P(B) +c for B# 0 and Pl(@) =0 was called c-con- 
tamination by Huber and Strassen [S]. Its b.p.a. takes the values 
m(FB)=(I -E) P(B)+E and m(.pe)=(l -E) P(B) for Bf0,X 
so m(9B\s9@) = E. Now 
n (‘FB\,F/--) = 
BE #J(X).B#@.,\ 
{X 
implies that m( (X} ) = E. 
EXAMPLE 3. The case E = 1 in the previous example models the concept 
of total ignorance. The corresponding belief function Bel, takes the value 0 
for all proper subsets of X. Its b.p.a. is completely described by the 
equation m( {X}) = 1. 
EXAMPLE 4. Let X be finite and discrete (the case treated by 
Shafer [9]). Then the power set is finite, too, and all subsets are closed. 
Writing m(A) for simplicity instead of m( (A }), we get 
Bel(A)= c m(B). 
BrA 
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Choosing A = @ and A = X yields 
mm = 0 and c m(B)= 1. 
BcX 
The plausibility function can also be expressed in terms of m by 
PI(A)= 1 m(B). 
EnA+ 
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3. BINARY OPERATIONS ON BELIEF FUNCTIONS 
Let us first recall Dempster’s [3] combination of belief functions in a 
slightly generalized version: 
DEFINITION 3.1. Let X be a finite or countable set and m, and ml be 
b.p.a.‘s which are both concentrated on d = {A c X: IA 1 < E ) and generate 
belief functions Bel, and Bell, respectively. If 
K~ ‘= c m,(W.m,(C)#O, 
then the belief function generated by the b.p.a. 
m(A)=K 1 fn,(B 
R.i‘tC.BnC‘=.A 
is called the orthogonal sum Bel, @ Bel,. If K ’ 
not defined. 
).mz(C) (3.1) 
=O, the orthogonal sum is 
We notice that the sums in this Definition contain at most countably 
many terms so m is well defined. 
Next we shall introduce a further binary operation which does not seem 
to be known in the literature, although its concept is very simple. 
DEFINITION 3.2. Let A’ be a LCS space and Bel,, Bel, be belief 
functions on (A’, S?(X)), then we call the set function Be1 defined by 
Bel( A ) = Be1 1 (A ) Bel,( A ) the multiplication qf Be1 1 and Belz. 
THEOREM 3.3. The multiplication of tjvo belief ,functions Bel, , Bel, on a 
LCS space X is again u belief function on X. 
We need the following: 
Reduction Technique. Let a(A, ,..., A,,) be the o-algebra generated by 
sets A , ,..., A,,E~(X). ForJc{l,..., n) thesetA(J)=n,,,A,nn,4,A,“is 
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either empty or an atom of a(A , ,..., A,,) and W,,L I ,,...,, 1) A(J) = X (u 
signifies disjoint union). The mapping 
Horn: 9(9( { l,..., n})) + a(A, ,..., A,,) 
2 t-+ u A(J) .Jt y 
is a boolean homomorphism. For # c P’( (l,..., n}) we introduce the 
notation 
9-y = f--j FA,,, n n FA(.” 
JE / J$ I 
.F = 
u Py is a partition of 9. 
y c ‘++( ; I _ .,I ; ) 
Each closed set F is contained in exactly one of the 9f whose index is uni- 
quely determined by 4 = {Jc {l,..., JZ): Fn A(J) # @}. Now represent 
each non-empty set A(J) by a single point j(J). If m is a b.p.a. on 9(X), it 
can be transferred to Y = { j(J): A(J) # @} by m( { y(J): JE R}) = IM(.F~). 
Proof qf Theorem 3.3. The properties (i’)--(iv’) of Bel, and Bel, transfer 
immediately to Bel, Bel,. Condition (v’) is proved by utilizing the 
previous reduction technique: 
Let m, and nr2 be the b.p.a.‘s of Bel, and BeI?, respectively, and define a 
probability measure on the atoms cFf of 0(9~) I c 9p( j ,_ .,,I ,) by 
m(q) = c m,(.Fy,) m,(.Fy*.). (3.2) 
y’.y”c .({ I . . ..I )),./‘” y”: y 
We show that this is the b.p.a. of the multiplication Be1 of Bel, and Bel,, 
restricted on a(,4 ,,..., A,,). Let A = uJE I A(J) for some f c+jl,..., n}). 
Then 
and we get 
Bel(A) = Bel,(A) Bel,(A) = m,(.PAL) m,(F“) 
=c c m,(Fy,) m,(Ff-) 
g “’ c ,/ .y ” ,y ” = / “’ 
= 2 m(Ff,,,) = m(pA’). 
y “’ c y 
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This representation of Be1 by the b.p.a. m entails that Be1 is monotone of 
order co on a(A, ,..., A,). In particular, (2.2) is satisfied. 
This theorem contains an interesting special case: The powers Pk of a 
probability measure P (k a positive integer) are belief functions. If X is 
countable, (3.2) may formally be obtained from (3.1) by omitting Km ’ and 
replacing intersection by union in the index of summation. Using Eq. (3.2) 
in this form, it is shown by induction that the b.p.a. of Pk is concentrated 
on those subsets of X which contain at most k elements. 
Combining an arbitrary belief function Be1 with the belief function of 
total ignorance Bel, yields 
Be1 @ Bel,, = Be1 and Be1 . Bel,, = Bel,. 
Thus Bel, is the neutral element of the orthogonal sum. The plausibility 
function for total ignorance could serve as the neutral element of mul- 
tiplication, but we do not use it here, because the union of belief and 
plausibility functions is not closed under multiplication. 
4. A MEASURE OF NON-ADDITIVITY BASED ON AN INTEGRAL 
Let X be a LCS space, p an inner regular measure, and .f’a p-integrable 
function on X. 
PROPOSITION 4.1. The ,finc’tion giwn hi, FH j,;,f dp is ttwasurahl~ on 
(F(X), Y(9)). 
Proof: First consider ,f’= 1 B, i.e., j,, f dp = p(B n F). We have to show 
that n(B, c) = {FE 9: p(Fn B) < c} E :Y(S) for all (8 > 0. Let us prove the 
equality 
CT(B, C)’ u .BK 
KF.XY(B.<) 
instead where I’(B,c)= {KE,~: KcB and p(K)>p(B)-c}. If 
FE a( B, c) and E = c - p(Fn B), there is a compact set Kc F n B satisfy- 
ing p(K)>p(FCnB)-e by inner regularity of p. This implies 
p(K)>p(B)-p(Fn B)-E=~(B)-c, so KEX(B, c) and FEB~. For the 
inverse inclusion let FeFK for some KE n‘( B, c). Then 
p(B n F) d p(B\K) < c, so FE 6Z(B, c) and the proposition is proved for 
indicator functions. The extension to simple functions, nonnegative 
measurable functions, and integrable functions is carried out by standard 
methods. 
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Proposition 4.1 enables us to define an integral with respect to a b.p.a. ~2 
on 9;: 
This integral exists since the “integrand” I,fdp is bounded. Some proper- 
ties follow immediately: 
If a, j3 are real numbers and f, g E 5$(p), then 
s (~f+Ps)o,,m=ajf.O,,m+B jgO,,m 
.f 6 gp-a.e. * i f O,, m d I g O,, m 
.f, -+ f in q-norm = I f,,O, m + I ,f @,, m. 
The last of these properties follows, since In If,, -.fl dp converges 
uniformly with respect to A. 
Now (4.1) defines a linear, continuous functional on 5$(p), and it is well 
known that there is a function h E 2&(p) such that 
i .fOL,m= .f.hdp s for all .f~ 5$(p). 
Next we show how h depends on m. We write Pi(x) instead of Pl( {x}) for 
simplicity. 
PROPOSITION 4.2. Suppose Pl is the plausibility function induced by m. 
Then 
j fBl'm= I Cf. Pi)(x) 44~). 
Proof The 1. Metrisation Theorem by Urysohn yields a metric d on X 
which is compatible with the topology. In addition let {x,, x~,... } be a 
countable and dense set in X. 
First, we prove that 9 = {(x, F) E Xx 9: x E F} is measurable with 
respect to the product-a-algebra B(X) 0 Y(9). Let U,,(x) = 
{ y E A’: d(x, y) < l/n). If (x, F) E 9, then for each n there is some number k 
such that x E U,(x,) and Fn U,(x,) # @. This verifies one inclusion of the 
equality 
23 = fj ij (U,bk) X=%,(uJ . 
> 
(4.2) 
,I= 1 h=I 
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To show the other inclusion we suppose (x, F) $9. Choose some n such 
that l/n < d(x, F)/2. Then for all k 3 1 at least one of the conditions 
U,(x,) n F= 12, and x 4 U,(x,) is satisfied, so (x, F) is not contained in the 
right-hand side of (4.2). Now Eq. (4.2) implies measurability of 9 which 
entails k%?(X) @ Y(F)-measurability of the function (x, F) H 1 ,-(x) ‘f(x). 
Using Fubini’s theorem we get 
s fOpm= II;(x). f(x) dp(x) 
= xf(wl(x)~P(x), s 
since the inner integral is equal to m(95,,). 
In the remaining part of this section we are going to demonstrate how 
this integral may be used to measure non-additivity of the set functions 
associated with a b.p.a. For this purpose we use the special integrand 
l=l,. 
1. Let us consider the case 1x1 = n; P be the uniform distribution. 
Then applying Proposition 4.2 yields two extreme cases, namely, 
I lBpm= l/n if m represents a probability measure 1 if m represents total ignorance. 
Obviously all other b.p.a.‘s yield intermediate values depending on 
c Wx,). 
2. Suppose X is LCS, Bel, and Bel, are belief functions on X with 
b.p.a.‘s m, and m,, respectively, and m is the b.p.a. of Bel, Bel,. Then for 
any measure ,u and any non-negative measurable function h we get 
i‘ h@,mid hO,,md hO,,m,+ h@,,m, s I I (i= I, 2). 
This is easily proved by applying Proposition 4.2 to the conjugate 
plausibility functions. Equality holds on the left-hand side if, e.g., Bel, 
represents total ignorance, and on the right-hand side if, e.g., 
ml(A)=m,(Ac)= 1 for some proper subset A. 
3. Suppose A’ is a finite or countable set, and Bel,, Bel, are belief 
functions whose conjugate plausibility functions will be denoted by Pl, and 
Pl,, respectively. We assume that Bel, 0 Bel, exists and Pl is its conjugate 
plausibility. Shafer’s theory [9, p. 44 and Theorem 3.31 implies that 
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Pi(x) = K. Pi,(x). Pi,(x), where K is given in Definition 3.1. If K = 1 and 
ml, m2, and m denote the b.p.a’s of Bel, , Bel,, and Bel, @ Bel,, respec- 
tively, this entails 
i = 1, 2, p an arbitrary measure, and h an arbitrary non-negative function. 
So in this special case the orthogonal sum decreases the measure of non- 
additivity whereas the multiplication always yields an increase. It seems to 
us that Dempster’s [3] orthogonal sum behaves more reasonably at least 
in this special case. 
The condition K= 1 is satisfied, for instance, in the following situation: 
Let R,, a2 be independent a-algebras on X with respect to some 
probability measure P. Assume that m, is a b.p.a. concentrated on (r,, and 
that P(A)>0 if m,(A)>O, where i= 1,2. Then m,(B).m,(C)>O implies 
BnC#@. Thus K=l. 
4. Shafer’s [9] definition of discounting a belief function Be1 at a rate 
F E [0, 1 ] can be immediately extended to a LCS space: 
Bel’( A ) = ( 1 - E) Bel( A ) if .4#X 
BeI’(X)= 1. 
The conjugate equations read 
Pl(A)=(l-&)Pl(A)SE if A#@ 
Pl’,( @ ) = 0. 
This generalizes the e-contamination which was introduced in Example 2 of 
Section 2. If m and mL denote the corresponding b.p.a.‘s, and P is an 
arbitrary probability measure, then 
c l@pm’=(l-a) l@,m+c3 lO,m. i‘ s 
This is in accordance with our intuition that Bel” is “less additive” than Bel. 
5. Suppose i E ( - 1, co ) and g, is a set function on X = {x, ,..., x,, } 
satisfying g,(G) = 0, g,.(X) = 1, and 
A n B= ~3 * g,(A CJ B) = g,(A) + g,(B) + k;(A) g,(B). 
Then gj. is called a k-additive measuw (Sugeno [ 1 11). 
(4.3) 
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The parameter 1. clearly indicates the deviation of g;. from additivity. 
Banon [ 1] and Dubois and Prade [4] have proved that g, is a belief 
function iff iL 3 0 and that g;. is a plausibility function iff 3. < 0. Let 
g,=.t=Yi(f*~,l)< 1, i = l,..., n. If we apply (4.3) successively, we obtain 
gj.(x)= fi (1 +ig,)- 1 
c )’ 
;ii.= 1 (4.4) 
, =. ,
(cf. [ 11 I). The right-hand side implies 
fi (1 +i.g,)= 1 +i”. (4.5) 
,=I 
If g, ,..., g,, are fixed and i is replaced by IL- 1, then this product is a 
polynomial in ,LL with non-negative coefficients. Thus it is convex for p > 0 
or 3. > -1, respectively, and (4.5) has at most two solutions. The trivial 
solution i =0 is inadmissible for (4.4). The derivative of the product in 
(4.5) at % = 0 is equal to x;=, g,. So there is exactly one positive solution 
of (4.4) and (4.5) if C g, < 1, and exactly one solution i E ( ~ 1,O) if 
cs,> 1. 
Let us investigate the relation between the parameter E. and our integral: 
First, suppose that C g, > 1, i.e., i, < 0. Define another j,-additive measure 
byg,>g,and#,=g,fori>l.Then l+j.=~(l+~g,)>JJ(l+>.~,)and 
it follows from the properties of the product that the parameter 2 belonging 
to 2, ,..., E,, is smaller than i., thus being further away from the additive case 
().=O). Our integral reflects this simply by 
where b,h= (P({-\-,) 11, IS a measure on X and nz( g,), m( g;) denote the 
b.p.a.‘s. Now let x g, < 1, i.e., i. > 0. A similar argument shows that because 
of (4.5) I. has to be increased, if one of the g, decreases. 
Applying Proposition 4.2 and (4.3) yields 
Unfortunately. this integral may misbehave sometimes, as is demonstrated 
by the following 
EXAMPLE. Let n=3, p,= t/3 (i= 1,2,3), gz=0.2, g,=O.3. Changing 
the values of i and g, we get the following results: 
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i, RI j 1 O,,m(g,) 
84 0 0.5 
I 0.0108 0.5070 
3 0.1053 0.4839 
However, if all g, are identical and less than l/n, there is a monotone 
relation between 1” and f 1 0, m( g,.): 
Let g=g,= ... =g,,, thene=((l+i,)‘l”-l)/Iand 
Using Bernoulli’s inequality a straightforward calculation shows that the 
derivative of the term on the right-hand side is positive. 
5. A GENERALIZATION OF THE LEBESGUE INTEGRAL 
For fog and c~~(B)=~(B~F)=I~(B~F)/c~(F) the 
measure if p(F) >O, let us have a look at the following 
definition of a new integral 
conditional 
preliminary 
(5.1) 
This requires some discussion. 
First, pLF is not defined if p(F) = 0. Therefore we should eliminate the set 
9$ = {FE 9: p(F) = 0) from the range of integration of the outer integral. 
By Proposition 4.1, 5$ is a measurable subset of .S. In order to avoid a loss 
of relevant information, we have to presuppose that m(Fo) =O. Then 
Fubini’s theorem may be applied to 
1 A-x) ..f(-~)lW) 44x1 dm(F), 
since the integrand is ti(X)@,Y(.9)-measurable. But even for such a 
reasonable example as the c-contamination of a continuous probability 
measure m(&)>O. 
Also the argument utilizing the equivalence of the dual space Y:(p) and 
the space of the a.s. bounded functions on X cannot be used in general. 
This is due to the fact that the functional on YI(p) defined by (5.1) is not 
always continuous: It may happen that sifnl dp converges to 0, but for 
some decreasing sequence {F,,}, JFn f,, dpI;, increases so quickly and 
m({FET:FcF,}) converges so slowly that 4 f, 0, m does not converge 
to 0. 
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In order to avoid these difficulties, we restrict the definition of the 
integral to the following case: 
DEFINITION 5.1. Suppose X is a finite or countable set, rn is a b.p.a. 
concentrated on 6 (cf. Definition 3.1), ~1 is a measure which is positive on 
non-empty subsets of X, and ,f is a function on X. Then the integral 9f.f 
with respect to m (or the associated belief or plausibility function) is 
defined by 
If the b.p.a.‘s of two belief functions are restricted to 8, (3.1) and the 
remark following Theorem 3.3 reveal that this property is satisfied by the 
orthogonal sum and the multiplication, too. 
With regard to the condition concerning p, one should adopt an 
absolute continuity of the type p(A) = O= PI(A) = 0. Then, sets of 
p-measure 0 can be removed from X and p becomes positive. 
Again, some properties of the integral follow immediately: 
Suppose c(, B are real numbers and,f, g are bounded functions on X, then 
i 
c( @,, m = a. 
If {,f,,} is a pointwise non-decreasing sequence of bounded functions, then 
SUP 4 f, O,, m = f (sup .f,,) O,, m. t1 ,I 
This is proved by applying the classical theorem of monotone convergence 
to the functions h,(A) = (sA f, +)/p(A). 
A function f is called m-integrable if 4 IfI @,, m < co. If f,, +,f pointwise 
and there is a function.f, which is m-integrable and an upper bound for all 
IfA, then 
In order to prove this again let h,(A) = (jA fn &)/p(A) and define @A) and 
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h(A) analogously. Then h,(A) + h(A) and Ih,,(A)I d h(A) for all n and A. 
Now apply Lebesgue’s bounded convergence theorem. 
PROPOSITION 5.2. If a h.p.a. m represents a probability measure, the 
integral defined in Definition 5. I is the Lebesgue integral. 
Proof: The b.p.a. m of a probability measure P is restricted to 
singletons, so 
= J‘dP. c 
Since the integral 4 .f’@,, m is linear and satisfies the theorem of monotone 
convergence, a probability measure is defined by 
WA) = f 1 ,4 O,, m. (5.2) 
Writing down the appropriate series yields 
l?(A) = Bel(A) + 1 P(A f--l B) 
HL+ 4 p(B) 
m(B) 
=Pl(A)- 1 p(BnA’)m(B). 
Hi?A#@ P(B) 
Hence Bel(A) < Pr(A) < PI(A) for all A c X. In particular 
pr, = Pr( {xi) ) = C ~ PL( {Xl j ) m(B) 
n3r, p(B) . 
(5.3) 
Iffis m-integrable, the bounded convergence theorem enables us to write 
i .f@,,m=C.f(-~i)f ljr,iOilm=Cf‘(xj)Pr,. 
I I 
Thus the integral introduced here inherits its properties from the Lebesgue 
integral. In addition, it is easily computed, if the pr, are calculated in 
advance. 
The expression for pri shows that the probability m(B) is distributed on 
B according to weights, which are determined by the measure p. In the 
finite case X= {x, ,..., x,,} Dempster [3] has also constructed probability 
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measures on X by distributing m(B) amongst the elements of B, but he 
allows arbitrary weights for each set B. By his method any probability 
measure Pr satisfying Pr(B) 3 Bel(B) can be obtained. (The inequality 
Pr( B) < PI(B) holds simultaneously for all B, as 1 - Pr(B’) 6 1 - Bel(B’).) 
Each permutation rt on X defines an extremal point of the convex cone of 
these probability measures by 
P:= c m(B) 
BcX 
nlr)=mininf!): r,tB) 
(Dempster [3]). Hence (p;) allocates the probability m(B) completely to 
that x, E B which becomes the first element of B under the permutation 7~. If
Pr is defined as in (5.2) the extremal points (p:),= ,, .,,, obviously cannot be 
reached, but they can be approximated asymptotically: 
PROPOSITION 5.3. Suppose X= {x, ,..., x,,}. For each permutation IZ on X 
and each F > 0 there is a measure p such that 1 pr, - p:l < F ,fbr all i < n. 
Proyf: Let 6>0 and C;:=,S”< 1. Define p by 
6 7711) if 71(i) > 1 
P;=P(j”i))= 
1-i 6” if 71(i)= I. 
k=2 
Then 
@‘) 1 m(B)IdB) if n(i) > I 
83 Y, 
pr; = 
(l-~2~k)~y,m(B)iAB) if n(O=l. 
Now, if 6 + 0, straightforward computations show that the weight of m(B) 
approaches 1 if n(i) = 1 or z(i) = min{n(j): X,E B}, and that the weight 
approaches 0 if z(i) > min{ n(j): x, E B}. Since there are only finitely many 
terms involved, 6 can be chosen sufficiently small in order to achieve 
Ipri-p:l <E. 
Let us now demonstrate the computation of the integral for squares and 
cubes of probability measures P. Suppose p is a measure, ,f‘ is a bounded 
function, and m”’ is the b.p.a. of P’, i.e., m”)( ix,))= pt, 
m(‘)({xi,x,))=2p,p, (i#j), and m’*‘(A)=0 if lAl>2. Then 
pr, = PZ + /4 2 2p, ~,l(k + 11,) 
lfl 
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and hence 
# 
,f @J, rn(‘) = It ftxi) PI P~+~cli 1 P,/(P~,+llj) . 
;= I c f#i > 
If all p, are the same, we obviously get the Lebesgue integral f f dP. This is 
not true if we take P’ instead, as can be checked easily. 
A Comparison with Choquet’s and Sugeno’s Integral 
The notion of capacities (Choquet [2]) is more general than that of 
belief and plausibility functions. So Choquet’s integral [2] 
s 
“‘P’T({/>t})dt 
0 
for non-negative functions f and capacities T can be applied to Be1 and Pl. 
It was pointed out by Choquet [2] that 
i 
“‘PtBel({.f>t})dt=~(~~~,,,f(.u))dm(F) 
0 
and 
I ‘“” 0 Pl( {,f > t}) dt = j (;yF,f(x)) dm(F). 
This entails 
s 
s”p’Bel({f~t})dt~f,fO,,m~~s”p’ Pl({f>t})dt, (5.4) 
0 0 
if all integrals are defined. Equality holds if f is constant on any set B c X 
satisfying m(B) > 0; in particular, if Be1 = Pi is a probability measure, all 
these integrals are equal to the Lebesgue integral. 
Sugeno [ 1 l] defines a ,fuzzy measure to be a set function gr on a rr- 
algebra which is monotone with respect to set inclusion, continuous with 
respect to increasing and decreasing sequences of sets, and normalized by 
gr(@) = 0 and gr(X) = 1. If ,f: X-+ [0, l] is a measurable function, he 
defines an integral 
+ f ~gr=xy~,, (min(E, gr(F,))), 
where F,= {f am}. 
Sugeno [ 1 l] has proved that the difference between Lebesgue’s and his 
own integral is not greater than $ if gr is o-additive. A comparison with our 
own integral yields the following result: 
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PROPOSITION 5.4. If the assumptions of Definition 5.1 hold and the rangr 
qff is in [0, 11, then 
(i) -$~#f@~rn-ffo Bel< 1, 
(ii) +jf@,m-ffGPl> -1. 
In general, these inequalities cannot he improved. 
Proof. (i) Suppose CY E [0, l] and A E F,. Then (fA ,fdp)/p(A) 3 c(, and 
this implies 
d 
3 CI. Bel(F,) 
3 (min(cc, Bel(F,)))*. 
Now §f@@rn-f,f~Bel>(ff~Bel)*-ffoBel> -4. If Bel=P is G- 
additive, P(A)=+ and f =t. l,, then equality holds on the left-hand side. 
With regard to the inequality on the right-hand side of (i), it is easy to 
see that 4 f 0 x Ir m = 1 and f f 0 Be1 = 0 do not hold simultaneously. 
However, the difference in (i) can be arbitrarily close to 1: 
Let X= {x,,..., x,}, p((x,))= 1 for i= l,..., n, k<n, f(x,)= ... = 
f 6%) = 03 .f(Xk + I )= ... =,f(x,)= 1, and m({sk,xk+ ,,..., x,,})= 1. Then 
d fQ,,m=n”,:l m( {x~ ,..., x,~}) + 1 as n+03, 
but ffoBel=O. 
(ii) Write M=f f 0 PI and F,+o= {,f> M}, then 
WF, +,,) d Md Pl(F,) (cf. [ 1 1 ] ), 
Since 
f@,,md c 1 .m(A)+ 1 M.m(A), 
Anfin,+o#(a A n l’s< +(1 = 0 
we deduce 
I f@,,m- f~Pl~Pl(F,+,)+M(l-Pl(F,+,))-M f 
<M(l-M)b$ 
Equality holds if Pl = P is o-additive, P(A) = 4, and f = i 1 A + 1 AC. Again, it 
is easily checked that f f c PI = 1 and 4 f 0, m = 0 do not hold 
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simultaneously. The following example shows, however, that the difference 
in (ii) may be arbitrarily close to - 1: 
Suppose X=(.X ,,..., x,~}, P({,x,})= 1 for i= l,..., n, f(~,)= f.. = 
.fk ,)=O, fb,,)= 1, and m(X) = 1. This implies f fo PI = 1 and 
4 f 0, m = m(X)/n -+ 0 as n -+ a3 and hence everything is shown. 
Remarks. (1) Alternatively one can fix n and modify p in the two 
previous examples in order to achieve the same results. 
(2) The upper bound a of the difference between Lebesgue’s and 
Sugeno’s integral cannot be improved. On one side of our inequalities this 
bound still applies if we compare Sugeno’s integral with ours (left-hand 
side of the inequalities above). On the other hand, these differences may be 
extremely large, since the integrals take only values in [0, 11. 
(3) Combining the inequalities in Proposition 5.4 yields 
This is an analogous result to (5.4). 
Both Choquet’s and Sugeno’s integrals are defined for very general 
classes of set functions on any measurable space. They are not linear in 
their integrands and have not been defined for all real, measurable 
functions. In this sense they are distinct from the type of integrals 
introduced in this paper. 
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