Abstract-In this paper, we study the capacity of multiple-antenna fading channels. We focus on the scenario where the fading coefficients vary quickly; thus an accurate estimation of the coefficients is generally not available to either the transmitter or the receiver. We use a noncoherent block fading model proposed by Marzetta and Hochwald. The model does not assume any channel side information at the receiver or at the transmitter, but assumes that the coefficients remain constant for a coherence interval of length symbol periods. We compute the asymptotic capacity of this channel at high signal-to-noise ratio (SNR) in terms of the coherence time , the number of transmit antennas , and the number of receive antennas . While the capacity gain of the coherent multiple antenna channel is min bits per second per hertz for every 3-dB increase in SNR, the corresponding gain for the noncoherent channel turns out to be 
I. INTRODUCTION
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OTIVATED by the need to increase the spectral efficiency of wireless systems, a major effort is being made to study the use of multiple antennas. While much work has been done on systems with multiple receive antennas, it was only recently shown by Foschini and Telatar [1] - [3] that much larger spectral efficiency can be achieved by utilizing multiple antennas at both the transmitter and the receiver.
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increase [2] . The parameter is the number of degrees of freedom per second per hertz provided by the multiple antenna channel, and is a key measure of performance. This observation suggests the potential for very sizable improvement in spectral efficiency.
The result above is derived under the key assumption that the instantaneous fading coefficients are known to the receiver. Thus, this result can be viewed as a fundamental limit for coherent multiple-antenna communications. In a fixed wireless environment, the fading coefficients vary slowly, so the transmitter can periodically send pilot signals to allow the receiver to estimate the coefficients accurately. In mobile environments, however, the fading coefficients can change quite rapidly and the estimation of channel parameters becomes difficult, particularly in a system with a large number of antenna elements. In this case, there may not be enough time to estimate the parameters accurately enough. Also, the time one spends on sending pilot signals is not negligible, and the tradeoff between sending more pilot signals to estimate the channel more accurately and using more time to communicate to get more data through becomes an important factor affecting performance. In such situations, one may also be interested in exploring schemes that do not need explicit estimates of the fading coefficients. It is therefore of interest to understand the fundamental limits of noncoherent multiple-antenna communications.
A line of work was initiated by Marzetta and Hochwald [4] , [5] to study the capacity of multiple-antenna channels when neither the receiver nor the transmitter knows the fading coefficients of the channel. They used a block fading channel model where the fading gains are i.i.d. Rayleigh distributed and remain constant for symbol periods before changing to a new independent realization. Under this assumption, they reached the conclusion that further increasing the number of transmit antennas beyond cannot increase the capacity. They also characterized certain structure of the optimal input distribution, and computed explicitly the capacity of the one transmit and one receive antenna case at high SNR.
In this paper, we will use the same model to study the channel capacity for general values of transmit and receive antennas. We will focus on the high SNR regime, not only because it is more tractable than the general problem, but also because this is the regime where multiple antennas yield the most significant capacity increase from the additional spatial degrees of freedom provided. The high SNR capacity for the single-antenna case is obtained in [5] from first principles, by direct analysis of the integral involved in the relevant mutual information 0018-9448/02$17.00 © 2002 IEEE functional. It seems difficult to generalize their technique to the multiple-antenna case. Instead, a geometric approach is adopted in this paper. By transforming the problem into a new coordinate system, the underlying geometry is described more naturally and the input optimization problem can be easily solved. Using this method, we get the following results. 1) Let . In the case , as , we show that the channel capacity (b/s/Hz) is given by where is an explicitly computed constant that depends only on , , and , and is a term that goes to zero at high SNR. 1 We specify the optimal input distribution that asymptotically achieves this capacity. For the case , we characterize the rate that capacity increases with SNR. We conclude that in both cases, for each 3-dB SNR increase, the capacity gain is (b/s/Hz) with 2) We show that at high SNR, the optimal strategy is to use only of the available antennas. In particular, having more transmit antennas than receive antennas does not provide any capacity increase at high SNR. 3) We show that given a coherence time , the maximum number of degrees of freedom is achieved by using transmit antennas. 4) We give a geometric interpretation of the capacity expression as sphere packing in the Grassmann manifold : the set of all -dimensional subspaces of . 5) We evaluate the performance of a scheme using training sequences and compare it with the capacity result. We show that it attains the full number of degrees of freedom. At the end of the paper, we briefly contrast the high SNR regime with the low SNR regime, where the capacity of the multiple-antenna channel can be easily computed. We find that multiple antennas have a more significant impact in the high SNR regime than in the low SNR regime.
This is the number of degrees of freedom for noncoherent block fading multipleantenna communications
In this paper, the following notations will be used. We will use capital letters to indicate matrices, small letters for vectors and scalars, and boldfaced letters for random objects. For example, we write , for random matrices, , for deterministic matrices, , for random vectors, and for scalars. The only exception is , which we use to denote the average signal-tonoise ratio at each receive antenna. Unless otherwise stated, we write as differential entropy to the base .
II. SYSTEM MODEL AND PRELIMINARIES
A. System Model
We follow the model in [5] . Assume the system has transmit and receive antennas, with i.i.d. Gaussian noise at each of the receive antennas. The propagation coefficients form a random matrix which neither the transmitter nor the receiver knows. We adopt a Rayleigh-fading model. We also assume that the coefficients remain constant for a time period , and change to a new independent realization in the next time period. This can be a model for frequency hopping, ideally interleaved time division multiple access (TDMA) or packet-based system where each frame of data sees an independent realization of the channel but the channel is constant within each frame. The important feature of this model is that the channel remains constant only for a finite duration, so that there is inherent channel uncertainty at the receiver. In the following sections, we refer to as the coherence time of the channel.
Because of the independence between the different coherence intervals, to calculate channel capacity it is sufficient to study one coherence interval, where each transmit antenna sends a -dimensional vector, and each receive antenna receives a -dimensional vector. In complex baseband representation, the system can be written as follows: (1) where , and the row vectors , correspond to the transmitted signal at the th transmit antenna. Similarly, , and each row vector , , is the received signal for the th receive antenna. The propagation gain from the th transmit antenna to the th receive antenna , are i.i.d. complex Gaussian distributed with density
The additive noise has i.i.d. entries . We normalize the equation to let the average transmit power at each transmit antenna in one symbol period be , so the power constraint can be written as (2) We refer to the as the average SNR at each receive antenna. Under the normalization above . The capacity (b/s/Hz) of the channel is given by (3) with the subscript indicating the number of antennas available. The optimization is over all input distributions of satisfying the power constraint (2) .
The goal of this paper is to compute high SNR approximations to for various values of , , and . All approximations are in the sense that the difference between the approximation and goes to zero as the SNR tends to infinity.
B. Known Results
For the multiple-antenna channel with perfect knowledge of the fading coefficients at the receiver (but not at the transmitter), the channel capacity is computed in [1] , [3] . We cite the main result in the following lemma.
Lemma 1: Assume the fading coefficient matrix is known to the receiver, the channel capacity (b/s/Hz) of a system with transmit and receive antennas is given by
Defining , , then a lower bound can be derived where is chi-square random variable with dimension . Moreover, this lower bound is asymptotically tight at high SNR. We observe that this is equivalent to the capacity of subchannels. In other words, the multiple-antenna channel has degrees of freedom to communicate.
For the case , at high SNR If we let the number of antennas increase to infinity, the high SNR capacity increases linearly with , and (5) This capacity can be achieved by using a "layered space-time architecture" which is discussed in detail in [1] . In the following, we will refer to this capacity result with the assumption of perfect knowledge of fading coefficients as the coherent capacity of the multiple-antenna channel. In contrast, we use noncoherent capacity to denote the channel capacity with no prior knowledge of .
We now review several results for the noncoherent capacity from [4] , [5] .
Lemma 2: For any coherence time and any number of receive antennas, the noncoherent capacity obtained with transmit antennas can also be obtained by transmit antennas.
As a consequence of this lemma, we will consider only the case of for the rest of the paper. A partial characterization of the optimal input distribution is also given in [4] . Before presenting that result, we will first introduce the notion of isotropically distributed (i.d.) random matrices. . is an real diagonal matrix such that the joint distribution of the diagonal entries is exchangeable (i.e., invariant to the permutation of the entries). Moreover, and are independent of each other.
The th row of represents the direction of the transmitted signal from antenna , i.e.,
. The th diagonal entry of , , represents the norm of that signal. This characterization reduces the dimensionality of the optimization problem from to by specifying the distribution of the signal directions, but the distribution of the norms is not specified. For the rest of the paper, we will, without loss of generality, consider input distributions within this class. The conjecture that constant equal power input is asymptotically optimal at high SNR was made in [5] . In the rest of this paper, we will obtain the asymptotically optimal input distribution and give explicit expressions for the high SNR capacity. It turns out that the conjecture is true in certain cases but not in others. , the Haar measure is simply the uniform measure on the surface of the unit sphere.
C. Stiefel and Grassmann Manifolds
The total volume of the Stiefel manifold as computed from this measure is given by (6) We can define the following equivalence relation on the Stiefel manifold: two elements , are equivalent if the row vectors ( -dimensional) span the same subspace, i.e., for some unitary matrix . The Grassmann manifold is defined as the quotient space of with respect to this equivalence relation. Each element in the Grassmann manifold is an equivalence class in . In other words, is the set of all -dimensional subspaces of . For simplicity, in the rest of this paper, we will refer to "dimension" as complex dimension, where one complex dimension corresponds to two real dimensions. Thus, the dimensionality of the Grassmann manifold is given by
The Haar measure on the Stiefel manifold induces a natural measure on the Grassmann manifold. The resulting volume of the Grassmann manifold is (7) For details concerning Stiefel manifolds, Grassmann manifolds, and the Haar measure, please refer to standard texts such as [6] .
III. NONCOHERENT CAPACITY:
, CASE
In this section, we will study the multiple-antenna fading channel (1) with equal number of transmit and receive antennas, which will be referred as throughout the section. We will first concentrate on the case that . It turns out that this is the simplest case for which we can illustrate the use of a geometric approach. All other cases will be treated in Section IV.
To compute the channel capacity of the multiple-antenna channel, we need to compute the differential entropy of random matrices. To do this, a seemingly natural way is to view an matrix as a vector of length , and compute the differential entropy in the rectangular coordinate system in . However, the fact that the optimal input has isotropic directions suggests the use of a different coordinate system. Therefore, we will start this section by introducing a new coordinate system. We will then transform the problem into this new coordinate system to calculate the relevant differential entropies and hence compute the channel capacity. A geometric interpretation of the result is given at the end of the section.
A. A New Coordinate System
An matrix , with , can be represented as the subspace spanned by its row vectors , together with an matrix which specifies the row vectors of with respect to a canonical basis in . The transformation (8) is a change of coordinate system . The Grassmann manifold has degrees of freedom as discussed in Section II-C. This coordinate system is depicted in Fig. 1 .
To understand the motivation of using such a coordinate system, we will first consider the channel without the additive noise :
. In this extreme case, the row vectors of the received signal span the same subspace as those of , i.e., , with probability . This fact shows that the random fading coefficients affect the transmitted signals by changing , but leave the subspace unchanged. For the channel with additive noise, the subspace is corrupted only by the noise, but is corrupted by both the noise and the channel fading. Essentially, the value of the coordinate system defined in (8) is to decompose into the directions that are affected by both the fading and the additive noise, and the directions that are affected by the additive noise alone. In the high SNR regime, the randomness of is dominated by the randomness from the fading coefficients, rather than from the additive noise. Intuitively, we can think that is corrupted only by the channel fading. Thus, the use of coordinate system (8) allows us to consider the effect of the fading and the additive noise separately at high SNR.
The following lemma provides a connection between the differential entropies computed in rectangular coordinates and in the new coordinate system. 
then (10) where is given by (7) .
Remarks: Notice that the differential entropies in (10) are computed in different coordinate systems.
is computed in the rectangular coordinates in , and in . In the rest of the paper, we write of a random matrix without detailed explanation on the coordinate systems. If the argument has certain properties (e.g., diagonal, unitary, triangular), the entropy is calculated in the corresponding subspace instead of the whole space.
The term in the right-hand side of (10) can be interpreted as the differential entropy of computed in . For a general matrix , depends on the choice of the canonical basis of . For each choice of a basis, (8) gives a different coordinate change. However, with the additional assumption (9), the distribution of does not depend on the choice of basis. To see this, we first factorize via the LQ decomposition (11) where is lower triangular with real nonnegative diagonal entries.
is a unitary matrix. Now the assumption (9) is equivalent to is i.d. and independent of (12) Under this assumption, the row vectors of are i.d. in , which implies that the subspace spanned by these row vectors is uniformly distributed in the Grassmann manifold . Furthermore, given , the row vectors are i.d. in . Therefore, irrespective of the basis chosen, the coefficient matrix has the same distribution as , for an i.d. unitary matrix that is independent of . It is well known that for the same random object, the differential entropies computed in different coordinate systems differ by , where is the Jacobian of the coordinate change. The term in (10) is, in fact, the Jacobian term for the coordinate change (8) . To prove that and to prove Lemma 6, we need to first study the Jacobian of some standard matrix factorizations. It is a well-established approach in multivariate statistical analysis to view matrix factorizations as changing of coordinate systems. For example, the LQ decomposition (11) can be viewed as a coordinate change , where is the set of all lower triangular matrices with real nonnegative diagonal entries. A brief introduction of this technique is given in Appendix A. The Jacobian of the LQ coordinate change is given in the following lemma.
Lemma 7 [7] : Let be the diagonal elements of . The Jacobian of the LQ decomposition (11) is (13) Proof of Lemma 6: We observe that the coordinate change (8) can be obtained by consecutive uses of the LQ decomposition as follows: by Lemma 7 and (12) and Combine the two equations and we get
B. Channel Capacity
For convenience, we will rewrite the channel model here (14) where is the matrix of fading coefficients with i.i.d.
entries. is the additive Gaussian noise with i.i.d.
entries. The input can be written as , where , contains the norms of the transmitted vectors at each transmit antenna; is an i.d. unitary matrix, which is independent of . The total transmit power is normalized to be and the SNR is . In this section, we will compute the mutual information in terms of the input distribution of , and find the optimal input distribution to maximize the mutual information. Now
To compute , we observe that given , is Gaussian. The row vectors of are independent of each other, and have the common covariance matrix Therefore, the conditional entropy is given by (15) Now since we only need to compute for the optimal input distribution of , we will first characterize the optimal input distribution in the following lemma. This lemma says that to achieve the capacity at high SNR, the norm of the signal transmitted at each antenna must be much higher than the noise level. Essentially, this is similar to the situation that in the high SNR regime of the AWGN channel, it is much more preferable to spread the available energy over all degrees of freedom rather than transmit over only a fraction of the degrees of freedom.
Before using Lemma 8 to compute the channel capacity rigorously, we will first make a few approximations at high SNR to illustrate the intuition behind the complete calculation of the capacity. We first observe that since for all
To compute , we make the approximation Now observe that is i.d., so we can apply Lemma 6. Notice that given , is i.d. in the subspace; thus, has the same distribution as , where is i.d. unitary and is independent of (18) Combining (17) and (18), we have (19) Now observe that random matrix has bounded total average power Therefore, the differential entropy is maximized by the matrix with i.i.d. entries, i.e., . The equality is achieved by setting with probability for all s. Since , is also maximized by the same choice of input distribution, by the concavity of the function. Thus, the equal constant norm input distribution maximizes the approximate mutual information, and the maximum value is A precise statement of the result is contained in the following theorem. To connect this result to the capacity of the coherent channel, we rewrite (20) as (21) where is the channel capacity with perfect knowledge of the fading coefficients, given in (4).
An important observation on the capacity result is that for each 3-dB SNR increase, the capacity gain is (bits per second per hertz), the number of degrees of freedom in the channel.
If we fix the number of antennas and let the coherence time increase to infinity, this corresponds to the case with perfect knowledge of fading coefficients. Indeed, the capacity given in (21) converges to as . To see this, we use Stirling's formula , and write
In Fig. 2 , we plot the high SNR approximation of the noncoherent capacity given in (21), in comparison to the capacity with perfect knowledge . We observe that as , the capacity given in (21) approaches . In Fig. 3 , we plot the high SNR noncoherent capacity for an 8 by 8 multiple-antenna channel in comparison to the single-antenna AWGN channel capacity with the same SNR. We observe that multiple antennas do provide a remarkable capacity gain even when the channel is not known at the receiver. This gain is a good fraction of the gain obtained when the channel is known. Corollary 10: For the special case , the capacity (b/s/Hz) is This result is derived in [5] from first principles. In the following corollary, we discuss the large system limit, where both and increase to infinity, with the ratio fixed. As in the perfect knowledge case, the channel capacity increases linearly with the number of antennas , when both and SNR are large. Hence,
C. Geometric Interpretation
By using the coordinate system (8), we can decompose the mutual information into two terms (23) That is, we decompose the total mutual information into the mutual information conveyed by the subspace , and the mutual information conveyed within the subspace.
Since is of the form , with being an i.d. unitary matrix independent of , we have , where is an i.d.
unitary matrix independent of . Consequently, we can write . From the previous section, we know that the asymptotically optimal input distribution at high SNR is the equal constant norm input With this input, and . Observe that is itself i.d., and by Lemma 4, is independent of . Therefore, is independent of , i.e., the observation of provides no information about ; thus, the second term in (23) is . Now we conclude that by using the equal constant norm input, all the mutual information is conveyed by the random subspace
In the noncoherent multiple-antenna channel, the information-carrying object is a random subspace , which is a random point in the Grassmann manifold. In contrast, for the coherent case, the information-carrying object is the matrix itself. Thus, the number of degrees of freedom reduces from , the dimension of the set of by matrices in the coherent case, to , the dimension of the set of all row spaces of by matrices in the noncoherent case. The loss of degrees of freedom stems from the channel uncertainty at the receiver: unitary matrices with the same row space cannot be distinguished at the receiver.
In the following, we will further discuss the capacity result to show that it has a natural interpretation as sphere packing in the Grassmann manifold.
In the canonical AWGN channel, the channel capacity has a well-known interpretation in terms of "sphere packing." This intuition can be generalized to coherent and noncoherent multiple-antenna channels.
For the coherent multiple-antenna channel, the high SNR channel capacity is given by . After appropriate scaling, we have the transmit power , and the noise variance . Let the input be i.i.d. Gaussian distributed, and the codeword length be . We denote as the sphere of radius in . For large , the input sequence lies in the sphere with high probability. The fading matrix stretches to , which lies in an ellipsoid of volume . The received signal lies in a sphere around . The capacity can be written as the logarithm of the ratio of the two volumes
The sphere packing is depicted in Fig. 4 .
For the noncoherent channel where the fading coefficients are unknown, we can interpret the capacity by sphere packing in the Grassmann manifold. Since the subspace is the object that we use to convey information, we view the transmitted signal in each coherence interval as a point in the Grassmann manifold . Similar to the perfect knowledge case, scales the volume to be . With codewords of length , the received signal lies in the product space of scaled Grassmann manifolds, with dimension . The noise perturbs the signal in the sphere . Denote as the fading coefficient matrix in coherence interval , we write the ratio of the two volumes and Using the formula and Stirling's formula , we get as and which is precisely the capacity given in Theorem 9. Therefore, the channel capacity can be interpreted as packing spheres in the product space of Grassmann manifolds, as illustrated in Fig. 5 .
IV. NONCOHERENT CAPACITY: GENERAL CASE
In the previous section, we discussed the multiple-antenna fading channel with same number of transmit antennas and receive antennas, and the coherence time . In this section, we will study other cases with general values of , and . is asymptotically achievable. Consequently, is a lower bound of the capacity . In the coherent channel, by adding more transmit antennas, although the number of degrees of freedom is not increased, the capacity increases by a constant that does not depend on SNR. This increase comes from a diversity gain, through averaging over more fading coefficients. Somewhat surprisingly, the following theorem shows that for the noncoherent channel at high SNR, no increase whatsoever is obtained by having the extra transmit antennas.
A. The Case
Theorem 12:
If and the coherence time , the high SNR capacity (b/s/Hz) is given by where is given in Theorem 9. This capacity can be achieved by only using of the transmit antennas.
Proof: See Appendix D.
The proof is technical, but the key idea is that the number of degrees of freedom for noncoherent communication actually decreases if one insists on spreading the power across more than transmit antennas. Over a coherence time , the number of spatial-temporal degrees of freedom available, even if the channel were known to the receiver, is , being limited by the number of receive antennas. Spreading the power across more than transmit antennas cannot increase this number but only serves to increase the amount of channel uncertainty, as the dimension of the channel matrix is now increased. Thus, the effective degrees of freedom for noncoherent communications is actually decreased. Let us do some heuristic calculations to substantiate this intuition. The same argument in Section III-B to make high SNR approximation of the entropy can be used is the total number of spatial-temporal degrees of freedom in the coherent case, there is a loss of degrees of freedom, increasing with . This loss is precisely due to the lack of knowledge of the by channel matrix at the receiver. In order to maximize the mutual information at high SNR, we must choose to maximize the number of degrees of freedom, which suggests the use of only of the transmit antennas. Therefore, we conclude that if the equal constant norm input is used, the extra transmit antennas should be kept silent to maximize the mutual information at high SNR.
A direct generalization of the above argument results in the following statement: for a noncoherent channel with , to maximize the mutual information at high SNR, the input should be chosen such that with probability , there are precisely of the antennas transmitting a signal with strong power, i.e., and the other antennas have bounded. As a result, the number of degrees of freedom is not increased by having the extra transmit antennas. The question now is whether the capacity can be increased by a constant amount (independent of the SNR) by allocating a small fraction of the transmit power to the extra antennas. Theorem 12 says no: at high SNR, one cannot do better than allocating all of the transmit power on only antennas. A precise proof of this is contained in Appendix D, but some rough intuition can be obtained by going back to the coherent case. The mutual information achieved by allocating power to the th transmit antenna is given by where is the -dimensional vector of fading coefficients from transmit antenna to all the receive antennas. Since the matrix is full rank with probability , the term will give a negligible increase in the mutual information as long as most of the power is allocated to the first transmit antennas. The proof of Theorem 12 reveals that a similar phenomenon occurs for the noncoherent case.
One should note that the maximal degrees of freedom is obtained by using of the transmit antennas in both the coherent and noncoherent cases. The difference is that in the coherent case, spreading the power across all transmit antennas retains the maximal degrees of freedom and provides a further diversity gain (reflects in a capacity increase by a constant, independent of the SNR). In contrast, there is a degrees of freedom penalty in using more than transmit antennas in the noncoherent case, and hence at high SNR one is forced to use only transmit antennas even though there may be more available. Thus, no capacity gain is possible in the noncoherent case at high SNR. One should however observe that the degrees of freedom penalty is smaller the longer the coherence time is, and hence the SNR level for this result to be valid is higher the longer is as well. Thus, this result is meaningful at reasonable SNR levels in the regime when is comparable to .
B. The Case
We now consider the opposite case, when the number of receive antennas is larger than the number of transmit antennas . By increasing the number of the receive antennas beyond , intuitively, since the information-carrying object is an -dimensional subspace, the number of degrees of freedom should still be per coherence interval. On the other hand, the total received power is increased; hence we expect that the channel capacity to increase by a constant that does not depend on the SNR. In this section, we will argue that the equal constant norm input is optimal for at high SNR, and the resulting channel capacity is Although the result is similar to that in Theorem 9, it turns out that some special technique has to be used for this problem.
Compared to the case where discussed in the previous sections, an important fact is that when we have less transmit antennas than receive antennas, , we can no longer make the approximation even at high SNR. In this case, as , the differential entropy approaches when computed in the rectangular coordinates in
. To see this, we observe that without the additive noise , the received signal has row vectors spanning an -dimensional subspace. That is, the row vectors are linearly dependent of each other; therefore, . Similar to the coordinate change defined in (8), we can decompose into two parts: the subspace spanned by the row vectors with dimension and to specify the position of the row vectors inside . The total number of degrees of freedom is therefore . To maximize the mutual information, the only term that depends on the distribution of is the last line.
is an matrix subject to a power constraint, thus the entropy is maximized by the matrix with i.i.d. Gaussian entries. To achieve this maximum, the input distribution has to be for all . With the further assumption that , is also maximized by the same input distribution. Therefore, we conclude that the asymptotically optimal input distribution for the , case is the equal constant norm input, and the maximum mutual information achieved by this input is given by (26) where is defined in (24). Comparing to given in Theorem 9, we observe that increasing the number of receive antennas does not change the rate at which capacity increases with . To make the above argument rigorous, the convergence of the approximation (25) has to be proved rigorously, which involves many technical details. As a partial proof, the following lemma shows that the approximation is an upper bound at high SNR. Fig. 6 gives a bird's eye view of our results so far, focusing on the degrees of freedom attained. We fix the number of receive antennas and the coherence time and vary the number of transmit antennas , and plot the (noncoherent) degrees of freedom attained by the equal constant norm input distribution on all transmit antennas. We also assume that . From the previous two subsections, the number of degrees of freedom per symbol time is
C. A Degree of Freedom View
We also plot the number of degrees of freedom in the coherent case; this is simply given by It is interesting to contrast coherent and noncoherent scenarios. In the coherent channel, the number of degrees of freedom increases linearly in and then saturates when . In the noncoherent channel, the number of degrees of freedom increases sublinearly with first, reaches the maximum at , and then decreases for . Thus, high SNR capacity for the case is achieved by using only of the transmit antennas. One way to think about this is that there are two factors affecting the number of degrees of freedom in multiple-antenna noncoherent communication: the number of spatial dimensions in the system and the amount of channel uncertainty (represented by the factor ). For , increasing increases the spatial dimension but introduces more channel uncertainty; however, the first factor wins out and yields an overall increase in the number of degrees of freedom For , increasing provides no further increase in spatial dimension but only serves to add more channel uncertainty. Thus, we do not want to use more than transmit antennas at high SNR.
D. Short Coherence Time
In this subsection, we will study the case when , where
. From the discussion in the previous sections, we know that to maximize the mutual information at high SNR, our first priority is to maximize the number of degrees of freedom. In the following, we will first focus on maximizing degrees of freedom to get some intuitive characterization of the optimal input.
First, we observe that if we have more transmit antennas than receive antennas, , by a similar argument to that in Section IV-A we know that the mutual information per coherence interval increases with SNR no faster than . This can be achieved by using only of the transmit antennas. In the following, we will thus only consider the system with transmit antennas no more than receive antennas, i.e., . We will also assume . Now suppose we use the equal constant norm input over of the transmit antennas, signals with power much larger than the noise. 2 Under this input, the information-carrying object is an -dimensional subspace , thus the number of degrees of freedom available to communicate is
In Fig. 7 , we plot this number as a function of . We observe that the the number of degrees of freedom increases with until , after which the number of degrees of freedom decreases. If the total number of transmit antennas , we have to use all of the antennas to maximize the number of degrees of freedom. On the other hand, in a system with , only of the antennas should be used. Now using the same argument as in Section IV-A, we can relax the assumption of equal constant norm input, and conclude that in a system with , only of the transmit antennas should be used to transmit signals with strong power, i.e., . To summarize, we have that at high SNR, the optimal input must have antennas transmitting signals with power much higher than the noise level, where . The resulting channel capacity satisfies (27) 2 Here the notion "with power much larger than the noise" means for some constants that do not depend on the SNR. We observe that when the coherence time is small, the number of useful transmit antennas is limited by rather than the number of receive antennas (as in Section IV-A).
Note that the result above is not as sharp as in the other cases, as the constant term is not explicitly computed. It appears that when , the optimal distribution for cannot be computed in closed form, and in general is not the equal constant norm solution.
Lemma 2 says that given the coherence time , one needs to use at most transmit antennas to achieve capacity. This result holds for all SNR. The above result says that at high SNR, one should in fact use no more than transmit antennas.
V. PERFORMANCE OF A PILOT-BASED SCHEME
To communicate in a channel without perfect knowledge of the fading coefficients, a natural method is to first send a training sequence to estimate those coefficients, and then use the estimated channel to communicate. In the case when the fading coefficients are approximately time invariant (large coherence time ), one can send a long training sequence to estimate the channel accurately. However, in the case when is limited, the choice of the length of training sequence becomes an important factor. In this section, we will study a scheme which uses symbol times at the beginning of each coherence interval to send a training sequence, and the remaining symbol times to communicate. In the following, we will refer to the first symbol times when the pilot signals are sent as the training phase, and the remaining symbol times as the communication phase. We will describe a specific scheme, then derive the performance and compare it with the capacity results. 3 The first key issue that needs to be addressed is: how much of the coherence interval should be allocated to channel estimation? This can be determined from a degree of freedom analysis.
Suppose
of the transmit antennas is to be used in the communication phase. The total number of degrees of freedom for communication in this phase is at most (28) the upper bound being given by the coherent capacity result (Lemma 1). On the other hand, to estimate the by unknown fading coefficients, we will need at least measurements at the receiver. Each symbol time yields measurements, one at each receiver. Hence, we need a training phase of duration no smaller than . This represents the cost for using more transmit antennas: the more one uses, the more the time that has to be devoted to training rather than communication. Combining this with (28), the total number of degrees of freedom for communication is at most This number can be optimized with respect to , subject to , the total number of transmit antennas. The optimal number of transmit antennas to use is given by with the total number of degrees of freedom given by . This is precisely the total number of degrees of freedom promised by the capacity results.
From this degree of freedom analysis, two insights can be obtained on the optimal number of transmit antennas to use for pilot-based schemes at high SNR.
• There is no point in using more transmit antennas than receive antennas: doing so increases the time required for training (and thereby decreases the time available for communication) but does not increase the number of degrees of freedom per symbol time for communication (being limited by the minimum of the number of transmit and receive antennas).
• Given a coherence interval of length , there is no point in using more than transmit antennas. Otherwise, too much time is spent in training and not enough time for communication.
These insights mirror those we obtained in the previous noncoherent capacity analysis.
We now propose a specific pilot-based scheme which achieves the optimal number of degrees of freedom of .
• In the training phase of length , a simple pilot signal is used. At each symbol time, only one of the antennas is used to transmit a training symbol; the others are turned off. That is, the transmitted vector at symbol time is . The entire pilot signal is thus an diagonal matrix .
• At the end of the training phase, all of the fading coefficients are estimated using minimum mean-square estimation (MMSE).
• In the communication phase, we communicate using the estimates of the fading coefficients and the knowledge on the estimation error. We choose the input distribution to have i.i.d. Gaussian entries, subject to the power constraint.
• We normalize the total transmitted energy in one coherence interval to be . Under this normalization, . Let , where indicates the power allocation between the training phase and the communication phase. To meet the total energy constraint, the power of the communication phase is . If , the same power is used in training and communication.
In the training phase, with the pilot signals described above, the received signals can be written as where , contains the unknown coefficients that are i.i.d. distributed, and is the additive noise with variance .
Observe that since the entries of are i.i.d. distributed, each coefficient can be estimated separately The mutual information of this estimated channel is difficult to compute since the equivalent noise is not Gaussian distributed. However, since has uncorrelated entries and is uncorrelated to the signals , it has the same first-and second-order moments as AWGN with variance . Therefore, if we replace by the AWGN with the same variance, the resulting mutual information is a lower bound of . Now since has i.i.d. Gaussian distributed entries, and is known to the receiver, this lower bound can be computed by using the result for channel with perfect knowledge of the fading coefficients, given in (4) where the new SNR The last limit is taken at high SNR. We define as the SNR loss.
Thus, the lower bound of the mutual information (b/s/Hz) achieved in this pilot based scheme is given by (29) This achieves exactly the optimal number of degrees of freedom , as claimed. We can find the tightest bound by optimizing over the power allocation to maximize
. We obtain Now we conclude that by using the pilot based scheme described in this section, we can achieve a mutual information that increases with SNR at rate (b/s/Hz), which differs from the channel capacity only by a constant that does not depend on SNR.
The lower bound of mutual information for this scheme (29) is plotted in Fig. 8 , in comparison to the noncoherent capacity derived in Theorem 9. The coherent capacity is also plotted.
Corresponding to Corollary 11, we take the large system limit by letting both and increase to , but keep fixed. Notice that the choice of and the resulting SNR loss only depend on the ratio ; thus, the resulting mutual information increases linearly with , and at large and high SNR VI. LOW SNR REGIME In this paper, we have focused almost exclusively on the high SNR regime. It is interesting to contrast the results with the situation in the low SNR regime. First, we observe that where the second inequality follows from the concavity of the function and Jensen's inequality. Hence, This upper bound can be asymptotically achieved by allocating all the transmit power on the first symbol of each coherence interval and on only one transmit antenna. The receiver adds up (noncoherently) the received signals from each of the receive antennas. This reduces the multiple-antenna channel with to a single-antenna Rayleigh-fading channel with and times the received SNR per antenna. As is well known, the low SNR capacity of such a channel is The above analysis shows that the noncoherent and coherent capacities are asymptotically equal at low SNR. Hence, in the low SNR regime, to a first order there is no capacity penalty for not knowing the channel at the receiver, unlike in the high SNR regime. Moreover, in the low SNR regime, the performance gain from having multiple antennas comes to a first order from the increase in total received power by having multiple receive antennas. In particular, multiple transmit antennas afford no performance improvement. This is in sharp contrast to the high SNR regime, where the first-order performance gain comes from the increase in degrees of freedom due to having multiple transmit and receive antennas. This observation is consistent with the well-known fact that a system is power-limited in the low SNR regime but degree-of-freedom-limited in the high SNR regime. Note, however, that multiple transmit antennas do yield a second-order improvement in performance at low SNR [13] .
The low SNR noncoherent capacity of the multiple antenna channel is the same as that of a single-antenna Rayleigh-fading channel. As is well known, the low SNR capacity of such a channel is achieved by using a very peaky input signal, zero most of the time, and takes on a very large value with very small prbability. Thus, in the low SNR regime, information in the input to the multiple-antenna channel is in fact conveyed solely in the magnitude and not in the subspace at all. This is of course just the opposite of the situation in the high SNR regime.
VII. CONCLUSION
In this paper, we studied the capacity of the noncoherent multiple-antenna channel. We used the model that assumes no prior knowledge of the channel at either the transmitter or the receiver end, but assumes that the fading coefficients remain constant for a coherence interval of length symbol times. Under this assumption, we conclude that a system with transmit and receive antennas has degrees of freedom per symbol time to communicate, where . To utilize these degrees of freedom, the optimal strategy at high SNR and when is to transmit orthogonal vectors at of the transmit antennas with constant equal norms, and use the subspace spanned by those vectors to carry information. The resulting channel capacity is explicitly computed as where is a constant given in (24). This expression can be interpreted as sphere packing in the Grassmann manifold. We also showed that the performance achieved by a training-based scheme is within a constant of the capacity, independent of the SNR.
We observe that having more transmit antennas than receive antennas provides no capacity gain at high SNR, while having more receive antennas does yield a capacity gain, but will not increase the number of degrees of freedom. To maximize the number of degrees of freedom in a channel with given coherence time , the optimal number of transmit antennas is , and the number of receive antennas should be no less than . The noncoherent communication scheme suggested by the capacity result makes no effort to estimate the channel coefficients, but uses the directions that are not affected by those coefficients to communicate. Namely, it communicates on the Grassmann manifold. However, after detecting the transmitted subspace, the receiver can always find out the directions of the transmitted vectors inside the subspace from the transmitted codeword, and perform an estimation on the fading coefficients.
APPENDIX A COORDINATE CHANGE DEFINED BY MATRIX TRANSFORMATIONS
Differential entropies are coordinate dependent. Just as the differential entropy of a scalar random variable or a random vector can be computed in different coordinates, such as rectangular and polar coordinates, the entropy of a random matrix can be computed in different coordinates defined by standard matrix transformations. It is a widely used method in multivariate statistical analysis to view matrix transformations as coordinate changes. Research using this method can be found as early as in the 1920s. Anderson [10] provided a comprehensive overview of the field. Detailed discussions can also be found in [11] , [7] . In this appendix, we will briefly summarize some of the results that are relevant to this paper.
We will start by studying the LQ decomposition of a complex matrix for (30) where is a lower triangular matrix and is a unitary matrix, i.e.,
. To assure that the map is one-to-one, we restrict to have real nonnegative diagonal entries. 4 Observe that has complex entries and real entries; thus, the set of all lower triangular matrices with real nonnegative diagonals has real dimensions. The number of degrees of freedom in the unitary matrix is (real) . We observe that the total number of degrees of freedom in the right-hand side of (30) matches that of the left-hand side. In fact, the map is a coordinate change.
We are interested in the Jacobian of this coordinate change. This is best expressed in terms of differential forms. If we write the differentials of as and , respectively, then the Jacobian of this coordinate change is given by The symbols " " has different definitions for different kinds of matrices. For detailed discussions, please refer to [11] . From [11] , we have (31) Thus, is the Jacobian of the coordinate change (30).
In the following, we will quote the Jacobian of some standard complex matrix transformations from [7] , and use them to derive the Jacobian of the singular value decomposition (SVD). 4 Different authors may treat the nonuniqueness of matrix factorizations in different ways, which leads to a different constant in the resulting Jacobian. The Jacobian of this coordinate change is not given in [7] , but can easily be derived by expressing the SVD in terms of the following composition of transformations:
Eigenvalue Decomposition
SVD of a Complex Matrix
Notice that , the eigenvectors of , are the left eigenvectors of , and the eigenvalues of are the square of the singular values of . We have by (31) by (33) by (32) (34)
In the last step, we used since where is an unitary matrix. In the following, we will write the Jacobian of SVD as APPENDIX B PROOF OF LEMMA 8 (In the sequel, we use , etc., to denote constants that do not depend on the background noise power . Their definitions though may change in different parts of the proof.)
To prove the lemma by contradiction, we need to show that , , such that for any , any input that satisfies (35) for some , cannot be the optimal input. It suffices to construct another input distribution that achieves a higher mutual information, while satisfying the same power constraint.
Our proof will be outlined as follows.
1) We first show that in a system with transmit and receive antennas, if , and the coherence time , there exists a finite constant such that for any fixed input distribution of That is, the mutual information increases with SNR at a rate no higher than . 2) Under the same assumptions, if we only choose to send a signal with strong power in of the transmit antennas, that is, if for and some constant , we show that the mutual information increases with SNR at rate no higher than . This generalizes the result in the first step: even allowing antennas to transmit weak power, the rate that the mutual information increases with SNR is not affected. 3) We show that if an input distribution satisfies (35), i.e., it has a positive probability that , the mutual information achieved increases with SNR at rate strictly lower than . 4) We show that for a channel with the same number of transmit and receive antennas, by using the constant equal norm input for all , the mutual information increases with SNR at rate . Hence, any input distribution that satisfies (35) yields a mutual information that increases at a lower rate than a constant equal norm input, and thus is not optimal when is small enough.
Step 
where is another constant. Taking expectation over , we get (41), and that completes Step 1).
Remarks: The upper bound of the mutual information so far is tight at high SNR except that is not evaluated. In the later sections, we will further refine this bound by showing that at high SNR, and hence get a tight upper bound.
Step 2): Assume that for antennas, the transmitted signal has bounded SNR, that is, for some constant . Start from a system with only antennas, the extra power we send on the remaining antennas will get only a limited capacity gain since the SNR is bounded. Therefore, we conclude that the mutual information must be no more than for some finite constant that is uniform for all SNR levels and all input distributions.
Step 3): Now we further generalize the result above to consider the input which on some of the transmit antennas, the signal transmitted has finite SNR with a positive probability, say, . Define the event then the mutual information can be written as where , , and are finite constants. Under the assumption that , the resulting mutual information thus increases with SNR at rate that is strictly lower than .
Step 4): Here we will show that for the channel with the same number of transmit and receive antennas, , the constant equal norm input for all , we can achieve a mutual information that increase at a rate .
Lemma 15 (Achievability): For the constant equal norm input where and
where Proof: Consider
So
Combine with the results in Step 3), for any input that does not satisfy (35), since the mutual information increases at a strictly lower rate, thus, at high SNR, they are not optimal, and thus we complete the proof of Lemma 8.
APPENDIX C PROOF OF THEOREM 9
In Appendix B, we have already shown the following results for a system with transmit and receive antennas.
• The mutual information achieved by any input distribution has an upper bound (40) that increases with SNR at the rate .
• By using the constant equal norm input, mutual information of , as defined in (43), is achievable at high SNR, see Lemma 15.
• The optimal input must satisfy for all . To show that the channel capacity is at high SNR, since we already have a tight lower bound achieved by the constant equal norm input, it is sufficient to show that is in fact an asymptotical upper bound at high SNR. Thus, we only need to use the characterization of the optimal input given in Lemma 8 to derive an upper bound that is tighter than (40).
We first observe that with the result in Lemma 8, we can get a better bound on (42)
The second term is the expectation of a bounded continuous function of , thus we can apply the limit of and get since, other wise, the mutual information achieved increases with at a rate less than , which means the lower bound is not achievable. As before, we write Now for any input distribution , let as the diagonal matrix contain the largest norms , and is an diagonal matrix with entries . Correspondingly, the partitions and , we can write
Define
. We construct input distribution from by setting and . That is, we keep the distribution of the largest norms, but set the other norms to . We observe that uses less power than . Now we define input distribution such that it has the same total average power as but uses only antennas to transmit equal constant power. To show that by using extra power on the extra transmit antennas, it provides no capacity gain at high SNR, we only need to compare the mutual information generated by and and show that Using the expression of differential entropies above, we write where From Appendix C, we know that in an system, given , the term is maximized at high SNR by a constant equal norm input. That is, if we replace the last line of the expression above by take expectation over , we will get an upper bound where all the expectations above are taken with respect to the distribution (as will also be the case for all the random variables in the remainder of this appendix). LEMMA 13 In Appendix B, we have shown that for a system with transmit and receive antennas, where , if , for any input distribution of that satisfies (35), the mutual information achieved increases with the SNR at a rate strictly lower than . On the other hand, by using a constant equal norm input, the mutual information is lowerbounded by , which increases with SNR at a rate . Therefore, we conclude that the optimal input distribution must satisfy
Similarly to the proof of Theorem 9, in the following, we will use this convergence to find a tight upper bound for the channel capacity. For simplicity, we rewrite the channel as follows: This lemma can be rigorously proved. Although the proof we have is too complicated even to be included in this appendix, the intuition behind it can be briefly illustrated here. Consider the following equation with the roots :
By the circular symmetry of the noise matrix , the random matrix has the same distribution as 
