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Abstract 
Coherent diffractive imaging (CDI), using both X-rays and electrons, has made extremely 
rapid progress over the past two decades.  The associated reconstruction algorithms are 
typically iterative, and seeded with a crude first estimate.  A deterministic method for Bragg 
Coherent Diffraction Imaging (Pavlov et al., Sci. Rep. 7, 1132 (2017)) is used as a more 
refined starting point for a shrink-wrap iterative reconstruction procedure. The appropriate 
comparison with the autocorrelation function as a starting point is performed. Real-space and 
Fourier-space error metrics are used to analyse the convergence of the reconstruction 
procedure for noisy and noise-free simulated data. Our results suggest that the use of 
deterministic-CDI reconstructions, as a seed for subsequent iterative-CDI refinement, may 
boost the speed and degree of convergence compared to the cruder seeds that are currently 
commonly used. We also highlight the utility of monitoring multiple error metrics in the 
context of iterative refinement.  
Keywords: Coherent X-ray Diffraction, Coherent Diffraction Imaging, Coherent Diffractive Imaging, Phase Retrieval 
 
1. Introduction 
The “phase problem” for propagating complex scalar fields seeks to reconstruct both their phase and amplitude given 
measurements of wave-field modulus [1].  Such data may be directly obtained using experimental measurements of field 
intensity or probability density.   
Phase retrieval has a rich history throughout many domains of optical and quantum physics, dating back at least as far as 
Wolfgang Pauli’s famous question regarding the possibility of reconstructing a complex scalar wave-function given 
knowledge of the modulus of both its real-space and momentum-space wave-functions [2]. Accordingly, phase retrieval 
methodologies have been applied in many imaging-related fields including visible-light optics [3], X-ray optics [4-7], 
electron optics [8] and neutron optics [9].  While linear optics is typically considered, phase retrieval for non-linear fields 
(such as those obeying the non-linear Schrödinger equation) has also been studied [10]. The above rich variety of fields is 
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accompanied by a variety of approaches to phase retrieval.  These include but are not limited to interferometry [11]), 
holography (inline holography [12], off-axis holography [13-15], Fourier holography [16,17] etc.), through-focal series 
techniques [18], various means for the inversion of far field scattering data [5,19,20], ptychographic methods [21], and 
deliberate introduction of aberrations [22].   
We restrict usage of the term “phase retrieval” to means of phase recovery that are not explicitly based on interferometry.  
Two features are common to many methods of phase retrieval.  (i) Constructive use is made of the differential equation 
governing the evolution of the field, which couples the measured intensity and to-be-recovered phase and thereby permits one 
to pose the inverse problem of recovering the latter from the former. (ii) Use of relevant a priori knowledge is often crucial.   
The phase-retrieval problem, of recovering phase information from a measurement of wave-field moduli, is an example of 
a so-called inverse problem [23].  A specified phase-retrieval scenario is “well-posed in the sense of Hadamard” if it satisfies 
the criteria of (i) existence of at least one solution, (ii) uniqueness of the solution modulo acceptable ambiguities such as 
meaningless global phase factors and transverse displacement of the object being reconstructed, and (iii) stability of the 
solution with respect to imperfections in the input intensity data (see e.g. p. 221 in [24]).     
In deterministic approaches to phase retrieval [25], these three criteria for well-posedness may be explicitly addressed.  
This has the advantage of conceptual clarity and rigour, balanced against the negatives that (i) it severely restricts the scope of 
phase-retrieval problems that may be addressed; (ii) reconstruction errors can result from a realistic sample’s deviation from 
the strong assumptions often needed to develop a deterministic solution.   
A complementary strategy adopts iterative approaches to solving the inverse problem of phase retrieval [26,3].  Here, one 
typically sets up an error metric which quantifies the degree of mismatch between the data implied by a given candidate 
reconstruction (of the complex wave-field, or of a given object which has resulted in a measured wave-field).  One seeks to 
minimise this error metric, subject to suitable constraints (such as the finite domain occupied by the object, atomicity and/or 
positivity of the object, etc.) and other relevant a priori knowledge.  The approach pioneered by Gerchberg & Saxton [26] 
and Fienup [3], together with its successors (e.g. [27]), has been particularly successful.  Such iterative approaches to phase 
retrieval have the advantage that they can be practically applied to a much broader class of problem than is amenable to 
deterministic approaches, while having the drawback that they can lack the conceptual clarity and rigour that deterministic 
methods provide.  This drawback may be problematic, for example, when an iterative phase-retrieval algorithm is trapped in a 
non-global local minimum of the error metric, making it unclear whether the stagnated solution is indeed acceptably close to 
the correct solution.      
Iterative and deterministic approaches to the inverse problem are not necessarily mutually exclusive.  Deterministic phase-
retrieval methods can be used to give a good first estimate to the solution to a specified phase problem, which can then be 
iteratively refined into a better solution.  The key idea is that the deterministic method locates a point in the solution space 
that is sufficiently close to the global error-metric minimum corresponding to the true solution, thereby aiding both the 
rapidity and the correctness of the iterative-method convergence to a better solution to the particular phase problem.    
We focus attention on “coherent diffractive imaging” (CDI) [28].  This relates to phase retrieval for non-crystalline (or 
imperfectly crystalline) samples using far-field optical scattering data.   CDI is a non-destructive technique enabling nano-
resolution imaging, particularly using X-rays and electrons, whose success has been demonstrated in a number of applications 
[29]. 
Until recently, most CDI reconstruction techniques available were iterative.  An exception is given by methods related to 
Fourier holography [30], about which more will be said later.  Contemporary iterative approaches to CDI have enjoyed an 
impressive chain of successes, with the associated iterative phase-retrieval methods having achieved a high level of accuracy 
and robustness.   
Nevertheless, the previously-described issues intrinsic to iterative approaches are not entirely eliminated.  Indicative is the 
following statement from a recent review: “The presence of noise and limited prior knowledge (loose constraints) increases 
the number of solutions within the noise level and constraints. Confidence that the recovered image is the correct and unique 
one can be obtained by repeating the phase-retrieval process using several random starts.” [31]. Usually, these iterative 
reconstruction techniques use as a starting guess in real space an autocorrelation of the object function, obtained as the 
inverse Fourier transform of the far-field diffraction pattern (e.g. [27]) or a random set of parameters (e.g. the guided hybrid-
input-output (HIO) method [32]). 
We explore deterministic phase-retrieval seeding of subsequent iterative-method refinement in the problem of Bragg-CDI 
phase retrieval.  Bragg CDI is a variant of CDI applied to small imperfect crystals, using 3D far-field diffracted-intensity 
measurements in the vicinity of a Bragg peak as data from which one seeks to reconstruct both the shape and strain-field 
distribution data in the crystal [33-35].  Typical crystal dimensions are on the order of tens of nanometres through to several 
microns.   We are particularly interested in investigating whether an iterative technique can help to remove or reduce the 
  
 
ab
de
de
de
wa
tog
rec
Br
int
ite
ba
err
by
ph
of
ap
2.
de
wh
(X
k
av
in 
on
ov
θ2
Br
ove-mentione
terministic m
The particul
structive reco
terministic 2D
s later extend
ether with re
onstructions 
agg-CDI reco
eresting findi
rative Bragg-
sed or random
ors are reduc
 deterministic
ase-retrieval 
convergence 
proaching suc
 Methods 
Consider a p
formed crysta
ere B  is th
,Y,Z) are as d
  and the X-a
erage scattere
vacuum. The
Figure 1. Si
ly one corner
er a three-dim
. Such diffrac
agg CDI [36]
d reconstruct
ethod as a sta
ar technique 
nstruction of
 reconstructi
ed and furthe
ferences ther
as shown in [
nstruction m
ng that both t
CDI algorithm
 initial gues
ed by subseq
-Bragg-CDI 
methods to se
of the latter, 
h a phase pro
lane monoch
l. The angle 
e Bragg angl
efined in Fig
xis is 2 
d wave vecto
 plane of dete
gma-polarised
 is shown. Th
ensional rang
ted intensity 
, to give both
ion errors, p
rting guess in
we consider 
 chemical co
on approach 
r developed 
ein).  Deviati
36].  In the p
ay be improv
he rate and q
 with a dete
ses.  Thus ou
uent iterative
seeding.  Not
ed iterative p
rather than ex
blem. 
romatic X-r
between the 
e for a symm
. 1. The scatt
2B   (see 
r k  lie in th
ctor D is perp
 monochrom
ree-dimensio
e of scatterin
measurement
 the structure 
roduced by d
stead of e.g., 
here is a ne
mposition an
[30], which m
by several gro
ons from the 
resent paper w
ed via subse
uality of the 
rministic-CD
r simulations
 Bragg-CDI r
e that we are 
hase-retrieval
ploring the a
ay wave with
wave vector 
etrical (00L) 
ered wave is 
Fig.1), where
e diffraction 
endicular to t
atic X-rays f
nal diffraction
g vectors, cen
s comprise th
factor and the
3
eterministic 
an autocorrela
w determinis
d strain in f
ay be consid
ups (see the 
specified cry
e show via X
quent iterativ
convergence 
I reconstructi
 are consisten
efinement, an
primarily int
 methods for 
bsolute state 
 sigma pola
k  of the inc
type reflectio
registered in 
 2  is the a
plane XOZ a
he vector k
rom a source
 data is meas
tred about a 
e data which
 displacemen
approaches, b
tion-based fu
tic method f
acetted crysta
ered as a form
recent review
stalline shape
-ray simulat
e refinement
of iterative Br
on, rather tha
t with the co
d (ii) that the
erested in giv
Bragg CDI a
of the art in e
risation and 
ident wave a
n, 1  is the
the direction 
ngular devia
nd  k k
. The scatterin
 S impinge u
ured by a det
particular sca
 may then be
t field of the c
y using the 
nction.  
or 3D Bragg
lline materia
 of Fourier h
 on determini
s or quality p
ions that such
.  Our key fo
agg-CDI may
n merely see
nclusions (i) 
 errors of iter
ing an examp
nd hence imp
ither iterative
unit intensity
nd the X-axis
 angular dev
of the wave v
tion. The inci
2 /k  
g vector, Q ,
 
pon a cubic 
ector D which
ttering directi
 input into o
rystal. 
reconstructio
 CDI, which
ls [36].  Thi
olography [16
stic CDI by A
roduce errors
 artefacts in t
cus however
 be improve
ding it with a
that determin
ative Bragg C
le of the use 
rove both the
 or determini
, which illum
 is 1 B  
iation and th
ector k . Th
dent wave ve
, where   is
 is defined as
crystalline sa
 records diffr
on, specified 
ur reconstruc
n results of 
 allows a no
s builds upon
,17], and wh
llen et al. [2
 in the obtain
he determinis
 is on the mo
d by seeding 
uto-correlatio
istic-Bragg-C
DI are reduc
of determinis
 rate and qual
stic methods 
inates a sm
1  (see Fig.
e Cartesian ax
e angle betwe
ctor k  and 
 the wavelen
  Q k k .
mple, for wh
acted intensit
by angles θ1 a
tion method 
 
the 
n-
 a 
ich 
5], 
ed 
tic 
re 
the 
n-
DI 
ed 
tic 
ity 
for 
all 
1), 
es 
en 
the 
gth 
ich 
ies 
nd 
for 
  
 
cry
sh
Fi
su
[3
an
cry
fo
as
the
wh
in 
sim
cry
bo
vo
0.2
h
lat
 
We consider
stal. For sim
ape with dim
g.1) and Nx,y,z
ccessful iterat
6], we introdu
d defect free.
stal, as in [3
llowing funct
sociated [38] 
 deterministi
ich will be th
describing th
ulations, we
stal, so that 
ttom part can
lume), as req
5π simplifies
 
 
Figure 2. V
reconstructed
procedure [2
iterative proc
 
The “target”
 r  is the po
tice vector fo
 two-beam ki
plicity, the cr
ensions Lx=N
 are integers.
ive reconstru
ced a reconst
 In this paper
6]. We also a
ional form (s
with the inco
c Bragg CDI 
en partly com
e deformatio
 have chosen
displacement
 be considere
uired for the 
 the reconstru
isualisation o
 using the de
7], with the B
edure, with th
 function in 
larizability o
r the chosen
nematical dif
ystalline struc
xa, Ly=Nya 
 For simplici
ction procedu
ruction metho
 we assume t
ssume existen
ee [36]): e i h
rporation of t
(BCDI) recon
pensated by 
n field, , is 
 the values o
s in the botto
d as a small 
deterministic 
ction procedu
f the phase 
terministic BC
CDI reconst
e autocorrela
our reconstr
f a non-ideal 
 00L reflecti
fraction in a 
ture is assum
and Lz=Nza,
ty, we set Lx=
re we use 4×
d based on a
hat there are 
ce of a curve
   / 2e x
i x L  u r
he “non-ideal
struction algo
the subsequen
inversely pro
f the coeffic
m half of the
perturbation t
Bragg CDI r
re as it does 
(colour) and
DI reconstru
ruction as a 
tion function 
uctions will 
crystal, idh r
on, Q  is the
4
coplanar geo
ed to have cu
 where the z
Ly=Lz, i.e., N
4×4=64 over
n assumption
three spheric
d deformation
   22 / 2 1yy L z   
” part of the 
rithm, outlin
t application
portional to t
ient  to yiel
 crystal are r
o the ideal m
econstruction
not require un
 amplitude (
ction [36], c)
starting point
as a starting p
be  exph r
  is the pola
 scattering v
metry, where
bic symmetry
-direction is 
x=Ny=Nz. To
sampling rati
 that at least h
al inclusions 
 field in the 
zL  for 0z
crystal to an 
ed in [36], wi
 of an iterativ
he radius of 
d a maximum
elatively sma
odel (i.e., a d
 algorithm [3
wrapping of 
greyscale) fo
 the crystal re
 and d) the c
oint.  
  i h u r
rizability of a
ector, and u
 the XOY pl
 with lattice 
vertical, XOY
 avoid any a
o as defined i
alf of the cry
(structural de
entire crystal 
, zL . This pa
“ideal” part o
ll inevitably p
e refinement 
curvature of 
 phase shift 
ll. Therefore
eformation-f
6]. The choic
the reconstruc
r a) the simu
constructed u
rystal reconst
(cf. [36]), w
n ideal crysta
 r  is the di
ane is the to
constant a an
 is the horiz
liasing proble
n [37]. In ou
stal is ideal, 
fects) in the u
(see Fig. 2a) 
rabolic displ
f the crystal. 
roduce recon
procedure. Th
the deformat
of 0.25π at t
, the deforma
ree bottom ha
e of maximu
ted phase. 
 
lated crystal
sing the shrin
ructed using 
here  h r
l,  h Q q  
splacement v
p surface of 
d parallelepip
ontal plane (
ms and allow
r previous pap
i.e., deformati
pper half of 
according to 
acement may 
This means t
struction erro
e constant us
ion field. In o
he edges of 
tion field in 
lf of the crys
m phase shift
, b) the crys
k-wrap iterat
the shrink-wr
  idh h r r
is the recipro
ector field. F
 
the 
ed 
cf. 
 a 
er 
on 
the 
the 
be 
hat 
rs, 
ed 
ur 
the 
the 
tal 
 of 
tal 
ive 
ap 
 , 
cal 
or 
   5   
 
simplicity, we can neglect the imaginary component (as is usually done in BCDI, see e.g. [39]) of the function  h r  
because the imaginary parts of the functions  h r  and  idh r  are typically significantly smaller than their corresponding 
real parts. 
In this paper, we place weak inclusions in the upper half of the crystal, each filled with a material having a smaller 
structure factor than the bulk (minimum 0.9h  ). The remainder of the simulated crystalline structure (i.e. all but the 
spherical inclusions) has 1h   (see Fig. 2a showing  h r  and    phase   r h u r ). The cropped data array of far-field 
intensity used in the reconstructions results in a voxel resolution in real space of 80×80×80 nm3, which is comparable to the 
resolution demonstrated in [40]. However, it should be noted that a better resolution is reported in more recent literature (e.g. 
[41]). Application of the proposed reconstruction technique for a smaller voxel size is straightforward.  
The expression for the simulated far-field intensity (without noise) is given in [36]: 
     
     
       
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     (1) 
Here,    p p  u u r r R ,    ph h p    r r R , pR  defines the position of the p-th cell in an ideal 3D periodic 
lattice,    
1
exp
R
l
l
Z i

 q qr  is an interference function, lr  defines the position of elementary cells within the p-th cell, C 
is a constant and   r  is the Dirac delta function. 
If at least one half of the crystal is an ideal reference part (the bottom half in our case), we can obtain a closed-form 
solution to the BCDI inverse problem of reconstructing     exph i  r h u r  (comp. equation (11) in [36]) by introducing 
the auxiliary function: 
  
 
 
3
2
, ,
1 ˆ e .
2
x y zi q x q y q z
x y z kin x y z
U x y z
C q q q I dq dq dq
 

 
R
      (2) 
Here ˆkinI  is the intensity kinI  with added Poisson noise. In our simulations, we consider two cases of noise applied to the 
simulated data, namely, noise free and with a maximum intensity of 1011 photons per voxel (at q=0). As we want to compare 
the effectiveness of deterministic and iterative reconstruction procedures in this paper, we have not excluded the brightest 
voxel, corresponding to the origin in Fourier space, from the noise adding procedure as was done in [36]. For real 
experimental data, ˆkinI  is proportional to the registered intensity. 
As shown in detail in [36], the auxiliary function U(x,y,z) reduces to  
    8
1
, , j j
j
U x y z A B C D

    R .        (3) 
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Here, A is a term proportional to the shape function of the sample, the Bj and Cj terms are 16 spatially-translated 
independent reconstructions of the unknown complex field          exp exprec rec rec rech hi phase i    r r r h u r  or its 
complex conjugate, and D is related to the derivative of the cross-correlation of the object. 
The closed-form solution to the BCDI inverse problem, obtained using equation (2), is exact if a) there is no noise in ˆkinI  
and b) the reference part is indeed a perfect undeformed crystal. If either of these conditions is not fulfilled, the reconstruction 
of     exph i  r h u r  will contain some errors. The stronger the deviations from the ideal reconstruction conditions, the 
greater these errors will typically become.   
To reduce the reconstruction errors associated with our deterministic BCDI algorithm, we employ the widely-used shrink-
wrap iterative reconstruction algorithm [27]. The shrink-wrap algorithm, being very well known, will not be described here. 
In the original paper [27], it was suggested that one could use the autocorrelation function as a starting point for this iterative 
reconstruction algorithm. Such a choice has been commonly employed, in a large number of successful CDI reconstructions. 
However, as an alternative that is explored in the present paper, one can choose a BCDI reconstruction result as a starting 
point for subsequent iterative refinement. 
3. Modelling, Results and Discussion 
Now we apply our deterministic BCDI reconstruction (see equation (2)) to the simulated X-ray intensity (equation (1)) to 
obtain a starting point for the shrink-wrap iterative reconstruction procedure. This iterative reconstruction procedure uses the 
χ2 error metric in Fourier space, as is typical for iterative CDI algorithms (see e.g. [40]): 
   22 , ,1 1ˆ ˆN Nkin i i kin ii iI Ir I     .        (4) 
In our case, ,kˆin iI  is the 3D array of the simulated intensity distribution (with and without added noise) in Fourier space, 
modelled using the original values for the phase and amplitude. iIr  is the 3D array of the simulated intensity distribution (no 
extra noise added) in Fourier space, modelled using the reconstructed values for the phase and amplitude, produced by the 
iterative procedure.  
To estimate errors in the reconstructed functions, with amplitude  rech r , and phase  recphase r , we use two metrics for 
the real-space data [42], namely a normalised root-mean-square (RMS) error criterion, defined as 
   22rec ideal ideal idealijk ijk ijkd G G G G    ,        (5) 
and a normalised absolute difference,  
rec ideal ideal
ijk ijk ijkr G G G   ,         (6) 
where idealijkG  and 
rec
ijkG  are ideal and reconstructed three-dimensional functions, respectively. 
idealG  is the mean of the 
original function. As the phase reconstruction in the iterative procedure may contain an unknown constant offset, we calculate 
error metrics d and r for the derivative of the reconstructed phase,  recphase r , with respect to the z coordinate, namely, 
d_ph_z and r_ph_z, respectively. Tables 1 (no noise in the simulated data) and 2 (the maximum intensity of the simulated 
data is 1011 photons per voxel) show values of criteria d_ph_z, r_ph_z and d_amp, r_amp for the phase derivative along the z-
direction (   recphase z r ) and amplitude (  rech r ), respectively, for different reconstructions: deterministic  BCDI, the 
shrink-wrap algorithm with deterministic BCDI as the starting point and the shrink-wrap algorithm with autocorrelation 
function as the starting point. For the (00L) type of reflections (i.e., h  has only the z component)   recphase z r  is 
proportional to zz zu z     component of the symmetrical strain tensor  12ij j i i ju x u x        [43-45].  
We restrict the total number of shrink-wrap iterations to 2000, because, as shown in Fig. 3, no improvements are observed 
beyond 1800 iterations. Figure 3 clearly demonstrates that the shrink-wrap iterative reconstruction procedure improves the χ2 
metric for both starting points (deterministic BCDI or autocorrelation function) in real space in comparison to the one-step 
deterministic BCDI reconstruction, which is shown in Fig. 3 only for the case of the maximum intensity of 1011 photons per 
pixel, because it is indistinguishable from the noise-free reconstruction. The use of the deterministic BCDI reconstruction as 
the starting point in the iterative procedure allows faster convergence and the final χ2 result is better than the one obtained 
when the starting point is the autocorrelation function. 
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Table 1 Error metrics r and d for real space and χ2 for Fourier space data for no-noise initial “experimental” 
intensity data. Real-space metrics (d_abs, r_abs) and (d_ph_z, r_ph_z) are for functions  rech r  and   recphase z r , 
respectively. Non-perfect bottom half of crystal – a displacement field throughout the crystal. Maximum phase 0.25 rad. 
Minimum amplitude 0.9.  
 
 
 
 r_abs r_ph_z d_abs d_ph_z χ2 
DCDI 1.43×10-1 7.09×10-1 4.23×10-2 1.74×10-1 2.74×10-3 
iterations 
started from 
the DCDI 
data 
8.98×10-3 2.17 3.27×10-4 5.28 3.81×10-8 
iterations 
started from 
the 
autocorrelati
on data 
3.74×10-1 3.58 2.13×10-1 1.23×101 1.08×10-3 
 
 
Table 2 Error metrics r and d for real space and χ2 for Fourier space data for maximum “experimental” intensity of 
1011 photons per voxel. Real-space metrics (d_abs, r_abs) and (d_ph_z, r_ph_z) are for functions  rech r  and 
  recphase z r , respectively. Non-perfect bottom half of crystal – a displacement field throughout the crystal. Maximum 
phase 0.25 rad. Minimum amplitude 0.9.  
 
 
 r_abs r_ph_z d_abs d_ph_z χ2 
DCDI 1.43×10-1 7.09×10-1 4.23×10-2 1.74×10-1 2.74×10-3 
iterations 
started from 
the DCDI 
data 
3.13×10-2 1.76 2.41×10-3 3.42 9.69×10-5 
iterations 
started from 
the 
autocorrelati
on data 
2.68×10-1 1.95 2.50×10-1 4.22 1.36×10-4 
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