In this tutorial we present two major applications of process algebras to performance modelling. The rst is the use of classical or timed process algebra to verify simulation models. The second is the direct use of stochastic process algebras to construct and solve performance models. The tutorial presents an overview of the current trends and areas of active research, as well as their implications for performance engineering practice.
Introduction
Process algebras emerged as a modelling technique for the functional analysis of concurrent systems approximately twenty years ago. Over the last decade there have been several attempts to take advantage of the attractive features of this modelling paradigm within the eld of performance evaluation. The motivations for this work have been many but there have been just two fundamental approaches. Pooley pioneered the use of formally constructed process algebra models to verify simulation models, taking advantage of existing process algebra practice and technology. In contrast, Herzog et al. introduced a new formalism, stochastic process algebra (SPA), which extends the existing process algebra results into the domain of performance modelling. In this tutorial we will present an overview of both approaches. For the second approach, we will also endeavour to provide a brief account of current research interests.
Stochastic process algebras (SPA) were rst proposed as a tool for performance and dependability modelling in 1990 37] . At that time there was already a plethora of techniques for constructing performance models so the introduction of another one could have been deemed unnecessary if it were not for the fact that SPA o ered something new|formally de ned compositionality. Queueing networks, which have been widely used for performance modelling for more than thirty years, have an inherent compositionality but this is implicit and informal. Stochastic extensions of Petri nets have a semantic model but, in general, no clear compositional structure. In the process algebra the compositionality is explicit|provided by the combinators of the language|and formal|supported by the semantics and equivalence relations of the language.
It was immediately clear that having this explicit structure within models o ers bene ts for model construction:
when a system consists of interacting components, the components, and the interaction, can each be modelled separately; models have a clear structure and are easy to understand; models can be constructed systematically, by either elaboration or re nement; the possibility of maintaining a library of model components, supporting model reusability, is introduced. Several case studies demonstrating these and other bene ts have appeared in the literature 39, 43, 68, 24, 48, 21] .
However, almost as quickly, it became clear that SPA models are prone to problems of state space explosion: making it easy for the modeller to represent systems in detail, coupled with the inherent complexity of the systems of interest, inevitably leads to models which are extremely large; in many cases, intractably so. Tackling this problem has been a major motivation of much SPA research for more than ve years now. Initial e orts concentrated on model manipulation techniques|model simpli cation and model aggregation. These techniques aim to improve, from the perspective of solution, the underlying Markov process, via manipulations of the state space at the SPA level. The most straightforward form of improvement is a reduction in the number of states. At the core of these techniques are equivalence relations, but compositionality also has an important role to play. Later e orts to tackle the state space explosion problem have focussed on solution techniques which take advantage of the compositional structure within process algebra models.
Another limitation of the initial SPA languages was their lack of expressiveness with respect to timing distributions. Essentially, they restricted consideration to models in which all durations were represented by negative exponentially distributed random variables. Some recent work has aimed to change this situation by considering languages in which generally distributed random variables may be associated with the actions of a model.
The remainder of this tutorial is organised as follows. In the following section we present a short introduction to classical process algebras as they are used for system veri cation from a functional or qualitative point of view. In Section 3, we present Pooley's work on the use of process algebra in conjunction with simulation models. Stochastic process algebras generally, and the language PEPA speci cally, are presented in Section 4. The following two sections describe recent research addressing the state space explosion problem: rstly, via model manipulation and secondly, via decompositional solution techniques. In Section 7 we overview the work on introducing generally distributed random variables into SPA languages. The tools available to support the approaches we have described are discussed in Section 8.
Classical Process Algebras
Process algebras are abstract languages used for the speci cation and design of concurrent systems. The most widely known process algebras are Milner's Calculus of Communicating Systems (CCS) 60] and Hoare's Communicating Sequential Processes (CSP) 47]. The stochastic process algebras take inspiration from both these formalisms. Models in CCS and CSP have been used extensively to establish the correct behaviour of complex systems by deriving qualitative properties such as freedom from deadlock or livelock.
In the process algebra approach systems are modelled as collections of entities, called agents, which execute atomic actions. These actions are the building blocks of the language and they are used to describe sequential behaviours which may run concurrently, and synchronisations or communications between them.
In CCS two agents communicate when one performs an action, a say, while the other performs the complementary action a. The resulting communication action has the distinguished label , which represents an internal action that is invisible to the environment. Agents may proceed with their internal actions simultaneously but it is important to note that the semantics given to the language imposes an interleaving on such concurrent behaviour. The basic calculus contains the following primitives for de The communication mechanism in CSP is di erent as there is no notion of complementary actions: this is a major distinction between CCS and CSP. In CSP two agents communicate by simultaneously executing actions with the same label. Since during the communication the joint action remains visible to the environment, it can be reused by other concurrent processes so that more than two processes can be involved in the communication (multiway synchronisation). This is the communication mechanism adopted by the SPA languages.
Like many other process algebras, CCS is given a structured operational semantics (SOS), using a labelled transition system. From this a derivative tree or graph in which language terms form the nodes and transitions are the arcs, may be constructed. This structure is a useful tool for reasoning about agents and the systems they represent. It is also the basis of the bisimulation style of equivalence. In this style of equivalence, the actions of an agent characterise it, so two agents are considered to be equivalent if they are observed to perform exactly the same actions. Strong and weak forms of equivalence are de ned depending on whether the internal actions of an agent are deemed to be observable.
In CCS and CSP, since the objective is qualitative analysis rather than quantitative, time is abstracted away. In the last decade various suggestions for incorporating time into these formalisms have been investigated (see 64] for an overview). For example, Temporal CCS 63] extends CCS with xed delays and wait-for synchronisation (asynchronous waiting):
xed time delay (t) the agent must wait t time units before performing its next action wait-for synchronisation the agent may idle inde nitely until its next action is possible non-temporal deadlock 0 the agent idles inde nitely and never engages in further actions.
Note that most of the timed extensions, including TCCS, retain the assumption that actions are instantaneous and regard time progression as orthogonal to the activity of the system. These assumptions make such models unsuitable for performance analysis. In contrast, SPAs generally associate a random variable, representing duration, with each action.
Similarly process algebras are often used to model systems in which there is uncertainty about the behaviour of a component, but this uncertainty is abstracted away so that all choices become nondeterministic. Probabilistic extensions of process algebras, such as PCCS 50] , allow this uncertainty to be quanti ed using a probabilistic choice combinator. In this case a probability is associated with each possible outcome of a choice. In SPA an alternative approach is taken|we assume that a race condition resolves choices when more than one (timed) action can occur.
The Concurrency Workbench (CWB) 16] is a tool that automates the checking of assertions about CCS models in order to establish properties of the systems they describe. As well as the basic calculus, it supports a synchronous variant and the temporal extension, TCCS. The CWB allows simple properties, such as presence of deadlock, to be checked directly, but needs more speci c properties to be expressed in a suitable logic. In the context of process algebra modelling, a process logic is a natural way to frame properties and queries. Such logics, known as modal logics, express assertions about changing state. There is a simple modal logic, Hennessy-Milner logic 31], for immediate possibilities in a model, and an extended logic, the modal ?calculus 73] , with xed point operators for recursive de nitions.
Behavioural Equivalence in Simulation Modelling
Pooley recognised that the qualitative properties which process algebras were used to establish in concurrent systems, such as freedom from deadlock, are also important in simulation models. The presence of deadlock or livelock within a large simulation model may lead to wasted computational e ort or erroneous performance predictions. Moreover he established that there is a natural mapping between the processes of a processoriented simulation model and the agents of a process algebra representation of the same system 65]. On the basis of this he proposed that using a process algebra language in conjunction with a high level technique for generating simulation models, would allow models to be veri ed before being executed 66].
Discrete event simulation tools are traditionally based on one of a small number of views of a model, such as the process view of simulation de ned by Franta 22] . Several of these process-oriented tools have diagram conventions and some support graphical model construction. Unfortunately, the use of diagrams for simulation is usually speci c to one tool and o ers no help in understanding their behaviour without actual simulation. In contrast, the diagrams proposed by Pooley are amenable to a priori functional analysis based on a well-developed semantics, as well as providing a high level technique for generating simulation models. These diagrams, constructed in the hierarchical graphical modelling language Extended Activity Diagrams, map onto the major constructs of the DEMOS discrete event simulation language 6] and their equivalent CCS models. The CWB is used for the behavioural analysis of the CCS models generated automatically from Extended Activity Diagrams, while DEMOS is used to solve them for their performance measures. 
DEMOS and Extended Activity Diagrams
The process view of simulation divides the model world into active and passive components. Active components (processes) are described by their life histories, which often form cycles. They interact with the world, in competition or cooperation, through resources, which are passive. In this view a model is expressed in terms of structures observable in the real world|this is felt to make modelling more intuitive and interpretation of results easier. For more details, the reader is invited to consult 22]. The DEMOS package 6] is an example of a simulation package designed to support the process view, via the class concept. The package provides a time ordered event list and a class Entity, the building blocks for active components in models. In addition, DEMOS has automatic statistical collection and reporting, and optional output of traces. It allows a wide range of models to be solved to establish their dynamic behaviour, in terms of quantitative performance measures and event-based behaviour traces.
Graphical description of a process class requires both a way of showing the ow of control through such a process and a way of representing interactions and synchronisations engaged in by instances of it. Construction of a model, or submodel, de nes links between instances of processes, mapping required interactions onto instances of objects which support them. Many synchronisations between processes can be mapped onto queues. However, the use of abstractions, such as resources, adds ease of description and widens the range of mechanisms conveniently represented.
Activity diagrams were used informally by Birtwistle 6 ] as a convenient ow of control description capturing a wide range of useful synchronisation mechanisms based on activity cycle diagrams. Pooley formalises and extends these diagrams 65] (see Figure 1 ) .
An example of process description activity diagrams is shown in Figure 2 . The model is a Reader-Writer model (from 6], Chapter 4). It includes the symbols of a rectangular box for a delay, labelled by the associated activity, and a circle for a resource, annotated with a description of the resource and the initial amount available. The lower semi-circle, annotated with the process name, marks the start of the process life cycle, and an inverted form of the start symbol, with no annotation, marks its termination. Small circles are also added, to show where resources are acquired and released.
Lines joining delay to delay, delay to start or delay to termination nodes represent control ow in the process. Those joining resources to synchronisation nodes represent acquisition or release of amounts of those resources. Acquisition and release constitute, respectively, potential blocking of the process due to contention with other processes and potential freeing of another process currently blocked by this one. The amount to be acquired or released is an annotation to the link, while the direction of the arrow shows which action is intended. All external interactions are shown by synchronisation nodes. In this sort of description of a process type the objects to which synchronisation nodes are linked are purely to show the type of synchronisation by which any instance of this type will be linked to other process instances. This example uses the process types Reader and Writer, but their de nitions are independent of each other, being linked solely through the intervening Buffers resource. In such simple cases the model can be completely described by suitable annotation of the process type description, with amounts of resources and inter-arrival times added.
Generating models from Extended Activity Diagrams
Processes map directly onto Entity declarations in DEMOS and agent de nitions in CCS. Interactions are modelled in CCS by actions shared by the objects involved, while in DEMOS they are calls to procedural attributes (methods) of passive objects. In the process algebra internal actions are either disregarded (untimed models) or represented by delays (timed versions) matching DEMOS hold statements. Simple DEMOS sequences of actions are matched by the normal CCS pre xing of an agent. Termination, in DEMOS the end of an Entity's body, is the non-temporal deadlock agent, 0, in CCS, as in Figure 3 . One obvious correspondence that holds in all the mechanisms is that synchronisations which can block are formed by a communication, preceded by the inde nite wait ( ) in TCCS. Figure 5 shows this in terms of elements of the Reader-Writer model. In TCCS it is necessary to decide if an action is allowed to block inde nitely or will kill the process if it cannot be satis ed immediately. All acquire actions may lead to a process being blocked awaiting a resource and so such actions are pre xed with the inde nite waiting action , but release actions are only permitted following a matching acquire. Therefore releases are not pre xed with . Resources must be able to wait inde nitely in all states and so all their actions are pre xed with . For further details, and more extensive examples, we refer the reader to 65, 66].
4 Stochastic Process Algebra: PEPA Process algebras o er several attractive features which are not necessarily available in existing performance modelling paradigms. The most important of these are compositionality, the ability to model a system as the interaction of its subsystems, formality, giving a precise meaning to all terms in the language, and abstraction, the ability to build up complex models from detailed components but disregarding internal behaviour when it is appropriate to do so. Queueing networks o er compositionality but not formality; stochastic extensions of Petri nets o er formality but not compositionality; neither o er abstraction mechanisms. In the early 1990s several stochastic extensions of process algebra, motivated by a desire to add quanti cation to process algebra models and make them suitable for performance modelling, appeared in the literature. These included TIPP 26] from the University of Erlangen, EMPA 1 PEPA 38, 39] from the University of Edinburgh and SPADE 2 74 ] from Imperial College. PEPA was the rst language to be developed with the intention of generating Markov processes which could be solved numerically for performance evaluation, but versions of TIPP and EMPA from around the same time are similarly Markovian based. SPADE was developed with a di erent motivation and we defer its discussion until Section 7. For the remainder of this section, and the following one, we concentrate on PEPA; however, towards the end of this section we will discuss how TIPP and EMPA di er from PEPA.
PEPA (Performance Evaluation Process Algebra) extends classical process algebra by associating a random variable, representing duration, with every action. These random variables are assumed to be exponentially distributed and this leads to a clear relationship between the process algebra model and a continuous time Markov process. Via this underlying Markov process performance measures can be extracted from the model.
PEPA models are described as interactions of components. Each component can perform a set of actions:
an action a 2 Act is described as a pair ( ; r), where 2 A is the type of the action and r 2 R + is the parameter of the negative exponential distribution governing its duration. Whenever a process P can perform an action, an instance of a given probability distribution is sampled: the resulting number speci es how long it will take to complete the action. A small but powerful set of combinators is used to build up A race condition is assumed to govern the behaviour of simultaneously enabled actions so the choice combinator represents pre-emptive selection with re-sampling. The continuous nature of the probability distributions ensures that the actions cannot occur simultaneously. Thus a sum will behave as either one summand or the other. When an action has more than one possible outcome, e.g. the think action in the processor, it is represented by a choice of separate actions, one for each possible outcome. The rates of these actions are chosen to re ect their relative probabilities.
Parallel composition: As mentioned earlier, PEPA and most of the other SPA adopt the parallel composition from CSP, rather than that from CCS. Correspondingly, there is no notion of complementary actions and multiway synchronisations are possible.
In the multiprocessor example, we have already anticipated that the processor and the memory will be working together within the same system. This will require them to cooperate when the processor needs access to data which is not available locally. In contrast, the local activities of the processor can be carried out independently of the memory. Cooperation over given actions is re ected in the parallel composition by the cooperation set, L = fget; use; relg in this case. Actions in this set require the simultaneous involvement of both components. The resulting action, a shared action, will have the same type as the two contributing actions and a rate re ecting the rate of the action in the slowest participating component. Note that this means that the rate of a passive action will become the rate of the action it cooperates with.
If, for simplicity, we assume that the multiprocessor consists of just two processors, the system is represented as the cooperation of the processors and the memory as follows:
The combinator k is a degenerate form of the cooperation combinator, formed when two components behave completely independently, without any cooperation between them, as in the case of the two processors. This pure parallel combinator can be thought of as cooperation over the empty set: (P roc ; Proc).
Abstraction: Again, the abstraction mechanism used in the SPA follows CSP rather than CCS. It is often convenient to hide some actions, making them private to the component or components involved. The duration of the actions is una ected, but their type becomes hidden, appearing instead as the unknown type . Components cannot synchronise on . For example, as we further develop the model of the multiprocessor 8 we may wish to hide the access of a processor to its local memory. This might lead to a new representation of the processor: Note that this is quite di erent from the CCS restriction operator which prevents actions of the given label from occurring. Use of the hiding combinator has two implications. Firstly, it ensures that no components added to the model at a later stage can interact, or interfere, with this action of the processor. Secondly, private actions are deemed to have no contribution to the performance measures being calculated and this might subsequently suggest simpli cations to the model.
Throughout the simple example above we have used constants such as Mem to associate names with behaviours. Using recursive de nitions we have been able to describe components with in nite behaviours without the use of an explicit recursion operator.
Representing the components of the system as separate components means that we can easily extend our model. Now we may want to consider a system consisting of more than two processors which act independently of each other but compete for the use of common memory. This extension may be achieved compositionally by combining more instances of the Proc component already described. For example, in the case of four processors we have:
Model Analysis
The formality of the process algebra approach allows us to assign a precise meaning to every language expression. This implies that once we have a language description of a given system its behaviour can be deduced automatically. The meaning, or semantics, of a PEPA expression is provided by SOS rules as for CCS, which associates a labelled multi-transition system with every expression in the language 39].
A labelled transition system (S; T; f t ?! j t 2 Tg) consists of a set of states S, a set of transition labels T and a transition relation t ?! S S. For PEPA the states are the syntactic terms in the language, the transition labels are the actions ((type; rate) pairs), and the transition relation is given by the semantic rules.
A multi-transition relation is used because the number of instances of a transition (action) is signi cant since it can a ect the timing behaviour of a component. Based on the transition relation, a transition diagram, called the derivation graph (DG), can be associated with each language expression. This graph describes all the possible evolutions of any component and provides a useful way to reason about the behaviour of a model. A certain amount of care is needed in de ning the derivation graph. Consider a simple component, P, which will repeatedly carry out the action a = ( ; r), i.e. P def = ( ; r):P. For a classical process algebra we need only consider which actions it is possible for an agent to perform. Thus, the agent P + P has the same behaviour as the agent P|both are capable of an named action and subsequently behave as P|so these agents are considered to be equivalent. In a SPA multiple instances of an action become apparent because the duration of an action of that type will be the minimum of the corresponding random variables, i.e. the apparent rate of the action will be the sum of the rates. Thus P + P appears to carry out the rst named action at twice the rate of the agent P.
Consequently the two cannot be regarded as equivalent.
Alternative solutions have been o ered for this problem. In TIPP and EMPA supplementary labels are used to distinguish instances of multiply enabled actions, and the underlying structure is still a labelled transition system. In PEPA the semantics of the lagnuage is given in terms of a labelled multi-transition system with the transition relation represented as a multi-relation in which the multiplicities of arcs are recorded. An example derivation graph is shown in Figure 6 where the DG of the PEPA model Sys 4 , consisting of a single processor accessing the global memory, is shown. For didactic purposes, in the left hand part of the gure we have expanded the derivatives of the components Proc and Mem.
Inspection of the DG allows one to derive qualitative properties of the model. In this case, for instance, we can see that the PEPA model is free from deadlock and live. Moreover, the Markov process underlying any nite PEPA component can be obtained directly from the DG: a state of the Markov process is associated with each node of the graph and the transitions between states are de ned by considering the rates labelling the arcs. Since all activity durations are exponentially distributed, the total transition rate between two states will be the sum of the activity rates labelling arcs connecting the corresponding nodes in the DG. Starting from the DG of Figure 6 , the derivation of the corresponding Markov process is straightforward and results in the generator matrix shown below. In order to ensure that the underlying Markov process is ergodic, the DG of a PEPA model must be strongly connected. Necessary conditions for ergodicity, at the syntactic level of a PEPA model, have been de ned 39]. For example, if cooperation occurs it must be the highest level combinator. The class of PEPA terms which satisfy these syntactic conditions are termed cyclic components and they can be described by the following grammar: P ::= S j P L P j P=L S ::= ( ; r):S j S + S j A All the models we have discussed so far satisfy the syntactic conditions required to be cyclic models.
It is well known that if the Markov process is ergodic, it is possible to compute the steady state probability distribution over all the possible states by solving the matrix equation Q= 0 where Q is the generator matrix of the Markov process and is the state probability vector, such that P i i = 1. The probability distribution of the states of the model is often not the ultimate goal of performance analysis. In order to de ne performance measures such as throughput and utilisation the modeller can de ne a reward structure over the Markov process at the level of the process algebra. This is done by associating rewards with actions: the reward associated with a state is then the total reward attached to the actions it enables. Note that in PEPA no reward can be attached to internal, , actions.
We now describe in some detail a modi ed version of the previous example showing how we can extract performance measures from the model. We consider again a multiprocessor system with a shared memory in which all processes have the same functional behaviour: they compete for access to the shared memory, use and then release it. In this case, however, we assume that basic actions progress at di erent speeds depending on the processor on which they are running, and that the action think models both the processing activity and the access to the local memory. Thus a process running on the ith processor has the following speci cation: P i def = (think; i ):(get; g):(use; i ):(rel; r):P i When n i processes P i are running on the ith processor the system is modelled by considering n i independent replicas of the same process:
The DG and the Markov process underlying the model can automatically be obtained using the PEPA Workbench 23] when we instantiate the model parameters, i.e. the number of processors and the number of processes. In the simple case of N = 3; n 1 = n 2 = 2; n 3 = 1 we obtain Sys 6
whose DG has 192 states. The Markov process is derived directly from the DG by considering only the action rates labelling the arcs. By solving the set of linear equations we obtain the steady state probability vector. If we instantiate the rate parameters of the model as follows, r = g = 100; 1 = 3; 2 = 2; 3 = 3; 1 = 0:5 m; 2 = 3 = 3 where m takes values in the range 1; : : : ; 5, and calculate, for each processor, the percentage of time it spends waiting for access to the memory relative to the time it spends accessing the memory, we obtain the graph shown in Figure 7 .
The percentage waiting time for each processor is found by associating a reward of 1 with each derivative in which get is the only action enabled by any process on that processor, but the memory is not enabling 11 get. The time accessing the memory is found by associating a reward 1 with each derivative in which any process is enabling use or rel, or enabling get when the memory is also enabling get. Identifying such states is facilitated by the PEPA state-nder tool 15]. The graph suggests that the processes running on Processor 1 are monopolising the memory.
Other SPA languages
One of the fundamental di erences between PEPA, TIPP and EMPA is the de nition of the rate of a joint activity which arises when two components cooperate or synchronise. In PEPA, the rate of the shared activity is governed by the minimum of the rates of the activity in the participating components. This satis es the principle of bounded capacity which states that: the rate at which a component carries out an action cannot by increased, so when it is involved in an interaction of the given type the rate of the interaction cannot be greater than the component's individual rate for that action type. Since any real number is less than >, choosing > as the rate for passive actions ensures that in cooperation such activities are dominated by the other participant. In TIPP, the rate of the shared activity is chosen to be the product of the rate of the synchronising activities. Here \1" is chosen as the rate of passive actions. We can consider two cases: synchronisation between two active actions, and synchronisation between one active and one passive action.
In the rst case it is assumed that one of the rates represents a scaling factor capturing the \dimensioning" of the required task with respect to some standard measure. In the latter case the rate of shared action simply re ects the rate of active action since 1 is the neutral element for multiplication. This scheme does not satisfy the principle of bounded capacity. In EMPA a restriction is placed on parallel composition whereby any shared activity can be formed from a set of participating activities in which at most one is active. The rate of the shared activity is then the maximum of the rates of the participating activities and passive actions are given the rate 0. This scheme does satisfy the principle of bounded capacity but the restriction has implications for the compositionality of the language. More detailed analyses of these di erences appear in 40, 69] . Another major di erence concerns immediate or instantaneous actions. EMPA has immediate actions, modelled after the immediate transitions of GSPN. Each immediate action has an associated priority level and an associated weight. Immediate actions always have higher priority than exponentially timed actions, so a choice between such actions is resolved by priorities. If two immediate actions of the same priority level are concurrently enabled, the choice is resolved on the basis of their associated weights. The TIPP group have also investigated the inclusion of immediate actions in addition to those with an associated exponentially distributed delay. These actions are used to model logical 67] or control activities 35]. Here it is assumed that the environment of the component will resolve choices, but this opens the possibility that a model may contain non-determinism. Such a model is considered to be under-speci ed.
Later work on TIPP has investigated an alternative means of introducing delays into the process algebra 34]. Although random variables are still used to capture delays of variable duration, these are no longer associated directly with actions. In an approach based on the timed process algebras such as TCCS, action and delay are assumed to be orthogonal|actions are instantaneous and interspersed with delays in which no actions occur.
Equivalence Relations and Model Manipulation
The state space explosion problem means that although the compositionality of SPA can greatly aid model construction, the resulting models may be too large to solve. As explained in the introduction to this tutorial, this problem has led to research into how model simpli cation and aggregation techniques can be applied in the process algebra setting. Many such techniques are known in the context of Markov processes but are based on conditions phrased in terms of the process or its generator matrix. Moreover application of these techniques often relies on the expertise of the modeller. The challenge for SPA has been to de ne such model manipulation techniques in the context of the process algebra, in such a way that it can subsequently be applied automatically. The process algebra apparatus which is used for this is equivalence relations|these provide the basis for comparing and manipulating models within a formal framework. Furthermore the compositionality of the process algebra allows these techniques to be applied to part of the model whilst maintaining the integrity of the model as a whole.
There (For the remainder of this paper we will refer to it as Markovian bisimulation.) In model aggregation the introduction of equivalence classes will generally reduce the number of states in the underlying Markov process and will certainly never increase it. Thus the resulting Markov process is more amenable to solution because its size has been reduced. In this tutorial we will only present the Markovian bisimulation equivalence relation and describe its use for model aggregation. However, the reader is invited to consult the literature for more details of model simpli cation and the associated equivalence relations.
As with classical process algebra, the notion of equivalence used in PEPA is based on observability. Rather than concentrating on the states of a model, this focusses on the activities which can be observed to occur. Of course, this depends on the capabilities of the observer and di erent notions of equivalence can be de ned based on di erent capabilities of the observer. The fundamental equivalence relation for SPA is called Markovian bisimulation and is based on an observer who can witness all action types, including s, and the rates at which they occur. Note that Markovian bisimulation is unable to distinguish between a single ( ; 2r) activity and two simultaneously enabled ( ; r) activities, because to an external observer they appear the same.
Before we give the formal de nition of Markovian bisimulation some other de nitions are necessary. The transition rate between two components P and Q is denoted by q(P; Q) and is the sum of the activity rates labelling arcs connecting node P to node Q in the DG. The conditional transition rate from P to Q via an action type is denoted by q(P; Q; ). This is the sum of the activity rates labelling arcs connecting the corresponding nodes in the DG which are also labelled by the action type . The conditional transition rate is thus the rate at which a system behaving as component P evolves to behaving as component Q as the result of completing an activity of type .
If we consider a set of possible derivatives S, the total conditional transition rate from P to S, denoted q P; S; ], is equal to the sum of the conditional transition rates from P to components Q i belonging to S: q P; S; ] = X Qi2S q(P; Q i ; )
The concept of total conditional transition rate is the basis for the de nition of strong equivalence since two components are considered Markovian bisimulation equivalent if for any action type , the total conditional transition rates from those components to any equivalence class, via activities of this type, are the same.
De nition 5.1 A binary relation R over components is a Markovian bisimulation if whenever (P; Q) 2 R then for all and for all equivalence classes S induced by R, q P; S; ] = q Q; S; ]
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Two components or models, P and Q are said to be Markovian bisimilar, P = Q, if they belong to some Markovian bisimulation R. In 39] 
The DG of the model is partitioned into equivalence classes and each equivalence class forms a single state in the aggregated Markov process. Thus the well-known technique of aggregation based on lumpability is now de ned at the level of the modelling paradigm rather than the underlying Markov process.
However, this implies that the entire state space must be generated. This a priori generation of the state space is undesirable. It can be avoided because Markovian bisimulation can be shown to respect the structure of the model: by this we mean that the components which are explicit in the PEPA model can be aggregated individually and a modi ed model formed as the composition of the aggregated components. This ability to use the equivalence relation in conjunction with the compositional structure relies on the equivalence relation being a congruence.
An equivalence relation is a congruence if it is preserved by the combinators of the algebra. For example, an equivalence relation, such as =, is preserved by a combinator, such as , if whenever we know that P = P 0 it follows that for any Q, P L Q = P 0 L Q. Once it is established that an equivalence relation is a congruence relation, it can be used in a manner complementary to the compositional structure of the model. Establishing that an equivalence relation is a congruence is something which is done once for any particular relation and set of process algebra combinators. For example, Markovian bisimulation (strong equivalence) is proved to be a congruence with respect to the combinators of PEPA in 39]. As a result, as far as the performance modeller is concerned, it is an established feature of the language. Moreover, the consequences of this for model manipulation are signi cant: as we have seen, components within the model may be manipulated, and improved, in isolation. Thus the state space of the complete model may never need to be constructed 39, 41, 36] . This greatly reduces the complexity of the procedure and ultimately, may make intractable models tractable. 6 Decomposed solution A variety of decompositional or structural techniques have been proposed to aid in the solution of large Markov processes. Recently several results have been published which show that, at least for some particular cases, there is a clear relationship between these techniques and the SPA model descriptions. In this section we survey these recent results.
In many cases the techniques which are applied are well-known at the Markov process level. The advantage of characterising the corresponding class of SPA models is that by \lifting" the de nition from the stochastic process level to a formally de ned high-level modelling paradigm we can facilitate the automatic detection of these structures when they occur, thus avoiding the construction of the original Markov process.
Product form solutions
It is clear that there is great advantage to be gained if the compositional structure of a SPA model can be used during model solution, i.e. if the Markov processes corresponding to the components could be solved separately and their solutions combined to obtain a solution, exact or approximate, of the whole Markov process. One class of Markov processes which are susceptible to such an e cient solution technique are those which exhibit a product form equilibrium distribution.
Consider a Markov process X(t), whose state space S is of the form S = S 1 S 2 , i.e. each state s = (s 1 ; s 2 ) contains two pieces of information capturing di erent aspects of the current state. In general, these aspects may be related in many ways. When the process X(t) exhibits a product form solution, i.e.
(s) = 1 (s 1 ) 2 (s 2 ), it indicates that these di erent aspects of the state description are independent with respect to steady state.
Product form distributions have been widely used in the analysis of queueing networks and, due to their e cient solution, have contributed to the popularity of queueing networks for performance analysis. For example, Jackson networks 49] and their generalisation, BCMP-networks 1], have been widely employed.
Here the underlying Markov process is known to have a reversible or quasi-reversible structure.
In contrast stochastic Petri nets (SPN) have rarely been found to be amenable to such e cient equilibrium solution, except when some of the expressibility of the formalism is reduced, for example by excluding resource sharing and competition over resources in a general form. By imposing these restrictions, Henderson and Taylor develop product form over the places of the Petri net, to obtain a product form similar to that obtained for queueing networks 30]. Lazar and Robertazzi establish a rst step towards a product form over subnets, characterising independence between subnets which compete for resources 54].
Work on nding SPA models which give rise to product form solutions has drawn on the previous work on both queueing networks and SPNs, and a brief survey of this work is given in the paragraphs below. Essentially this can be seen as an investigation of when components interact and yet remain statistically independent. It is clear that when a SPA model consists of completely independent sequential components, i.e. P k Q, the equilibrium distribution will have a product form:
(P k Q) = P (P ) Q (Q) (6.1)
where P and Q are the steady state distributions over the local states of P and Q respectively. However few real systems consist of components which are independent in this way, and if they did the state space explosion problem would not arise because it would be obvious that the components could be analysed separately. The challenge is to nd circumstances in which components P and Q which synchronise, P L Q in PEPA notation, still exhibit statistical independence.
Reversibility Informally, a reversible Markov process is one which behaves identically when we observe it with time reversed as when we observe it with time owing forward. More formally, an irreducible, stationary
Markov process X(t) is reversible if it satis es the detailed balance equations: (j)q(j; k) = (k)q(k; j) (6.2) where q(j; k) is the instantaneous transition rate from state j to state k and ( ) is the steady state probability
distribution. An initial study of the structure of the state space of SPA models giving rise to reversible Markov processes was presented by Bhabuta et al. in 5]. In 45], Hillston and Thomas, identify syntactic conditions which a PEPA model must satisfy in order for the underlying process to be reversible. The problem is tackled in two stages. First, a basic class of sequential components which give rise to reversible structures are identi ed. Then, assuming that a known class of reversible PEPA components exist, the authors investigate under what circumstances the conditions for reversibility will be preserved if reversible components are composed using the combinators of the PEPA.
Fundamental to the basic class of reversible sequential components is the notion of a reverse pair. A pair of action types ( ; ? ) form a reverse pair if, in any state, any transition leads to a state in which a ? transition leading back to the original state. This ability to \undo" any transition in the subsequent transition seems to be fundamental to reversibility. It is clear to see that this is a necessary condition for equation 6.2 to be satis ed.
Quasi-reversibility Like reversibility, quasi-reversibility originates in queueing theory. Formally, a stationary Markov process X(t) is quasi-reversible if, for all times t 0 the state X(t 0 ) is independent of 1. the input process after t 0 and 2. the output process before t 0 .
Rather than the detailed balance equations which characterised reversibility, a quasi-reversible process satis es partial balance equations:
(j)q(j; i) (6.3) for all states i and a corresponding subset of states S 0 . More details of the de nition of quasi-reversibility can be found in the excellent book by Kelly 53] .
In 27], a SPA characterisation of this class is presented. As in the work on reversibility, the approach is to rst nd simple instances of PEPA processes which give rise to quasi-reversible structure in their underlying Markov process. Then, conditions are established under which these components can be composed whilst maintaining the quasi-reversible property. Again the notion of a reverse pair is important. Relative to the simple product form SPA case presented in equation 6.1, this does allow interaction between the components P and Q. But strong restrictions are placed on the form of this interaction: it must be a ow cooperation. This means that the \positive" half of a reverse pair in one component is carried out in synchronisation or cooperation with the \negative" half of a reverse pair in another. The \positive" actions correspond to the input process in the de nition of quasi-reversibility, while the \negative" correspond to the output process.
Routing process approach Sereno's work, reported in 70], derives product form criteria for PEPA models based on earlier work on product form criteria for SPN 30] . The SPN results rely on de ning a Markov chain whose states correspond to the transitions of the SPN, the so-called routing chain. The condition for this chain to exist is that the set of places into which tokens are placed when a transition res should be exactly the input places of another transition. This condition places severe restrictions on the forms of synchronisation and resource contention which can be represented in the net.
Sereno's approach for PEPA is completely analogous to the earlier work on SPN|he de nes a Markov chain in which the states correspond to the actions of the SPA model. This is called the routing process. The global balance equations of the routing process correspond to the tra c equations of queueing networks. It is assumed that some information about the local state space of each component is available. In particular, for each action type of the model, we must know which local states of participating components enable the action and which appear after it has been performed. These two sets of local states are called the pre-set and post-set of the action, respectively. If the state space of the routing process can be partitioned into equivalence classes of enabling actions (roughly speaking, one action enables another if the post-set of one is the pre-set of the other; we take the transitive closure of that relation), then a product form solution exists. Moreover the partition forms the basis for the decomposition.
Product form over submodels In 10] , Boucherie generalised Lazar and Robertazzi's earlier work on product form in SPN when he characterised the class of underlying Markov processes. Such a process is formed as the product of a set of Markov processes which compete over a set of resources. The resources are not explicitly represented but the competition has two important impacts on the state space and the transition rates of the product process. Firstly, if two constituent processes compete over a resource they cannot simultaneously enter the region of their state space representing possession of the resource. Thus areas of the state space of the product process are eliminated. It is assumed that the product process will change state in only one of the constituent processes at each state change. The second e ect of the competition over resources is to limit this still further|if two processes compete over a resource, and one of them is currently holding the resource, then the other cannot make any state change, no matter where it is in its state space. Thus when a constituent process holds a resource, all competing processes are blocked. Essentially the product form result holds because in each state of the product process each constituent process satis es its own global balance equations.
In 42, 46], Hillston and Thomas characterise this class of Markov processes in PEPA. The class of models that they identify consist of independent components, which give rise to the constituent Markov processes of the underlying Markov process. These components interact indirectly by synchronisation with resource components. The general form of these process algebra terms and the resulting product form is, schematically: (6.4) where the component R represents the resource, P and Q are the steady state distributions over the derivatives of P L R and Q L R respectively, and B is the normalising constant. The decomposition is formed by considering each of the model terms (P and Q in this case) acting in synchronisation with the resource (R) in isolation.
In PEPA, a component is termed a resource if it is never free to act independently; each of its cycle of activities must be carried out in synchronisation with the rest of the model. In this context a component is considered to be using or holding the resource if it has carried out the rst action of the resource's behaviour in synchronisation with the resource. The semantics of the SPA ensure that the state space of the product process is suitably modi ed. In order to ensure that the correct condition is also satis ed by the transition rates of the product process, it is imposed that if a model component wishes to use the resource during one of its possible behavioural cycles, it must gain control of the resource at the start of the cycle and release it only at the end. This guarantees that other competing components will be blocked when the component holds the resource. Although presented here informally, these conditions are de ned as formal syntactical conditions which can be checked on the model speci cation.
Quasi-separability A quasi-separable Markov process does not have a product form solution in the sense of the classes of models considered above. Unlike the case with product form processes it is not possible to nd the exact solution of the steady state distribution of a quasi-separable process as a product of the local steady state distributions. Nevertheless decomposed solution can lead to exact results for the local steady state distributions and many performance measures; moreover no aggregated model needs to be formed.
As with reversibility and quasi-reversibility, the notion of quasi-separability is one which has been developed in relation to queueing networks, in particular queueing networks in which breakdowns occur 62, 61] . It is assumed that the Markov process is comprised of a number of components and that there are two pertinent pieces of information for each component. A representation of the whole process can then be formed as a pair of vectors, each vector capturing one piece of information for each component. For a process to be quasi-separable it must be possible to analyse the behaviour of a component, say component i, given the ith element of the rst vector and all elements of the second, or vice versa. This allows the complete process to be reduced to a number of sub-models, each of which contains all the information about exactly one component.
In 75], Thomas and Gilmore present a characterisation of PEPA models which are quasi-separable. It is assumed in this characterisation that the information which must be included in each decomposed submodel is not distributed between the components but maintained by a single scheduler component. There are several conditions on the way in which this component may interact with the other components of the model, which do correspond to the components of the system. When the scheduler changes its state it must do so by an individual action, or by a shared action in which the other participant is passive. Furthermore the individual components have no direct interaction between them|they must be in parallel composition with no synchronisation, i.e. each of these components interacts only with the scheduler. The model is decomposed into a set of models, each comprising of a single component considered with the scheduler, in isolation. More details can be found in 75].
In all the cases reported above, the primary focus has been on characterising PEPA models which, when the semantics of the language are applied and the labelled transition system formed, generate Markov processes within the given class. The aim is to develop the characterisation as a set of syntactical conditions which can be tested without having to apply the semantics to the whole model, although investigation of the state space of individual components may be necessary. Moreover, these conditions should be su ciently formal that they can be incorporated the PEPA Workbench 23], allowing the recognition of the structure to be automated. Note that in each case, the current characterisation is known to be incomplete in the sense that there are PEPA models which give rise to Markov processes of the appropriate class which would not be recognised by the current conditions. Extending the characterisations is on-going work.
Aggregated decomposed solutions
In this section we consider aggregated decomposed solutions. Here, it is not simply a case of splitting the model into submodels or components in the style of product form. As well as a stochastic representation of each of the components, the decompositional solution involves a stochastic representation of the interactions between these components, the aggregated model. In most cases these stochastic representations will be Markov processes but in the work by Bohnenkamp and Haverkort on decomposition via synchronisation points semi-Markov processes are used 9]. This paper is also the exception in not having been inspired by earlier work on SPN. It may be the rst example of a decomposition technique being suggested by the SPA model structure.
Time scale decomposition The work on time scale decomposition in SPA is based on the notion of near completely decomposable Markov processes 18], and inspired by previous work on time scale decomposition of SPN models 7] . A characterisation of a near completely decomposable Markov process at the matrix level is that the matrix is block structured with elements in the diagonal blocks being at least an order of magnitude larger than elements in the o -diagonal blocks. This implies that the model is made up of subsystems whose internal interactions are much more frequent than the interactions between subsystems. As a consequence it can be assumed that the subsystems reach an internal equilibrium between external interactions. Thus a steady state for each Markov process corresponding to a diagonal block of the original process is found; the interactions are modelled by an aggregated model capturing the interactions between subsystems as represented by the o -diagonal blocks. The aggregated model has one state for each subsystem/diagonal block. There are known error bounds for the technique based on the magnitude of the largest element in an o -diagonal block.
The initial classi cation of SPA models susceptible to time scale decomposition 44], relied on a classi cation of the sequential components within a model into fast or slow; this in turn was based on a classi cation of all actions relative to some threshold rate. A component is considered to be fast if it enables fast or passive actions; a component is considered to be slow if it enables only slow actions. Only models comprised of fast and slow components were considered. The state of such a process may be represented as the vector of local states for each sequential component: this is called the state vector. So a model P which is comprised of k fast and`slow components may be represented as: P (F 1 ; : : : ; F k ; S 1 ; : : : ; S`). The elements of this set are found using the semantics of the language when the original model is considered in composition over a synchronisation set which blocks all the slow actions. Finding other decomposed components, and constructing the aggregated model, is achieved by removing this blocking synchronisation and allowing the current submodel to evolve just one step by a slow action. Note that the aggregated model does not have a representation at the SPA level, only as a Markov process.
Later work by Mertsiotakis 57, 56] , tackles the problem of hybrid components|these are sequential components which cannot be classi ed as either fast or slow since they enable both fast and slow actions.
Decision free processes Mertsiotakis and Silva's work on decomposition of a class of SPA models, termed decision free processes, is based on earlier work on throughput approximation in a class of SPN called marked graphs 51]. Essentially, the idea is to partition the model into components, typically two in the marked graph case. Decomposed models are then formed in which one component is fully represented while the other is reduced to a minimal form, usually consisting of a single transition. In addition to these two decomposed models there is also an extremely simple aggregated model, consisting of the two minimal forms linked appropriately. An iterative scheme is then used to nd a solution to the model, the in uence of one component on the other being represented in the decomposed model by the rate of the transition in the minimal form.
The decision free process approach to throughput approximation 58, 59, 56] relies on the decomposition of a decision free SPA process into three components, one of which acts as an intermediary between the other two. This component is distinguished as the interface. Note that the components do not necessarily correspond to sequential components (c.f. time scale decomposition). The decomposed Markov processes are generated from the consideration of the two possible (component, interface) pairs. In each case a reduced representation of the interface is used, corresponding to this component's view. In addition a basic skeleton is formed which corresponds to a greatly reduced version of the complete model, in which only the interface actions are carried out. Once this decomposition has been carried out, the algorithm follows the same general form as outlined above for the marked graph case.
Rather than a characterisation to recognise models of this form, this work relies on models having been constructed in the speci ed way. The class of decision free processes is de ned via a reduced syntax, disallowing the choice combinator, +, and placing restrictions on where action types may appear within components.
Near-independence In 12], Ciardo and Trivedi present a decomposition technique for stochastic reward
nets (a version of SPN with immediate transitions, inhibitor arcs and rewards) based on the notion of nearindependence. Components are considered to be near-independent if they operate in parallel and only rarely interact. The basic idea is that near-independent components can be solved independently in conjunction with a graph model which represents the (limited) dependencies that do still exist between them. Several examples of canonical near-independent net structures are given in the paper, but in general recognising such structures in any given model, and whether necessary conditions on the graph model are met, rely on the expertise of the modeller.
Components are solved in isolation, as if they were independent, but their in uence upon each other is approximated by the rate at which synchronisation can take place. This is estimated using the dependency graph. In general, xed point iteration may be necessary in order to achieve a satisfactory solution of the complete model, depending on the structure of the graph.
In 8], Bohnenkamp and Haverkort suggest that this technique could be adapted for SPA models. This paper does not progress this directly in terms of an SPA language but does report some interesting experiments which investigate the feasibility of the approach. In the proposed approach the dependence between components is recognised as the actions on which they synchronise (synchronisation between delays is not allowed). In e ect the behaviours of the near-independent components are serialised, rst capturing the work which can be done until blocking occurs due to a synchronisation point and then the work necessary to achieve the synchronisation.
Decomposition via synchronisation points In 9] , Bohnenkamp and Haverkort develop the ideas from 8] in a slightly di erent direction. The approach still centres on the role of synchronisations between parallel components, but now the aim is to reformulate the underlying Markov process in terms of a set of semi-Markov processes. These semi-Markov processes are solved via their embedded Markov chains and evaluations of the distribution of the times between synchronisation points. Working within a SPA framework, they consider a class of models in which there is a xed number of sequential processes composed in parallel, assuming each composition is subject to the same set of global synchronisation actions. Within this class of models their solution technique is exact with respect to throughputs and local steady state probabilities.
In the original SPA languages a delay is associated with each action representing its duration, resulting in a labelled transition system in which arcs are labelled by two types of information: action type and rate information. However, Bohnenkamp and Haverkort use a language in which actions and time delays are treated separately. Several recent SPA languages 34, 20] take this approach, which is also found in the timed process algebras. Here the transition system has two distinct transition relations: one representing instantaneous actions and the other representing the passing of (stochastic) time.
From the point of view of the work reported in 9], this simpli es things somewhat as only actions are allowed to synchronise, and the authors do not need to be concerned about the meaning of synchronisation between two delays. The sequential components of the model are treated as the decomposed processes of the underlying Markov process. The aggregated model, the embedded Markov chain of a semi-Markov process, is constructed compositionally: a tensor expression is formed from the embedded Markov chain of the semiMarkov process corresponding to the synchronisation process of each sequential process algebra component. This EMC may have several disjoint components but the initial state of the process is used to ensure that only the \live" component is considered.
Incorporating General Distributions
The original proposals for stochastic process algebra from the University of Erlangen|EXL 37] and early versions of TIPP 26] |were based on an algebra in which actions had durations governed by general distributions. However, the di culty of extracting any performance measures from the models generated led the authors to restrict action durations to be negative exponentially distributed. Subsequently, interest in general distributions has been regenerated as the limited expressiveness of Markovian assumptions has been challenged. Below we review just three proposals for process algebras which include arbitrary generally distributed delays.
In all cases the underlying stochastic process has been identi ed as a generalised semi-Markov process (GSMP). A GSMP is a process in which each state is characterised by a set of active elements, each of which has an associated lifetime. A state change occurs when an active element completes a lifetime and all interrupted elements record their residual lifetimes. Whenever the element is active again it resumes its remaining lifetime. If the lifetime is exponential we may disregard the residual lifetimes, restarting the element with a new lifetime whenever it is active.
De nition 7.1 A generalised semi-Markov process is de ned on a set of states fxjx 2 Xg. For each x there are active elements, s, from a set S, which decay at the rate r(s; x); s 2 S. When the active element s dies, the process moves to state x 0 2 X with probability p(x; s; x 0 ).
Basically, in all the languages described below, a state in the GSMP is associated with each state generated by the semantics of the language, as when generating a Markov process from a PEPA model. Roughly speaking, the active elements correspond to the actions of the language. The transition probabilities are generated by a variety of means depending on the features of the language. SPADE (Stochastic Process Algebra for Discrete Event Simulation), has been developed at Imperial College by Strulo et al. since the early 1990s 74, 28, 21] . Its original motivation was closer to Pooley's work on CCS, TCCS and DEMOS, than the other work on stochastic extensions of process algebra|the aim was to describe discrete event simulations. The SPADE language, earlier called CCS+, was intended to provide a high-level formalism for describing simulation models, together with the formal apparatus to allow them to be analysed and compared.
The language is an extension of CCS, containing all the original combinators as well as some additional ones to capture timing information and resolution of nondeterminism. As in the timed extensions of CCS, such as TCCS, actions or events remain instantaneous and time evolution is regarded as orthogonal. In addition sampling a probability distribution to resolve choices is treated as a third, orthogonal, form of transition. Note that in the SPA languages such as PEPA these are all embedded in the single notion of pre x ( ; r):P. In contrast, in SPADE there are a variety of forms of pre x: impatient action pre x :P the agent performs action and then behaves as P xed delay (t):P the agent must delay for t time units and then behaves as P patient action pre x s t]:P when is performed the free variable s is replaced by the value t and so the process becomes Pft=sg. Unlike :P this agent may delay execution of . distribution sampling R s f]:P the agent can immediately sample a random variable with the speci ed density f and become Pft=sg.
Nondeterminism is resolved via an explicit probabilistic choice, P i2I q i ]P i , immediately chooses one agent, say P i , with probability q i . As in the work on TIPP with immediate actions described earlier, nondeterminism is not excluded from the language but its presence is taken as indication of an under-speci ed system.
The language is given a structured operational semantics in terms of three types of rules and correspondingly, three types of transitions between processes. Probabilistic transitions are resolved rst|it is assumed that this is achieved by sampling an appropriate distribution. Labelled transitions correspond to the standard CCS type of action transitions. When no more labelled or probabilistic transitions are possible the process is said to be stable; it then undergoes timed evolution (timed transitions). This represents the passing of time and progresses until a labelled or probabilistic transition becomes possible.
Various notions of equivalence have been de ned for the language; the reader is referred to 74, 28] SPADES has been developed as a language in which to specify stochastic automata 19]. These automata extend traditional and timed automata, capturing stochastic information in a style similar to GSMP 25] . An automaton consists of a set of locations (corresponding to states), a set of clocks (which capture delay) and a set of actions.
The basic idea of the process algebra is to distinguish between the start of delays; the delay until a clock expires; the execution of an (immediate) action. In the SPA languages described in Section 4 these three are treated as a single concept, and speci ed by a single construct in the language, pre x. In these are represented by three separate combinators:
clock setting fjCj gp clocks in C are set according to their respective distribution functions triggering condition C 7 ! p when the clocks in set C have expired the process behaves as p action pre x a; p action a is performed (immediately) and the process then behaves as p The language is given a semantics in terms of stochastic automata, and this semantics is the basis of the recent developments which allow any model to be simulated. In 20] a prototype simulation algorithm, and its implementation, is reported. Given a process, the simulation algorithm returns a possible execution of it. From the process, using the semantics, a stochastic automata is constructed. This is interpreted as a probabilistic transition system and the execution is a traversal of this transition system, starting from the initial state. If non-determinism is encountered during the execution (a branching in the transition system without a corresponding probability distribution), it is resolved using an adversary. The algorithm is implemented in the functional language Haskell 1.4.
Generalised Semi-Markovian Process Algebra (GSMPA) is introduced in a recent paper by Bravetti et al. 11]. The paper is primarily concerned with a detailed presentation of the semantics of the language but some of the implications for performance modelling are also discussed. Similarly to , Bravetti et al. point out that action execution can no longer be treated as atomic, represented in the semantics by a single transition. Instead action start and action termination are considered to be distinct events in the semantics. However, note that in GSMPA this distinction is made at the semantic level only, not the syntactic level.
In GSMPA the representation of actions is necessarily more complex, than say in PEPA, since more information is needed in order to be able to unambiguously interpret the model. As well action type, each action description includes the action's visibility, location within the model structure, and weight. Visibility has two possible values: visible or hidden. Thus abstraction, whilst still provided by a hiding combinator, does not change the action type to as in the SPA languages presented in Section 4. This is because the type information, together with location, is used to identify instances of an action and provide performance annotation which are necessary for the correct performance interpretation of the model. Instead the hiding operator has the e ect of changing visible instances of the given action type within the process term to hidden instances. The weight is used to introduce a probabilistic form of choice. The authors argue that the race policy for resolving competition can no longer by justi ed outside the context of durations governed by memoryless distribution. They replace this by a preselection policy. If two actions are in competition, preselection based on their relative weights resolves the choice before any action starts. Apart from these changes in interpretation the combinator set o ered by GSMPA is basically the same as that o ered by the Markovian SPA, EMPA.
As its name suggests, the language is designed with the express intention of generating generalised semiMarkov processes, which are then to be solved for performance evaluation purposes. In general the authors give no indication of how they see this solution being carried out, other than to suggest the use of phasetype distributions and supplementary variables, thus essentially reducing the process to a Markov process. They do not address the state space explosion problem which would arise from such an approach. They also consider the possibility of insensitive GSMPs which can be solved by reduction to the exponential case. However they do so in an ad hoc manner, relying on the modeller recognising insensitive structures within a model on an individual basis.
The work of Clark 13, 14] represents an alternative approach to incorporating general distributions into an SPA language which aims to fully exploit the theory of stochastic insensitivity 55]. Its application guarantees that in some circumstances, exponential distributions may be used to represent generally distributed lifetimes in a GSMP, without a ecting the model's steady state probability distribution. Such a model may then be solved using conventional Markovian methods. A semi-Markov process is an example of a process which is insensitive to its residence time in any state. Matthes' conditions for insensitivity in GSMPs may be interpreted in an SPA setting 55, 39] ; for an action they may be viewed as a set of balance equations on states enabling the action. In an SPN setting, research by 29], amongst others, has shown that since subnets typically exhibit complex interactions, concurrently enabled transitions are not insensitive to their ring time. In the work of Clark 14] circumstances when concurrently enabled SPA actions can be shown to be insensitive, despite the fact that their subprocesses seem to interact, are considered.
Tool Support
We conclude the tutorial with some practical considerations. In this section we brie y describe some of the tool support which is available for performance modelling using stochastic process algebras. We do not include the reported prototypes which have been developed primarily by authors to demonstrate their ideas, but concentrate on those tools which are available for users other than their authors. We encourage the reader to get a copy of one or all of these tools and experiment with SPA modelling for themselves. Where possible we have included information about where to obtain the software.
Demographer Demographer is a graphically driven tool which generates models to use simulation to answer performance questions, such as what is the throughput under a certain load? and functional techniques to answer behavioural questions, such as will the system behave as expected under certain assumptions? From a common graphical description, Demographer, will generate simulation models in DEMOS 6] and process algebra models suitable for analysis by the Concurrency Workbench 16] .
Demographer runs under MS/DOS and is written entirely in SIMULA. Compilation and execution of modi ed DEMOS models is currently separate, but they are being integrated into the graphical front end. CCS is generated in the syntax of the Concurrency Workbench for most constructs of Extended Activity Diagrams. The CWB remains a separate tool, but it is trivial to load the output of Demographer into it. By integrating the two types of modelling in a pair of compatible tools, the bene ts of both approaches are more easily obtained, while the process of modelling is simpli ed and consistency between the two forms is ensured.
Figure 8: Demographer User Interface
Demographer allows the user to draw Extended Activity Diagrams, by selecting symbols from a menu and placing them on a canvas (see Figure 8 ). Symbols are connected by drawing links between them. The types of the symbols joined and the direction of the links determine their meaning, as in the formal grammar for Extended Activity Diagrams developed in 65]. Many symbols require additional information to complete the description of the model. For instance, the hold symbol requires a description of the duration of the delay it represents. Additionally many symbols can usefully be annotated by a comment or description. This is possible by selecting a symbol and invoking an open form operation, causing an input form menu appropriate to that symbol to be displayed. The user may then type the required information into this form. When a model's description is complete the user may request that a DEMOS program be generated; CCS may also be generated from the saved description. Further information about Demographer can be obtained from Rob Pooley (rjp@dcs.ed.ac.uk).
PEPA Workbench One reason to x on a formal notation for a task such as performance modelling is to avoid misunderstanding and misinterpretation of a model. Of course, even when a notation is carefully de ned there may still be errors of misrepresentation of parts of the system within the model but all the users of the model can at least agree on the correct interpretation of a given model through recourse to the semantics. Another reason to x on a formal notation for performance modelling is to be able to automate some parts of the manipulation and checking of models. Demonstrating such possibilities has been one of the major motivations behind the development of the PEPA Workbench.
The original design philosophy behind the PEPA Workbench was to provide a set of simple tools to allow a skilled user of the PEPA language to delegate to machine assistance some of the routine tasks in checking PEPA descriptions and performance calculations of transition graphs and rewards 23].
The workbench takes the form of a Standard ML image with the functionality implemented as Standard ML functions which have been pre-compiled. This provides a convenient and secure mechanism for exporting the PEPA Workbench while also conveniently providing a powerful command line interface in the Standard ML language itself. The bene ts of the design of Standard ML are inherited by this process. For example, PEPA descriptions can easily be stored as Standard ML values in the Standard ML environment and moribund values will then be taken away by the built-in garbage collector of the system, freeing the user of the workbench from the problem of managing and conserving space while generating large graphs.
Recently the suite of PEPA tools has been extended to additionally include: the state nder, the reward assessor, the analyser, the discrete event simulator and the PEPA-to-Ada translator. More details of these tools can be found in 15] . As well as the PEPA developers, the PEPA Workbench now has a user community who are more application-oriented. Indeed, it is the demands of these users which has driven some of the recent tool developments such as the PEPA state nder. The PEPA Workbench and associated tools are available via the WWW: http://www.dcs.ed.ac.uk/pepa/.
TIPP-Tool The TIPP-Tool is a prototype modelling tool for creating and evaluation TIPP models of parallel and distributed systems. It supports a LOTOS-oriented input language and as well as facilities to apply functional analysis based on reachability analysis, it provides a set of numerical solution modules for the stationary and transient analysis of the Markov process underlying a TIPP speci cation 32, 33] .
In order to evaluate the performance of the speci cation the derived transition system serves as a base for further reduction into a Markov process. For the steady state analysis of the underlying Markov process a variety of numerical algorithms are available: LU-factorization, power method, and Gauss-Seidel iteration scheme. TIPP-Tool supports also transient analysis by providing methods to compute the mean time to absorption of an absorbing Markov chain or the transient state probabilities. For the latter a re ned randomisation scheme is provided.
The result of numerical analysis is usually a vector with state probabilities. In order to obtain more sophisticated and expressive results the user can specify measures. This is done via rewards that are assigned to state that match a certain regular expression which the user must specify. Series of experiments are also supported by allowing rates to be symbolic variables. The speci cation of the model, as well as the measures and experiments, is supported through a graphical user interface.
Recent development of the tool has included work on e cient internal data structures based on stochastic extensions of BDD (Binary Decision Diagrams): interested readers are referred to 71] for more details. More information about the TIPP-tool is available via the WWW:
http://www7.informatik.uni-erlangen.de/tipp/tool.html.
TwoTowers TwoTowers 2] , which supports modelling with the SPA language EMPA, builds on two existing tools, CWB-NC 17] for functional analysis and MARCA 72] for performance analysis. The speci cation language for TwoTowers is EMPA r , an extension of EMPA to include the speci cation of rewards|in the subsequent analysis these rewards are used to derive performance measures. The other SPA tools include the facility to associate a reward structure with a model; in EMPA r the reward structure is assumed to be an integral part of the model.
TwoTowers has a graphical user interface written in Tcl/Tk. This interface allows the user to edit and compile speci cation and provides access to the various analysis routines. CWB-NC provides a suite of functional analysis techniques: model checking, equivalence checking, preorder checking and reachability analysis. MARCA provides for both steady state and transient performance analysis of the underlying Markov process. In addition there is a simulation engine which allows models to be simulated. More information about TwoTowers is available from Marco Bernardo (bernardo@cs.unibo.it).
