Interpolation systems in Rk  by Gasca, M & Ramirez, V
JOURNAL OF APPROXIMATION THEORY 42, 36-5 1 (1984) 
Interpolation Systems in Rk 
M. GASCA 
Departamento Ecuaciones Funcionales, Facultad de Ciencias, 
Universidad de Zaragoza, Zaragoza, Spain 
AND 
V. RAMIREZ 
Departamento Ecuaciones Funcionales, Fact&ad de Ciencias. 
Universidad de Granada, Granada, Spain 
Communicated by E. W. Cheney 
Received July 24, 1983 
In a previous paper (Numer. Math. 39 (1982) l-14). M. Gasca and J. I. Maeztu 
used a geometrical method for the construction of the solutions of certain Hermite 
and Lagrange interpolation problems in Rk. In the present paper, the method is 
generalized in two different ways: first, the interpolant is not assumed to be a 
polynomial, and second, a parameter is introduced in order to render the method 
more versatile. 
1. INTRODUCTION 
It is well known that Newton’s representation of the Lagrange or Hermite 
interpolation polynomial in one variable stems from the fact that the 
polynomials 
i-l 
ViCx> = i{ Cx - X.i)9 i = 1) 2 )...) n, 
w,(x) = 1 i 
satisfy 
WiCxj> = O if i>j. (1.2) 
This combined with a geometrical approach, enabled Gasca and Maeztu [3] 
to solve a large number of Lagrange and Hermite interpolation problems in 
several variables. The present paper relies heavily on the material in [ 3 ] and, 
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therefore, we recall briefly the main ideas of that article. This is best 
achieved by means of an example. Consider live points in R2, such that three 
of them, ~,,~,j = 0, 1,2, lie on a straight line rO, with equation r,, = 0, and the 
remaining two, uij, j = 0, 1, lie on a different straight line r, , with equation 
r, = 0. For each point uii, let rii = 0 be the equation of a straight line whose 
intersection with ri is uij (Fig. 1). If the indices (i,j) are ordered 
lexicographically, the functions woo = 1, v/~, = roO, wo2 = Y,,~ rO, , V, 0 = rO, 
v,, = r0 r,,, satisfy the following property 
vij(“hk) = o if (kd > (h k), (1.3) 
which is analogous to (1.2). Furthermore, if 
v(i,.lJ ++ Wij("ij) Z O (1.4) 
(this is the case depicted in Fig. l), then the Lagrange interpolation problem 
associated with the data f(u,,), f(uO,), f(uo2), f(u,,,), f(u, r ) and the space 
wWoo~ wo17 wo2, cloy wII I 
possesses a unique solution obtainable by a Newton-like recurrence. 
In a more general setting, one deals with straight lines ri, rij and the 
functions vii are given by 
i-l j-l 
Wij = sFo rs JJ ‘it (1.5) 
t=o 
(as usual, a product with an empty set of indices is taken to be one). 
The situation where some of the points uij on the line ri or some of the 
lines ri coincide, may be dealt with as a limit case of the simple situation 
above. In analogy with the one-dimensional case that limit originates 
Hermite problems. 
FIGURE I 
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FIGURE 2 
In this paper the straight lines ri = 0, ru = 0 are replaced by curves fi = 0, 
fij = 0, where fi, fij are not necessarily polynomial. The “curved” case is 
more difficult to analyse than its “straight” counterpart. On the one hand the 
number of possible situations is considerably enlarged. On the other hand the 
fact that the second derivatives of fi, fij are not identically zero causes 
additional problems. In order to guarantee (1.3), the functions I+Y,~ are defined 
by the formula 
where the exponents e, are positive integers. Figures 2 and 3 show how the 
coincidence of two points uij on the curvefi gives rise to the inclusion of the 
derivative in the direction of the tangent tofi as an interpolation datum. 
There is another way in which the present article enlarges the versatility of 
the method in [3]. This extension concerns the choice of the interpolation 
space V. For instance, with the procedure of [3] the constant functions 
always belong to V, since voo is always the function 1. The question emerges 
of whether it is possible to allow more flexibility in the choice of V. We 
answer this question in the affirmative. To illustrate this point, assume that 
in the situation of the figure 1 we wish to interpolate at uo, , uoz, u ,o, a,, 
(i.e., the datum at uoo is removed) and we wish that V does not necessarily 
contain the constant functions (i.e., voo is removed from the basis of V). In 
the context of the present paper it is possible to achieve those goals by 
setting a parameter aij with a,, = 0 and a,, = ao2 = CL,, = a,, = 1. Note that 
the point uoo still plays a role in the construction of vij for (i,j) # (0, 0), 
because of the factors f,, f,, . 
An easy example of the wider range of applicability of the present 
FIGURE 3 
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technique when compared with that of [3] is given by the problem whose 
only datum is 
This problem, solvable here, cannot be dealt with within the framework of 
[3], where V= (constants} regardless of the choice of ri, rij. 
Finally we study the relevance of the idea in [3] in the derivation of error 
bounds. 
An outline of the paper is as follows. Section 2 and 3 are devoted to the 
presentation of the notations employed and to the definition of interpolation 
system in R*. This is a set of quadruples (A, x7,, uij, oij), from which the 
basis (vii} of an interpolation space V and a set of interpolation data {Lhk} 
are derived in such a way that the associated problem is unisolvent and can 
be solved by a Newton-like recurrence. This recurrence is presented in 
Section 4, together with a remainder theory. Section 5 is devoted to some 
refinements and Section 6 to the extension to Rk, k # 2, which presents no 
further difftculty. 
Examples are given throughout the paper. Additional examples together 
with a more detailed treatment of the present material can be seen in [6] but 
the omited proofs are rather simple. The reader is referred to [2] for other 
applications of the method. For related material see [ 1, 4, 5, 7, 81. 
Most but not all (cf. [3]) Lagrange or Hermite two dimensional problems 
arise from an interpolation system. Note that the present technique starts 
with an interpolation system and then generates the interpolation problem. 
2. DEFINITIONS AND NOTATIONS 
Let p = (a, b) # (0,O) be a vector in R*. If f is sufficiently regular at the 
point u we denote 
(2.1) 
k = 2, 3,... . 
DEFINITION 1. An interpolation system in R* is a set 
(2.2) 
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where 
(1) Z is a set of indices 
Z = {(i, j), i = 0, l,..., n; j = 0, I,..., m(i)} (2.3) 
with n, m(i) E N U {O}, lexicographically ordered. 
(2) fi, fij, are sufficiently regular real-valued functions of R*. 
(3) uij is a point of R* such that 
J(Uij) =hj(Uij) = 0. 
(4) aij is a constant hat can take the values 0 or 1. It is assumed that 
aim(i) = 1 i = 0, l,..., n, although this restriction is not essential 
(5) IfJ;.(z+& = 0 and ahk = 1 with i < h, then 
Vi lUhk = grad .fi lUhli # 0. 
(6) IfAj(Uik) = 0 and aik = 1 with j < k, then 
'.j luik # O* 
(7) If aij = 1, the vectors V’ JUu, V& I”,, are linearly independent. 
Remark. It is possible to haveh, =jJ, for i, # i2,f;.,j, =fiJ, for (i,,j,) # 
(i,, j2), etc. (See examples below.) 
EXAMPLE 1. z= {(O,O), (0, 11, (LO), (1, 1)). 
o. = (0,2), aoo = 1 
fo=xy2-x2 ~~,~~~~~~,,=(l,l),a,,=l 
I 
f,o=4 10=(0,2), a,,=0 
f~=~+~-’ f,,=y-2,:,,=(0,2),a,,=l. 
Let us denote 
I’= ((i,j)EZla,= 1). (2.4) 
Both the number of interpolation data and the dimension of the interpolating 
space constructed below equal the cardinal of I’. We address first the 
construction of the space. 
For every (i,j) E I’ we define two integers tij and pij given by: 
if j = 0, then tie =pio = 0; 
if j > 0, then tij (resp. pij) is the number of functionsfi, with h <j such 
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that &(uij) = 0 and V’,, lUij is linearly dependent (resp. linearly independent) 
on the vector Vf;: IUij. 
Also, for every i such that (i,j) E I’ we define 
P-5) 
where [z] denotes integer part of z. For convenience, we define e-, = 0. 
DEFINITION 2. The set of functions 
B(S) = { Wij, (k.8 E 1’ 12 (2.6) 
where 
Vij=f?f:’ . . . jyL-/fi, . ..Jjm., (6.i) E I’, (2.7) 
is called the basis associated with S. As usual, we set f- 1 =A,-, = 1. 
EXAMPLE 2. The basis associated with the system of the example 1 is 
B(S) = { 1, y - 2, (xy’ -X2)X}, 
since 
1’ = {(O,% (0, 11, (1, 111 
and t,, =poO = l,, =p,,, = 0, e, = 1. We denote 3(S) = span B(S). Once 
more, for every (i, j) E I’ we write: 
if j = 0 then Ti, = Pi, = 0; 
if j > 0 then Tij (resp. Pij) is the sum of the eh such that h < i, 
f/t(uij)=O and Vfhluij 1 is inearly dependent (resp. linearly independent) on 
the vector Vfi IUij. 
We set 
( 
% a? ’ 
PC= -F’ x jl uijg 
( 
%y &j 
PU= -F’ z 
II 
uii’ 
DEFINITION 3. The set of linear forms 
9(s) = {LijJ(i,j)E18, 
(2.8) 
(2.9) 
(2.10) 
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where 
’ 
u i,i 
(2.11) 
is called the set of data Y(S) associated with the system S. 
EXAMPLE 3. In the example 1 we have 
Hence 
ToO=Po,,=too=poo=O 
To, = P,, = t,, =p,,, = 0 
T,, = t,, =O, P,, =/I,, = 1, Pi! = (-17 1). 
Loo(f) =fP, 217 Lo,(f) =f(L l), 
and 
L,,(f)= alrapf, (072) = (- -g + $) z f(O,2) 
t a’if- 2 a2.f a’f -- - = a2 ax ay +g * )I (0.2) 
Later, the elements of Y(S) are applied to the functions in B(S). Therefore 
Lij(yl,,) must make sense. Since w,,~ is a product of functions fi, f,, , it could 
be required to differentiate them at some points u,,~, thus rendering necessary 
the regularity assumed above. 
3. INTERPOLATION PROBLEM ASSOCIATED WITH 
AN INTERPOLATION SYSTEM IN R2 
Let S be a system in R2. We associate with S the following interpolation 
problem 
P E 9(s)9 Lij(P) = zij V&j) E I’ (3.1) 
where L, E Y(S) and zij E R V(i,j) E I’. 
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THEOREM 1. For any interpolation system in R2, the determinant 
det(Lij(Whk))ci,j~,ck,k~EI” (3.2) 
with rows and columns lexicographically ordered, is triangular and dtgerent 
from zero. 
Proof: The proof uses repeated, careful application of the Leibniz 
formula 
(3.3) 
and cannot be reproduced here because of its length. The interested reader is 
referred to [6]. 
COROLLARY 1. B(S) is a basis for 9(S) and the linear functionals L, 
are linearly independent on 9(S). 
Remark. Of course, the theorem remains true if pij, piJ are replaced by 
any nonnull scalar multiple. Thus, for example (4,O) is ussually replaced by 
(1, O), (2, 2) by (1, l), etc. 
EXAMPLE 4. In Example 1 
100 
det Lij(Whk)= -1 -1 0 
0 04 
COROLLARY 2. For any z = (zij 1 (i,j) E Z’) E Rcard”, the problem (3.1) 
has a unique solution. This solution can be obtained by solving a triangular 
linear system. 
EXAMPLE 5. In Example 1, if zoo = 1, z,,, = 0, z,, = -1, we have 
a o. = 1, a,, = 1, a,, =-l/4. 
4. A FORMULA FORTHE REMAINDER 
Let us consider zij = Lij(f). Then the problem (3.1) consists of finding 
ly E 9(S) such that 
Lij(W) = Llj(f) V(i,j) E I’ (4.1) 
and we say that w is the interpolating function off in the space .9(S) for the 
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problem (3.1). The difference f - v is called the remainder of the inter- 
polating function 
W;f)(x, Y> =f(-% Y> - V(X> Y)* 
The coeffkient a, of ‘y, in w can be denoted by 
(4.2) 
aij= 1 1W/zk,(kk)~~‘) ’ f {L,,, (h, k) E I’} 1 (i,j) 1 (4.3) 
and called [2,6] divided difference (i,j) off with respect to the problem 
(3.1). 
We have the formula 
aii = Lij(f) - Lij(hrs) 
Lij(Vi.j) ’ 
(4.4) 
where (i,j) is the element which follows (r, s) in I’, and 
h,,= x apt W,l. (4.5) 
(P,f)EI’ 
(P.f)<(i-,s) 
Thus aij does not depend on either the element of B(S) or the elements of 
P(S) with index greater than (i,j). Therefore instead of (4.3) we can 
employ the alternative notations 
{vhk, (h, k) E I’, (h, k) < WI ’ f 
“j = {L,,, (h, k) E I’, (h, k) < (i,j)) 1 (i,j) ’ I 
(4.6) 
Let us call 
the determinant which results from the application of 
{L,,, (h, k) E Z’, (h, k) < (i,j)l 
lexicographically ordered to the functions 
where f is the last element. 
With this notations we can write 
{v/,k, (h, k) E I', (h, k) < (i,j>} ' f 
v(x’y)= ’ [ {Lhk,(h,k)EZ’,(h,k)<(i,j)} (i,j) I 1 Wijtx3 Y) (4.8) (i,j)d’ 
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and also 
v(x,l9= c 
1 
(i,/)EI’ 
n 
(h,k)el’,(h,k)<(i.j) Lhk(Whk) 
x v {{vhk9 (h k, E I’, (h k, < (iy.d}vf} 1 
(4.9) 
jLhky (k k) E I’, (h k) < (i,j>) 
v,,(x y) 
” ’ ’ 
Let (.Z,y3 be the point at which we wish to compute E(S;f), and let us 
assume that J;:, i = 0 ,..., n do not vanish at (Z,,). We construct another 
system S adjointing to S the element 
(fn+*Ji+l,o~ %t+l,o~a n+l,O)= (x-KY-79 (.GY)9 11, (4.10) 
leading to 
pij = tyij++ V(i,j) E I’ 
W,,,.o=f?f? .-*“f2 
Lij=Lijc*V(i,j)EZ’ 
L n+1,o(f) =f(f3J9 i 
(4.11) 
and hence 
w9=ww ~W”,,.O~ (4.12) 
wQ=Qwu Kl+*,oJ. (4.13) 
Let I,? be the interpolating function off associated with S We have 
where 
W=v+a “+l,OWn+I,O~ (4.14) 
Since 
Lij(V) = Lij(f) V(i,j) E I’. (4.15) 
~“+~,0(~)=4(w9=~,+,.0(f)=f(-%.v), 
we can write 
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and then 
or also 
qw-)(-T, 7) = 
1 
[ 
IlWij3 (i9j)Ez’13fJ 
ll(i,j)EItLij(Vij) ’ {iLij, (i3.dEz’l~Ln+,,01 ’ (4*17) 1 
Formula (4.16) is a generalization of the error formula f[x,,,..., x,, X] 
nlEO (2 - xi) in one variable, and formula (4.17) can be written also in the 
form 
1 IlWij? (iYj)Ez’13fl ’ {IL,9 (i~~)Ez’l~L~+~,Ol 1 
y {Wij, Ci,j) E I’} 
E 
’ 
{Lij, (43 E 1’) I 
which is another version of the same formula, which uses determinants, and 
is well known in one variable. 
These expressions hold except at the points at which some of thefi vanish. 
In this case, if f and viTs are continuous in R2 it is possible to obtain 
E(S;f)(x, y) by continuity. 
5. SOME PARTICULAR CASES IN WHICH 
THE EXPONENTS ~,CAN BE DECREASED 
There are some particular cases in which the value of e, can be decreased. 
For example, let us consider the case 
fi=aiX + biy t Ciy Iail t Ibil > OY 
The function f, is not required to be of this form. 
Let us now denote, for i = 0, l,..., n, 
Vi < n. (5.1) 
ei = j,F2$I, Itij + ’ 1. (5.2) 
Then we have 
THEOREM 2. Let L, Vi < n, be as in (5.1). Then, theorem 1 remains true 
when e, is given by (5.2) rather than by (2.5). 
The proof is quite similar to that of Theorem 1. 
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Let us remark that, in systems of the type (5.1), if every .&, j = O,..., 
m(i) - 1 (when m(i) > I), has gradient linearly independent from that off, at 
every nik, (i, k) E I’, then 
ei= 1 Vi. 
The systems considered in [3] are a particular case of these systems, withJ,i 
also as in (5.1). In [3] one had I’ = Z, that is aij = 1 V(i,j). 
Theorem 2 solves a large number of interpolation problems in R* 
satisfying the following condition: 
Condition H. If the value of one derivative of order s off at a point 
u E R* is an interpolation datum, then the other s derivatives off of the 
order s at U, must also be given as interpolation data. 
This condition is satisfied by most of the usual interpolation problems in 
finite element methods. 
The proof of this fact can be found in 161. We now give an example that 
cannot be solved with the tools given in 131, but can be solved by using the 
present techniques because it satisfies condition H. 
EXAMPLE 6. Let us consider three non aligned points A i = (xi, yi) in R *. 
Any interpolation problem with a set of data 
verifies condition H. 
Let r, , r2, r3 be 
r,(X,Y)=(Y-y,)(Xz-X,)-(X-X,)(y*-y,) 
‘*(X,Y) = (Y -Y*k -x2> - @-X*)(Y3 -Y*) 
r3k v> = (Y -Y&, - x3) - (x - XAY, -Yd 
If we take 
z= {CA Q (0, 11, (0,2), (0,3), (0,4), (1, O), (1, 11, 
(L2), (2, O), (2, I), (2,2), (390)) 
f. = rl, f, = r2 y f2 = F-3 5 f3 =r1 
f,, =fol =fo2 = r3, fox =fo4 = r2 
UO”=U01=U02=A,, uo2 = uo4 = A, 
640/42/l 4 
GASCA AND RAMIREZ 
a -0 oo- 3 ‘a = a02 = 1, a - 0 0, 03- 9 ao4 = 1 
j-10 = r1 fi, =fl2 = r3 
u - A, U,,=U,2=A3 10 
a - 1 a,,=O, a,,=1 01 
f20= r2 f2, =f22 =rl 
24 - A3 20 
a - 1 a2, = a,, = 1 20 
f30 = r3 
l4 - A1 30 
a - 1 30 
we have a system S with F(S) equivalent to (5.3) as it is easily seen. The 
interpolating space .W(S) is a subspace of dimension 9 of the space of 
polynomials of degree <4. 
Of course, the functions fi, fij are usually polynomials, and one would like 
to get .2?(S) = ZI,, space of polynomials of degree non greater than n. One 
has the following result: 
THEOREM 3. Let S be a system with&,Aj polynomials, aij = 1 V(i, j) E I 
and card I = (n + l)(n + 2)/2. Then 9(S) = II, $fh,f, are linear functions 
fi(X, Y) = OiX f bi y f Ci Vi < n 
fij(X,Y) = UijX + b,j.Y + Ci,j, i = 0, l,..., n, j < m(i), 
m(i) = n - i Vi, and ei is given by (5.2) for i < n. 
Remark. The theorem would not be true without the assumption that A, 
fij are polynomials. In particular it does not hold if fi, fij are allowed to be 
rational functions ([6]). 
6. INTERPOLATION SYSTEMS IN R’ AND R3 
The theory above can be easily adapted to cover interpolation in one 
variable: we define an interpolation system in R1 as a set of triples 
S={(fi,xi,ai)li~~l~ (6.1) 
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where 
(1) Z = (0, I,..., n}; 
(2) A, i = 0 ,..., n are sufficiently regular real valued functions of R. 
(3) xi is a point of R such that A(xi) = 0. 
(4) ai is a constant that takes the values 0 or 1. 
(5) IfA = 0 and aj = 1 with i <j then 
g (Xj) # 0. 
We now denote: 
I’= {jEz/ai= I}. 
For every i E I’ we define an integer number ti: 
if i > 0, then ti is the number of functions fi, with j < i, such that 
.lj<xi> = O> 
if i = 0, then t, = 0. 
We can define the associated basis B(S) 
with 
B(S) = (Viliel’ (6.2) 
Vi=& ‘fl “‘.f-1 (“f-l = 1) (6.3) 
and the associated set of data 
9(s) = {LiJisI, (6.4) 
with 
L.(f)=d’if ’ I dx’l Xi’ 
In this setting the result of theorem 1 holds. The proof is very simple. 
EXAMPLE 7. When 
fi(x) = x - Xi) i < n, 
and 
ai= 1, i = O,..., n, 
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one has 
9(S) = n, 
and the method provides the usual Newton formula, even for coincident 
points xi. 
EXAMPLE 8. We now present an example, concerning trigonometrical 
interpolation. Let x0,..., xzm E [a, a + 27~) be 2m + 1 points. Let us assume 
that 
Xi - Xi # 7c Vi,j E Z = {O, l,..., 2mJ. (6.5) 
Take 
fi(x) = sin(x - xi), i = 0, 2, 4 ,..., 2m, 
.6(x> =
sin((x - xi)/2) 
cos((x - xi- ,)/2) ’ 
i = 1, 3 ,..., 2m - 1, 
and aj = 1 Vi. If all the points are different, the resulting problem is that of 
Lagrange. If a point appears s times, we have s derivatives (till@ - 1)th 
order) as data at the point (Hermite interpolation). .9(s) is the space of 
trigonometrical polynomials of order m, P,(sin x, cos x). 
We have the following Newton-like formula for the solution of the 
trigonometrical Hermite (or Lagrange) interpolation problem: 
x--o . x-x1 
p(x) = a, + a, sin(x - x0) + a, sin 2 . sin __ 
2 
+ a3 sin 7 sin 7 sin(x - x2) + . . . (6.6) 
2mp3 
t r1 
. x-xxi 
Z/?-l 
+a2m-I 
1 
. x-xi 
sm - sin(x - x2,-,) + a,, n sin -, 
i-0 2 i=O 2 
where the coefficients ai are easily computable by recurrence. By taking an 
even number (2m) of data it is possible to get a space 9(S) such that 
P,_ ,(sin x, cos x) c A?(S) c P,(sin x, cos x). 
The method can also be applied in R3. We would consider sets 
s = 1(fi2fii,fiikr uijk, OLijk), (iY.j7 k, E I}. (6.7) 
The two-dimensional results are extended without any further theoretical 
difficulty [6], but the notations become more cumbersome. 
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