A toy optimisation problem is introduced which consists of a ÿtness gradient broken up by a series of hurdles. The performance of a hill-climber and a stochastic hill-climber are computed. These are compared with the empirically observed performance of a genetic algorithm (GA) with and without. The hill-climber with a su ciently large neighbourhood outperforms the stochastic hill-climber, but is outperformed by a GA both with and without crossover. The GA with crossover substantially outperforms all the other heuristics considered here. The relevance of this result to real world problems is discussed.
Introduction
Genetic algorithms (GAs) have become an increasingly popular tool for solving optimisation problems in real world applications. Their popularity has grown despite a lack of an established theory explaining why they work (and why on occasions they do not). This failure of theory has left practitioners with little guidance in determining how to represent the problem, what operators to use or how to adjust parameters such as the population size or mutation rate. A further consequence has been that the whole ÿeld is often viewed with suspicion. The dearth of a theory directly useful to the practitioner has two main causes. The ÿrst is a problem for all optimisation techniques, namely the variety and complexity of the ÿtness landscapes for di erent problems precludes the possibility of an overarching theory relevant to all problem. The second, unique to evolutionary algorithms, is the intrinsic di culty in describing the evolution of a population.
One contribution of theory, and the objective of this paper, is to provide an intuition for how GAs work by studying how they perform on various 'toy problems'. In this regard, a goal which has attracted a considerable amount of research has been to ÿnd types of problems where GAs perform well. One prominent proposal was the Royal Road function, motivated by John Holland's schema-theory. Unfortunately, GAs were not successful, as described in the paper with the lamentable title When Will A Genetic Algorithm Beat Hill-Climbing? [11] . Nevertheless, the problem generated considerable interest and was subsequently modelled in some detail [31, 32] . A toy problem where GAs do better has been proposed in the preprint Where Genetic Algorithms Excel by Baum et al. (as far as I know the full paper has never been published [2] ). Here the problem was to ÿnd a string of length L consisting of characters from an alphabet of size K. The ÿtness measure was the number of sites with the same character as the target sequence. For su ciently large alphabets a (specially designed) GA was shown to outperform a hill-climber. Baum et al. also showed that the e ect of noise added to the ÿtness function was to slightly slow down the GA, but not to dramatically change its evolution. This observation has important consequences in understanding the problem described in this paper.
Neither of the above problems contained local optima, so hill-climbing was a fast alternative. A toy model involving a local optimum as well as a global optimum is the basin with a barrier problem [30] . Here, both a GA and a local search method took exponential time, but the exponent for the GA was substantially smaller than for the local search method, so that as the problem becomes su ciently large it became infeasible for a local search algorithm, but still feasible for a GA. If the problem becomes too large ÿnding the optimal solution becomes infeasible for both algorithms. By carefully tuning the problem it is possible to set up a situation where a GA ÿnds the global optimum in polynomial time, whereas a local search method takes exponential time [8] . The key component is the crossover operator which focuses the search. This same e ect is seen in the problem analysed in this paper and will be discussed in more detail later. The basin with a barrier has been studied analytically in [28, 29] .
In the current paper, we consider a new family of toy problems where the ÿtness depends on the Hamming distance from a global optimum, but to reach the optimum requires overcoming a series of hurdles. The di culty of the problem is determined by the hurdle widths, n ∈ {2; 3; : : :}. The problems are deÿned over binary string of length L (i.e. {0; 1} L ). Without loss of generality, we can take the global optimum to be the state of all zeros. Thus the Hamming distance is given by the number of ones. The ÿtness depends on the Hamming distance, H , according to
where x denotes the ceiling function (i.e. the least integer greater than x) and rem(H; n) the remainder of H modulo n. The task is to ÿnd the string which maximises the ÿtness, F n (H ). In this paper we will mainly restrict our attention to the cases n = 2 and 3. The ÿtness functions are shown in Fig. 1 . They can be regarded as a roughened ones-counting problem, i.e. F 1 (H ) = − H (the ones-counting problem can be viewed as the n = 1 limit in this family of toy problems). We note that there is an overall ÿtness gradient with many local optima to single bit mutations. the strong entropy gradient. The number of states with Hamming distance H is ( L H ), which for H L grows approximately as L H =H !. We shall consider three types of search techniques on this problem, hill-climbing, stochastic hill-climbing (Metropolis) and a GA. Our major concern will be the scaling behaviour, i.e. how the typical ÿrst-passage time to reach the global optimum scales with the string length L. For n of order 1, we will see that the hill-climber takes of order L n steps (where n is the model type) and a stochastic hill-climber takes (L n+1 ) steps. A genetic algorithm without crossover appears to take (L n ); similar to the hillclimber, although it requires less function evaluations. Finally a GA with crossover appears to ÿnd the global optimum in close to linear time, signiÿcantly outperforming the other search algorithms, although, this performance advantage is unlikely to persist as L → ∞.
In the next section, we obtain approximations for the ÿrst-passage time for the three algorithms. We conclude in Section 3 by drawing some more general lessons from these results and relate them to more realistic problems. Finally, we include an appendix where we give some basic results concerning ÿrst-passage times for Markov chains.
First-passage times
We are concerned with the average number of ÿtness evaluation required to reach the global optimum, which we shall refer to as the ÿrst passage time. The ÿrst-passage time can vary considerably between runs. We will mostly be concerned with the mean ÿrst-passage time, T fpt , although we will also examine the median ÿrst-passage time, T fpt , which is typically less (and often substantially less) than the mean for this type of problem.
The local search techniques can be described by a Markov chain where the states are the Hamming distance from the global optimum and the transition probabilities are given by the transition matrix W with elements
The transition matrix depends on the local search algorithm. For ÿxed length chains, it is possible to compute the mean and median ÿrst-passage time exactly using simple matrix algebra operations (see Appendix A). However, as we are interested in the scaling behaviour we shall compute approximations for the ÿrst-passage time valid for all L.
Hill-climbing
We consider a hill-climber where we start from a random string and at each time step we make a random mutation which we accept provided it does not decrease the ÿtness (in the terminology of evolutionary algorithms this is a (1+1)-EA). A hillclimber performing single bit mutations will become, almost immediately, trapped at a local optimum. We therefore consider a hill-climber performing multiple mutations. We concern ourselves at ÿrst with the simplest hurdle model n = 2. If a hill-climber is currently at a local optimum a Hamming distance H from the global optimum, then it can only make progress by mutating an even number of the misaligned genes (if the target is the string of all zeros then a misaligned gene is one of the 1's in the string). By far the most likely beneÿcial mutation will involve mutating two misaligned genes. We therefore concentrate on double mutations. The probability of making the move from H to H − 2 is
This probability becomes increasingly small as the hill-climber approaches the global optimum. The dynamics of a hill-climber can be viewed as a sequence of transitions from local optimum H to a neighbouring optimum H − 2, each step in the sequence becoming increasingly di cult. The mean time to make a transition is equal to one over the transition probability (see Appendix). Thus the mean time for the transition from H = 2 to 0 is L(L − 1)=2; for the transition from H = 4 to 2 it is L(L − 1)=12; and for
In the large L limit the mean ÿrst-passage time is the time it takes to make an inÿnite number of these transitions
This provides an upper-bound on the mean ÿrst-passage time starting from some local optimum using double mutations (we could guarantee to be at a local optimum by ÿrst making a step with a single mutation).
To make the comparison fairer we should consider using a hill-climber with a ÿxed mutation probability per site of, u = U=L (i.e. on average we make U mutations per string). The number of double mutations is given by the binomial factor Beneÿcial mutations involving n¿2 sites will occur of order L 2−n times less frequently than double mutations and so contribute only to the sub-dominant terms. To leading order, the mean ÿrst-passage time, assuming the optimal mutation rate of U = 2, is
where we have ignored corrections of order L and smaller. It is instructive to compare this result to the ones-counting problem where the probability of a transition H → H − 1 is H=L. The time required to reach the global optimum starting from the most likely initial state H = L=2 is given by
where H n is the nth harmonic number with H n ∼ log(n)+ +O(n −1 ) (where is Euler's gamma, ≈ 0:5772). In ones-counting, the passage from a random state to the state H = 1 takes of order log(L=2) times longer than the time taken for the ÿnal transition. The dynamics is therefore dominated by the complete passage. In comparison, in the n = 2 problem above, the time taken to reach the state H = 2 from random stating position is a mere 2 log(2) − 1 or 38.6% of the time taken to make the ÿnal transition. Thus the evolution is dominated by the ÿnal transition.
A consequence of the ÿrst-passage time being dominated by a single transition is that median ÿrst-passage time will be signiÿcantly less than the mean. The median time to make a transition occurring with probability p is − log(2)= log(1 − p) − 1 (compared with a mean time of 1=p, see Appendix A). Thus for small p the median time is typically a factor of − log(2) = 0:693 less than the mean time. In the exact numerical results the median ÿrst-passage times are around 70% smaller than the mean ÿrst-passage times.
We can generalise these results to larger n. For n = 3 we require triple mutations to jump from one local optimum to the next. The probability for such a transition is
To leading order in L, the time taken to make a series of transition from a random state to the global optimum is
On average, all transitions up to the last transition takes just 7.3% of the time it takes to make the last transition. If we assume that we randomly mutate each site with a probability u = U=L, then the optimal mutation rate is given by U = 3 and the average number of triple mutations is approximately 3 3 e −3 =3!, so that for n = 3 the optimal ÿrst-passage time is
For arbitrary n, the ÿrst-passage time is
where
converges exponentially fast to 1 with increasing n.
Stochastic hill-climber
We consider a stochastic hill-climber performing a Monte-Carlo, Metropolis dynamics [10] . That is the 'walker' randomly selects a step direction and takes the step if it increases its ÿtness. If the step decreases the walker's ÿtness by an amount F (¡0) then the walker makes the move with a probability exp(ÿ F), otherwise it stays put. The parameter ÿ (the inverse temperature) controls the likelihood of making a move that increases the ÿtness. At zero temperature (ÿ = ∞) the walker never makes a move that decreases the ÿtness, while at inÿnite temperature (ÿ = 0) the walker performs a random walk.
We consider the case when each step corresponds to a single mutation. If we were to allow multiple mutations then the optimum temperature is zero and the walker would be identical to a hill-climber. For single mutations a zero temperature dynamics would lead to the hill-climber becoming stuck. Consequently, for a stochastic hill-climber performing single mutations there is some optimum temperature at which to do the search. As with the hill-climber, we can describe a stochastic hill-climber in terms of a Markov chain. For a ÿxed set of parameters we can ÿnd the mean and median ÿrst-passage time exactly. However, we will derive an estimate for the optimum ÿrst-passage time in the limit of large problems (L → ∞). Once again, we ÿrst consider the n = 2 problem and then extend the results to n = 3.
As for the hill-climber, the ÿrst-passage time will be dominated by the transition from the state H = 2 to 0. The probability to go from H = 2 to 1 is 2e −ÿ=2 =L and the probability to go from H = 1 to 0 is 1=L, thus the probability to make the ÿnal transition from the local optimum at H = 2 to the global optimum is 2e −ÿ=2 =L 2 . The probability of making this transition increases as we increase the temperature. However, in contrast to the simple hill-climber, in the stochastic hill-climber the walker will not remain in the states H 62, but can move backwards and forwards between local optima. The lower the temperature the more time it will spend in the state H = 2 so the more opportunities it has to make the ÿnal transition. It is this balance between staying in a ÿt state (small H ) and overcoming the ÿnal barrier that leads to an non-trivial optimum temperature.
To estimate this optimum temperature we will assume that the hill-climber has reached a 'quasi-equilibrium state'. That is, the fraction of time it spends in each state with H ¿2 is proportional to the Boltzmann factor exp(ÿF), where F is the ÿt-ness of the site. We call this a quasi-equilibrium because we are assuming that we
have not yet reached the global optimum. For long times, it is well known that the time spent in each state approaches the Boltzmann distribution. Since the mean time to reach the global optimum, H = 0, will typically be substantially longer than the time to reach the local optimum at H = 2 (since the transition probability, 2e −ÿ=2 =L 2 , is very small) it will be a good approximation to assume quasi-equilibrium. We shall estimate the equilibration time later on.
Assuming a quasi-equilibrium distribution, the proportion of time spent in state H = 2 will be given by
where Z is a normalisation constant (often referred to as the partition function)
The factor e ÿ F2(H ) is the Boltzmann factor giving the probability of being in a state with Hamming distance H , while ( L H ) is the number of states with Hamming distance H . We can write the partition function into a sum over even and odd Hamming distances
The sum over odd Hamming distance gives a sub-dominant contribution to the partition function and will be ignored. For H even we have
where x = Le −ÿ=2 . The mean time to make a transition from H = 2 to 0 assuming a quasi-equilibrium is thus
The optimum x is found numerically to be at 2.57, which gives an optimal inverse temperature
Substituting this value into T fpt (x) we ÿnd the optimum ÿrst-passage time, assuming quasi-equilibration, is
To estimate the quasi-equilibration time we assume that quasi-equilibration occurs for each local optima. We assume that the quasi-equilibration time is equal to the mean ÿrst-passage time to reach the local optimum. Assuming the same temperature is used this argument gives exactly the same correction as for the hill-climber, namely a factor of 2 log(2). Including this correction factor we obtain the estimate
In Fig. 2 , we show the asymptotic estimates given above and the exact results (see Appendix A). Also shown in Fig. 2 is ÿ opt found empirically and the estimate given above. We can extend the above analysis to the n = 3 problem. The probability to be in the state H = 3, assuming quasi-equilibrium is given by
where now x = Le −ÿ=3 . The normalisation factor (partition function), Z, is given by
To compute the ÿrst-passage time we must also know the transition probability P(H = 3 → H = 0). This is more complicated than in the n = 2 problem because the walker may spend some time crossing a hurdle. The probability of moving from H = 3 to 2 is 3e −2ÿ=3 =L. Having reached the state H = 2, the walker will either move back to the H = 3 state with a probability of (L − 2)=L, or it will move into the H = 1 state with a probability of 2=L. Once in the H = 1 state the walker has a probability of 1=L of reaching the global optimum and a probability of (L − 1)e −ÿ=3 =L of moving back to the H = 2 state at any time. Thus the probability of it reaching the global optimum rather than returning to the H = 2 state is We can ignore oscillation between the H = 2 and H = 1 states as the probability of the transition from H = 2 to 1 is so small. We therefore ÿnd to leading order
Using the same argument as above we ÿnd the optimum inverse temperature is given by ÿ opt = 3 log(L) − 4:093 and the ÿrst-passage time assuming a quasi-equilibrium state is T fpt = 0:0835L 4 . Using the same estimate for the equilibration time, we ÿnd this increases the ÿrst-passage time by 7.28%, giving an estimated ÿrst-passage time Fig. 3 shows the estimated and exact ÿrst-passage and optimum inverse temperature versus the problem size, L. Following a similar argument to that given above, we can show that for problems with hurdles of size n the ÿrst-passage time will scale as L n+1 . We can speed up the equilibration time by starting from a higher temperature and slowly reducing it as the walker approaches the global optimum. This is the strategy of simulated annealing [9] . However, as the majority of time is spent in overcoming the ÿnal hurdle, simulated annealing would only reduce the ÿrst-passage time by a small fraction, even if we used an optimal annealing schedule.
Genetic algorithms
We conclude by considering a GA acting on this problem [5, 6] . We use a standard, generational GA with a mutation rate of 1=L and using uniform crossover. A Boltzmann selection scheme was used in which member of the population is assigned a selection probability, p , proportional to exp(ÿF = √ Ä 2 ), where F is the ÿtness of individual and Ä 2 is the variance in the ÿtness of the population. The members of the new population are selected using stochastic universal sampling [1] , where the probability of selecting an individual is given by p . Stochastic universal sampling reduces the deviations from the expected number of individual compared with roulette-wheel (independent) sampling. A population of size 50 and selection strength of ÿ = 2:0 was used. These parameter values were chosen after preliminary testing. They gave good results, but are not optimal in any sense. The results are reasonably robust to di erent choices of the parameters. The same set of parameters were used for all sizes of problem and for both n = 2 and 3. Fig. 4 shows the average ÿrst-passage time found empirically for the n = 2 and 3 hurdle problem and the ones-counting problem. The results are averaged over 1000 runs. Error bars show the predicted error. The ÿrst-passage time is given in terms of the number of function evaluations before the global optimum is reached.
All problems are solved in approximately linear time (probably L log(L)). Although a GA ÿnds the hurdle problems slightly harder than the ones-counting problem the di erence is only a multiplicative factor. An intuitive argument for this is as follows. In a typical GA solving the ones-counting problem, the spread in the Hamming distance typically covers several local optima. Thus the irregularity caused by the 'hurdles' appear as little more than 'noise' in the ÿtness evaluation. Indeed, if we consider the noisy ones-counting problem with ÿtness
where Á is a Gaussian noise with zero mean and variance 1 4 , then we ÿnd that the ÿrst-passage time is almost identical to the n = 2 case. This is illustrated in Fig. 5 . Although not shown, the dynamics of the noisy ones-counting problem and the n = 2 hurdle problem is almost identical throughout the course of the dynamics (that is, it has the same average low order cumulants at each time step). The variation of the ÿtness in the n = 2 model from a ones-counting ÿtness function (i.e. F 2 (H ) − H=2 + 1=2 is 1=4, which may give some explanation of this ÿt. Also in the n = 3 problem we can get very similar dynamics and ÿrst-passage time by considering a noisy ones-counting problem of the form F(H ) = H=3+Á where Á is again a Gaussian random variable with zero mean and variance 0.36. This, however, is an empirical ÿt-there is no obvious justiÿcation for the size of this variance. The variation in the ÿrst-passage time between runs is much smaller for the GA than either of the previous two methods. The mean and median times being very similar. This is because the ÿrst-passage time for the GA is not dominated by the ÿnal transition, but has signiÿcant contribution from each stage in the dynamics. This is a similar situation to the ÿrst-passage time for ones-counting with a hill-climber.
The rapid success of the GA in ÿnding the global optimum is mainly due to crossover. The performance of a GA without crossover scales similarly to that for a hill-walker, although it is still faster than the hill-climber. Fig. 6 shows the performance of a GA with and without crossover and also the hill-climber with mutation rate U = 2. The mutation rate for the GA both with and without crossover was U = 1, which was found to be better than U = 2. This is because the 'quasi-equilibrium' population is closer to the global optimum for the lower mutation rate. The GA overcomes the ÿnal hurdle faster than a hill-walker because it can occupy the H = 1 state (although this will be very suppressed), rather than having to make a double jump. In this sense it works similarly to a stochastic hill-climber. However, the stochastic hill-climber performed much worse than the hill-climber because the temperature had to be set low enough that the walker would occupy the local optimum at H = 2 with a reasonable probability. The selection strength in a GA plays a similar role to the temperature in the stochastic hill-climber. The e ect of the population in the GA is to ensure that the local optimum at H = 2 is well occupied without having to make the selection rate too strong. It is thus able to explore the local environment much more easily than the stochastic hill-climber.
It is interesting to consider why crossover is such a successful search operator on this type of problem. Notice that, on average, crossover does not change the Hamming distance. That is, if we were to cross two individuals with Hamming distance H and H then, on average, the child would have a Hamming distance (H + H )=2. This contrasts strongly with the situation for mutation close to the global optimum. If we mutate a single site the probability of moving towards the global optimum, H → H −1, is H=L while the probability of the mutation moving away from the global optimum is (L − H )=L, thus nearly all mutations increase the Hamming distance when H L. In the n = 2 problem, the probability of moving from the local minimum at H = 2 to the global optimum is 2=L(L − 1), while the probability of doing this by crossing two strings with 1's at di erent positions is 1 16 -this is independent of the length of the strings! We can view a GA with crossover as focusing the search since in crossover we only change the strings on sites where the parent strings take di erent values.
In a real GA the strings are usually not independent as they share common ancestors. If we were to cross two strings with some 1's at the same site we could never reach the global optimum. To prevent the population from becoming too correlated we allow some mutation. The situation described here is close to that of the basin with a barrier problem [30] . In this problem it was shown that sole role of mutation was in maintaining diversity. As a consequence, the optimum mutation rate depends on the population size [28, 29] .
The empirical results shown in Fig. 6 are only for relatively small systems and do not prove that GAs solve the Hurdle problem in sub-quadratic time when L becomes very large. For very large L, we speculate that a GA even with crossover will take (L n ) steps to ÿnd the global optimum. The reason for this is that as L → ∞ and for H of order 1, almost all mutations are bad. To prevent the best member of the population from decreasing in ÿtness, it is necessary to include an elitism mechanism that ensures the best member of the population is never lost. The most likely cause for the GA to advance from a local optimum H to another local optimum H − n is by crossing two strings with Hamming distance H , but which di er in at least n variables. However, this requires diversity in the population of ÿt members. Such diversity will be extremely di cult to maintain for large L and small H , as neutral mutations become extremely rare. The most common neutral mutation will be a double mutation which changes a one to a zero and a zero to a one. This occurs with a probability 2H (L−H )=(L(L−1)). If H ∼ 1 this occurs with a probability O(1=L). Unfortunately, even for the case n = 2, a single mutation is insu cient to allow crossover to make the jump from H to H − 2.
However, the population is likely to lose diversity through genetic drift before a second mutation occurs. For a GA to perform in o(L n ) time, not only would it require ÿtness elitism, it would also require a 'diversity elitism' (i.e. a mechanism to prevent the loss of diversity through genetic drift). Thus, although the empirical evidence seems to suggest that a GA with crossover performs similarly to a GA acting on ones-counting, this is likely only to be true for strings below some critical length.
In this paper, we do not attempt to estimate the ÿrst-passage time for the GA. Analysis of the dynamics of similar GAs has been investigated in a number of papers, although none of these give the ÿrst-passage time for the GA used here. An analysis of the dynamics of a GA on a similar problem was ÿrst performed in [20] and [21] . The e ect of noisy ÿtness evaluation in selection has been studied in [24] . For weak selection, noisy ÿtness evaluation has the e ect of reducing the e ective population size. Ones-counting using Boltzmann selection and assuming linkage equilibrium (i.e. plenty of crossover) can be solved exactly in the limit of weak selection and mutation [25] . With strong selection the population is no longer in linkage equilibrium. The treatment of correlations out of linkage equilibrium was ÿrst performed in [22, 23] . Strong selection has been studied in the context of tournament selection [15, 19, 28 ]. An analysis of stochastic universal sampling is given in [28] . Estimates for the ÿrst-passage time in the basin with a barrier problem has been given in [28, 29] . The role of uctuations in determining the dynamics has been studied in [13] . The e ect of using di erent types of crossover have been investigated in [16, 17] . Analysis of some of the di erences between GAs with and without crossover on the ones-counting problem was studied in [14] , although this is for weak selection. Finally, the e ect of using a steady-state rather than a generational GA has been studied in [26, 27] .
Conclusion
In this paper we have introduced a new problem in which a GA outperforms conventional optimisation techniques. The GA is able to see the global ÿtness gradient which is hidden by the local 'roughness' of the ÿtness function. Although, a GA without crossover appears to slightly outperform a hill-climber, the GA with crossover substantially outperforms the other heuristics, at least for L not too large. The key to the GA's success is that crossover is focusing the search to parts of the string where members of the population disagree.
The question arises about what would happen on more realistic problems. Unfortunately, in many problems there is no unambiguous gradient to follow. This can be due to symmetries in the problem. A particularly interesting case is the graph colouring problem (where we try to colour a graph with K colours so that the vertices with a common edge are assigned di erent colours). Here there is a permutation symmetry of size K! There are thus K! di erent gradients for the members of the population to follow. Traditional GAs have performed extremely poorly on this problem. However, the permutation symmetry is an artifact of the representation of the problem. The problem is more properly a partitioning problem where there should be no edges among the vertices in the same partition. Recognising this, Galinier and Hao have constructed a crossover which ignores the colouring altogether [3] . Using this crossover in combination with a powerful mutation operator (such as Tabu search or a fast hill-climber) a GA has outperformed all other heuristics on a set of standard problems which has been competitively tested by a large number of authors [3, 4] . One possible explanation of this good performance is that the GA manages to follow a general gradient, without being confused by local optima.
Unfortunately explicit symmetries are not the only types of symmetries that can appear. In many classical optimisation problems, it is known that the problems become hard at a 'replica-symmetry breaking' phase transition [7, 12] . This occurs when a control parameter of the problem is adjusted so that instead of there being one, or possibly a few, global optima, there are an exponential number of global optima widely separated from each other. There is, therefore, no longer an unambiguous gradient for a GA to follow. This problem typically occurs in NP-hard optimisation problems where we known that no search method is likely to ÿnd the global optimum. However, to understand more fully how GAs perform on real world problems, we need to study their evolution in these more complex types of ÿtness landscape. An attempt at this has been made in [18] .
A.2. Mean ÿrst-passage time
To obtain the ÿrst-passage time it is useful to consider the modiÿed transition matrix W with elementsŴ ij = W ij for j¿0 andŴ i0 = 0.Ŵ describes a Markov chain with an absorbing boundary at the global optimum H = 0. Probability is no longer conserved in this chain and consequently all the eigenvalues ofŴ have absolute value strictly less than one. Letp(t) =Ŵp(0), thenp 0 (t) is the probability of reaching the global optimum for the ÿrst time at time t and 1 Tp (t) is the probability of not reaching the global optimum before time t. The mean ÿrst-passage time is equal to
where 0 is equal to the vector (1; 0; 0; : : : ; 0). We can obtain a closed form expression for T fpt as follows
The last term is 0 t¿0Ŵ
since we will reach the global optimum eventually. We can sum the geometric series Thus we can compute the mean ÿrst-passage time by inverting the matrix I −Ŵ.
A.3. Median ÿrst-passage time
The median ÿrst-passage timeT fpt occurs when 1 p(T fpt − 1) ¿ 1=2 and 1 p(T fpt ) ¡ 1=2:
That is, when the probability of reaching the global optimum is one half. If we consider time as a continuous variable we can deÿne the median ÿrst-passage time as The matrixŴT fpt can be decomposed aŝ
where w i is the right-hand eigenvector and C i is the left-hand eigenvector with eigenvalue i . Then the median ÿrst-passage time is given by where c i = (1 w i )(C i p(0)). Assuming 0 is the largest eigenvalue then an accurate approximation for the problems we are studying is given byT fpt ≈ − log(2c 0 )= log( 0 ).
A.4. Form of transition matrix
For the problems discussed in the main text we consider random strings as our starting condition so that p H (0) = 2 −L ( L H ). To calculate the transition matrix for independent mutations on sites, we note that the change in Hamming distance after a mutation will be H → H = H − ÿ u;H + ÿ u;L−H ;
where u = U=L is the mutation rate and ÿ x; N denotes a binomial deviate with probability P(ÿ x;N = n) = B(n|N; x) = N n x n (1 − x) N −n : The probability of a transition H to H is given by A.5. Two state systems
Much of the analysis given the paper involves a transition between two states. We therefore consider the problem of starting in a state 1 and making a transition to state 0, where the probability of making the transition is p. We can calculate the mean and median ÿrst-passage time directly from the fact that the probability of making a transition at time t is given by the exponential distribution p (1 − p) t . However, we will use the results given above. The modiÿed transition matrix for this problem iŝ
The initial state is p(0) = (0; 1) . The mean ÿrst-passage time is For small p we ÿndT fpt = log(2)=p = log(2) T fpt .
