Abstract. This paper presents a new approach to the evolution of neural networks. A linear chromosome combined with a grid-based representation of the network and a new crossover operator allow the evolution of the architecture and the weights simultaneously. There is no need for a separate weight optimization procedure and networks with more than one type of activation function can be evolved. This paper describes the representation, the crossover operator, and reports on results of the application of the method to evolve a neural controller for the pole-balancing problem.
Introduction
The reliable, general purpose, automatic design of neural networks (NNs) is still a largely unsolved problem. Recently, new promising approaches based on evolutionary algorithms, such as evolutionary programming (EP) [1] and genetic algorithms (GAs) [2] , have been applied to the development of artificial neural networks. Approaches based on EP rely exclusively on mutation and operate on the neural network directly [3, 4, 5] . Although it has been advocated that EP is a more suitable approach to the development of neural networks [3] , we think that crossover is an inportant mechanism provided by GAs for the exploitation of information on different regions of the search space. Methods based on genetic algorithms usually represent the structure and the weights of NNs as a string of bits or as a combination of bits and real numbers [6, 7] , and perform the crossover operation as if the network were a linear structure. However, neural networks cannot naturally be represented as binary vectors. They are oriented graphs, whose nodes are neurons and whose arcs are synaptic connections. Therefore, it is arguable that any efficient approach to evolve NNs should use operators based on this structure.
Some recent work based on genetic programming (GP) [8] is a first step in this direction. For example, in [8, 9] neural networks have been represented as parse trees which are recombined using a crossover operator which swaps subtrees representing subnetworks. However, the graph-like structure of neural networks is not ideally represented directly with parse trees either. Indeed, an alternative approach based on GP, known as cellular encoding [10] , has recognized this and used an indirect network representation in which parse trees represent rules which grow a complete network from a tiny neural embryo. Although very compact, this representation enforces a considerable bias on the network architectures that can be achieved.
Recently, a new form of GP, PDGP [11] , in which programs are represented as graphs instead of parse trees, has been applied to the evolution of neural networks [12] .
The method allows the use of more than one activation function in the neural network but it does not include any operators specialized in handling the connection weights. Nonetheless the results were encouraging and led us to believe that a proper representation, with specialized operators acting on meaningful building blocks, could be used to efficiently evolve neural networks. Indeed, in [13] we improved and specialized PDGP by introducing a dual representation, where a linear description of the network was dynamically associated to a two-dimensional grid. Several specialized genetic operators, some using the linear description, others using the grid, allowed the evolution of the topology and the weights of moderately complex neural networks very efficiently.
In this paper, we propose a new combined crossover operator which allows the determination of the architecture, the activation function, and the weights of a neural network concurrently and very efficiently. In the following sections, our representation and operator are described, and the results of the application of this paradigm to the development of a neural controller for the pole-balancing problem are presented.
Representation
In PDGP, instead of the usual parse tree representation used in GP, a graph representation is used, where the functions and terminals are allocated in a two-dimensional grid of fixed size and shape. The grid is particularly useful to solve problems whose solutions are graphs with a natural layered structure, like neural networks.
However, this representation can make inefficient use of the available memory if the grid has the same shape for all individuals in the population. In fact, in this case there is no need to represent the grid explicitly in each individual. Also, in some cases, it is important to be able to abstract from the physical arrangement of neurons into layers and to only consider the topological properties of the net. To do this, it is more natural to use a linear genotype.
These limitations led us to propose a dual representation [13] , in which a linear chromosome is converted, when needed, into the grid-based PDGP representation. The dual representation includes every detail necessary to build and use the network: connectivity, weights and the activation function of each neuron. A chromosome is an ordered list of nodes (see Figure 1a ). An index indicates the position of the nodes in the chromosome. All chromosomes have the same number of nodes.
Like in standard genetic programming, the nodes are of two kinds: functions and terminals. The functions represent the neurons of the neural network, and the terminals are the variables containing the input to the network (see Figure 1b) .
When the node is a neuron, it includes the activation function and the bias, as well as the indexes of other nodes sending signals to the neuron and the weights necessary for the computation of its output. Multiple connections from the same node are allowed. Nodes are evaluated according to their order in the chromosome.
When necessary (see section 3), the linear representation just described is transformed into the two-dimensional representation used in PDGP. A description table defines the number of layers and the number of nodes per layer of the two-dimensional representation (see Figures 1c and 1d) . The nodes of the linear chromosome are mapped onto this representation according to the description table. The connections of the network are indicated by links between nodes in the two-dimensional representation. The description table is a characteristic of the population and it is not included in the genotype. The two-dimensional representation may have any number of layers, each of different size. This feature may be used to constrain the geometry of the network (e.g. to obtain encoder/decoder nets) and can also be used to guide specialized crossover operators [13] .
The nodes in the first layer are terminals, whereas the nodes in the last layer represent the output neurons of the network. The number of input and output nodes depends on the problem to be solved. The remaining nodes, called internal nodes, constitute the internal layer(s), and they may be either neurons or terminals.
Although the size of the chromosome is fixed for the entire population, the neural networks represented may have different sizes. This happens because terminals may be present as internal nodes from the beginning, or may be introduced by crossover and mutation (this is discussed in section 3). They are removed from the network during the decoding phase, which is performed before each individual is evaluated. Connections from the removed terminals are replaced with connections from corresponding terminals in the input layer (see Figures 1d and 1e ). It must be also pointed out that most methods work with a single pool of hidden neurons without structuring them into more than one layer. For most applications this is sufficient. However, if necessary, our method provides a natural way of structuring the hidden neurons into more than one layer.
Our model allows the use of more than one activation function, so that a suitable combination of activation functions can be evolved to solve a particular problem (this is discussed in the next section).
Crossover
The crossover operator proposed in this paper works by randomly selecting a node a in the first parent and a node b in the second parent (see Figure 2a) , and by replacing node a in a copy of the first parent (the offspring). Depending on the types of node a and node b, the replacement of node a is carried out as follows:
Both nodes are terminals This is the simplest case, node b replaces node a, and there is no change either in the topology or in the weights of the network. Node b is a terminal and node a is a function In this case, node b also replaces node a, but the complexity of the network is reduced, because a neuron is removed from the network. Node b is a function and node a is a terminal In this situation, the crossover operation increases the complexity of the network. A temporary node, c, is created as a copy of node b. Before node c replaces node a in the offspring, each of its connections is analyzed and possibly modified, depending on whether they are connections from terminals or functions:
-If the connection is from a function, the index of the connected node is not modified. -If the connection is from a terminal, the index is modified to point to another node, as if the connection had been rigidly translated from node b to node a. For example, the connection between node 10 and node b in Figures 2a and 2b is transformed into a connection between node 8 and node c in Figures 2c and 2d . In some cases, translating the connection rigidly might lead to point to an nonexistent node outside the limits of the layer. In this case, the index of connected node is modified as if the connection had been wrapped around the layer. For instance, the connection between node 7 and node b in Figures 2a and 2b is transformed into a connection between node 1 and node c in Figures 2c and 2d . If the rigid translation of the connection requires the presence of a node below the input layer, the connection is deleted. Sometimes, a connection in node c, modified or not, generates feedback loops in the offspring. In this case, as we are interested in feedforward networks, the connection is deleted. For example, the connection between node 13 and node b in Figure 2b was deleted when node c was created. This procedure for connection inheritance aims at preserving as much as possible the information present in the connections and weights. Both nodes are functions This is the most important case. By combining the description of two functions, the topology and the weights of the network can be changed. After creating node c as described above, its description and the description of node a are combined by selecting two random crossover points, one in each node, and by replacing the connections to the right of the crossover point in node a with those to the right of the crossover point in node c. This creates a new node to replace node a in the offspring. See Figure 3 . This process can easily create multiple connections between the same two nodes. These are very important because their net effect is a fine tuning of the connection strength between two nodes. However, as this may reduce the efficiency of the search, we only allow a prefixed maximum number of multiple connections. If more than the allowed maximum number of multiple connections are created, some of them are deleted before the replacement of node a in the offspring.
Modification of the activation function and bias of a node is not performed with our crossover operator. However, this can be indirectly accomplished by replacing a function with a terminal, which can later be replaced with a function with different features. 
Experimental results
To assess the performance of the method proposed, it was applied to the pole-balancing problem. This problem is a well-studied benchmark for control methods [7, 14, 15] . The task consists of balancing a pole hinged in the center of a moving cart, by applying a force to the cart exclusively. The pole is only allowed to move in a vertical plane and the cart moves in a one-dimensional track.
The only forces acting on the system are a control force applied to the cart and gravity. The controller must provide a sequence of left and right pushes to the cart, in order to keep the system within specified limits. Different strategies must be compared exclusively on their net result: failure or success. There is no way of knowing in advance which individual action will contribute to a successful or unsuccessful control strategy in the end.
The state of the cart-pole system is defined by four variables representing the position and velocity of the cart, and the angle of the pole to the vertical and its angular velocity. The equations of motion were numerically integrated to give the new state of the system at each time step (we used Euler's method with a time step of 0.02 s). A failure signal was triggered when the angle of the pole or the position of the cart exceeded specified limits. The limit for the cart position was 2.4 m, and the limit for the angle of the pole varied according to the experiment (details are given further on).
At each generation, individuals in the population were evaluated by the number of time steps in which they were able to keep the pole balanced and the cart in the track. At each time step, the neural network received as input the four state variables of the cart-pole system and returned as output the force to be applied to the cart. Before being introduced as input to the network, the state variables were normalized using the same normalization factors reported in [14] .
In all experiments a population of 100 individuals was evolved for a maximum of 100 generations using two different topologies: 4-10-1 and 4-5-5-1. The weights and biases were randomly initialized within the range [-1.0, +1.0] and the hyperbolic tangent was used as activation function.
In a first set of experiments, we used the control approach reported in [14, 15] , where cellular encoding has been applied to the pole-balancing problem. Two different control actions were investigated: a bang-bang and a continuous control force. In the first case, the force f can only take two discrete values: +10 or -10. In the second case, it can take any value in the range [-10.0,+10.0].
The fitness of an individual is given by the number of time steps in which the system is controlled over different initial states. We used the same initial states reported in [14] . A solution is a network which can control the system over all initial states for 1,000 time steps. The limit for the angle of the pole was set at 36 degrees. Table 1 shows the results of 50 independent runs. Column 1 indicates the shape of the two-dimensional representation used. Column 2 represents the average number of generations to obtain a solution. Column 3 and 4 show the number of hidden neurons (all internal layers included) and the number of connections of the neural network, respectively. Column 5 shows the computational effort, i.e. the number of fitness evaluations necessary to obtain a solution with 99% probability [8] .
There was no noticeable difference between the 4-10-1 and the 4-5-5-1 topologies, although the effort to obtain a solution was slightly smaller with the first one. A typical solution found with the bang-bang control action is shown in Figure 4 .
In order to compare our results with those reported in [14, 15], a generalization test was performed for all solutions found, by counting the number of successful control runs of the cart-pole system for 1,000 time steps. Each solution was required to control the system from 625 different initial states, defined by each normalized state variable assuming the values: 0.9, 0.5 and 0.
The results are summarized in Tables 1a and b . The second column represents the number of fitness evaluations to achieve a solution. Columns 3, 4 and 5 show the number of successful control runs of the best solution (B), of all solutions (M), and of the worst solution (W), respectively. Column 6 represents the standard deviation (SD) of the generalization test.
In both cases our method considerably outperformed cellular encoding in terms of number of fitness evaluations to achieve a solution. The results are even more impressive if one considers the size of the populations used in the cellular encoding experiments: 2048 in [14] and 4096 in [15] . In [14] , the number of individuals in the population is almost of the same size as the number of fitness evaluations to achieve a solution for the bang-bang case, which means that a good approximation was already present in the initial population. In [15] , the size of the population is considerably greater than the number of evaluations to achieve a solution in the bang-bang case, which means that the solution was already present in the initial population. It may be also pointed out that with both control actions, the number of fitness evaluations to achieve a solution with our approach are of the same order of magnitude. This suggests that our method scales up better than cellular encoding with the difficulty of the problem.
The generalization power of the solutions we obtained is superior to those reported in [15] , but inferior to those reported in [14] . However, we believe that by increasing the size of the population, and by allowing the population to evolve to the maximum number of generations (in the current experiments, the evolution has been interrupted as soon as a solution has been found), better generalization could be achieved. In a second set of experiments, we used the approach suggested by Whitley et al. [7] , where the cart is initially in the center of the track with zero velocity, the pole is vertically aligned with zero angular velocity, and an individual is considered to be a solution to the problem if it can keep the system within the predefined limits for 120,000 time steps.
A bang-bang control action based on a probabilistic interpretation of the output of the network was used, in which an output of 0.75 does not mean necessarily a push to the right, but rather that this action has a probability of occurrence of 75%. As pointed out in [7] and as we also observed in our experiments, this procedure allows the network to explore more of the state space.
In order to compare our results with those reported in [7] , we carried out experiments with a failure signal at two different limits for the angle of the pole: 12 and 35 degrees. The results are shown in Table 3 .
As in the first set of experiments, the 4-10-1 topology was slightly better than the 4-5-5-1 one in terms of effort and number of generations to find a solution. A typical solution found for the 12 degrees case is shown in Figure 5 . To verify the generalization power of the solutions found in the second set of experiments, each of them was required to balance the system starting from a set of 625 random states (selected within the normalization factors range) for 1,000 time steps. The results of these experiments are summarized in Tables 4a and b. Our results are substantially better than those reported in [7] in terms of number of fitness evaluations to achieve a solution. The results are even more impressive if one considers that Whitley and collaborators did not evolve the architecture, only the weights. The generalization power of the solutions we attained is also better.
Summary
In this paper, a new approach to the automatic design of neural networks has been presented, which makes natural use of their graph structure. The approach is based on a dual representation and a new crossover operator. The method was applied to the design of feedforward networks in a control task showing promising results. In future research, we intend to extend the power of the representation, and to apply it to a wider range of practical problems.
