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Abstract— In order to operate safely on the road, autonomous
vehicles need not only to be able to identify objects in front of
them, but also to be able to estimate the risk level of the object
in front of the vehicle automatically. It is obvious that different
objects have different levels of danger to autonomous vehicles.
An evaluation system is needed to automatically determine the
danger level of the object for the autonomous vehicle. It would
be too subjective and incomplete if the system were completely
defined by humans. Based on this, we propose a framework
based on nonparametric Bayesian learning method – a sticky
hierarchical Dirichlet process hidden Markov model(sticky
HDP-HMM), and discover the relationship between driving
scenarios and driving styles. We use the analysis of driving
styles of autonomous vehicles to reflect the risk levels of driving
scenarios to the vehicles. In this framework, we firstly use sticky
HDP-HMM to extract driving styles from the dataset and get
different clusters, then an evaluation system is proposed to
evaluate and rank the urgency levels of the clusters. Finally,
we map the driving scenarios to the ranking results and thus
get clusters of driving scenarios in different risk levels. More
importantly, we find the relationship between driving scenarios
and driving styles. The experiment shows that our framework
can cluster and rank driving styles of different urgency levels
and find the relationship between driving scenarios and driving
styles and the conclusions also fit people’s common sense
when driving. Furthermore, this framework can be used for
autonomous vehicles to estimate risk levels of driving scenarios
and help them make precise and safe decisions.
I. INTRODUCTION
Safety plays a vital role in autonomous vehicles, whether
for the purpose of protecting pedestrians or the vehicles.
With the development of computer vision, lots of methods
such as Fast R-CNN [1] can be used to detect objects which
improves the autonomy of the vehicles and also the safety
of themselves. However, being able to detect the object in
front of the vehicle with great precision is not a guarantee of
complete safety, because detecting an object does not mean
that the vehicle knows about the danger of the object to the
vehicle itself. Hence, keeping autonomous vehicles as safe
as possible is still a problem.
Since driving styles have a lot to do with vehicles’ safety,
lots of research has focused on evaluation, classification and
recognition of driving styles. There’re also various ways to
classify and recognize driving styles, whether using inertial
sensors[2] or a smart phone[3]. Brombacher et al.[4] used
artificial neural networks to detect driving event and classify
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driving styles, whereas Murphey et al.[5] used jerk analysis
for the driver’s style classification. Wang et al.[6] imple-
mented a semisupervised support vector machine to classify
driving styles and reduce the labeling effort at the same time.
Driving styles can be extracted by introducing thresholds for
velocity or acceleration. Wang et al.[7] used threshold to de-
scribe driving styles and used primitive driving patterns with
bayesian nonparametric approaches to analyze driving styles.
And driving styles can also be learned from demonstration[8]
and experts[9].
But even if we evaluate and classify driving styles prop-
erly, how to define the risk levels is still a challenge for
autonomous vehicles. Eboli et al.[10] combined objective and
subjective measures of driving styles to define the accident
risk level. Vaitkus et al.[11] proposed pattern recognition
approach to classify driving styles into aggressive or normal
patterns automatically using accelerometer data when driving
the same route in different driving styles. Siordia et al.[12]
classified driving risk based on experts evaluation. However,
estimating risk levels by humans can be subjective and
sometimes incomplete.
Based on this, we use a sticky hierarchical Dirichlet
process hidden Markov model to extract driving styles from
traffic data, which avoids the subjectivity and is more com-
plete. The sticky HDP-HMM method is a nonparametric
Bayesian learning method which can extract features without
prior knowledge. [13] used HDP-HSMM to cluster driving
data to evaluate energy efficiency. In this work, we propose
an evaluation system to rank the cluster results of sticky
HDP-HMM from driving data and use this to estimate
risk levels of the objects. Lots of research focused on the
classification of different driving styles [4] [5] but didn’t find
the relationship between driving scenarios and driving styles.
[12] considered driving risk classification but it also ignored
the interaction between the ego cars and driving scenarios.
Hence, we propose a framework combining driving scenarios
and driving levels to find the relationship between them and
evaluate risk levels of driving scenarios through the analysis
of driving styles based on nonparametric Bayesian learning.
The paper presents the contributions as follows.
• Presenting a framework based on nonparametric
Bayesian learning method to extract driving styles.
• Proposing an evaluation system to evaluate risk levels of
driving scenarios through the analysis of driving styles.
• Building a bridge between driving scenarios and driving
styles and discovering the relationship between them
which also fits people’s common sense.
The remainder of this paper is organized as follows.
ar
X
iv
:1
90
4.
10
17
6v
1 
 [c
s.R
O]
  2
3 A
pr
 20
19
Clustering Ranking
Clustering Results Ranking Results Feature Analysis MappingDriving Scenarios Driving Styles
Sticky HDP-HMM Ranking System
Fig. 1. Our framework. We firstly use sticky HDP-HMM to extract driving styles from time series driving data and then rank the clusters according to
the urgency levels. Then we analyze the features of driving scenarios and find the relationship between driving styles and driving scenarios. Finally we
map the driving scenarios to the ranking results and get the ranked driving scenarios according to their risk levels.
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Fig. 2. The model which is used to cluster driving data.
Section II describes the proposed framework along with
the nonparametric Bayesian learning method and ranking
method. Section III introduces the dataset we use and the
experiment procedure. Experiment results and analysis are
also presented in this section. Finally, the conclusions and
future work are given in Section IV.
II. METHODS
In this section we will describe our framework as well as
the nonparametric Bayesian learning method and the ranking
algorithm. We use this framework to extract driving styles
from time series driving data and rank the clusters according
to the urgency levels and finally map driving scenarios to
the ranking results where we find the relationship between
driving styles and driving scenarios which also fit people’s
common sense of driving.
A. Framework
As we know the driving scenarios and the ego car will
affect each other. Besides, since driving scenarios will have
an influence on the ego car, we can infer the risk levels
of driving scenarios from analysis of driving styles. For
instance, when a car is in a dangerous scenario, the driver
will brake and the car will slow down. So from the reduction
of velocity we can infer that the car is in a dangerous
situation. And this is the original source of our framework.
There’re four main steps in this framework which is shown
in Fig.1:
(1) Clustering driving styles through a sticky HDP-HMM
method.
(2) Ranking the clusters according to the urgency levels of
different clusters.
(3) Analyzing the influence of driving scenarios’ features on
the driving styles and getting the relationship between
driving scenarios and driving styles.
(4) Mapping the results of ranking driving styles clusters to
driving scenarios and inferring the risk levels of driving
scenarios to the ego car.
We’ll introduce our clustering and ranking method below
and the analyzing and mapping results will also be shown in
our experiment part.
B. Clustering method
This part will introduce the sticky hierarchical Dirichlet
process hidden Markov model(sticky HDP-HMM). We’ll
first introduce hidden Markov model(HMM) and hierarchical
Dirichlet process(HDP) and then detail the sticky HDP-
HMM method.
1) Hidden Markov Model(HMM): Hidden Markov model
is a statistical model that can be used to describe a markov
process with hidden unknown parameters, which can be
determined from observable parameters. Thus, the HMM is
composed of two layers: a hidden layer and an observation
layer. HMM is often used to solve mathematical problems
with implicit conditions. We first assume the observed re-
sult is O = o1,o2, ...,oT and the hidden condition is X =
x1,x2, ...,xT , which are both time series data. Then the
probability of occurrence of event O is described by the
following formula:
P(O) =∑
X
P(O|X)P(X) (1)
We denote the transition probability from xi to x j as pii j, thus
pii j = P(xt+1 = j|xt = i) and pii = pii1+pii2+pii3+ · · · . So we
get:
xt+1|xt ∼ pixt (2)
Then we denote the emission probability from xt to ot as
P(ot |xt) and P(ot |xt) = P(ot |x1, ...,xt−1,xt ,o1, ...,ot−1). And
we get:
ot |xt ,θxt ∼ F(θxt ) (3)
F(θxt ) is the emission function which describes the way from
xt to ot and θxt is called emission parameter[14].
2) Hierarchical Dirichlet Process(HDP): The Dirichlet
process, denoted by DP(γ,H), is parameterized by a base
distribution H and a real number γ which is a positive value.
And γ describes how discrete the model is. The Dirichlet
process can also be viewed as a stick-breaking process which
is described as follows:
G0 =
∞
∑
i=1
βiδθi (4)
The θi are distributed according to H (θ ∼ H) which is a
base distribution as mentioned before and δθi is an indicator
function. And the βi are given by a so-called stick-breaking
process formulated as follows:
βi = νi
i−1
∏
l=1
(1−νl) i = 1,2,3, · · · (5)
νi are independent random variables with the beta
distribution(νi ∼ Beta(1,γ)).
The hierarchical Dirichlet process(HDP) is a model that
can cluster grouped data using Dirichlet process discussed
above. More specifically, it uses the Dirichlet process to share
the basic distribution for each group of data. Assuming each
random probability measure G j has distribution given by a
Dirichlet process, thus we have:
G j|G0 ∼ DP(α,G0) (6)
In the formula, α is the concentration parameter and G0 is
the base distribution and from formula (4) we can obtain
that:
G0 ∼ DP(γ,H) (7)
Finally, from (4)(5)(6)(7) we can get that:
G j =
∞
∑
i=1
pi jiδθi (8a)
pi j|α,β ∼ DP(α,β ) (8b)
θi|H ∼ H (8c)
3) Sticky HDP-HMM: In the sticky HDP-HMM method, a
positive value κ is added to increase the expected probability
of self-transition [15] and compared with (8b) we obtain:
pii|α,β ,κ ∼ DP(α+κ, αβ +κδiα+κ ) (9)
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Fig. 3. Ranking process. We first divide the driving styles into four levels
based on whether the acceleration is always greater/less than zero. Then we
analyze each level respectively.
Combining all of these formulas above, we can obtain that:
xt+1|xt ∼ pixt t = 1,2,3, · · · ,T (10a)
ot |xt ,θxt ∼ F(θxt ) t = 1,2,3, · · · ,T (10b)
θi|H ∼ H i = 1,2,3, · · · (10c)
pii|α,β ,κ ∼ DP(α+κ, αβ +κδiα+κ ) i = 1,2,3, · · · (10d)
We use Gaussian emissions as the emission function F(θi)
to determine the observation model and the θi is set as
θi = [µpi ,σpi ]. In addition, we treat the ego car’s dynamic
driving process as a combination of different driving styles
and this dynamic process can be modeled as the HMM.
Then the HDP is used to develop the HMM with an infinite
state space[16] to learn from data. Additionally, a positive
value κ is added to increase the expected probability of self-
transition. Finally, we obtain the sticky HDP-HMM model
to process the driving data.
C. Ranking method
Tanishita et al.[17] showed that not only the mean speeds
but also changes in the mean speeds affected the per vehicle-
kilometer traffic accident rates. However, they arbitrarily
distinguished six areas of different speed levels which can be
incomplete and subjective. [18] studied using driver acceler-
ation behavior as an accident predictor. However, only using
acceleration is incomplete and there is no very significant
correlation between the acceleration variables and accidents
found. Thus, instead of dividing driving styles manually, we
first get different driving styles combining speeds and accel-
erations through a sticky HDP-HMM method automatically
and then consider the mean of speeds and accelerations of
each kind of driving styles to rank them. As can be seen
from Fig.3, we first divide the driving styles into four levels
based on whether a f is always greater/less than zero.
Level 1 If a f is always greater than zero, it means the car
is accelerating all the time, which reflects that the
driving scenario is very safe for the car.
Level 2 If the car accelerates at first and then slow down, it
means the car will go into a dangerous status, but
therere still a certain amount of response time. So
its safe at first.
Level 3 If the car slows down at first and then accelerate,
it means the car is in a dangerous status but then it
gets out of the risky area. So it is a little dangerous.
Level 4 If a f is always less than zero, it means the car is
slowing down all the time, which reflects that the
driving scenario is very dangerous for the car.
Then we analyze each level respectively.
For Level 1: Because the car is accelerating all the time and
to quantify the problem, we compare the mean
of the velocity of each clustered driving style
since it’s also related to traffic accidents[17].
For Level 2: Level 2 means that the car will accelerate
at first but then slow down. So we mainly
consider the first accelerating part and just like
Level 1, we compare the mean of the velocity
of each clustered driving style.
For Level 3: Level 3 means that the car will decelerate at
first but then accelerate. We mainly consider
the first decelerating part but firstly we need to
estimate if the velocity will fall to zero in this
part. If yes, its more risky and called Level 3.1.
Otherwise, its less risky and called Level 3.2.
Then for Level 3.1, we compare the average
acceleration of the decelerating part. Because
when a car is slowing down, the acceleration
will mostly reflect the drivers intents. Its the
same method with Level 3.2.
For Level 4: Finally we consider Level 4 which means that
the car will decelerate all the time. So just
like the decelerating part in Level 3, we first
estimate if the velocity will fall to zero in the
decelerating process and divide them into Level
4.1 and Level 4.2 and then compare the mean
a f of the whole decelerating process for each
level respectively.
D. Feature analysis and mapping
After clustering and ranking the urgency levels of driving
styles, we map driving scenarios to the ranked driving styles
and analyze the relationship between driving styles and
driving scenarios according to the clustering and ranking
results. Additionally, we use four variables to represent the
features of driving scenarios:
• Number, the number of 3D bounding box in a scenario.
• Distance, the distance between the nearest 3D bounding
box and the ego car.
• Type, the type of the nearest 3D bounding box like a
cyclist or a car.
• Angle, the observed angle between the ego car and the
nearest 3D bounding box.
The information of 3D bounding box is also from the
labels of KITTI dataset[19]. By analyzing the internal cause
that leads to the clustering and ranking results, we can find
how the driving scenarios affect the ego car’s driving styles
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Fig. 4. An example of 100 seconds driving data including the change of
v f ,vl ,a f and al over time.
and how the driving styles react to the driving scenarios at the
same time. Finally, we get the conclusions in the experiment.
III. EXPERIMENTS AND ANALYSIS
This section will introduce our experiment to validate our
methods.
A. Data Collection
The driving data we use is from KITTI dataset[20] and the
acquisition frequency is 10Hz. To reflect driving styles more
completely, we use acceleration and velocity to discribe driv-
ing styles. Because acceleration can reflect a driver’s intents
directly and velocity can reflect a car’s driving status more
intuitively. More specifically, we consider four variables for
use of clustering: forward velocity v f , leftward velocity vl ,
forward acceleration a f and leftward acceleration al . Fig. 4
shows an example of 100 seconds driving data including the
change of v f , vl , a f and al over time.
B. Clustering
As mentioned before, we use sticky HDP-HMM
method to cluster the driving data which is shown as
[v1:Tf ,v
1:T
l ,a
1:T
f ,a
1:T
l ] and Pyhsmm [21] is used to implement
the parameters including α,κ,γ , etc. to develop the sticky
HDP-HMM method.
Fig.6 shows the result where we can find that the driving
process is clustered into 10 clusters which means we get 10
kinds of driving styles. In addition, from the distribution of
clusters, we find that, among the clusters, Cluster#5 and #7
account for a larger proportion while Cluster#1, #2 and #3
account for a smaller proportion. So from the distribution we
can infer that when a car is driving, situations like Cluster#5
and #7 happen more often, while situations like Cluster#1,
#2 or #3 dont happen often.
Fig.5 shows some examples of the clustered results. From
Fig.5 we know that subgraph (1), (2), (3) and (4) belong
to Cluster#6 while subgraph (5), (6), (7) and (8) belong
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Fig. 5. Some examples of clustering results. Subgraph (1), (2), (3) and (4) belong to Cluster#6 while subgraph (5), (6), (7) and (8) belong to Cluster#7.
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Fig. 7. In the color stripe, different colors represent different clusters and
the whole color stripe shows the change of clusters over time which reflects
the change of driving styles over time. In the line plot, the horizontal axis
represents time and the vertical axis represents the different clusters.
to Cluster#7. In addition, the figure shows the change of
forward velocity v f over time. It’s obvious that the forward
velocity v f is increasing all the time in subgraph (1), (2), (3)
and (4) belonging to Cluster#6 while the forward velocity v f
is decreasing all the time in subgraph (5), (6), (7) and (8)
belonging to Cluster#7. So Cluster#6 reflects the accelerating
style of the car while Cluster#7 shows the decelerating style.
It also shows that the clustering results are reasonable
since the driving styles in the same cluster are similar while
the driving styles in the different clusters are different.
Fig.7 shows the clustering results more specifically. In the
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Fig. 8. The outer layer represents the distribution of clusters in the
four levels and the layer inside stands for a more precise division of
urgency levels. Besides, for the levels belonging to the Dangerous level
or Very Dangerous level, the darker the color, the higher the urgency level.
Whereas for levels belonging to the Sa f e or Very Sa f e level, the stronger
the color, the safer it is.
color stripe, different colors represent different clusters and
the whole color stripe shows the change of clusters over
time which reflects the change of driving styles over time.
The line plot in Fig.7 shows the change of different clusters
over time in more details. The horizontal axis represents time
and the vertical axis represents the different clusters. From
this figure, we can learn about the change of vehicle driving
styles with time during this period more clearly.
C. Ranking
Then we validate our ranking method. We also use 100
seconds’ driving data as an example. First, we divide the
car’s driving styles into four different levels according to
its acceleration. If the acceleration is always greater than
zero, it means the driving scenario is very safe for the car.
Whereas always slowing down means the car is in a very
dangerous state. Accelerating at first and then slowing down
show that the car will go into a dangerous status, but there
is still a certain amount of response time. On the contrary,
if the car slows down at first and then accelerates, it means
the car is in a dangerous status but then it gets out of the
risky area. So we just call it dangerous. After we get the
four levels containing corresponding clusters, we take their
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Fig. 9. This figure shows the change of five variables over time. The vertical
axis on the left represents the forward velocity v f while the vertical axis on
the right represents the four variables [Number,Distance,Type,Angle].
velocity and acceleration into account for each level. For
instance, for clusters in Level#1, we compare the average
forward velocity in each cluster and divide the urgency levels
for the clusters in Level#1 more elaborately. More specific
details are mentioned in Section II.
Then we get the result in Fig.8. In Fig.8, the outer layer
represents the distribution of clusters in the four levels.
Whereas the layer inside stands for a more precise division
of urgency levels. In addition, for the levels belonging to
the Dangerous level or Very Dangerous level, the darker
the color, the higher the urgency level. Whereas for levels
belonging to the Sa f e or Very Sa f e level, the stronger the
color, the safer it is.
So from Fig.8 we can find that for the 10 clusters,
Cluster#1, #4, #5 and #6 belong to Level#1(Very Sa f e) and
Cluster#4 is safest. Besides, Cluster#2, #3, #10 belong to
Level#2(Sa f e) and Cluster#2 is safest. Additionally, Clus-
ter#8 is in the Dangerous level. And for the Cluster#7 and
#9 in the Very Dangerous level, Cluster#7 is more dangerous
than Cluster#9. Therefore we get urgency levels for different
clusters and also their percentage distribution in Fig.8.
D. Feature analysis and mapping
Finally, we map driving scenarios to the ranked driving
styles and finally get the ranked driving scenarios of differ-
ent risk levels. More importantly, we find the relationship
between them. As mentioned in Section II, we use four vari-
ables: [Number,Distance,Type,Angle] to represent the fea-
tures of driving scenarios. Additionally, we use another four
variables [v f ,vl ,a f ,al ] to describe the driving styles. Thus,
we use [v f ,vl ,a f ,al ]⇔ [Number,Distance,Type,Angle]
to describe the relationship between driving styles and
driving scenarios. To explain the relationship between
them more concretely, we use the relationship [v f ] ⇔
[Number,Distance,Type,Angle]
as an example in Fig.9 which shows the change of the five
variables over time. The vertical axis on the left represents
the forward velocity v f while the vertical axis on the right
represents the four variables [Number,Distance,Type,Angle]
of driving scenarios. From the analysis of the relationship
between driving scenarios and driving styles, we get the
conclusions below:
(1) On the whole:
• Type and Angle do have an effect on the driving
performance of the car, but less than the other two
factors(Number and Distance).
• In most cases, v f decreases as Number increases and
vice versa.
• In most cases, v f decreases as Distance decreases
and vice versa.
(2) Through a more detailed analysis of the relationship
between driving scenarios and driving styles, we find:
• When the nearest object is close to the car, the
change of Distance is positively correlated with v f .
That means, the closer the object is to the car, the
slower the car velocity is.
• When the object is far away, even if Distance
decreases, v f may continue to increase or remain
unchanged. It’s reasonable. For instance, the driver
may think it isn’t so dangerous when it’s far away.
On the contrary, when the distance is too close, it’s
also possible for v f to increase. For example, there
is no threat to the car after they pass each other.
• As Distance decreases, v f may decrease, but it
may also be affected by Number and other factors.
Similarly, as Number increases, v f decreases for the
most part, but it is also affected by Distance and
some other factors.
• When Distance is reduced to a certain extent, it may
suddenly jumps to a larger value. Probably because
the nearest object has changed a new one. Then we
need to change our focus in time.
For instance, in Fig.9, for the subgraph named
Num#12 Cluster#9, with the decreasement of Distance at
first, v f also decreases. However, later the value of Distance
suddenly jumps to a larger value. This reflects that the first
nearest object has passed the ego car and now the original
second nearest object becomes the nearest object to the ego
car at this time. In addition, we can also find that v f decreases
as the Number increases and the Distance decreases in
Num#33 Cluster#2.
IV. CONCLUSION AND FUTURE WORK
In this paper, we propose a framework to estimate risk lev-
els of driving scenarios and analyze the relationship between
driving scenarios and driving styles. There’re four steps in
our framework: clustering driving styles, ranking driving
styles, feature analysis and mapping. We use sticky HDP-
HMM to cluster driving styles and get reasonable results.
After ranking driving styles and mapping we can get different
risk levels of driving scenarios. Besides, through analyzing
the relationship between driving styles and driving scenarios,
we get reasonable conclusions about the relationship between
them and know how the different driving scenarios will affect
a car’s driving status to different extent.
There’re still future work we need to do though. In our
ranking system, we mainly consider forward acceleration
and velocity. In our future work, we’ll also take leftward
and upward velocity and acceleration into account. In fact,
after we get different clusters of driving styles and get the
relationship between driving scenarios and driving styles, we
can classify a new driving scenario into a risk level and then
help the car to make more precise and safer decisions.
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