Abstract. We derive new functional equations for Nielsen polylogarithms. We show that, when viewed modulo Li 5 and products of lower weight functions, the weight 5 Nielsen polylogarithm S 3,2 satisfies the dilogarithm five-term relation. We also give some functional equations and evaluations for Nielsen polylogarithms in weights up to 8, and general families of identities in higher weight.
Introduction
The classical m-th polylogarithm function Li m is an analytic function defined by the Taylor series together with the initial condition Li 1 (z) = − log(1 − z). Polylogarithms appear in several areas of mathematics: for example, the Euler dilogarithm Li 2 (or, more precisely, a single-valued version) can be used to compute volumes of hyperbolic 3-folds, special values of Dedekind zeta functions at s = 2, and it is intimately related to algebraic K-theory (more precisely to K 3 and K 2 ) of number fields, see [39] , [41] , [42] . One of the most curious features of polylogarithms is that they satisfy a plethora of identities and functional equations, the most famous of which is undoubtedly the five-term relation, Li 2 (x) + Li 2 (y) − Li 2 x 1 − y − Li 2 y 1 − x + Li 2 xy (1 − x)(1 − y) = − log(1 − x) log(1 − y) , (1) (for |x| + |y| < 1) in this or any of its equivalent forms (see Section 1.5 in [30] ). Numerous other identities of this kind are known, both for Li 2 and for Li m for m > 2, but as soon as m becomes greater than 7, the only relations that are known in general are the inversion identity that relates Li m (z) and Li m (z −1 ), and the distribution relations n 1−m Li m (z n ) = λ n =1 Li m (λz) for n ≥ 1. For an introduction to functional equations for polylogarithms we refer the reader to [40] . Many examples of functional equations for Li m up to m = 5 can already be found in Lewin's classical book [30] , while newer results are e.g. given in [26] for m = 2 and in [36] , [20] for m ≤ 3. Inaugural results in weight 6 and 7 are treated in [15] , [16] . For further examples, and background, we refer also to these theses [8, 14, 33] .
In [32] Nielsen defined and studied the functions S n,p given by the following integral S n,p (z) := (−1)
It is easy to show that S m−1,1 = Li m , so that classical polylogarithms are a special case of Nielsen's generalised polylogarithms. On the other hand, Nielsen polylogarithms themselves are special cases of multiple polylogarithms and iterated integrals:
and I is the iterated integral I(x 0 ; x 1 , . . . , x N ; x N +1 ) :=
(The integral implicitly depends on the choice of a path going from x 0 to x N +1 , where the integration variables t i are considered to be ordered on the path.) Note that, as a multiple polylogarithm, S n,p has weight n + p and depth ≤ p. Moreover, the iterated integral identity extends the range of definition of S n,p to the case n = 0 and p = 0. While they are certainly not as well-studied as their classical counterparts, Nielsen polylogarithms do naturally appear in some calculations in quantum electrodynamics (for some references see [27] ), and they also provide the simplest examples (aside from Li m ) of harmonic polylogarithms, that appear, for example, in computations of planar scattering amplitudes [12] . For the original paper on harmonic polylogarithms, see [34] . There is also some interest in computing special values of S n,p (z), at least when z is a root of unity, since they arise in ε-expansions of some Feynman diagrams [11] , and also in connection with Mahler measures and planar random walks [4] (see also [3] ). For approaches to the numerical computation of values of Nielsen polylogarithms and harmonic polylogarithms, see respectively [28] and [18] .
Despite this, there appear to be very few results concerning functional equations for S n,p . In fact, excluding the case of classical polylogarithms Li m = S m−1,1 , the most general functional equations that we have found in the literature are the relations that express S n,p (γ(z)) in terms of S n ′ ,p ′ (z), where n ′ + p ′ = n + p and γ(z) is one of the Möbius transformations {z, 1 − z, [27] , or more recent [35] ). There is no known analogue of distribution relations for S n,p when p ≥ 2.
Part of our initial motivation comes from the conjectures of Goncharov regarding the structure of the so-called motivic Lie coalgebra, which predicts the reduction in depth of certain linear combinations of iterated integrals. One of these predictions is that S 3,2 of the five-term relation reduces to Li 5 , i.e. Indeed we establish this in Theorem 14 below, together with the explicit form of the Li 5 terms, thus corroborating part of these conjectures in weight 5. We also establish other examples of depth reduction for Nielsen polylogarithms, by way of giving functional equations for various S n,p up to and including weight 8. Extending the results of Nielsen and of Kölbig we also consider various evaluations and ladders (i.e. relations among S n,p at ±θ k for some algebraic number θ and k ∈ Z) of Nielsen polylogarithms, most of them apparently new.
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Motivic framework, and symbols
We first briefly recall some of the motivic framework of multiple polylogarithms and iterated integrals from the works of Goncharov [22] and [21] , in particular their Hopf algebra structure and the symbol of iterated integrals.
2.1. The Hopf algebra of motivic iterated integrals. In [22] , Goncharov upgraded the iterated integrals I(x 0 ; x 1 , . . . , x N ; x N +1 ), x i ∈ Q to framed mixed Tate motives to define motivic iterated integrals I m (x 0 ; x 1 , . . . , x N ; x N +1 ), living in a graded (by the weight N ) connected Hopf algebra H • = H • (Q), denoted A • (Q) in [22] . The coproduct ∆ on this Hopf algebra is computed via Theorem 1.2 in [22] as ∆I m (x 0 ; x 1 , . . . , x N ; x N +1 ) = 0=i0<i1<··· <i k <i k+1 =N +1 I m (x 0 ; x i1 , . . . , x i k ; x N ) ⊗ k p=0 I m (x ip ; x ip+1 , . . . , x ip+1−1 ; x ip+1 ). This is often stated mnemonically as a sum over all semicircular polygons, with the left hand factor corresponding to the main polygon, and the right hand factor corresponding to the product over all small cut-off polygons. A typical term is given by the following picture:
x 5 x 6 x 7
x 8
x 9
x 10
It is often convenient to invoke the reduced coproduct ∆ ′ = ∆ − 1 ⊗ id − id ⊗ 1.
2.2.
The mod-products symbol. Recall from [22, Section 4.4] , the '⊗ N -invariant', or symbol, of an iterated integral I of weight N . The symbol Symb(I) is an algebraic invariant of I, which respects functional equations among iterated integrals. It can be obtained by maximally iterating the (N − 1, 1) part of the coproduct ∆, giving Symb = ∆ [N ] in weight N . Recall also the projectors Π • from [13, Section 5.5] which annihilate the symbols of products. Here I m (a; b; c) is regularised (cf. (6) in [22] ) as
b−a ) otherwise . As usual with symbols, we will drop the log m from the notation and write tensors multiplicatively. We will also omit m from the iterated integral and Nielsen polylogarithm notation from now on. Note that on the symbol level we can ignore signs in the tensor factors, since we work modulo 2-torsion, so we can identify ⊗(−x) and ⊗x. To emphasise that certain identities hold only on the level of the mod-products symbol, we shall write f ¡ = g to mean Symb ¡ f = Symb ¡ g.
2.
3. Lie coalgebra. The coproduct induces a cobracket δ = ∆ − ∆ op , with ∆ op the opposite coproduct, on the Lie coalgebra of irreducibles
>0
. We use the notation {z} m for elements in the weight m pre-Bloch group B m (F ) (also called 'polylogarithmic group' in the literature), where F is any field. For a rigorous definition of B m (F ) see [20] §1.9, but roughly one can think about it as the quotient space of formal linear combinations of elements of F modulo the subspace given by specialisations of all functional equations for Li m . The conjectural structure of L • implies that B m (F ) is isomorphic to a subgroup of L m (F ), and hence one can think about {z} m as the image of Li m (z) modulo products. In Section 8.3 we will also work with higher Bloch groups B m (Q). These were originally defined (for number fields) in [39] . One can define B m (F ) as the kernel of δ restricted to the pre-Bloch group B m (F ).
The 2-part of the cobracket in weight N , i.e. the projection to
, is seen to annihilate all classical polylogarithms. Conjecture 1.20 and Section 1.6 in [19] on the structure of the motivic Lie coalgebra would imply that the kernel of the motivic cobracket should coincide with classical polylogarithms.
For example, up to weight 3 the 2-part vanishes identically for trivial reasons. This corresponds to the fact that in weight 3 every iterated integral can be expressed in terms of the classical trilogarithm Li 3 , which is well known already from Equation A.3.5 in (the appendix of) [30] , and given in a somewhat different form in [25] . The next case is weight 4, in which Goncharov predicted that I 3,1 (V (x, y), z) = 0 (mod Li 4 ) .
Here I 3,1 (x, y) = I(0; x, 0, 0, y; 1) and V (x, y) is any version of the five-term relation, such as in (1) above. This was established by the second author in [17] , and was subsequently also shown by Goncharov and Rudenko in [23] where it played a key role in the proof of Zagier's polylogarithm conjecture for weight 4.
In weight 5, one of the predictions is that
and this reduction is expected to play a similarly important role in any proof of Zagier's polylogarithm conjecture for weight 5. It follows from the special case of (4) at z = 1, that one also expects
which we prove in Theorem 14 below.
General properties of Nielsen polylogarithms
In this section we recall the basic two-term relations for Nielsen polylogarithms of arbitrary weight (Propositions 2 and 4), reduce S 2,2 to Li 4 (Proposition 5) and determine a basis of the space of modproducts symbols for Nielsen polylogarithms of a given weight (Theorem 7).
3.1. General relations. We first recall the differential behaviour of Nielsen polylogarithms, which can be used to verify some of the identities we give later. The behaviour follows by differentiating the integral (2) defining S n,p .
Proposition 1 (Derivative, Equation 2.11 in [27] ). For n, p ∈ Z >0 , the Nielsen polylogarithm S n,p (z) satisfies the differential equation
We use the convention S 0,p (z) =
, via the iterated integral definition (3). Nielsen already established a general inversion and reflection relation for the Nielsen polylogarithms.
Proposition 2 (Reflection, Section 5.1 in [27] ). For all z ∈ C (−∞, 0] ∪ [1, ∞), and all n, p ∈ Z >0 , we have
In particular, after neglecting products, one has an expression for
This also follows directly from the functoriality, shuffle product and path deconcatenation properties of iterated integrals [10] .
, where ζ(k 1 , . . . , k r ) := Li k1,...,kr (1, . . . , 1) is a multiple zeta value. From [2, Equation 10 ], the following generating function expansion m,n≥0
shows that this class of MZV's are polynomials in the Riemann zeta values ζ(q).
Proposition 4 (Inversion, Section 5.3 in [27] ). For all z ∈ C [0, ∞), and all n, p ∈ Z >0 , we have
where C n,p is some explicit homogeneous polynomial in π 2 and S a,b (1) = ζ({1} a−1 , b + 1), so is a polynomial in Riemann zeta values ζ(q).
In particular,
reduces to lower depth and products. [27, Section 6] , Kölbig notes that one can in principle find a 'complicated' expression for S 2,2 (z) in terms of polylogarithms, by studying the formulae for S n,p under the 6 anharmonic transformations. He references an equation in [30, p. 204] , from which such a formula could also be derived.
Kölbig perhaps overstates the complexity of this formula, and of the manner in which it should be derived. Note that from Proposition 4, we have the following identity
So immediately S 2,2 (z) can be expressed in terms of the other weight 4 Nielsen polylogs and products. Applying reflection to write S 1,3 (z) = S 3,1 (z) = Li 4 (z) (mod products), gives a reduction in depth to Li 4 . Wojtkowiak already gives a version of this reduction in [38, Equation 8.3.7] for some single-valued analogue of S 2,2 .
Proposition 5 (Reduction of S 2,2 ). The function S 2,2 (z) can be reduced to the classical Li 4 , and products of lower weight classical polylogarithms, as follows.
Proof. This identity can be verified by differentiation, and checking the resulting weight 3 combination is identically 0. Since S 2,2 (0) = 0, the constant of integration is fixed to ζ(4) to ensure the right hand side also vanishes at z = 0.
The same strategy also reduces S n,n (z) to lower depth Nielsen polylogarithms. Moreover, we can determine a spanning set for weight N Nielsen polylogarithms, as follows.
3.3.
Generators for Nielsen polylogarithms. We first state a lemma about the mod-products symbols of Nielsen polylogarithms.
Lemma 6. The mod-products symbol of S n,p (z), n, p > 0, is given by
where a ∧ b = a ⊗ b − b ⊗ a, and ¡ is the shuffle product of tensors, recursively defined on words via
, with the empty word 1 satisfying w ¡ 1 = 1 ¡ w = w.
Proof. The cases where n = 0 or p = 0 are trivially 0, since the Nielsen polylog reduces to a product. When n = 1, or p = 1, the result follows still by applying the recursive definition, taking into account that certain terms are trivial now.
For S n,p (z), only the terms z n+p and z 0 contribute in the recursion, so
Modulo products and constants we can deduce I(1; {1} p−1 , {0} n ; z) = I(0; {1} p−1 , {0} n ; z) by splitting the integration path at 0. So
By the recursive definition of the shuffle product ¡, we obtain the result.
The above identities and mod-products symbol expressions show that S 3 acts on the set of Nielsen polylogarithms of anharmonic ratios. The symbol of the Nielsen polylogarithm S n,p of weight
e. is symmetric in the last N − 2 factors and antisymmetric in the first 2. The representation of S 3 on Nielsen is then isomorphic to the representation of S 3 on 2-variable homogeneous polynomials of degree N − 2, under z ↔ X and 1 − z ↔ Y , and then tensored with the sign representation for the Li 2 (z) factor. More precisely, under the following identification, relations among S n,p and their associated polynomials correspond to each other in a bijective manner:
. Then the following set forms a basis for the symbols of Nielsen polylogarithms of weight N modulo products, under the anharmonic ratios:
In particular, depth d = ⌊(N + 1)/3⌋ suffices to generate all the Nielsen polylogarithms of weight N modulo products.
Remark 8. This is the expected depth necessary. Since the cobracket of depth p involves only terms of depth < p, one can iterate the cobracket on the wedge factors in each term of δS n,p (z) to determine a lower bound on the depth. The cobracket of δS n,p (z) involves both S n−2,p−1 (z) ∧ {1} 3 and S n−1,p−2 (z) ∧ {1} 3 . Note that the highest depth contributions at most come from S n−2k,p−1 (z) ∧ {1} 2k+1 for 0 < k < n 2 , so we can very informally say that, in the cases (n, p) = (2m − ε, m) for ε ∈ {0, 1, 2}, that modulo lower depth S n,p (z) "behaves like S n−2,p−1 (z)". (We will see instances of such a behaviour below, e.g., for S 3,2 and S 5,3 , and, in a weaker form, for the cases (n, p) = (2m − ε, m) as evidenced in Theorem 40 below.) So in weight 3M + k, k = 2, 3, 4, with
Since there are no (motivic) identities between the single term Li 2 (z), between the terms Li 3 (z) and S 1,2 (z), or between the terms Li 4 (z), S 2,2 (z), S 1,3 (z), the left hand factor S n ′ ,p ′ (z), n ′ +p ′ = 2, 3, 4, cannot simplify to 0. This shows that depth M + 1 is necessary for weight 3M + k.
Proof of Theorem. For simplicity, we focus mainly on the case N ≡ 1 (mod 3), say N = 3M + 1. In this case, X M N consists of 3 elements, and we claim the full basis is
. We need to check the image of B has full rank, in terms of the basis
of 2-variable homogeneous polynomials of degree 3M − 1. Up to scalars,
So we can project the vector space of 2-variable degree 3M − 1 homogeneous polynomials down to the quotient by the subspace
This leaves only basis monomials {X
i=M , and we have to consider whether the projection of the image of
, has full rank in this quotient space.
Up to scalars, we have
In the quotient space only terms j = M, . . . , 2M − 1 survive, so the matrix of the map is given by
After factoring out scalars from each row and column, reversing the order of the columns, and reindexing, we obtain the matrix
.
Standard evaluations show that
which proves that B is a basis in weight 3M + 1.
For the case of weight N ≡ 0 (mod 3), say N = 3M , the quotient matrix up to scalars is
Finally, for the case of weight N ≡ −1 (mod 3), say N = 3M + 2, the quotient matrix up to scalars is
So the set B always forms a basis, as claimed.
Clean single-valued Nielsen polylogarithms
For the purposes of numerical experimentation with Nielsen and polylogarithm identities, we can apply the 'clean single-value' procedure from [9] , to obtain functions which automatically lift mod-products symbol level identities to analytic identities, up to a constant of integration.
4.1. Cleaning procedure. To obtain clean single-valued functions we combine the single-valued map sv defined in [6] with a cleaning map R • . On a graded connected Hopf algebra H = N H N with (reduced) coproduct ∆ ′ and multiplication µ, the cleaning map in grading N is a linear map R N :
as explained in [9] . Functions obtained from the cleaning map complete the product terms in a universal way, and the single-valued map then ensures these combinations are single-valued.
The map R • kills products, so when applying it to ∆ ′ one only needs to keep the terms where the right-hand factor is not (trivially) a product. For iterated integrals, such terms are encoded by an analogue of the infinitesimal coproduct D (cf. [7, Definition 4.4] ) given by
The terms in this can be mnemonically represented as the following type of segments cutting out a semicircular polygon
Here the main part containing the integration end points x 0 and x N +1 gives the left hand factor, and the cut-off segment gives the right hand factor in the tensor.
We recall a few facts about R • :
, and
The single-valued map sv is an algebra homomorphism, so we can apply it to each factor in each term separately. The clean single-valued version of a function f of weight N is then given by
which will have sv f as its main term. The main result in [9] is that the clean single-valued functions f i automatically lift a mod-products symbol identity Symb ¡ i λ i f i = 0 to an analytic identity
4.2. Clean S n,2 Nielsen polylogarithms. One can easily derive a 'clean' version of S n,p for the symbol, for all n, p ∈ Z >0 , because constants go to 0 under the symbol map. For a 'clean' analytic version of S n,p it is important to retain the constants, but this makes a general formula more difficult to obtain. We focus only on the clean version of S n,2 (z) for the purposes of this paper.
We find that only the following terms contribute to the infinitesimal coproduct DS n,2 (z),
Illustrated diagrammatically, they are the following segments (respectively the family in the upper left, connecting the first vertex '1' with any of the subsequent '0's, the long segment from '1' to 'z' at the bottom, and the short segment at the bottom right ending in 'z')
Moreover, after rewriting
(mod products) , we obtain
So the clean version of S n,2 (z) is given by
In [9] , it was noted already that the clean version of Li n is given by
4.3.
Single-valued S n,2 Nielsen polylogarithms. Applying Brown's single-valued map to S n,2 produces the following function
Here we again use the convention S 0,p (z) =
Computed already in [6] is the following single-valued version of Li n , obtained from the single-valued map sv:
although this does not yet satisfy clean functional equations. The single-valued version of Li ¡
does have this property.
Remark 9. This single-valued polylogarithm is not simply Zagier's single-valued version (denoted
where Re n = Re for n odd, Re n = Im for n even and B j is the j-th Bernoulli number. It is shown in [9] how Zagier's single-valued version L and the clean single-valued version L ¡ are related. Applying the single-valued map to the expression for the clean Nielsen polylogarithm S ¡ n,2 (z) in (7) gives the following clean single-valued Nielsen polylogarithm
In particular, the main term is Re n+2 S n,2 (z), just as Re n Li n (z) is the main term for L ¡ n and L n .
Combined with Lemma 6, we see that S ¡ n,p satisfies mod-products symbol level identities up to an integration constant, i.e. if
In particular, we obtain the following clean-single-valued versions of the inversion and reflection results in Propositions 2 and 4
where ζ sv (n) is the single-valued MZV given by
The algebraic Li 2 , Li 3 and Li 4 functional equations
We recall the following infinite family of functional equations given in [14] , for Li 2 , Li 3 and Li 4 . We will use them in later sections, particularly Sections 6.2, 7.2, 8.1 and 9.4, to provide some additional evidence for the behaviour we expect of Nielsen polylogarithms modulo the classical polylog Li n .
Let a, b, c ∈ Z {0} be such that a + b + c = 0, and let {p i (t)} r i=1 be the roots (counted with multiplicity) of x a (1 − x) b = t. Furthermore, assume a > 0 for convenience. Then with the earlier notation that {z} n means the image of the motivic Li n (z) modulo products, we have
As in [14] , we observe the following facts about p i :
, up to a b-th root of unity .
Note that the case (a, b, c) = (1, 2, −3), or any permutation thereof, can be rationally parametrised over Q. Namely the solutions to
are given by
, or any permutation thereof, can also be rationally parametrised but this time only over Q(i). In fact, for some variable t let
Then the roots of
Nielsen polylogarithms in weight 5
In this section we prove one of our main results, stating that "S 3,2 evaluated on functional equations of Li 2 is expressible in terms of Li 5 ". We first corroborate this for the simpler two term relations in Propositions 10 and 11 as well as for a family of algebraic functional equations (which are not known to be consequences of the five-term relation) in Proposition 12, all of which have been already proved in [8] , before turning to the basic five-term relation itself (Theorem 14) and subsequent specialisations like distribution relations as well as ladders and special values. As a further corollary we recover a functional equation for Li 5 recently obtained in [33] .
Preconsideration: Following Section 2, the 2-part of the motivic cobracket of S 3,2 (z) is computed to be
Since {1} 3 = 0, this does not vanish in general, and we cannot reduce S 3,2 to Li 5 on the motivic level, hence we should not expect this on a function level, either.
Combinations
e. functional equations for Li 2 , will automatically kill δ i α i S 3,2 (x i ). Hence, we expect the Nielsen polylogarithm S 3,2 behaves like Li 2 , modulo Li 5 's and products.
6.1. Two-term identities. We can give relatively simple analytic identities for S 3,2 under the basic two term identities {z} 2 + {z −1 } 2 = 0 and {z} 2 + {1 − z} 2 = 0 for Li 2 . These identities are already contained within the reflection and inversion results, and so can be shown without the need to invoke the clean single-valued functions.
Proposition 10. For all z ∈ C [0, ∞), the following identity holds
Proof. This is just the case S 3,2 of Proposition 4.
, the following identity holds
Proof. Use differentiation to reduce to a weight 4 identity, which can also be verified. The constant of integration is fixed by evaluating as z → 1, to obtain S 3,2 (1)
Because of the argument in Section 3.3, one can verify that such an identity exists, and that it follows from the reflection and inversion just by computing the mod-products symbol. From the recursion (5) for Symb ¡ S n,p (z), and the reduction of weight 4 Nielsen polylogs to Li 4 , we have
and that our tensor symbols are written multiplicatively in each slot. We will drop the notation Symb ¡ from the tensors, for simplicity. We compute directly that the mod-products symbol of the left hand side is
This is already the mod-products symbol of the right hand side, i.e. it equals:
The remaining terms on the right hand side do not contribute, as they are already non-trivial products.
Alternatively, the symbol calculus above translates to the following straightforward to check equality of polynomial invariants:
By setting z = −1 in the first identity, and z = 1 2 in the second, we recover the following evaluations, contained in Table 2 and Equation 9.9 [27] .
The existence of these reductions corresponds to the fact that { 1 2 } 2 = {−1} 2 = 0, so that the 2-part of the motivic cobrackets of S 3,2 ( 1 2 ) and of S 3,2 (−1) vanish. 6.2. Algebraic Li 2 functional equation. Before dealing with the full five-term identity, we instead consider the simplest case of the algebraic Li 2 functional equation from Section 5. In more general cases, we have greater success reducing these algebraic functional equations, and so this is a good place to introduce them. This identity was already observed in [8] , where it was used to obtain a new functional equation for Li 5 . Note that the special case a = b = 1 is essentially Proposition 11.
Proposition 12 (Proposition 7.4.19 in [8] ). Let a, b, c ∈ Z {0}, with a + b + c = 0, and let
be the roots of x a (1 − x) b = t. For convenience take a > 0. Then the following reduction holds on the level of the mod-products symbol
Corollary 13. We have the clean single-valued identity
. If b > 0, we obtain roots p i = 0 with multiplicity a and p i = 1 with multiplicity b, giving the constant 2aζ (5) . If −a < b < 0, we obtain roots p i = 0 with multiplicity a, giving the constant −2bζ (5) . Finally if b < −a, we obtain roots p i = 0 with multiplicity a and roots p i = ∞ with multiplicity −b − a, giving the constant −2(a + b)ζ(5).
Proof of Proposition. For simplicity, we again drop the notation Symb ¡ from tensors for these calculations. We also write p i = p i (t) for simplicity. Then 1
from our observation in Section 5. So the mod-products symbol of the left hand side is
The mod-products symbol of the right hand side is
In the difference of the left hand side and right hand side, all terms ending ⊗p i cancel. We are left with
since the expression in brackets is already the algebraic Li 4 functional equation.
6.3. Five-term identity. Our main result is that S 3,2 , evaluated on the five-term relation, can be reduced to explicit Li 5 terms. On account of the known two-term inversion and reflection identities for S 3,2 in Propositions 10 and 11 above, we can without loss of generality fully antisymmetrise the five-term relation over S 5 . Here and below we use the notation
i.e. we extend functions to formal linear combinations j ν j [x j ] by linearity.
Theorem 14 (S 3,2 of the five-term relation). For indeterminates x 1 , . . . , x 5 , we have the following identity between the mod-products symbols of S 3,2 and Li 5 in
is the classical cross-ratio, and r 1 , r 2 , r 3 are the following 'higher' ratios
,
Corollary 15. For x 1 , . . . , x 5 ∈ P 1 (C) we have the following identity for the clean single-valued functions
Proof. By the antisymmetry, the constant in the clean single-valued identity must be 0. Proof of Theorem. Let us define the polynomials π 1 and π 2 by π j = numerator(1 − r j ). One can easily check that G j ⊂ S 5 fixes π j (up to sign), where
We have |G 1 | = 8, and |G 2 | = 3. It is also easy to check that numerator(1 − r 3 ) = π 1 π 2 . We claim that
To see this, let us denote s 1 = σ (45) (r 1 ), s 2 = σ (123) (r 2 ), where σ g denotes the action of g ∈ S 5 on Q(x 1 , . . . , x 5 ). Note the identities r 3 = r 1 · s
The group G 1 acts in the following way on r 1 and s 1 :
1 . (That is, the representation of G 1 on the multiplicative group generated by r 1 , s 1 is isomorphic to the standard 2-dimensional representation of the dihedral group D 4 .) Thus the first identity in (11) holds by
where the vanishing is equivalent to the following easily checked polynomial identity
Similarly, for G 2 we have = 0 .
, where again a ∧ b = a ⊗ b − b ⊗ a, we see from these two identities that the mod-products symbol of the Li 5 part of (10) 
From these observations we see that the mod-products symbol of the Li 5 part of (10) is equal to
Next, we introduce the variables u j := [j, j + 1, j + 2, j + 3], where as before [ijkl] := cr(x i , x j , x k , x l ) and all indices are written modulo 5. The action of S 5 on u j gives rise to an irreducible 5-dimensional representation V (written multiplicatively), in which σ (12345) (u j ) = u j+1 and σ (12) 
, we have under the mod-products symbol
Therefore, (10) is an identity in the skew-symmetric part of an S 5 -module 2 V ⊗ Sym 3 (V ). The 10-dimensional representation 2 V decomposes into a direct sum V 4 ⊕ V 6 of a 4-dimensional and a 6-dimensional irreducible representation. We can take the basis for V 4 to be u j ∧ u j−1 u j+1 , j = 1, . . . , 4, and the basis for V 6 to be given by w and σ (j,j+1) (w), j = 1, . . . , 5, where
First, we want to show that (12) projects trivially onto V 6 ⊗ Sym 3 (V ). We compute
From this we see that the projection of (12) onto V 6 ⊗ Sym 3 (V ) is equal to
Factorising in terms of u j and switching to additive notation with indeterminate U j corresponding to u j , we can rewrite the last expression as
Note that for any dihedral permutation g ∈ D 5 = (12345), (12)(35) ⊂ S 5 we have σ g (w) = χ(g)w, where χ : D 5 → {±1} takes value 1 on rotations and −1 on reflections. From this we see that
. The dihedral group D 5 acts on U j as on the vertices of a regular pentagon, and it is not hard to see that Alt D5 U 3 j = Alt D5 U i U j U k = 0, hence the image of Alt D5 on cubic polynomials is two-dimensional and it is spanned by Alt D5 U 1 U 2 j for j = 2, 3. From this we get that the projection of (12) onto V 6 ⊗ Sym 3 (V ) is equal to
On the other hand, one can easily check that
and therefore
This shows that (12) is an element of V 4 ⊗ Sym 3 (V ). Next, we compute the projections onto V 4 :
Then (12) is equal to
Let us denote the parenthesised polynomial by P (U 1 , . . . , U 5 ). Then, combining this identity with (13) we get that the mod-products symbol of the left-hand-side of (10) is equal to
The term (u 1 ∧u 2 u 5 ) is skew-symmetric under the subgroup S 4 ⊂ S 5 that permutes x 1 , . . . , x 4 , therefore
In view of this we compute 1 24
Finally, combining this with
we get that (14) is equal to
concluding the proof of (10).
Remark 17. If we utilise the results in [5] , one can potentially obtain a simpler proof of the S 3,2 of five-term reduction in (10) . From (11), we see that the mod-products symbol of
lands in the space of (integrable) tensors of iterated integrals on M 0,5 , since the contributions to each of the irreducibles π 1 and π 2 cancel. Since the 2-part of the deconcatenation cobracket (or functional cobracket, rather than motivic cobracket) also vanishes (it is a combination of depth 1 polylogarithms), Theorem 56 in [5] implies that it must be expressible in terms of Nielsen polylogarithms of weight 5, with cross-ratio arguments. The Alt 5 symmetry, and the fact that S 3,2 and Li 5 suffice by Theorem 7, means that it must equal Alt 5 c 1 S 3,2 (cr(x 1 , . . . , x 4 )) + c 2 Li 5 (cr(x 1 , . . . , x 4 )) , for some c 1 , c 2 to be determined. Moreover, Alt 5 Li 5 (cr(x 1 , . . . , x 4 )) = 0 already, by the Li 5 inversion. To fix the coefficient c 1 , we can compare the coefficients of (
If we alternate (10) over a sixth point, the Nielsen term vanishes as it depends on only four points. As a corollary, we obtain the following non-trivial functional equation for Li 5 that was previously found by the third author as a result of an extensive computer search. For any x 1 , . . . , x 6 ∈ P 1 (C) we have
Corollary 18 ([33, Theorem 5.13]).
Here we can choose either L 5 = L ¡ 5 , the clean single-valued polylogarithm above, or L 5 = L 5 , Zagier's single-valued polylogarithm.
Since every rational functional equation for Li 2 , i.e. any relation i n i L 2 (F i (x 1 , . . . , x k )) = 0 with F i ∈ Q(x 1 , . . . , x k ), follows from the five-term relation, we see that S 3,2 satisfies dilogarithm functional equations modulo Li 5 terms.
Corollary 19 (Distribution relations for S 3,2 ). The Nielsen polylogarithm satisfies the distribution relations
with algorithmically determinable Li 5 terms.
Proof. Wojtkowiak [37] gives an algorithm which reduces any functional equation in a single variable z, with arguments in C(z), to a combination of five-term relations (for a condensed version of the proof see also [41] , Proposition 4). From this, we can write the Li 2 distribution relation as a sum of five-term relations, and obtain the corresponding statement for S 3,2 .
Corollary 20. Any Li 2 evaluation which is accessible via the five-term relation (i.e. following explicitly from the five-term relation, see [26] ) can be upgraded to an S 3,2 evaluation, with explicit Li 5 terms. In particular, the Nielsen polylogarithm S 3,2 (z) can be evaluated in terms of Li 5 whenever Li 2 (z) can be evaluated in terms of products of logs.
Special values and ladders.
Corollary 20 gives us the previous formulae for S 3,2 (1) = ζ(1, 4) = −ζ(2)ζ(3) + 2ζ(5), and for S 3,2 (−1), S 3,2 ( 1 2 ) given in (8) , and (9) above. It also gives the following new identities involving the golden ratio, and ladders involving
Values involving the golden ratio: Recall the following evaluation involving the golden ratio φ = 
We have the following evaluation for the clean single-valued Nielsen polylogarithm S ¡ 3,2 :
For the complex analytic Nielsen polylogarithm S 3,2 we have:
Note that the coefficient of ζ(5) in the analytic identity is There are three related evaluations for φ −2 , φ −1 and −φ −1 which we reproduce for the sake of completeness in Appendix A. 
Ladder with
we have the clean single-valued identity
where we write β = √ 2 for convenience. From this, an analytic identity can again be derived.
Evaluation of S
for ω a root of the polynomial u 3 + u 2 − 1. By combining different functional equations of S 3,2 we can give another ladder evaluation. Let ω be a root of the polynomial u 3 + u 2 − 1. Then we use the depth reduction of S 3,2 applied to the following algebraic Li 2
from the three roots of
(case a = 2, b = −3 in Proposition 12 above) and specialise to t = −ω. The three arguments turn actually out to be equal to −ω −1 , ω 5 and −ω −4 , respectively. Now using further algebraic relations for ω like 1 + ω 4 = ω −1 and 1 − ω 5 = ω together with inversion and reflection relations as well as the duplication relation, we can rewrite the given combination as −
terms. Moreover, if we take the real embedding of ω the same ladder holds even for S 3,2 modulo Li 5 .
Identities in weight 6
In this section we first show that the depth 3 integral S 3,3 can be reduced to S 4,2 and S 5,1 = Li 6 (Proposition 21). Moreover, in analogy to the situation for S 3,2 and functional equations of Li 2 above, we expect that S 4,2 , evaluated on any functional equation of Li 3 , can itself be depth reduced to Li 6 , at least modulo products. As evidence we show the corresponding statement for the three term relation (Proposition 23) and for an algebraic family of functional equations (Proposition 25). As a consequence, we evaluate S 3,3 at certain roots of unity (Corollary 24), and we match the coproduct for S 3,3 (−1) as well as for S 4,2 evaluated at 1, Preconsideration: The 2-part of the motivic coboundary of S 4,2 (z) and S 3,3 (z) is computed to be
This suggests that S 4,2 (z) should behave like Li 3 modulo Li 6 , and gives a candidate for reducing S 3,3 to S 4,2 by matching their cobrackets.
7.1. Depth reduction of S 3,3 . We know that S 3,3 (z) can be reduced to S 4,2 and Li 6 , but from the motivic cobracket evaluated above we expect the combination
in particular to reduce modulo products to Li 6 's. Indeed, we find Proposition 21. The following identity holds for all z ∈ C (−∞, 0] ∪ [1, ∞), and reduces the Nielsen polylogarithm S 3,3 to depth ≤ 2
Proof. Differentiate, and use weight 5 identities to see the result is constant. By taking z → 0 we can fix the constant as −S 4,2 (1) + Li 6 (1) =
Also, one can check the polynomial invariant from Section 3.3. Whenever an identity among these polynomial invariants holds, the corresponding mod-products symbol identity is also true, and the result is necessarily derivable from inversion (Proposition 2) and reflection (Proposition 4). We have
By specialising the proposition to z = 1 2 , where the S 4,2 terms cancel, and to z = −1, respectively, we get the following.
Corollary 22.
(i) One has the reduction
(ii) We can reduce S 3,3 (−1) to S 4,2 (−1) and S 4,2 ( 1 2 ) modulo products as
Note that an evaluation of S 3,3 ( We also stress that this reduction still contains weight 6 Nielsen polylogs. However, we expect that both S 4,2 (−1) and S 4,2 ( 1 2 ) reduce further, since their motivic 2-coboundaries vanish. From the 3-term and duplication relation for Li 3 , we obtain that both { 1 2 } 3 and {−1} 3 are rational multiples of {1} 3 , so each coboundary reduces to 0 via the antisymmetry of the wedge product {1} 3 ∧ {1} 3 = 0. These reductions would imply also that S 3,3 (−1) reduces to depth 1, as opposed to depth 2 above. We return to these questions in Section 7.3 below.
7.2.
Functional equations for S 4,2 . As mentioned above, in analogy with the case of S 3,2 we expect that S 4,2 of any Li 3 functional equation can be reduced to Li 6 terms. As evidence for this, we show this for the three term relation and the algebraic family of functional equations from Section 5.
Corresponding to the three-term relation for Li 3 , namely
we have the following functional equation for S 4,2 .
Proposition 23 (Three-term relation). For all z ∈ C (−∞, 0] ∪ [1, ∞), the following 3-term identity for S 4,2 holds
Proof. Differentiate, and take z → 0 to fix the constant as
. Alternatively, we can also verify that this follows from reflection and inversion, by checking the polynomial invariant from Section 3.3:
We note the following reductions of S 3,3 at roots of unity (the latter of which is likely to be known, and the former of which follows from the MZV Data Mine [1] as the Nielsen polylogarithms at −1 are alternating MZV's).
Corollary 24.
We have the following specialisations.
(ii)
Proof.
(i) Setting z = 1 2 in Proposition 23 leads to the following two-term identity
Now note that (15) and (18) together imply (17) . (ii) This follows from the S 3,3 to S 4,2 reduction (Proposition 21) and the S 4,2 three term identity (Proposition 23).
For the algebraic Li 3 functional equation from Section 5, we can reduce S 4,2 to Li 6 , as expected. This was also used in [8] to obtain pure Li 6 functional equations, from certain depth reductions of the depth 2 integral I 5,1 under trilogarithm functional equations.
Proposition 25 (Proposition 7.6.12 in [8] ). Let a, b, c ∈ Z {0}, with a + b + c = 0, and let {p i (t)} r i=1
Corollary 26. We have the clean single-valued identity
If b > 0, we obtain roots p i = 0 with multiplicity a and p i = 1 with multiplicity b, giving constant 0. If −a < b < 0, we obtain roots p i = 0 with multiplicity a, and the constant is also 0. Otherwise b < −a, and we obtain roots p i = 0 with multiplicity a and roots p i = ∞ with multiplicity −b − a, and the constant is still 0.
Proof of proposition. Expand out as in the proof of Proposition 12, using the recursive definition of the mod-product symbol of S n,p (z), and replace 1 − p i in the last tensor factor by
The first bracket cancels using the two term S 3,2 (z)+S 3,2 (1−z) identity from Proposition 11. The second factor cancels using this, and the reduction for S 3,2 of the algebraic Li 2 equation from Proposition 12.
In particular, we expect a reduction of S 4,2 , applied to Goncharov's 840-term relation [19] for Li 3 , to Li 6 . By analogy with the weight 5 case (Corollary 18), we anticipate an interesting many variable functional equation for Li 6 to arise from applying the obvious 8-fold antisymmetrisation to such a reduction. 
lead to the following trivial cobrackets for S 4,2 using the antisymmetry of the wedge:
The first trilogarithm identity is just the case z = −1 of the trilogarithm duplication relation
The second identity, known to Landen, follows from duplication and the three-term relation (16) . For the analytic functions we have
The corresponding depth reductions for S 4,2 (−1) and S 4,2 (φ −2 ) would immediately follow from the conjectured reduction of S 4,2 of the trilogarithm duplication relation Li 3 (z) + Li 3 (−z) − 1 2 2 Li 3 (z 2 ) = 0. Unfortunately, we do not have such an expression. We can still investigate these reductions numerically, and via other functional identities.
We are able to find a certain mod-products symbol level identity
where the S 4,2 -arguments evaluate to ±1, at z = 1. Knowing how I 5,1 (1, −1) evaluates in terms of S 4,2 (−1), one is able to obtain an identity expressing S 4,2 (−1) in terms of Li 6 modulo products. With some work one can also derive an analytic identity. Using a well known lattice reduction algorithm ('LLL') and some post hoc simplifications we have searched for the simplest such identity, and so far we have found the following relation which holds to high precision. We have verified it to 10,000 decimal places in PARI/GP [24] . Here ? = means the result has been numerically checked to high precision, but it has not yet been formally proven.
Note that the coefficient of Li 6 (− Strategy for finding S 4,2 (−1) evaluation by matching the coproduct. Using the coproduct, we can better understand the nature and structure of this reduction, and attempt to generalise it to higher cases. This equality on the motivic level means that the coproducts (reduced coproducts for simplicity) of both sides must agree. We can compute that
Firstly, it is straightforward to see
exactly as appears in the reduction (19) . How is the rest of the coproduct matched by this reduction? Recall that
and the right hand factor is only defined "modulo iπ", because of branch cut ambiguities. So the following weight (5, 1)-part of the coproduct becomes Recall now the identity [39, p. 419] for the single-valued polylog
this is already given in [30, Equation 7 .100] for the analytic function Li 5 with the following explicit lower order terms (after correcting the missing coefficient
In particular, we obtain the following term in the coproduct
So to match the actual term 31 16 log(2) ⊗ ζ(5) appearing in ∆ ′ S 4,2 (−1) we can take the combination 1 13
as is manifest in the reduction in (19) . This explains the main term of the reduction. We have, for simplicity, ignored much of the coproduct, not just the lower order product terms in the weight (5, 1)-part, but also the weight (k, 6 − k)-parts, for k = 1, . . . , 4. This is not a cause for concern, since these parts are strictly simpler and so easier to deal with; they involve only products in the left hand factor, or higher powers of log(2) in the right hand factor.
In fact, by using analytic identities among
. . , 5, one can derive the following coproduct expression purely involving zeta values, and log(2)
The bracketed terms can be recognised as reduced coproducts of simple product expressions, so that the resulting combination 1 13 (2) has reduced coproduct exactly 31 16 log(2) ⊗ ζ(5). This explains all of the terms and fixes all of the coefficients in the reduction, except for the ζ(6) coefficient. Like all Riemann zeta values ζ(n), it has trivial reduced coproduct, and so this coefficient can only be fixed by numerically evaluating.
Assuming (19) , we can use (18) and (17) to obtain the following.
Remark 27. One has the following reductions of S 4,2 ( 1 2 ) and S 3,3 (−1) to polynomials in classical polylogarithms
We emphasise that the only uncertainty in these equations lies in the respective coefficient of ζ(6), as the coproduct expressions of both sides agree in each case.
Aside: connection with alternating MZV's. The reduction from (19) allows us to give an apparently new evaluation for some weight 6 alternating (Euler) MZV's, and thence reduce all weight ≤ 6 alternating MZV's to polynomials in classical polylogarithms.
More explicitly, one has the equalities
where
are alternating MZV's of weight 6. Using the MZV Data Mine [1] , a set of algebra generators of alternating MZV's is given up to weight 6 by log(2),
The strictly alternating MZV's ζ(1, 3) and ζ(1, 1, 3) are already known to be polynomials in classical polylogarithms, namely
Together with the above reduction for ζ(1, 5), and consequently ζ (1, 1, 1, 3 ), one obtains a reduction, albeit complicated, of all alternating MZV's of weight ≤ 6 to polynomials in classical polylogarithm values.
Reduction of S 4,2 (φ −2 ) obtained using the coproduct. As explained in the paragraph on the strategy for finding S 4,2 (−1) after (19) , a great deal of structure in the S 4,2 (−1) reduction above becomes manifest in the coproduct. By combining this understanding with the S 3,2 (φ −2 ) reduction found earlier, we can produce a very short list of potentially relevant polylog arguments for a candidate S 4,2 (φ −2 ) reduction. We quickly find the following with LLL to high precision, which was then subsequently verified to 10,000 decimal places in PARI/GP [24] . A complete analysis of the coproduct, similar to the case S 4,2 (−1) above, explains all of the coefficients and terms, except for the ζ(6) coefficient which must be numerically fixed.
Identities in weight 7
In this section we 'depth reduce' S 4,3 , and give evaluations of it at −1 and 1 2 . Furthermore, in order to guarantee the vanishing of the coproduct terms and hence to have a chance to depth reduce S 5,2 we need to invoke functional equations which hold simultaneously for Li 2 and Li 4 . This is the smallest weight where such a requirement is needed, and in general we would need to understand simultaneous functional equations for different Li a . An approach for finding equations of that type, at least with algebraic arguments, is outlined in Section 8.2. Finally, in Section 8.3, we also corroborate our expectations on linear combinations which simultaneously represent an element of both (higher) Bloch groups B 2 (Q) and B 4 (Q).
Preconsiderations. The 2-part of the motivic coproduct of S 5,2 (z) and S 4,3 (z) are computed to be
Hence we expect a reduction of S 5,2 to Li 7 only when α i [x i ] simultaneously satisfies a Li 2 and a Li 4 identity. On the other hand, we showed in Theorem 7 that S 4,3 can be reduced to lower depth. Since its coproduct is matched by
the difference should be expressible in terms of Li 7 's.
Proposition 28. The following identity follows from inversion and reflection, and it reduces S 4,3 (z) to lower depth
Proof. The polynomial invariant of the difference of the left hand side and the right hand side is
At the value z = −1, it follows from the inversion identity of S n,2 in Proposition 4 that S 5,2 (−1) is reducible, and
However, since δS 5,2 ( 
Moreover S 5,2 ( 
are the roots of x a (1 − x) b = t, for fixed a, b, c ∈ Z {0} with a + b + c = 0. One can notice that the individual orbits are already Li 2 functional equations, since under the six-fold symmetry each reduces to a multiple of
Hence S 5,2 of the same combination should be expressible in terms of Li 7 . As was noted in Section 5, for the case (a, b, c) = (1, 2, −3), the roots of the equation can be rationally parametrised over Q, giving a functional equation even with rational arguments.
Proposition 29. Let a, b, c ∈ Z {0}, with a+ b + c = 0, and let {p i (t)} r i=1 be the roots of x a (1 − x) b = t. For convenience take a > 0. Then the following reduction holds on the mod-products symbol
Corollary 30. We have the clean single-valued identity
Proof. Consider the limit t → 0, and use L ¡ Proof of proposition. The strategy is exactly the same as in Propositions 12 and 25. Expand out using the recursive definition of the mod-products symbol, and we reduce to the algebraic functional equations in lower weight, plus the three-term for S 4,2 .
8.2. Li a1 + · · · + Li an functional equations. It is possible to somewhat artificially construct simultaneous functional equations for Li 2 and Li 4 , and more generally simultaneous functional equations for Li a1 , . . . , Li an in the following manner.
Consider the function f (z) = µ 1 Li a1 (z) + · · · + µ n Li an (z), where a 1 < · · · < a n are positive integers and µ 1 , . . . , µ n are arbitrary non-zero numbers. Then by the distribution relations of order N we have
Let 0 < N 1 < · · · < N n be positive integers, and denote f (z) = (f (N1) (z), . . . , f (Nn) (z)) T . Then collecting the various distribution relations we get the equation
where Li a (z) = (µ 1 Li a1 (z), . . . , µ n Li an (z))
T , and V a,N = N The resulting combination µ j Li aj (z) = k α k f (g k (z)), where α k and g k do not depend on µ j , then vanishes identically under any Li aj functional equation
functional equation for Li a1 , . . . , Li an simultaneously. For the special case when Λ is the distribution relation
where M = lcm(N 1 , . . . , N n ), one obtains a rational Li a1 + · · · + Li an functional equation, but in general the functional equations constructed in this way will involve algebraic arguments.
8.3. Bloch group identities. Despite the scarcity of (rational) functional equations for S 5,2 , we can still investigate experimentally, along the same lines as was done for the classical polylogarithms in [39] , whether combinations S 5,2 ( j ν j [x j ]) reduce to Li 7 whenever j ν j {x j } k = 0 for k = 2, 4. Taking the algebraic identity x a (1 − x) b = t for a = 1, b = 2, and t = 4 27 leads to three roots p i = 
Note that the arguments of S 5,2 are exceptional {2, 3}-units, i.e. they are numbers z such that both z and 1 − z are of the from ±2 k 3 l , k, l ∈ Z. Looking at all possible combinations of non-trivial exceptional {2, 3}-units in [−1, 1) that define elements lying both in B 2 (Q) and B 4 (Q) (in this case it is equivalent to their vanishing in the pre-Bloch groups B 2 (Q) and B 4 (Q)), we find that they form a 5-dimensional space, generated by
In each of these cases we expect S 5,2 (α j ) to reduce to Li 7 . For α 1 = [−1] we already gave the corresponding reduction for the analytic functions, the single-valued version of which is
while the combination given as the argument of S 5,2 in (20) corresponds to a multiple of α 3 . The remaining elements α 2 , α 4 , and α 5 appear to be a lot more difficult to reduce rigorously. However, in each case we can find a candidate combination which works numerically to high precision (we have verified them for the single-valued functions to 10,000 decimal places using PARI/GP [24] Remark 31. Notice that although each x j ∈ Q that appears in this combination is a {2, 3}-unit, we also have primes 5, 7, 11, and 13 appearing in factorisations of 1 − x j .
Identities in weight 8
In this section, we depth reduce S 4,4 (z) (Proposition 32) and we reduce S 5,3 evaluated on the same family of algebraic Li 2 functional equations (Proposition 36) as for S 3,2 . A special case thereof allows to reduce S 5,3 (−1) to S 6,2 (−1) and S 6,2 ( 1 2 ), modulo polylogs and products, and subsequently to match the coproduct for S 6,2 (−1) and even arrive at a tentative evaluation (Proposition 34 and Appendix C).
Preconsiderations: Since ⌊(8 + 1)/3⌋ = 3, Theorem 7 shows that we can at best reduce to depth 3, meaning S 5,3 (z) is a new more complicated function in weight 8. On computing the 2-part of the motivic cobrackets, we find
We observe that S 5,3 (z) cannot reduce to S 6,2 motivically, even with more complicated arguments, since it contains a single Nielsen polylogarithm in its coproduct, which can never be matched by S 6,2 alone. Instead, we expect S 5,3 (z) to behave like Li 2 modulo S 6,2 and Li 8 , as explained in Remark 8.
9.1. Depth reduction of S 4,3 . We know that S 4,4 (z) reduces to S 5,3 , so we can attempt to do this by explicitly by killing the S 3,2 factor in the motivic cobracket.
Proposition 32. The following reduction expresses S 4,4 in terms of lower depth Nielsen polylogarithms
9.2.
On the special values of S 6,2 (z) and S 5,3 (z) at z = −1 and z = 1 2 . At z = 1 2 or z = −1 we compute the coproduct as
In order to match coproduct terms, we are thus led to investigating the following linear combination (on the left) and we find that it reduces to Riemann zeta values.
Proposition 33. We have
Proof. This follows from the MZV Data Mine [1] , since each S n,p (−1) already has the form of an alternating MZV.
A reduction of S 5,3 ( 9.3. Strategy for evaluating S 6,2 (−1). Since δζ(3, 5) = −5ζ(3) ∧ ζ(5) = −5{1} 3 ∧ {1} 5 it should be possible to reduce S 6,2 (−1) and S 5,3 (−1) individually to Li 8 and products, if we allow also the more familiar (conjecturally irreducible) constant ζ (3, 5) .
More precisely, the following combination, with trivial coboundary, should be expressible in terms of classical polylgoarithms and products of lower weight terms However, such a reduction is likely to be much more complicated than the corresponding reduction for S 4,2 (−1). The complicated part of the S 4,2 (−1) reduction stems from requiring terms j α j Li 6 (x j ) such that the (5, 1)-part of their coproduct gives
For weight 6, this was already possible using only arguments ±2 j , since one has the identity [39, p. 419]
To match the ζ(7) ⊗ log(2) term in
one should try to find a Li 8 combination α j Li 8 (x j ) such that the (7, 1)-part of their coproduct simplifies to ζ(7) ⊗ log(2). Unfortunately, the simplest such Li 7 combination which gives a non-zero multiple of ζ (7) already involves all the 29 exceptional {2, 3}-units [39, p. 420] . In fact we simultaneously require,
in order to match ζ(7) ⊗ log(2) in the coproduct, and to avoid generating extraneous terms ζ(7) ⊗ log(p), p > 2.
To find such a combination, we can slightly adapt the procedure from [39] for inductively computing elements in the Bloch groups B n (F ). Take a set of elements X = {x j }, each x j of the form ±p
We then can impose the conditions
, to obtain combinations which give 0 · ζ(3) and 0 · ζ(5) under L 3 and L 5 respectively. Assuming that p 1 = 2, we only need to impose the conditions
. . , ℓ, and then the combination Λ = j n j [x j ] has the property we desire. The same observation as in [39] shows that it is possible to satisfy these conditions by taking X = X(S) to be some set of S-units, for a sufficiently large set of primes S. Specifically, the number of conditions imposed grows polynomially in the size of S, but the Erdős-Stewart-Tijdeman Theorem (cf. [39] , p.425) shows that the size of X(S) grows exponentially in the size of S.
In the case where x j = ±2 a 3 b , and 1 − x j contains only factors 2, 3, 5, . . . , 23, (the original p = 2 , plus q = 7 new extra factors) we are in fact guaranteed to find such a solution. The set of such x j in (−1, 1), excluding squares, consists of 75 elements. In weight w = 8, to be ker β 8 we must impose
conditions. To force L 3 and L 5 images to be 0, we must impose a further 10 = 6 + 4 = k∈{3,5}
conditions. Finally, we have only 1 = p − 1 more condition to force for the desired behaviour for the L 7 image. In total we have 75 elements, and only 74 conditions, so the linear space of such combinations is (at least) 1-dimensional. This confirms the reduction suggested above following Proposition 33.
Naturally, one would hope to find a reduction for S 5,3 of the five-term relation. Using the result for S 3,2 , we can eliminate the {1} 3 ∧ S 3,2 (z) component of the coproduct, from S 5,3 (five-term). Unfortunately, we are still left with the non-trivial task of matching the remainder with S 6,2 terms, with rational arguments. The difficult part is to match the i {1} 3 ∧ {f i (z)} 5 and j {1} 5 ∧ {g j (z)} 3 components simultaneously with a combination of S 6,2 terms. One could apply the idea of Section 8.2 and use the duplication relation, to obtain δS 6,2 1 4 z 2 − z − −z = 3 16 {1} 3 ∧ {z 2 } 5 .
By substituting f i (z) into this, one can match by brute force the full motivic cobracket of S 5,3 (5-term). But then one is left with the more difficult task of matching the mod-products symbol by Li 8 terms of arbitrary algebraic arguments.
On the other hand, S 3,2 of the algebraic Li 2 equation from Section 5 has a relatively simple expression in terms of Li 5 . So matching the S 5,3 combination is more straightforward. We have, noting that Proposition 35 covers the special case a = b = 1 in more detail, that 10.1. Depth reduction in general weight. We end with the following result generalising the Li 2 -behaviour of S 3,2 and S 5,3 modulo lower depth from Propositions 11 and 35, and the Li 3 -behaviour of S 4,2 modulo lower depth from Proposition 23. Moreover, it supports the claim about the behaviour of S 2m−ε,m for ε ∈ {0, 1, 2} alluded to in Remark 8. More precisely, we prove that S 2m−2,m reduces to lower depth, and we expect that S 2m−1,m behaves like S 1,1 = Li 2 , and S 2m,m behaves like S 2,1 = Li 3 . For other cases, the cobracket potentially involves several terms of maximal depth. 
A routine calculation shows that
which implies that
where [z n ]f denotes the coefficient of z n in a power series f . Therefore, using the Lagrange inversion formula, we see that the generating series U (X, Y, z) := The other two parts are proved similarly, so we only sketch the proof of (ii) which is slightly more complicated than (i). In this case we need to prove 
