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Introduction générale 1
Redoublement, soutien scolaire, PAI 1, PPRE 2, AVS 3... Voici un infime échan-
tillon des solutions proposées en France pour remédier à l’échec scolaire. Ceci
illustre bien que les difficultés d’apprentissage sont un réel phénomène de so-
ciété auquel politiciens, pédagogues, neurologues, psychologues, orthophonistes,
chercheurs et enseignants tentent de remédier. La question est rendue complexe
en partie par les causes multiples de l’échec scolaire. Parmi celles-ci, les troubles
spécifiques des apprentissages font l’objet de nombreuses études mais restent mé-
connus par certains aspects.
L’un des apprentissages fondamentaux à l’école primaire concerne la lecture. Cette
activité automatique à l’âge adulte nécessite une instruction plus ou moins longue
en fonction des enfants, de la langue, de la méthode, etc. Bien que cet apprentissage
se fasse souvent sans trop de heurts, certains enfants rencontrent d’importantes et
persistantes difficultés. Le trouble spécifique d’apprentissage de la lecture, appelé
dyslexie, est fréquent (6 à 8 % de petits français) et son étude a permis d’avancer
dans la compréhension des processus de lecture.
De nombreuses études se sont intéressées d’une part aux mécanismes mis en place
pour l’identification de mots écrits et d’autre part à la manière dont la lecture
s’acquiérait chez les enfants. Notre travail s’inscrit dans ce cadre général puisqu’il
concerne l’influence lexicale dans l’identification de la lettre chez des enfants. On
1. Projet d’Accueil Individualisé
2. Programme Personnalisé de réussite éducative
3. Auxiliaire de Vie Scolaire
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cherchera à mettre en évidence à quel stade de traitement les connaissances lexi-
cales interviennent grâce à la technique des potentiels évoqués. Cette étude portera
à la fois sur des enfants normo-lecteurs et, dans une approche plus neuropsycho-
logique, sur des enfants souffrant de dyslexie de développement.
La première partie de ce manuscrit sera consacré à l’état des connaissances ac-
tuelles sur les mécanismes, l’apprentissage et les troubles de la lecture. Dans un
second temps, nous exposerons les recherches réalisées durant ces 4 années de
thèse au sein de l’unité 825. Nous préciserons le cadre de travail avant de présenter
spécifiquement les études en électro-encéphalographie de l’influence des connais-
sances lexicales sur l’identification de lettres.
Première partie
Etat de l’art
15

Les mécanismes de lecture 2
2.1 Introduction
Dans notre société, la lecture est une activité courante et quotidienne. Ce mode
de communication a pris de l’ampleur durant le siècle dernier et il est maintenant
souvent indispensable de le maîtriser pour pouvoir accéder à certaines informa-
tions primordiales telles que le descriptif de produits lors des courses, les notices
de médicaments, les modes d’emploi de certains appareils, les horaires dans les
gares et les aéroports, etc. Pour le lecteur expert, cette fonction est simple, immé-
diate et automatique. Elle ne demande pas d’effort apparent, nous ne devons pas
consciemment réfléchir à la manière dont elle s’effectue. Pourtant, contrairement
au langage parlé, la lecture n’est pas naturelle et n’est apparue que récemment (il
y a 6000 ans tout de même). De plus, toutes les sociétés humaines ne l’ont pas dé-
veloppée. Nous nous rendons également compte que l’apprentissage de la lecture
n’est pas chose aisée puisqu’il nécessite plusieurs mois voire plusieurs années et
ne peut se faire par seule confrontation à des textes écrits.
Dans cette première partie, nous tenterons de définir plus précisément ce que l’on
entend par « lecture », nous verrons que ce terme peut avoir des sens très distincts
et regrouper diverses réalités. Nous verrons ensuite quels sont les mécanismes de
cette activité cognitive, quelles sont les étapes de traitement de l’information per-
mettant d’y parvenir. Nous aborderons également la manière dont ces mécanismes
se mettent en place lors de l’apprentissage. Précisons que nous ne traiterons dans
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ce travail que de la lecture alphabétique. Nous n’évoquerons pas la spécificité des
langues logographiques tels que le chinois ou le japonais kanji ni la lecture du
braille, spécifique par sa séquentialité.
2.2 Qu’entend-t-on par « lire » ?
« Lire sur les lèvres », « Lire une partition », « Lire en quelqu’un comme dans
un livre ouvert », « Lire entre les lignes »... Autant d’expressions utilisant le terme
« lire » mais qui expriment des réalités bien différentes. Lors d’une conférence
sur la lecture au milieu du siècle dernier, Spencer (cité par Morais (1994) propose
que « dans son sens le plus large, la lecture est le processus d’interprétation des
stimuli sensoriels ». Morais (1994) s’insurge contre cette définition qui serait plus
adaptée au terme de perception qu’à celui de lecture. En effet, dans le cadre
scientifique de l’étude de la lecture, nous ne pouvons accepter le point de vue
élargi, il est indispensable de restreindre le champ d’application de notre objet
d’étude à l’interprétation de signes graphiques. Au vu de ces éléments, l’activité de
lecture peut se définir comme la capacité de reconnaissance, c’est-à-dire la capacité
d’identifier chaque mot en tant que forme orthographique ayant une signification
et de lui attribuer une prononciation. Par ailleurs, dans le terme « lecture », plu-
sieurs concepts sont confondus... Tel qu’utilisé actuellement, il recouvre à la fois la
capacité de lecture, les buts de la lecture, l’activité de lecture et la performance de
lecture. La performance de lecture est le résultat, le degré de réussite de l’activité
de lecture. L’activité de lecture est l’ensemble des événements qui se déroulent
dans le cerveau et dans le système cognitif que le cerveau supporte, ainsi que dans
les organes sensoriels et moteurs. Les buts de la lecture sont la compréhension
du texte écrit et/ou l’atteinte d’une impression de beauté. La capacité de lecture
est la partie de l’ensemble des ressources que nous mobilisons en lisant et qui
est spécifique à l’activité de lecture (i.e. qui n’est pas mise en jeu dans les autres
activités). Cette capacité peut également être définie comme l’ensemble des pro-
cessus perceptifs permettant que la forme physique du signal graphique ne soit
plus un obstacle à la compréhension du message écrit. Comme toute autre capacité
cognitive, la capacité de lecture est une transformation de représentations dites
d’entrée en d’autres représentations dites de sortie. Dans ce cas, la représentation
d’entrée est un patron visuel et celle de sortie est une représentation phonologique
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(Morais 1994).
Lire consiste donc dans un premier temps à traiter une information visuelle.
Dès la fin du 19ième siècle, de nombreux auteurs se sont attachés à comprendre la
nature et le mode d’organisation des représentations visuelles et orthographiques
en présence d’un mot écrit. Deux types d’informations visuelles/orthographiques
ont été proposés pour rendre compte de la lecture. La première concernerait plutôt
une forme globale du mot (Cattell 1886, Johnson 1977, Haber et coll. 1983, Monk
et Hulme 1983, Healy et Cunningham 1992) ou l’ensemble des traits visuels qui
le compose et lui donne une configuration spécifique (Smith 1969, Wheeler 1970,
Allen et coll. 1995) tandis que la seconde correspondrait à l’identité abstraite des
lettres (Adams 1979, McClelland 1976, McClelland et Rumelhart 1981, Paap et coll.
1982; 1984).
2.3 Le traitement des mots écrits : de la perception
à l’accès lexical
2.3.1 La forme globale des mots
La forme globale du mot correspond à son « enveloppe » visuelle lorsqu’il
est écrit en minuscule. En effet, certaines lettres sont montantes (b,d,f,h,k,l,t),
d’autres sont descendantes (g,j,p,q,y) et d’autres encore sont dites neutres
(a,c,e,i,m,n,o,r,s,u,v,w,x,z). Les mots présentent donc une forme globale très diffé-
rente en fonction du nombre de lettres montantes, descendantes ou neutres qui le
composent. Si nous prenons comme exemple le mot « question » dont l’ombre est
présentée à la figure 2.1, nous constatons qu’il débute par une lettre descendante
suivie de 3 lettres neutres, viennent ensuite une lettre montante et 3 lettres neutres.
Figure 2.1 – la forme globale du mot « question »
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Toutefois, toutes ces informations ne se retrouvent pas lorsque les mots sont écrits
en MAJUSCULES. Plusieurs arguments ont été proposés en faveur de l’hypo-
thèse d’un traitement de la forme globale du mot. Ainsi, le fait que les lecteurs
soient plus lents lorsque les mots sont présentés en MAJUSCULES ou en alter-
nance mInUsCuLeS-mAjUsCuLeS a été avancé comme preuve de l’importance de
la forme globale du mot. Cependant, nous nous rendons aisément compte que
cet effet en défaveur des MAJUSCULES peut refléter uniquement l’habitude du
lecteur qui est plus souvent confronté à du texte écrit en minuscule et est donc
plus habile pour lire ce genre de texte. Concernant les mots qui alternent les 2
casses, ils seraient plus difficiles à décoder par le fait que la discriminabilité des
lettres est altérée et que le degré d’incertitude du stimulus est augmenté (Ferrand
2007). Des expériences de détection d’erreurs en lecture de texte ont également
été proposées pour mettre en évidence l’importance de la forme globale. Monk
et Hulme (1983) et Healy et Cunningham (1992) ont constaté que des erreurs
étaient plus facilement décelées quand la lettre substituée ne permettait pas de
conserver la forme globale du mot. Il est plus difficile de s’apercevoir de l’erreur
lorsque le mot « question » est substitué par « quesfion » que s’il est remplacé
par « quescion ». Paap et coll. (1984) ont proposé que cet effet ne devait pas être
considéré comme lié à la forme globale du mot mais peut-être plutôt localisé au
niveau des lettres. Ces dernières seraient moins discriminables lorsque la lettre
de substitution maintient l’enveloppe du mot. Plusieurs expériences ont alors été
réalisées et ont permis d’infirmer l’hypothèse d’une place prépondérante de la
forme globale du mot pour la lecture. En détection d’erreurs, par exemple, Paap
et coll. (1984) ont mis en évidence que les fautes étaient mieux discriminées quand
la lettre substituée était similaire visuellement et ce, que la forme globale du mot
soit respectée ou non. Dans une expérience d’identification de mots écrits, les
mêmes auteurs ont posé l’hypothèse que si la forme globale avait un rôle impor-
tant, les mots ayant une forme rare devrait être lus plus rapidement. Or, il ne
trouve pas de différence significative entre les mots à la forme globale rare et ceux
qui ont une forme fréquente et ce, quelle que soit la fréquence d’occurence des
mots. D’autres chercheurs (Mayall et coll. 1997, Mayall et Humphreys 1996) ont
montré que les difficultés de lecture en situation aLtErNéE ne s’explique pas par la
distorsion de la forme globale du mot mais plutôt par un groupement inapproprié
des lettres. Pour le mot « tAbLe », par exemple, le « A » serait groupé au « b » et ils
formeraient ainsi une unité non appropriée de lecture. Leur expérience consistait
en l’identification de mots présentés en minuscules ou en casses aLtErNéEs et
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avec ou sans espacement entre les lettres. Ils obtiennent un effet de l’espacement
uniquement pour la casse iNhAbItUeLlE et bien entendu un effet de la casse.
Si la forme globale du mot était la principale information visuelle nécessaire à
l’identification du mot, l’effet de l’espacement aurait été observé aussi pour les
lettres minuscules. Bien que ces résultats suggèrent que la forme globale n’est pas
en jeu dans la lecture, certains auteurs (Allen et coll. 1995, Healy et Cunningham
1992, Lété et Pynte 2003) continuent à soutenir une hypothèse holistique de la
lecture.
2.3.2 Les traits visuels des lettres
Nous venons de voir que l’information visuelle nécessaire à la lecture ne se-
rait pas la forme globale des mots mais plutôt les lettres. Il est assez intuitif de
se dire que pour identifier un mot, il faut identifier les lettres qui le composent.
Mais comment reconnaît-on les lettres ? La toute première information extraite lors
de la présentation d’un stimulus porte sur ses propriétés purement physiques. Il
faut dans un premier temps enregistrer si le stimulus se compose de lignes droites,
courbes, verticales, horizontales, obliques, longues ou courtes, plus ou moins espa-
cées. Ce travail d’analyse n’est pas spécifique à l’identification de mots, il s’effectue
pour d’autres stimuli visuels. Toutefois, cette analyse purement visuelle des lettres
est totalement insuffisante pour permettre d’identifier le mot qu’elles composent.
En effet, une même lettre peut diverger très fortement quant à son aspect phy-
sique. Elle peut être écrite en MAJUSCULES ou en minuscules, dans des polices
différentes ou, pour les lettres manuscrites, diverger en fonction de la grande di-
versité des calligraphies individuelles. Malgré cette variété, les systèmes d’écriture
alphabétiques peuvent être décrits grâce à un ensemble limité de traits (lignes ho-
rizontales, verticales, courbes ouvertes ou fermées, etc). En utilisant moins de 10
traits caractéristiques, Selfridge et Neisser (1960) ont proposé le premier modèle
d’analyse des traits visuels des lettres appelé le « pandémonium » (cf figure 2.2).
Ce modèle se compose de plusieurs groupes de décodeurs (appelés démons par les
auteurs). Le premier groupe, les démons « image » ont pour fonction d’enregistrer
l’image iconique de la lettre. Celle-ci est ensuite analysée par les « Line demons »
(démons lignes) et les « angle demons » (démons angles) en fonction des différents
traits composant la lettre. Suite à cela, toutes les lettres comportant ces mêmes
traits sont activées au niveau des « pattern demons » (démons de modèles) et ce
de façon proportionnelle. Ainsi, plus les traits observés sont consistants avec une
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lettre, plus celle-ci est activée. Et finalement, un système décisionnel (« decision
demons ») choisit simplement la lettre la plus activée.
Figure 2.2 – Modèle du pandemonium de Selfridge et Neisser (1960)
Les principaux modèles théoriques qui ont fait suite au pandémonium s’accordent
sur le fait que la reconnaissance visuelle des mots écrits se fait en 3 étapes (Ca-
ramazza et Hillis 1990, McClelland et Rumelhart 1981, Paap et coll. 1982). Dans
un premier temps, un traitement des caractéristiques du trait visuel des lettres est
réalisé et permet une computation des points, orientations, etc. Une seconde étape
consiste en la reconstruction des lettres à partir des caractéristiques précédemment
encodées. Cette phase de traitement permettrait de distinguer les items alphabé-
tiques des stimuli non alphabétiques à un niveau pré-lexical. Finalement, dans la
dernière étape, les mots sont traités et une forme abstraite est créée à partir de
l’identité de chaque lettre (représentation abstraite de chaque lettre, indépendante
de la casse, police, etc.).
2.3.2.1 Le modèle activation-vérification (Paap et coll. 1982)
Selon le modèle à activation-vérification (AV) de Paap et coll. (1982), il y au-
rait des unités « lettres » stockées dans un alphabet mental et des unités « mots »
stockées dans un lexique mental. Chaque lettre de l’alphabet est représentée par
une liste de traits visuels et le niveau d’activation d’une lettre est déterminé par le
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nombre de traits appariés et non appariés qui ont été détectés. Les unités de mots
quant à elles, sont activées par extension en fonction de l’activation des lettres qui
le constituent. Le modèle prévoit également la possibilité qu’une détection de traits
au-delà de la lettre (ex : la longueur ou la forme globale du mot) puisse contribuer
à l’activation des unités « mots ». Cette première étape d’activation conduit à la
sélection d’un petit ensemble de candidats lexicaux composé de l’item (ex : le mot
« lien ») en question mais également de ses voisins lexicaux (ex : « lion », « sien »,
« tien », « liés », ...). La seconde étape, dite de vérification, va consister à compa-
rer successivement chaque unité activée à la représentation du stimulus et ce, par
ordre décroissant de fréquence d’occurrence. Une décision est prise pour chaque
candidat jusqu’à ce que le critère de décision soit atteint pour l’un des mots préa-
lablement activé.
2.3.3 Le codage des lettres et de leur position
Comme nous venons de le voir, aujourd’hui la plupart des auteurs s’accordent
sur le fait que la lettre est l’unité de base de la perception des mots écrits (McClel-
land et Rumelhart 1981, Paap et coll. 1982, Grainger et Jacobs 1996, Bowers 2000).
De même, nombreux sont ceux qui pensent que pour pouvoir reconnaître la lettre
quelques soient la police et la casse utilisées, il faut qu’il existe un système qui
possède la connaissance de l’identité abstraite des lettres (Morais 1994).
Par ailleurs, outre l’identité des lettres, leur position est également importante pour
pouvoir identifier un mot dans des langues alphabétiques (tels que le français,
l’anglais ou l’allemand) qui possèdent beaucoup d’anagrammes (ex : « maison » et
« aimons »). Ferrand (2007) reprend 3 hypothèses envisagées pour rendre compte
du codage des lettres et de leur position :
2.3.3.1 Le codage par slot
Le codage par slot consiste en un codage simultané de l’identité de la lettre et
de sa position. Chaque lettre est indexée à un emplacement donné dans la suite de
lettres. Le modèle à activation interactive (IAM) de McClelland et Rumelhart (1981) est
un exemple de ce type de codage (voir figure 2.3). Selon ce modèle, les 3 niveaux
de traitement (traits visuels, lettres et mots) opèrent entièrement en parallèle. La
reconnaissance d’un mot serait influencée à la fois par des informations de bas
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niveau (celui des lettres) et par des informations de plus haut niveau (celui des
mots). Les différentes unités sont interconnectées au sein d’un même niveau mais
également entre les niveaux adjacents. Les connexions peuvent être excitatrices
entre 2 unités compatibles ou inhibitrices entre 2 unités incompatibles. Dans ce
modèle, les suites de lettres sont codées en parallèle par un ensemble de détecteurs
de lettres dépendant de la position de la lettre dans le mot et de la longueur de
ce dernier. Ainsi, il existe des unités différentes pour la lettre « R » dans le mot de
5 lettres « ROBOT » (où elle se situe en première position), dans le mot de cinq
lettres « ARMEE » (où elle se situe en deuxième position) et dans le mot de sept
lettres « RAVIOLI » (où elle se situe en première position). Ce type de codage de la
position des lettres est le plus efficace mais est particulièrement coûteux puisqu’il
faut dupliquer de nombreuses fois l’ensemble des lettres de l’alphabet afin de
pouvoir coder toutes les positions de suites de lettres en fonction de la longueur
du mot. De plus, cela code l’information absolue et non relative de la position des
lettres (Ferrand 2007)
Figure 2.3 – Représentation d’une activation de la lettre « T » en première position d’un mot et ses
interconnections selon le modèle IAM (McClelland et Rumelhart 1981)
Pour pouvoir coder la position relative des lettres, une solution consiste à ajouter
des points d’ancrage. La position d’une lettre sera alors définie par rapport à
un point d’ancrage donné. Dans leur modèle à 2 routes, Coltheart et coll. (2001)
proposent un codage de gauche à droite indépendant de la longueur du mot.
La position d’une lettre est codée par rapport au début du mot, de sorte que la
3ième lettre d’un mot est codée à la même position pour un item de 4 lettres que
pour un item de 7 lettres. Ceci permet donc de considérer des mots de différentes
longueurs. En 1999, Peressotti et Grainger (1999) ont envisagé une extension à ce
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type de codage en suggérant que le système visuel doit utiliser la position de la
fixation de l’oeil comme point d’ancrage en plus des deux autres, correspondant
à la première et la dernière lettres du mot. Selon leur conception, le codage relatif
de la position opérerait autour de 3 points d’ancrage : les 2 lettres extrêmes et
la position de l’oeil dans le mot (généralement plus centrale). Le système visuel
dispose donc d’informations concernant les lettres externes et les lettres situées
au centre mais peu d’information sur les autres lettres (Stevens et Grainger 2003).
Les espaces inter-mots permettent non seulement de diminuer l’inhibition latérale,
mais également de donner une information précieuse quant à la position des
lettres externes. Les lettres fixées bénéficient quant à elles d’une bonne acuité grâce
à leur projection au centre de la fovéa, région dense en cônes, ainsi que de la
correspondance rétinotopique de l’information à droite et à gauche du point de
fixation permettant d’inférer la position des lettres par rapport à ce point.
Ferrand (2007) ajoute que dans les modèles computationnels de la lecture à
voix haute (Plaut et coll. 1996), un autre type de codage par slot a été utilisé pour
les mots monosyllabiques avec la définition de 3 positions : l’attaque, le noyau
vocalique et la coda. Ce type de codage ne permet toutefois pas d’expliquer pour-
quoi le lecteur ne confond pas « RTAIN » et « TRAIN ».
La deuxième sorte de codage est appelé codage dépendant du contexte local et
utilise le concept de « triplets » de lettres (Seidenberg et McClelland 1989). Dans
le mot « ROBOT » par exemple, le codage s’effectue comme en ensemble non
ordonné de triplets de lettres : #RO/ROB/OBO/BOT/OT# où # représente un
espace. Le contexte local est donc calculé par les triplets de lettres mais ne l’est
que pour les lettres adjacentes. Dans son modèle Blirnet, Mozer (1987) a proposé
un système de triplets plus élaboré car rendu plus flexible par l’utilisation de
« trigrammes ouverts ». Ces derniers peuvent être formés en insérant une lettre
entre la 1ière et la 2ième lettre ou entre la 2ième et la 3ième lettre de chaque triplet.
Ainsi, si nous reprenons notre exemple, le mot « ROBOT » contient les 5 triplets
déjà présentés mais aussi des trigrammes ouverts tels que R_OB et RO_B. Plus
récemment, cette idée d’un codage de la position relative des lettres a été reprise
par Grainger et Van Heuven (2003) qui ont utilisé des bigrammes ouverts pour
coder la position des lettres dans un mot. Les bigrammes sont formés à partir des
lettres adjacentes ou non adjacentes dans l’ordre correct. Le mot « LOUP » est ainsi
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codé : LO/LU/LP/OU/OP/UP. Ce modèle s’inspire de celui de Mozer (1987) par
son mécanisme d’activation hiérarchique et en parallèle.
Le troisième type de codage des lettres et de leur position est appelé codage
spatial et est utilisé dans les modèles SERIOL (Whitney 2001) et SOLAR (Davis et
Bowers 2006). Dans ce type de modèle, la position relative des lettres distribuées
spatialement est codée selon les niveaux d’activation relatifs. Ceci n’est efficace que
lorsque les lettres forment un ensemble de valeurs d’activations augmentant (ou
diminuant) de façon monotone, ce qui réfère à la notion de gradient d’activation.
Concernant le codage de la position des lettres, ce gradient d’activation forme une
fonction monotone d’activation décroissante à travers la position des lettres, avec la
valeur la plus élevée pour les lettres aux premières positions et la plus basse pour
la lettre finale.
2.3.3.2 L’effet du nombre de lettres
Un autre aspect important ayant trait aux lettres et influençant la reconnaissance
d’un mot écrit concerne le nombre de lettres qui composent ce mot. De nombreuses
études se sont attardées sur cette question et les résultats divergent. Cette disparité
est due au fait que la mesure orthographique du nombre de lettres est très corrélée
à des mesures phonologiques de nombres de syllabes et de phonèmes, elles-mêmes
en lien avec d’autres variables telles que le nombre de voisins orthographiques et
la fréquence d’occurence (Ferrand 2007). Pour tenter d’affiner les recherches dans
ce domaine, New et coll. (2006) ont ré-analysé un volumineux corpus de données
de temps de réaction dans une tâche de décision lexicale. Leur étude portait sur
plus de 33000 mots anglais longs de 3 à 13 lettres. Le profil des résultats est sur-
prenant avec une courbe en forme de U. Un effet de facilitation de la longueur est
observé pour les mots de 3 à 5 lettres, ces derniers étant reconnus plus facilement.
Il n’y a pas de différence significative pour les mots de 5 à 8 lettres, tandis qu’un
effet inhibiteur est mis en évidence pour les items de plus de 8 lettres, avec des
mots de 9 lettres plus rapidement reconnus que ceux de 10 lettres, eux-mêmes plus
vite reconnus que ceux de 11, etc. A l’heure actuelle, aucun modèle de lecture si-
lencieuse n’est parvenu à rendre compte de ces effets puisqu’ils prédisent soit un
effet de facilitation du nombre de lettres (McClelland et Rumelhart 1981, Grainger
et Jacobs 1996), soit un effet d’inhibition (Coltheart et coll. 2001). Précisons tou-
tefois que ces effets du nombre de lettres semblent robustes et indépendants de
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la fréquence lexicale, du nombre de syllabes, du nombre de voisins, de la struc-
ture du mot (mono-ou polymorphémiques), du nombre de syllabes et de la classe
grammaticale (noms ou verbes).
2.3.4 Les mouvements oculaires
« Si nous nous asseyons en face de quelqu’un qui est en train de lire et regardons ses yeux
de près ; ou, ce qui est plus approprié, s’il tient un miroir couché sur la page d’à côté au fur
et à mesure qu’il lit pendant que nous regardons par-dessus son épaule, nous
remarquerons que ses yeux se déplacent bien régulièrement d’un côté à l’autre le long des
lignes imprimés. »
Ce passage, extait du livre de Huey (1908) : « la psychologie et la pédagogie de
la lecture », met bien en évidence le fait que durant l’activité de lecture, les yeux
sont en mouvement perpétuel. Ces mouvements ont été étudiés dès 1879 par Javal
(1879) qui a utilisé une technique astucieuse pour l’époque : il a percé des trous
dans un journal et a observé le comportement des yeux d’un lecteur. Depuis cette
époque, les techniques n’ont cessé d’évoluer et différentes méthodes permettent
aujourd’hui d’enregistrer les mouvements oculaires. L’électro-oculographie est
l’une de ces mesures qui consiste à enregistrer les modulations des potentiels
recueillis sur les deux tempes des sujets, c’est-à-dire de part et d’autre des yeux.
Lorsque ces derniers tournent dans leur orbite, on observe une modification de
l’équilibre de ces potentiels couramment interprétée comme l’effet de la rotation
des dipôles constitués par les globes oculaires dont la rétine est polarisée négative-
ment et le globe positivement. Cette méthode comporte l’avantage d’être commode
d’application et permet une bonne mesure des saccades mais reste imprécise et ne
permet pas une mesure correcte du lieu de fixation. D’autres techniques se basent
sur des caractéristiques naturelles de l’oeil en utilisant des composants visibles de
l’oeil tels que la pupille ou l’iris. Elles consistent en un enregistrement vidéo de
ces structures. L’enregistrement de la pupille est souvent préféré à celui de l’iris
car ce dernier est souvent caché en partie par les paupières et la plage de base de
fonctionnement est donc souvent plus réduite. D’autres mesures encore se basent
sur la réflexion de la lumière dans l’oeil. Celui-ci comporte 4 surfaces transparentes
permettant la réflexion de la lumière : l’intérieur et l’extérieur de la cornée ainsi
que l’intérieur et l’extérieur du cristallin. Les 4 reflets renvoyés par ces structures
sont connus sous le nom d’images de Purkinje. Grâce à ce système de Purkinje, la
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réflexion d’un rayon infrarouge permet de mesurer les mouvements oculaires.
Indépendamment des méthodes de mesures des mouvements oculaires, une
autre question fait débat dans la littérature : quelles sont les mesures les plus ap-
propriées à l’étude de ces mouvements en lecture ? Faut-il observer plutôt le lieu de
la fixation ? Le nombre de fixations ? La durée de la première fixation dans un mot ?
La durée totale de toutes les fixations au sein du mot ? La longueur des saccades ?
La latence des saccades ? Le nombre de régressions ? Bien que les principales va-
riables utilisées sont la taille et la latence des saccades, le nombre et la durée des
fixations, la durée totale des fixations et le nombre de régressions, Rayner (1998),
dans sa revue de littérature sur le sujet, précise que les mesures les plus « pures »
sont la fixation initiale d’un mot et la durée totale des fixations.
2.3.4.1 Caractéristiques générales des mouvements oculaires en lecture
Les différentes méthodes de mesure que nous venons d’évoquer ont permis
de mieux comprendre les caractéristiques des mouvements oculaires durant la
lecture. Ces mouvements diffèrent entre lecture silencieuse et lecture à voix haute.
Dans ce dernier cas, les durées de fixation moyennes sont plus longues et les yeux
tendent à être en avance sur la voix (ils doivent donc rester en place plus longtemps
pour ne pas prendre trop d’avance par rapport à la voix). La grande majorité des
données présentées ici concernent la lecture silencieuse. Contrairement à l’intuition
que nous avons que le lecteur bouge les yeux de façon continue, il a été mis en
évidence que les mouvements oculaires se font par petits sauts entre 2 endroits où
les yeux restent immobiles. Les mouvements entre 2 points sont appelés saccades
oculaires et le lieu où les yeux restent fixes sont les points de fixation. Les saccades
sont des mouvements balistiques très courts (de 6 à 9 caractères) de l’oeil dont la
vitesse est extrêmement rapide (25 à 50 millisecondes dépendant de sa longueur).
Durant celles-ci, l’oeil ne recueille pas d’information nouvelle concernant la phrase
lue (Matin 1974). Durant de nombreuses années, les auteurs (Sanders et Houtmans
1985, Matin et coll. 1993) pensaient que les traitements cognitifs étaient également
interrompus pendant les saccades mais Irwin (1998) a mis en évidence que ce
n’était pas le cas et que le traitement lexical persistait. L’information visuelle
nécessaire à la lecture n’est donc recueillie que lors des fixations. Ces dernières
durent entre 200 et 300 millisecondes et constituent 90% de notre temps de lecture.
Par ailleurs, une certaine préparation est nécessaire pour pouvoir effectuer la
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saccade. Ce temps de latence saccadique dure au minimum entre 150 et 175 ms
et est réalisé en parallèle des processus de compréhension. Plusieurs processus
sont impliqués dans le « calcul » du lieu vers où exécuter la saccade et le moment
adéquat pour le faire. En effet, ce mouvement n’est pas un simple mouvement
réflexe et des traitements cognitifs interviennent sur sa programmation (Deubel
1995). Généralement, plus le temps de latence saccadique est long et plus le lieu
de la fixation suivante sera précis.
L’une des questions que nous sommes en droit de nous poser est l’utilité de
ces saccades. Pourquoi sommes-nous obligés de faire ces mouvements saccadiques
pour pouvoir lire ? La réponse est relativement simple : les saccades en lecture sont
indispensables au vu des limitations de notre acuité visuelle. Notre champ visuel
peut être divisé en 3 régions : fovéale, parafovéale et périphérique. L’acuité visuelle
est la meilleure au centre de la fovéa (environ 2˚) et décroît très rapidement même
à l’intérieur de la fovéa. Elle est encore moins bonne au niveau parafovéal (de
l’ordre de 5˚de chaque côté de la fixation) et est moindre en vision périphérique.
Il est donc indispensable de déplacer notre fovéa pour pouvoir voir clairement les
mots écrits. Cependant, nous percevons certaines caractéristiques des stimuli en
parafovéal ou en vision périphérique et elles influencent les saccades en détermi-
nant par exemple la nécessité d’effectuer une saccade pour pouvoir identifier le
stimulus (ex : un mot de taille normal en parafovéal est mieux et plus vite reconnu
s’il y a saccade tandis qu’un mot écrit en plus grand ne nécessite pas de saccade
pour être identifié). Bien que le rôle premier de la saccade soit d’amener les mots
en vision fovéale pour permettre une analyse détaillée, tous les mots ne sont pas
fixés. Le fait qu’un mot soit fixé ou non, dépend à la fois de sa catégorie et de
sa longueur. Ainsi, les mots de contenu (noms, verbes, adjectifs) sont fixés dans
85% des cas tandis que les mots de fonction (prépositions, conjonctions, pronoms,
articles, etc.) ne le sont que 35% du temps. Les mots courts comme les articles
sont fréquemment sautés et la probabilité de fixer un mot augmente à mesure que
leur longueur augmente : un mot de 2-3 lettres ne sera fixé que dans 25% des cas
tandis que les mots de 8 lettres et plus sont toujours fixés. Les espaces inter-mots
ne sont que rarement fixés mais sont d’une grande utilité pour la programmation
saccadique car cette information sur le découpage des mots est perçue en vision
périphérique et participe à la décision quant au lieu de la fixation suivante.
30 Chapitre 2. Les mécanismes de lecture
Les saccades s’effectuent généralement de gauche à droite sauf lors des pas-
sages à la ligne où le lecteur doit réaliser une longue saccade vers la gauche et
légèrement vers le bas (voir figure 2.4. Certaines autres situations exigent des
saccades de droite à gauche, ce sont les retours en arrière que l’on appelle régres-
sions. Elles constituent 10 à 15% des saccades et sont souvent limitées à quelques
caractères pour corriger une saccade trop longue. De courtes régressions au sein
d’un même mot peuvent aussi refléter une difficulté à le traiter. Des régressions
plus longues surviennent suite à un problème de compréhension du texte. Lors
du passage à la ligne, la saccade étant très longue, elle est souvent moins précise
et nécessite donc des mouvements correctifs vers la gauche. Sur une ligne, les
premières et dernières fixations se situent généralement entre 5 et 7 caractères de
l’extrémité. La première est généralement plus longue tandis que la dernière est
souvent plus courte.
Nous avons présenté la durée de fixation et la longueur de saccades moyennes
mais il est à noter qu’il existe pour celles-ci, de même que pour la fréquence de
régression, une grande variabilité interindividuelle. Une variété intra-individuelle
au sein d’une même portion de texte est également observée, pouvant aller de
100 à 500 ms pour les temps de fixation et de 1 à 15 caractères pour la taille des
saccades.
Figure 2.4 – Exemples de fixations (©), de saccades (→) et de régressions (←) au cours de la
lecture d’un texte (d’après O’Regan et Lévy-Schoen (1978))
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2.3.4.2 Taille de l’empan perceptif
Pour évaluer la taille du champ visuel, ou « empan perceptif », dans la lecture,
la technique de la « fenêtre mobile » a été mise au point par McConkie et Rayner
(1975). Ce système permet de modifier le texte en fonction des mouvements ocu-
laires du lecteur. La ligne de texte n’est intacte qu’à l’intérieur d’une fenêtre dont
la largeur est fixée par l’expérimentateur et le reste de la ligne, à l’extérieur de
cette fenêtre, est remplacé par une séquence de « X » non informatifs. La fenêtre
est centrée au point de fixation du lecteur et se déplace avec la progression des
fixations. Lorsque, ayant effectué une saccade, le lecteur fixe un point correspon-
dant à n caractères vers la droite du point de fixation précédent, la fenêtre a été
déplacée simultanément d’autant de caractère de telle sorte qu’elle accompagne
sans faille les mouvements oculaires du lecteur. Cette technique permet de ma-
nipuler la quantité d’information que le lecteur peut analyser en une seule fixation.
Dans les écritures alphabétiques telles que l’anglais ou le français, la taille de
l’empan perceptif est relativement petite et il existe une certaine asymétrie vers la
droite de ce champ visuel. En effet, en partant du point de fixation, l’empan com-
prend 3 à 4 lettres à gauche de ce point et de l’ordre de 14 à 15 caractères à sa
droite. Dans les lectures de droite à gauche, cette asymétrie est inversée avec un
plus grand nombre de lettres perçues à gauche de la fixation. Bien que l’empan
perceptuel soit de 14-15 caractères à droite du point (en français), cela ne signifie
pas que les mots peuvent être identifiés aussi loin (seules quelques informations
telle que la longueur du mot par exemple peuvent être extraites). L’empan d’iden-
tification de mots est plus court et limité à 7 ou 8 lettres à droite du point de
fixation. Mais la taille de l’empan doit-elle être définie en terme de lettres ou de
mots ? La réponse diffère à droite ou à gauche de la fixation. La frontière de l’em-
pan à gauche est d’abord définie par le début du mot fixé tandis qu’à droite, la
frontière est définie en nombre de lettres. Ici encore, il faut noter une certaine va-
riation intra-individuelle avec un empan qui peut différer en fonction, par exemple
de la difficulté du texte : plus le texte est difficile et plus l’empan est réduit. No-
tons encore que la taille de ce champ visuel en lecture varie également en fonction
du système d’écriture. Ainsi, pour les lecteurs japonais, l’empan n’est que de 13
caractères (dont 6 à gauche) (Ikeda et Saida 1978). De plus, Osaka (1987) a observé
que cet empan était plus grand pour des textes combinant les écritures kanji (sys-
tème idéographique) et kana (système phonétique) que lorsque le texte était écrit
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exclusivement en caractères kana. Nous verrons dans ce travail que les capacités de
lecture interviennent également sur l’empan perceptif avec un empan plus faible
pour les lecteurs débutants. L’asymétrie est toutefois mise en évidence aussi chez
ces sujets (Rayner 1998).
2.3.5 La position optimale du regard (the Optimal Viewing Posi-
tion)
Dans la section précédente, nous avons mis en évidence que, lors de la lecture,
les yeux effectuaient des saccades pour aller d’un point de fixation à un autre et
que le lieu de la fixation était important sachant que l’empan perceptif est réduit et
asymétrique autour de ce point. Nous allons voir maintenant que plusieurs auteurs
ont étudié la position du regard au sein des mots.
L’acuité visuelle diminue au sein même de la fovéa et la dégradation se poursuit
de façon continue au fur et à mesure que l’on s’en éloigne (Anstis 1974, Levi et coll.
1985, Nazir et coll. 1992). Lorsque nous fixons une lettre dans un mot, celle-ci est
parfaitement perçue tandis que celles qui l’entourent sont moins visibles. La di-
minution de l’acuité visuelle n’est pas la seule à intervenir sur la perception des
lettres. Un autre phénomène bien connu réduit davantage la qualité de l’informa-
tion recueillie par l’oeil : le masquage latéral (Bouma 1970).
La visibilité d’une lettre isolée, c’est-à-dire entourée de 2 espaces blancs (ex : « a »),
est meilleure que lorsque cette même lettre est entourée de deux autres lettres.
C’est vrai pour des lettres visuellement très différentes (ex :« tad ») mais ça l’est
d’autant plus lorsqu’elles sont visuellement similaires (ex :« eae »). Ce masquage
provient non seulement pour les lettres adjacentes mais également pour les lettres
voisines plus éloignées comme dans les pseudomots (ex : « setniartnoc »). Dans
ce cas, le « a » central est très difficile à identifier tandis que les lettres extrêmes
(« s » et « c ») le sont moins car elles ne sont masquées que d’un côté. Dans le mot
« contraintes », malgré un masquage latéral identique, il s’avère beaucoup plus fa-
cile d’identifier le « a ». Nous discuterons ce fait dans la suite de notre travail.
La probabilité de reconnaître un mot est fonction de la probabilité de reconnaître
les lettres qui le composent (O’Regan 1990). L’efficacité d’identification d’un mot
est donc directement en lien avec la lettre fixée dans le mot (O’Regan et coll. 1984).
De nombreux auteurs se sont attachés à mettre en évidence le lieu de fixation dans
un mot où sa reconnaissance est la meilleure. Ils ont constaté que la reconnaissance
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d’un mot était optimale lorsqu’il était fixé à mi-chemin entre son début et son mi-
lieu, soit légèrement à gauche du centre du mot pour les langues lues de gauche
à droite (Vitu et coll. 1990, Vitu 1991a;b;c, O’Regan et coll. 1984, Farid et Grainger
1996, Nazir et coll. 1998). Cet endroit de fixation où la reconnaissance est maximale
a été appelé « Optimal Viewing Position » (OVP ci-après) ou position optimale du
regard. Cette hypothèse a été testée avec plusieurs expériences par O’Regan et son
équipe (voir Nazir et coll. (1998) pour une synthèse de leurs travaux). Ils ont mon-
tré que les refixations étaient moindres et que la durée totale de fixations sur le
mot diminuait si la première fixation se situait légèrement à gauche du centre du
mot. De même, un mot présenté brièvement sera plus facilement reconnu lorsque
la fixation oculaire se fait à cet endroit.
Une explication évidente de l’Optimal Viewing Position serait la dégradation conti-
nue de l’acuité visuelle à mesure que l’on s’éloigne du centre de la fovéa mais selon
cette hypothèse, l’OVP devrait se situer au centre du mot or nous venons de voir
que cette position optimale est asymétrique et localisée légèrement à gauche du
centre. Plusieurs facteurs ont été proposés afin de rendre compte de cette asymé-
trie :
– La direction de lecture. Comme nous l’avons souligné précédemment, l’em-
pan perceptif est plus étendu à droite qu’à gauche pour les langues lues de
gauche à droite et l’inverse est observé pour les langues lues de droite à
gauche. Les courbes typiques de l’OVP, décalées vers la gauche, ont été mises
en évidence pour des langues lues de gauche à droite tandis qu’en arabe par
exemple, où la lecture se fait de droite à gauche, la courbe est plutôt symé-
trique (Farid et Grainger 1996).
– Des contraintes lexicales telle que la structure morphologique du mot.
Holmes et O’Regan (1992) ont montré que la position optimale du regard
est plutôt décalée à gauche du centre pour les mots dont la racine se trouve
au début (comme dans le mot « danseur » par exemple) et plutôt vers la droite
quand la racine est à la fin (comme dans « repeindre ») en comparaison avec
des mots monomorphémiques. De même, le lieu où se situe l’information
pertinente dans le mot entre en jeu avec un OVP à gauche du centre quand
le mot est informatif par son début et plus à droite quand l’information est à
la fin. La fréquence d’occurrence et la longueur des mots interviennent égale-
ment sur la position optimale du regard avec une localisastion légèrement à
gauche du centre du mot pour les mots longs et rares et exactement au centre
pour des mots courts et fréquents.
34 Chapitre 2. Les mécanismes de lecture
– La spécialisation hémisphérique. Dans une étude comparant des sujets dont
l’hémisphère gauche ou droit était dominant pour le langage, Brysbaert
(1994) a constaté que l’effet de facilitation de lecture lorsque le mot est fixé
au début est plus important pour les personnes à dominance hémisphérique
gauche. Bien que cet effet ne soit pas assez conséquent pour entraîner une
facilitation de lecture pour les mots fixés à la fin chez les sujets à dominance
hémisphérique droite (ce qui appuie l’hypothèse d’une combinaison de plu-
sieurs facteurs), il était néanmoins assez fiable et consistant car observé chez
tous les participants. Cet effet pourrait s’expliquer par le fait que les infor-
mations (dans ce cas, les lettres) présentées dans le champ visuel droit sont
directement projetées dans l’hémisphère gauche, prédominant pour le traite-
ment du langage chez 95% des droitiers et 50% des gauchers (voir Brysbaert
(2004)).
– L’asymétrie de visibilité des lettres. Plusieurs auteurs (Bouma 1973, Nazir
1991, Nazir et coll. 1992; 1998) ont mis en évidence que les lettres n’avaient
pas la même visibilité selon leur position. En effet, la visibilité serait meilleure
pour les lettres situées à droite du point de fixation que celles à gauche de
celui-ci. L’asymétrie de la position optimale du regard dans le mot serait donc
due, au moins en partie, à l’asymétrie de la visibilité des lettres composant le
mot (Nazir et coll. 1992; 1998).
– La fréquence positionnelle des lettres. D’autres chercheurs (Peressotti et
Grainger 1999, Stevens et Grainger 2003) se sont intéressés à un codage posi-
tionnel des lettres avec un codage précis pour les lettres situées aux extrémités
(première et dernière) d’une séquence, quelque soit la longueur de celle-ci, et
un codage relatif des lettres « internes ». Dans leur étude, Stevens et Grainger
(2003) montrent qu’une combinaison entre la visibilité des lettres et une me-
sure de la fréquence positionnelle des lettres rend compte très précisément
de la courbe asymétrique de la position du regard obtenue avec des mots.
– L’apprentissage perceptif. Dans cette hypothèse, le propos n’est plus que les
mots sont plus souvent fixés entre le début et le centre du mot parce que
c’est à cet endroit qu’ils sont les mieux reconnus mais plutôt de dire que
c’est parce que les fixations se font le plus souvent à cet endroit que les mots
sont mieux reconnus quand ils sont fixés là. L’asymétrie de la fonction de la
position du regard résulterait de la fréquence à laquelle les mots ont été vus
aux différentes positions de fixation (Nazir 2000).
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2.3.6 L’effet de supériorité du mot(Word Superiority Effect : WSE)
Dès 1886, Cattell (1886) a constaté que des mots présentés brièvement étaient
plus facilement identifiés que des séquences aléatoires de lettres. Près d’un siècle
plus tard, Reicher (1969) et Wheeler (1970) ont mis au point une procédure ingé-
nieuse d’identification de lettres par choix forcé qui neutralise la perte de mémoire
et les stratégies de devinement (voir figure 2.5). Celle-ci consiste à présenter un
mot brièvement et le faire suivre d’un masque et de deux lettres alternatives,
l’une contenue dans le mot et l’autre non. Le sujet doit choisir parmi ces deux
lettres, celle qui se retrouve dans le mot. La lettre intruse permet bien entendu
également de former un mot pour éviter les stratégies de devinement. Ainsi, pour
une identification de la troisième lettre du mot « SALON » par exemple, les deux
lettres pourraient être le « L » et le « V ». Reicher a testé 3 types de stimuli : des
mots (SALON), des lettres isolées (L) et des non-mots non prononçables (OALSN).
• Point de fixation
Salon Stimulus
V
- - - - - Lettres pour
le choix forcéL
Figure 2.5 – Paradigme de choix forcé mis au point par Reicher (1969) et Wheeler (1970)
Deux effets de supériorité du mot ont ainsi été mis en évidence :
– L’effet « mot-nonmot » avec une meilleure identification quand la lettre se
situe dans un mot que dans un non-mot
– L’effet « mot-lettre » où une lettre est identifiée plus facilement lorsqu’elle est
présentée dans un mot qu’isolément
De ses résultats, Reicher (1969) conclut que notre connaissance (lexicale) des mots
influence le processus de perception des lettres.
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Ces effets ont été répliqués à de nombreuses reprises (Wheeler 1970, Johnston et
McClelland 1973; 1974; 1980, Grainger et Ferrand 1994, Jordan et Bevan 1994, Mar-
tin et coll. 2006) et sont donc très robustes. Toutefois, ils peuvent être supprimés
dans de rares circonstances. Ainsi, l’effet « mot-lettre » n’est plus observé lorsque
le masque apparaissant après le stimulus (post-masque) est supprimé (Johnston et
McClelland 1973, Marchetti et Mewhort 1986).
Les effets que nous venons de présenter concernaient les mots mais d’autres
recherches se sont intéressées à un effet similaire avec des pseudomots (non-
mots prononçables). Les performances d’identification de lettres sont effectivement
meilleures quand les lettres sont présentées dans des pseudomots que lorsqu’elles
sont présentées isolément (McClelland et Johnston 1977, Carr et coll. 1978) ou dans
des non-mots imprononçables (Baron et Thurston 1973, McClelland 1976, Grainger
et Jacobs 1994). Suite à ces résultats, l’hypothèse de la prononçabilité a été avancée
comme explication de l’effet de supériorité du mot. Rumelhart et McClelland (1982)
ont toutefois présenté des données à l’encontre de cette hypothèse. De même, leur
expérience montre que le WSE n’est pas dû à la régularité orthographique (Ferrand
2007).
2.3.6.1 L’effet de supériorité du mot et les modèles actuels
En s’appuyant sur leur modèle à Activation Interactive présenté dans la partie
2.3.3.1, McClelland et Rumelhart (1981) ont interprété le WSE comme étant la
preuve d’un « feedback » descendant sur la perception, allant d’un haut niveau
de traitement, le traitement des mots, vers un bas niveau de traitement, celui des
lettres. Ils expliquent cet effet de supériorité du mot par une rétroaction d’infor-
mation du niveau des représentations orthographiques lexicales (des unités mots)
vers le niveau des lettres. Cette rétroaction engendre une augmentation de l’activa-
tion des lettres composant le mot et donc une augmentation de la probabilité que
ces lettres soient choisies dans la tâche de Reicher. De plus, cette rétroaction du
niveau des mots vers le niveau des lettres est plus importante pour les mots et les
pseudomots que pour les non-mots ce qui explique à la fois l’effet de supériorité
du mot et du pseudomot. Cet effet serait obtenu en présence d’un post-masque
parce que l’analyse perceptive des lettres individuelles résiste plus au post-masque
lorsque les lettres sont dans des mots que lorqu’elles sont isolées. En condition
d’absence de masque, l’inhibition de l’activation au niveau des traits et des lettres
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est supprimée et le WSE n’est donc plus observé. Ce modèle a permis de simuler
avec succès les divers effets de supériorité du mot.
Une autre interprétation du WSE est proposée par Paap et coll. (1982) sur la
base de leur modèle à activation-vérification (voir section 2.3.2.1 pour une descrip-
tion du modèle). Tout comme dans le modèle à Activation Interactive, ce modèle
comprend un niveau des lettres (appelé « alphabetum ») et un niveau des mots
(appelé « lexique »). En revanche, il n’y a pas ici de rétroaction mais une activa-
tion unidirectionnelle du bas vers le haut, c’est-à-dire des lettres vers les mots. Il
n’existe pas non plus dans ce modèle de système d’inhibition entre les mots. Tous
les mots qui atteignent un certain seuil d’activation sont candidats et vont subir
une procédure de vérification un par un par ordre de fréquence d’occurrence. La
vérification porte sur la comparaison des caractéristiques visuelles du candidat
avec celles du stimulus. L’identification est finie lorsque l’un des candidats est
apparié au stimulus présenté. L’hypothèse de Paap et coll. (1982) pour expliquer
le WSE est la suivante : le post-masque obscurcit l’entrée visuelle et empêche dès
lors la procédure de comparaison. Le sujet est alors obligé d’utiliser l’information
du niveau des lettres en plus de celle du niveau des mots. Les réponses au Reicher
résulteraient donc de l’activité de ces deux niveaux. Or, dans ce modèle, les perfor-
mances sont meilleures quand les décisions reposent sur l’information lexicale car
l’activité du lexique contraint plus l’identité des lettres que ne le fait l’activité de
l’alphabetum. L’avantage pour l’identification de lettres dans un mot par rapport
au non-mot est lié au fait que dans la première situation, l’information lexicale est
utilisée deux fois sur trois. Ce modèle prédit par ailleurs un petit effet de mots
comparés aux pseudomots car ce serait la quantité de l’information lexicale qui
serait responsable du WSE. En effet, les pseudomots activent presque autant le
lexique mental que les mots tandis que les non-mots l’activent beaucoup moins.
Ces différences d’activation expliqueraient l’effet de mots et de pseudomots par
rapport aux non-mots et la légère différence entre mots et pseudomots. Cette hy-
pothèse a été reprise par Grainger et Jacobs (1994) dans leur « Dual-read-out model
of word context effects on letter perception » où une lettre peut être identifiée soit
par une activation directe des représentations des lettres (letter read-out) soit par
une identification par déduction après identification du mot (word read-out). Cette
dernière voie serait plus avantageuse lorsque l’identification des lettres est rendue
difficile par une présentation brève ou un masquage, mais est inexploitable dans
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le contexte non-mot.
Le point commun entre ces modèles est qu’ils expliquent tous le WSE par une
activation plus importante au niveau lexical pour les mots que pour les pseudo-
mots et les non-mots.
2.4 L’identification des mots écrits
Dans la partie précédente, nous avons présenté les différents modèles de la
prise d’information visuelle en lecture et des premiers traitements de celle-ci. Nous
pressentons néanmoins que la lecture ne se limite pas à effectuer les mouvements
oculaires adéquats et à bien identifier les lettres mais qu’il faut, à un niveau de trai-
tement supérieur, parvenir à l’identification du mot lui-même. Nous allons donc
maintenant voir quels sont les modèles de lecture et les différentes étapes permet-
tant de déchiffrer et comprendre les mots.
2.4.1 Les modèles de lecture experte
Dans la littérature, deux types de modèles de lecture de mots isolés sont tra-
ditionnellement mis en opposition. Les premiers, les modèles à double voie, sont
issus d’une théorie dualiste et supposent que la lecture de mots familiers se fait par
un mécanisme différent et fonctionnellement indépendant de la lecture de mots
nouveaux ou de pseudomots. Le second type de modèles, les modèles connexion-
nistes, sont en revanche plus unitaires et postulent que l’ensemble des items est lu
par un système unique d’activation/inhibition d’unités de différents axes (ortho-
graphique, phonologique, sémantique, mnésique).
2.4.1.1 Les modèles à double voie
Dans les années 1970, l’avènement de la neuropsychologie cognitive et l’utili-
sation de méthodes de la psychologie expérimentale ont conduit à une meilleure
compréhension de certaines pathologies telle que la dyslexie et, en retour, à un affi-
nement des modèles théoriques de la lecture. Marshall et Newcombe (1973) ont mis
en évidence une dissociation chez des patients souffrant de dyslexie acquise et ont
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ainsi proposé qu’il existait deux types de dyslexie : la dyslexie profonde et la dyslexie
de surface. La première se caractérise principalement par des erreurs sémantiques
(ex : « mardi » pour « dimanche ») et par la lecture très pauvre de pseudomots,
tandis que dans la seconde, les erreurs concernent plutôt les mots irréguliers et
sont des régularisations (ex : « monsieur » lu « mõsioer »). Quelques années plus
tard, des patients présentant un autre type de dyslexie ont été étudiés. Ceux-ci ne
commettaient pas d’erreur sémantique mais ne parvenaient pas non plus à lire des
pseudomots : c’est ce qui a été appelé la dyslexie phonologique (Beauvois et Dé-
rouesné 1979).
Cette double dissociation entre des patients qui présentent un déficit de lecture
touchant uniquement les pseudomots ou les nouveaux mots et d’autres ayant un
déficit isolé en lecture des mots irréguliers permet d’appuyer l’hypothèse proposée
par Forster et Chambers (1973) de l’existence de deux mécanismes alternatifs pour
lire. Un premier modèle intégrant cette idée a été proposé par Morton et Patter-
son (Morton et Patterson 1980) (voir figure 2.6). Ce modèle postule l’existence de
deux procédures de lecture indépendantes et parallèles et s’activant selon un mode
« tout ou rien ».
L’une des deux voies consiste en une analyse globale du stimulus écrit, à un trai-
Analyse visuelle
Lexique visuel
d’entrée
Système cognitif
Lexique phonétique
de sortie
Buffer de réponse
Conversion
graphème/phonème
Vo
ie
le
xi
ca
le
Voie
sub-lexicale
Figure 2.6 – Modèle de la lecture selon Morton et Patterson (1980)
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tement par le système cognitif et à une association de la forme écrite à la trace
phonologique correspondante. L’autre voie convertit les graphèmes en phonèmes.
Ces 2 mécanismes aboutissent à un « buffer » de sortie, sorte de mémoire tampon
qui permet le maintien de la trace phonologique le temps d’effectuer d’autres trai-
tements telle que la mobilisation du système articulatoire.
Coltheart (Coltheart 1978, Coltheart et coll. 1980) présente un modèle similaire en
y introduisant un module supplémentaire permettant l’accès au sens : le système
sémantique. Il introduit aussi les termes de voies lexicale et sub-lexicale (voir figure
2.7).
Mot écrit
Analyse visuelle
Lexique
orthographique
Lexique
phonologique
Buffer
Mot prononcé
Conversion gra-
phème/phonème
Sémantique
Vo
ie
le
xi
ca
le
Voie
sub-lexicale
Figure 2.7 – Modèle de lecture à double voie selon Coltheart et coll. (1980)
– La voie lexicale : la lecture se fait ici par un accès direct à la forme globale du
mot qui a été enregistrée dans le lexique interne lors de présentations anté-
rieures. Cet accès permet ensuite d’atteindre la forme phonologique du mot.
Elle est aussi mentionnée sous les termes de voie d’adressage ou voie directe
étant donné cet accès direct aux représentations phonologiques par l’activa-
tion de la trace mnésique du mot, appelée représentation abstraite du mot ou
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« Visual Word Form ». Cette voie nécessite bien entendu que les mots aient
déjà été rencontrés et est donc utilisée pour la lecture de mots familiers. Le
système sémantique introduit par l’auteur permettrait de retrouver le sens di-
rectement à partir de la forme écrite. Certains ont dès lors parlé d’un modèle
à trois voies avec une voie lexicale sémantique et une non-sémantique.
– La voie sub-lexicale : le passage de la forme écrite à la forme phonologique se
fait par une série de règles de conversion grapho-phonémiques. Le stimulus
écrit est décomposé en graphèmes qui sont ensuite associés aux phonèmes
correspondants et ceux-ci fusionnent pour parvenir à la forme phonologique
du mot. Plusieurs appelations peuvent être retrouvées pour cette même voie :
elle est dite phonologique, par assemblage, indirecte ou non lexicale. Elle
permet la lecture de pseudomots ou de mots réguliers.
Ce modèle à 2 voies a récemment été implémenté sur ordinateur par Coltheart
et coll. (2001) : le modèle à deux routes en cascade (« Dual Route Cascade Model »,
DRC ci-après) (voir figure 2.8). Comme son nom l’indique, l’information est trans-
mise en cascade d’un niveau à l’autre : dès qu’un niveau est activé, l’activation est
transmise aux autres niveaux de ce modèle. Cette transmission en cascade permet
la lecture de nouveaux mots et de non-mots qui par définition ne sont pas stockés
dans le lexique mental. Ce modèle comporte en fait trois routes mais seules les 2
premières ont été implémentées : la route non lexicale, la route lexicale non sé-
mantique et la route lexicale sémantique. Chacune d’elle se compose de plusieurs
niveaux qui interagissent via des connexions excitatrices ou inhibitrices. Ces acti-
vations et inhibitions se propagent de façon graduelle (et non plus sous la forme
de « tout ou rien ») et interactive, c’est-à-dire que tous les modules contribuent à
l’activation ou l’inhibition des modules adjacents et de façon bidirectionnelle. Les
différents niveaux contiennent des unités symboliques : des mots, des lettres, des
phonèmes et des traits visuels. Voyons à présent le fonctionnement de ces 3 voies.
– La route non lexicale : cette route convertit la suite de lettres en une suite de
phonèmes grâce à des règles de conversion grapho-phonémiques. Ces règles
sélectionnées selon un critère purement statistique de fréquence, le phonème
assigné à un graphème donné étant celui le plus souvent associé, en tenant
compte toutefois de la position dans le mot. Cette route opère de façon sé-
rielle, les lettres sont converties l’une après l’autre et de gauche à droite.
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Figure 2.8 – Modèle double-voie à traitement en cascade (Coltheart et coll. 2001)
– La route lexicale non sémantique : le mot présenté visuellement active les
traits visuels correspondants. Ceux-ci vont activer les unités lettres en paral-
lèle à toutes les positions. L’unité orthographique sera ensuite activée dans
le lexique orthographique et cette unité va activer directement la forme pho-
nologique du mot dans le lexique phonologique sans passer par le système
sémantique. L’activation des phonèmes correspondants se fait en parallèle à
toutes les positions. Le lexique orthographique peut traiter des mots mono-
syllabiques de 1 à 8 lettres. Les unités y sont pondérées par leur fréquence
d’occurrence de sorte qu’un mot de haute fréquence sera activé plus rapide-
ment qu’un mot peu fréquent.
– La route lexicale sémantique : Cette route n’a pas été implémentée dans ce
modèle mais l’a été par Harm et Seidenberg (Harm et Seidenberg 2004) dans
un modèle connexionniste présenté dans la section suivante (Seidenberg et
McClelland 1989). Cette voie consiste en des connexions directes entre les
lexiques orthographique et phonologique et le système sémantique.
Les routes lexicales et non-lexicales ne sont pas totalement indépendantes étant
donné qu’elles partagent plusieurs niveaux : les couches d’unités traits, lettres et
phonèmes. Quand un stimulus visuel est présenté, le traitement débute par l’ana-
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lyse des traits et l’activation des lettres correspondantes. Il se poursuit simultané-
ment dans les 2 voies. La voie lexicale, directe et plus rapide, intervient de façon
prépondérante pour la lecture de mots fréquents, réguliers ou irréguliers. La voie
de conversion grapho-phonémique permet quant à elle la lecture de mots moins
fréquents ou de pseudomots. Les 2 routes aboutissent à la forme phonémique du
mot stockée dans une mémoire tampon commune et permettant ensuite la pro-
nonciation du mot. Il est évident que ces 2 voies sont indispensables : la voie non-
lexicale permettant de déchiffrer les mots nouveaux qui seront à terme reconnus
par la voie lexicale et cette voie lexicale est nécessaire à la prononciation de mots
irréguliers.
Ce modèle permet de simuler plusieurs effets classiques de la lecture à voix haute :
(1) l’effet de fréquence (Forster et Chambers 1973), (2) l’effet de régularité et l’in-
teraction entre ces deux effets (Seidenberg et coll. 1984), (3) l’effet de pseudohomo-
phonie, (4) l’effet de la taille du voisinage, (5) l’effet de répétitions et bien d’autres
effets expérimentaux. Toutefois, le modèle semble rencontrer des difficultés pour
simuler les effets de fréquence du voisinage et de supériorité du mot.
Par ailleurs, le DRC s’applique à l’anglais, l’allemand, le français et l’italien mais
n’est sûrement pas adapté à des systèmes d’écritures très différents tels que le chi-
nois, le japonais, le coréen ou encore l’hébreu. Il ne partage pas l’hypothèse d’un
codage phonologique universel dans la lecture silencieuse et restreint ce codage
aux systèmes alphabétiques ayant des voyelles.
Un point fort de ce modèle est qu’il rend compte avec succès de deux types de
dyslexies : la dyslexie phonologique et la dyslexie de surface, conséquences d’un
trouble des voies non-lexicale et lexicale respectivement.
Bien que les performances de ce modèle sont très bonnes et que sa simplicité et sa
clarté le rendent particulièrement attrayant, il a récemment été critiqué par Perry,
Ziegler et Zorzi (Perry et coll. 2007) qui ont proposé un modèle connexionniste in-
corporant une partie du DRC et capable de simuler encore plus de performances.
Il sera présenté dans la partie suivante consacrée à ces modèles connexionnistes.
2.4.1.2 Les modèles connexionnistes
Les approches connexionnistes postulent que les mécanismes sous-jacents aux
activités cérébrales peuvent être décrits à l’aide de réseaux d’unités simples inter-
connectées. Ces unités de traitement sont constituées en couches organisées hiérar-
chiquement. Chaque unité est connectée à d’autres unités de différentes couches et
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le poids de ces connexions varie avec l’expérience du système et est cruciale pour
déterminer le traitement effectué. Une unité de traitement s’active lorsque le niveau
de stimulation reçu de la part des autres unités dépasse un certain seuil. Ce dernier
est déterminé à la fois par le degré d’activation de l’unité de traitement qui envoie
l’activation et par le poids de la connexion entre les unités. L’activation des diffé-
rentes unités de traitement est simultanée. Dans ce type de modèle, la connaissance
est représentée par le poids des connexions au sein de toutes les unités du système.
Une partie, ou un élément du système, ne correspond pas à une connaissance parti-
culière : la connaissance est distribuée sur toutes les unités et leurs interconnexions.
C’est pour cette raison, et parce que le traitement se produit sur de nombreuses
unités en parallèle, que ces systèmes sont souvent désignés comme des systèmes
de traitement distribué en parallèle ou, en anglais, Parallel Distributed Processing
(PDP). L’apprentissage se fait à partir d’un ajustement du poids des connexions
entre les unités de traitement pour chaque réponse fournie par le modèle. Celle-ci
est comparée à la réponse correcte et les connexions peuvent être renforcées ou
affaiblies en fonction de la similarité entre les deux réponses. L’apprentissage des
règles sous-jacentes est donc implicite et celles-ci ne sont pas explicitement repré-
sentées. Les systèmes connexionnistes sont très efficaces pour généraliser les expé-
riences antérieures en appliquant des règles implicites à de nouvelles situations en
fonction de leurs similitudes avec des problèmes rencontrés précédemment.
Selon ces modèles, un mot n’est donc pas représenté par l’activité d’unités indivi-
duelles mais bien par un pattern d’activation qui met en jeu un ensemble d’unités.
Chacune d’elle intervenant dans la représentation de nombreux autres mots, les
mots similaires engendrent ainsi des patterns d’activation semblables. Les rela-
tions entre orthographe, phonologie et sémantique sont encodées au travers des
poids de connexion, qui sont modifiés au fil de l’expérience individuelle.
Le modèle de lecture à traitement parallèle (PDP) de Seidenberg et McClelland
(Seidenberg et McClelland 1989). Ce modèle postule que l’identification d’un
mot nécessite la computation de 3 types de code : les codes orthographique,
phonologique et sémantique. Il comprend dès lors trois composantes in-
terconnectées encodant les représentations de ces 3 codes. Chaque code
correspond à une représentation distribuée, c’est-à-dire à un pattern d’activa-
tions distribuées sur un nombre d’unités de représentations primitives. Dans
ce modèle, seule la connexion orthographe→ phonologie a été implémentée.
Il comprend donc des unités codant les informations orthographiques et
phonologiques ainsi que des unités cachées permettant de faire le lien entre
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celles-ci. Les unités sont massivement interconnectées et opèrent en parallèle.
Chaque suite de lettres est caractérisée par un patron d’activation à travers les
unités orthographiques et phonologiques qui correspondent aux représen-
tations des codes orthographiques et phonologiques du modèle. Un aspect
fondamental de ce modèle est son utilisation de représentations distribuées.
C’est par ce type de représentations que ce modèle diffère des autres modèles
de lecture qui font l’hypothèse de l’existence d’un ou plusieurs lexiques dans
lesquels sont stockées différentes informations. Dans le modèle PDP, les
représentations orthographiques, phonologiques et sémantiques ne sont pas
stockées dans des lexiques séparés et la lecture n’implique pas la récupéra-
tion dans ces lexiques des différentes représentations. Au contraire, la lecture
entraîne le calcul d’un patron d’activations orthographique, phonologique
et sémantique, représentées de façon distribuée dans le cerveau du lecteur.
Ce modèle permet de simuler de nombreux résultats dans les tâches de
décision lexicale et en prononciation de mots mais obtient de moins bonnes
performances en prononciation de pseudomots. De plus, il est limité par le
fait que les connexions unités orthographiques → sémantiques et phonolo-
giques → sémantiques ne sont pas implémentées. Plusieurs extensions ont
été proposées afin de pallier ces lacunes.
L’extension du modèle par Plaut et coll. (1996) . Ces auteurs se sont attachés à
transformer le modèle pour améliorer les résultats en prononciation de pseu-
domots. Ils ont abandonné le système de représentations distribuées au pro-
fit d’unités discrètes et locales. La procédure d’apprentissage et l’architecture
sont identiques au modèle précédent avec des unités orthographiques et pho-
nologiques ainsi que des unités cachées. Toutefois, le codage orthographique
n’est pas le même. En effet, dans le modèle de base, les mots sont encodés
comme un patron d’activation en trigrammes tandis que dans cette extension,
ces unités orthographiques correspondent à des graphèmes et les unités pho-
nologiques correspondent à des phonèmes. L’utilisation de représentations
symboliques locales discrètes améliore les performances en prononciation
mais est en désaccord avec la philosophie même des modèles de traitement
parallèle distribué qui utilisent par essence des représentations distribuées et
non pas locales.
L’extension du modèle par Harm et Seidenberg (2004) . Cette extension du mo-
dèle PDP développe l’aspect sémantique en modélisant les deux connexions
menant au codage sémantique : l’une, dite « directe », passe des unités ortho-
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graphiques aux unités sémantique tandis que l’autre, appelée connexion pho-
nologique, transite par les unités phonologiques. Ce modèle ne postule pas
l’existence de deux routes indépendantes qui opèreraient en parallèle avec
l’une ou l’autre permettant l’accès à la sémantique mais adopte plutôt l’idée
d’une dépendance entre les deux voies (orthographique et phonologique).
Ces deux voies agiraient conjointement pour parvenir à une récupération sé-
mantique plus efficace. Les deux sources d’activation opèrent simultanément
et contribuent à accéder à la signification. L’activation simultanée de ces deux
voies est l’originalité de ce modèle et le rend plus efficace pour simuler les
effets classiques de la lecture.
Le modèle connexionniste à deux processus(CDP+) de Perry et coll. (2007) .
Comme son nom l’indique, le CDP+ appartient à la famille des modèles
à deux routes de type DRC mais contrairement à ce dernier, il utilise une
architecture entièrement connexionniste. Ce modèle à 2 processus a pour
point de départ l’architecture d’un modèle antérieur (CDP) développé par
Zorzi et collaborateurs (Zorzi et coll. 1998) où la composante sous-lexicale
est particulièrement importante. CDP+ combine donc le réseau sous-lexical
de CDP (auquel sont ajoutées des représentations graphémiques dans un
buffer graphémique) et la route lexicale localiste de DRC (avec une sortie
phonologique modifiée). Ces deux routes aboutissent à un même buffer
phonologique de sortie correspondant à un réseau compétitif dans lequel les
codes phonologiques lexicaux et sous-lexicaux sont intégrés en temps réel
pour produire une prononciation finale (voir figure 2.9).
Ce modèle permet de simuler l’ensemble des effets expérimentaux qu’un mo-
dèle de lecture doit pouvoir reproduire (Coltheart et coll. 2001), à savoir :
L’effet de fréquence : les mots fréquents sont prononcés plus rapidement et
correctement que les mots de basse fréquence.
L’effet de lexicalité : les résultats de lecture sont meilleurs en vitesse et en
précision pour les mots que pour les pseudomots.
L’effet de régularité : la prononciation de mots irréguliers est plus lente et
moins bien réussie que celle de mots réguliers et ce, même lorsque la fré-
quence est contrôlée.
L’effet de consistance des mots : les mots consistants (mots dont la corres-
pondance graphèmes-phonèmes est stable) sont lus plus rapidement et
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Figure 2.9 – Modèle connexionniste à deux processus(CDP+) de Perry et coll. (2007)
plus correctement que les mots inconsistants. La taille de cet effet dépend
du taux amis/ennemis du mot.
L’effet de consistance des pseudomots : la prononciation des pseudomots
présente des effets graduels de la consistance, les correspondances
graphèmes-phonèmes les plus communes ne sont pas toujours celles
utilisées.
L’effet de longueur : les latences de prononciation augmentent linéairement
pour chaque lettre supplémentaire.
L’effet de position de l’irrégularité : l’effet de régularité est plus important
quand l’irrégularité se situe en début de mot (ex : choeur) que lorsqu’elle
se situe en seconde ou troisième position (ex : orchidée).
L’effet de voisinage : la prononciation d’un mot avec beaucoup de voisins
phonologiques est plus rapide et meilleure que pour les mots ayant peu de
voisins.
L’effet d’amorçage : les mots précédés d’une amorce avec la même attaque
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sont prononcés plus aisément (en précision et en vitesse) que ceux précédés
d’une amorce non reliée.
L’effet de pseudohomophonie : la lecture de pseudomots est facilitée s’ils se
prononcent comme des mots (ex : aricau).
La double dissociation entre dyslexie phonologique et dyslexie de surface :
un trouble spécifique en lecture de mots irréguliers avec une lecture de
pseudomots préservée et vice-versa.
Ce modèle est donc très puissant et très prometteur mais pourrait encore être
amélioré par l’implémentation d’un système sémantique ainsi que par l’ex-
tension aux mots polysyllabiques et à d’autres langues que l’anglais. Nous
allons maintenant présenter un modèle qui permet la lecture de mots poly-
syllabiques.
Le modèle multi-traces (Ans et coll. 1998) . Comme les modèles à deux voies, le
modèle multi-trace postule que 2 types de procédures, l’une globale et l’autre
analytique, sont nécessaires pour pouvoir prononcer toutes les séquences de
lettres. Toutefois, il ne peut être considéré comme une nouvelle version du
modèle à deux routes pour trois raisons principales. Premièrement, les pro-
cédures globale et analytique impliquent des principes computationnels si-
milaires : la voie analytique n’intègre pas de système de règles de conversion
graphème/phonème mais la correspondance entre orthographe et phonolo-
gie émerge de l’apprentissage des mots entiers et des syllabes de ces mots.
D’autre part, les 2 mécanismes n’opèrent pas en parallèle, la prodécure glo-
bale intervient toujours la première et la procédure analytique se met en place
uniquement quand la précédente a échoué. Finalement, les 2 procédures ne
sont pas a priori dédiées à un type de stimuli (mots ou pseudomots) et ne
diffèrent que par le type d’attention visuelle qu’elles impliquent. Seuls les
items reconnus comme familiers par le système sont traités globalement. Les
séquences de lettres qui ne sont pas familières ne peuvent pas être traitées de
cette façon et sont donc traitées par la voie analytique.
Ce réseau est composé de 4 couches d’unités : deux couches orthographiques
à l’architecture similaire, une couche phonologique de sortie et une couche
intermédiaire de mémoire épisodique. Le codage de l’entrée orthographique
dépend de la voie de lecture utilisée et dès lors du point de focalisation de la
fenêtre visuo-attentionnelle. En mode global, la fenêtre visuo-attentionnelle
englobe le mot. Les unités orthographiques codant pour chacune des lettres
du mot ainsi que celles codant pour les espaces initial et final sont donc
2.4. L’identification des mots écrits 49
activées et engendrent l’activation simultanée de la forme phonologique.
En mode analytique, en revanche, la fenêtre visuo-attentionnelle comprend
seulement une partie réduite de la séquence de lettres, le reste des lettres
étant codé comme contextuel. Les syllabes sont successivement présentées à
la couche orthographique d’entrée et leur correspondance phonologique de-
vient disponible. La présentation d’un mot ou d’une syllabe de ce mot au
système engendre la création d’une trace en mémoire épisodique. L’appren-
tissage consiste à renforcer les poids de connexion entre cette unité et les
unités actives dans les deux couches orthographiques et la couche phonolo-
gique. Ce modèle donne de bons résultats pour simuler la lecture normale
et les deux types de dyslexies. Il a pour principal avantage de permettre la
lecture de mots et de pseudomots polysyllabiques contrairement aux pré-
cédents qui se limitaient aux mots monosyllabiques. Un autre attout de ce
modèle est qu’il prend en compte les processus visuo-attentionnels comme
partie intégrante de la procédure de lecture.
Maintenant que nous avons présentés les différents modèles de lecture, nous allons
voir quelles sont les zones cérébrales impliquées dans l’activité de lecture.
2.4.2 Aspects neurolinguistiques du langage
Comme nous l’avons montré pour les mécanismes de lecture, l’observation de
patients a souvent aidé à la compréhension du fonctionnement cérébral. La neu-
ropsycholinguistique est l’étude des aspects pathologiques du langage, dus à une
dégénérescence ou une lésion focale du système nerveux central. Parmi les troubles
acquis du langage, on distingue généralement les atteintes du langage oral, appe-
lées aphasies, des atteintes du langage écrit : les alexies. De plus, le trouble peut
concerner la compréhension, la production ou les 2 versants. La neuropsycholin-
guistique constitue une importante source d’information sur l’organisation neuro-
nale du langage, permettant de mettre en relation un trouble particulier du langage
avec la lésion d’une zone particulière du cortex cérébral. La mise en relation de dé-
ficits spécifiques et différenciés et des lésions associées a notamment permis d’aider
à la compréhension du fonctionnement cérébral.
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2.4.2.1 Localisation des aires cérébrales du langage au XIXième siècle
Dès 1861, un neurochirurgien français, Paul Broca (1824-1880), fut le premier à
localiser dans le cerveau ce qu’il appelait « la faculté du langage articulé ». Il rap-
porte une étude post-mortem d’un patient ayant des problèmes d’articulation et
d’expression du langage, sans paralysie des muscles bucco-phonatoires, et avec une
compréhension relativement épargnée (Broca 1861). Ce patient avait, entre autres,
une lésion corticale située dans le tiers inféro-externe du cortex pré-moteur consti-
tuée du pied et du cap de la troisième circonvolution frontale gauche (gyrus frontal
postérieur inférieur gauche, correspondant aux aires de Brodmann BA 44/45) (voir
figure 2.10. L’aire décrite, appelée depuis « aire de Broca », fut associée par déduc-
tion à la production de la parole. On lui attribue généralement un rôle central
dans l’organisation articulée du langage oral. La destruction complète ou partielle
de cette zone, souvent accompagnée de lésions des aires adjacentes, entraîne une
aphasie de Broca ou aphasie motrice. Dans ce type d’aphasie, la compréhension
du langage oral et écrit est relativement préservée tandis que l’expression est labo-
rieuse : le débit est ralenti, le vocabulaire est restreint, l’articulation est difficile et
les structures grammaticales sont simplifiées ou absentes (agrammatisme).
Quelques années plus tard, Carl Wernicke (1848-1905) identifia par une étude post-
mortem une deuxième aire apparemment dédiée au langage. Ce neurologue alle-
mand présenta le cas d’un patient aphasique avec un déficit touchant principale-
ment la compréhension du langage (Wernicke 1874). La lésion fut identifiée dans le
cortex associatif auditif, en dessous et en arrière du cortex auditif primaire. Cette
zone, appelée aujoud’hui « aire de Wernicke » est constituée de la moitié posté-
rieure de la 1ère circonvolution temporale gauche (BA 22) ainsi que du « planum
temporale » (BA 42). Toutefois, la taille et la délimitation de cette zone peuvent
varier sensiblement d’un individu et d’un auteur à l’autre. Cette aire est consi-
dérée comme mettant en oeuvre un mécanisme central dans la compréhension du
langage et comme lieu de stockage de la forme phonologique des mots. Sa perte en-
traînant une aphasie de Wernicke ou aphasie sensorielle, caractérisée par un déficit
du décodage des informations verbales et par un désordre expressif. La production
orale est entâchée de nombreuses paraphasies, souvent de type phonémique mais
sans altération de l’articulation.
Par ailleurs, Wernicke postula l’existence d’une connexion directe entre les aires
de Broca et Wernicke, et qu’une lésion de la matière blanche connectant ces deux
aires cérébrales provoquerait une incapacité à répéter les mots entendus, mais avec
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une compréhension et une production de la parole intactes. Ce type de syndrome
de dysconnexion, appelé « aphasie de conduction », fut rapporté par le médecin
allemand Ludwig Lichtheim en 1885 (Lichtheim 1885).
Une connexion privilégiée entre le lobe frontal postérieur et le lobe temporal supé-
rieur avait déjà été décrite par Karl Burdach (médecin allemand), et fut confirmée
ensuite par Joseph Déjerine (neurologue français) qui nomma ce « chemin » le fais-
ceau arqué de Burdach (Déjerine, 1892). En 1885, Lichtheim proposa aussi une
extension du modèle existant « Broca - faisceau arqué - Wernicke », grâce à l’ob-
servation de différents symptômes d’aphasie. Il fit l’hypothèse d’une « voie » ad-
ditionnelle entre les aires de Broca et Wernicke au travers d’un troisième « centre »
théorique, dédié au traitement sémantique : le « concept center ».
En ce qui concerne la lecture, Déjerine(1849-1917) fut le premier à publier deux
cas de patients souffrant d’alexie à la suite d’accidents vasculaires cérébraux. L’un
avait perdu totalement les capacités de compréhension et d’expression du langage
écrit (Déjerine 1891) à la suite d’une petite lésion, « pas plus grosse qu’une pièce
de 5 francs » à la jonction temporo-occipitale de l’hémisphère gauche (région dé-
nommée gyrus angulaire). Déjerine proposa donc que le gyrus angulaire gauche
est associé à la mémoire des formes visuelles des mots. L’autre sujet présentait
également une perte de la compréhension du langage écrit mais chez celui-ci, la
capacité d’écriture était préservée. Etant donné que l’orthographe des mots n’était
pas affectée, Déjerine fit l’hypothèse que le gyrus angulaire n’était pas lésé mais
qu’il était privé d’afférences visuelles. En effet, l’atteinte fut localisée, post-mortem,
au niveau du cortex occipital interne gauche et à la partie la plus ventrale du splé-
nium du corps calleux. Déjerine parla pour ce patient de « cécité verbale pure ». Par
la suite, ces tableaux furent appelés alexies avec ou sans agraphie, et cette dernière
fut attribuée à une dysconnexion entre le gyrus angulaire gauche et le cortex visuel
(Damasio et Damasio 1983).
Ces différentes observations permirent de mettre en évidence que la répétition de
mots entendus impliquerait des traitements acoustiques dans le cortex auditif pri-
maire, la connexion aux images auditives de la parole dans l’aire de Wernicke et
aux images motrices de la parole dans l’aire de Broca, et enfin la génération de la
parole dans le cortex moteur (gyrus précentral). La lecture d’un mot impliquerait
quant à elle le cortex visuel pour le traitement visuel, et le gyrus angulaire, siège de
la mémoire des formes visuelles des mots. Les connexions entre le gyrus angulaire
et l’aire de Wernicke permettraient de faire le lien entre la forme visuelle d’un mot
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Figure 2.10 – Principales aires cérébrales du langage situées dans l’hémisphère gauche
et la forme auditive correspondante, indispensable à la production de parole lors
de la lecture à voix haute, sous-tendue par l’aire de Broca (Geschwind 1965).
2.4.2.2 Neuropsycholinguistique et déficit de lecture
Depuis Broca, Wernicke et Déjerine qui étaient limités à la dissection post-
mortem, les techniques ont évolué et permis d’accroître les connaissances sur la
localisation des aires langagières. Nous savons aujourd’hui que les déficits de com-
préhension du langage oral et écrit, sont associés à de larges lésions temporo-
pariétales gauches, comprenant le gyrus temporal supérieur postérieur (aire de
Wernicke), les lobes temporaux médian et inférieur ainsi que les gyri angulaire
et supramarginal du lobe pariétal gauche (Alexander et coll. 1989, Déjerine 1892,
Geschwind 1965, Hart et Gordon 1990, Kertesz et coll. 1982). Voyons à présent ce
qu’il en est des atteintes associées aux déficits acquis de lecture. Dans l’alexie pho-
nologique, caractérisée par un traitement phonologique déficitaire et donc par une
difficulté majeure à lire les pseudomots sans trouble de la voie lexicale de lecture
(Beauvois et Dérouesné 1979, Dérouesné et Beauvois 1979), des lésions temporo-
pariétales et frontales gauches ont été mises en évidence. Les difficultés de lecture
de mots irréguliers observées dans l’alexie de surface sont plutôt rapportées suite
à une atrophie du lobe temporal antéro-latéral (Patterson et Hodges 1992). La dys-
lexie profonde combine les symptômes des alexies phonologiques et de surface
avec des difficultés à lire des pseudomots et les mots abstraits (plus que les mots
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concrets) et des erreurs sémantiques (ex : « train » lu « avion »). Elle est souvent
considérée comme une forme d’évolution des aphasies de Broca. Par ailleurs, chez
les patients aphasiques de Broca lésés au niveau de l’aire frontale de Broca (BA
44/45), un trouble de la lecture peut se présenter en parallèle du langage expressif,
on parle alors d’alexie frontale ou antérieure. Quand la lésion implique la région
angulaire gauche (BA 39), on retrouve l’alexie centrale ou alexie avec agraphie. Le
trouble est ici tant au niveau de la lecture que de l’écriture mais le langage oral
est préservé. Si la lésion s’étend au gyrus temporal postérieur, une aphasie senso-
rielle peut y être associée. L’alexie sans agraphie, appelée aussi alexie agnosique
ou cécité verbale pure, est liée à une lésion occipito-temporale gauche (Price et
Mechelli 2005) associée à une atteinte du splenium du corps calleux (i.e. sa partie
toute postérieure). Le tableau clinique consiste en une incompréhension du lan-
gage écrit (des lettres et/ou des chiffres), une hémianopsie latérale homonyme
droite et souvent des troubles de la reconnaissance d’autres symboles graphiques
(pictogrammes) et une agnosie des couleurs. L’alexie « pure », bien que moins sé-
vère que celle-ci, présente de nombreuses caractéristiques communes avec l’alexie
agnosique : l’absence de troubles du langage oral exceptées quelques difficultés
d’évocation verbale, la conversion de la stratégie perceptive de la lecture, une écri-
ture spontanée et sous-dictée préservée ainsi que l’épellation mais une perturba-
tion de la copie. Dans l’alexie pure, les lésions sont occipitales (lobule lingual)
et calleuses, et empêchent les entrées visuelles arrivant uniquement au lobe oc-
cipital droit (en raison de l’hémianopsie droite) d’être transmises aux centres du
langage situés dans l’hémisphère gauche. Finalement, certains patients héminé-
gligents souffrent d’alexie périphérique : la négligence d’un hémichamps de leur
environnement s’observe dans leur activité de lecture également. La négligence
peut concerner la partie gauche (ou droite) du texte ou des mots (Hillis et Cara-
mazza 1991, Luo et coll. 1998).
Comme nous venons de le voir, les études de lésions cérébrales et des déficits ont
apporté de nombreuses connaissances sur le langage et ses corrélats cérébraux.
Toutefois, leur portée est limitée pour plusieurs raisons :
– La complexité des profils neuropsychologiques : une lésion engendre souvent
une constellation de déficits plutôt qu’un déficit isolé.
– La variabilité des déficits en fonction des compensations post-lésionnelles.
Après un accident cérébral, deux types de compensations peuvent être obser-
vées : la mise en place de stratégies par le patient (la palliation cognitive) et
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des changements au niveau de la neuro-anatomie fonctionnelle (la réorgani-
sation cérébrale).
– Certaines régions très résistantes aux dommages ischémiques ne peuvent dès
lors pas être étudiées.
– L’impossibilité de distinguer si le déficit est lié à la région lésée ou à une
dysconnexion avec une aire épargnée. Tout ce qui peut être déduit de l’étude
d’un déficit lésionnel est que les systèmes neuronaux intrinsèques à l’aire
lésée, ou les connexions passant par cette aire, sont nécessaires à la fonction
perdue.
Aujoud’hui, nous disposons d’autres techniques permettant d’étudier les corré-
lats cérébraux impliqués dans certaines activités cognitives. Ce sont les techniques
d’imagerie cérébrale qui sont de plus en plus performantes et ne cessent d’évoluer.
2.4.2.3 Les techniques d’imagerie cérébrale
Depuis plus de 20 ans, les techniques d’imagerie cérébrale sont utilisées chez
des sujets psychologiquement et physiologiquement sains pour comprendre le
fonctionnement anatomique du langage (et des autres activités cognitives). Ces
méthodes, relativement non invasive, permettent d’observer l’activité du cerveau
« in vivo ». Plus précisément, l’imagerie fonctionnelle permet d’étudier les spéci-
ficités de régions cérébrales naturellement épargnées par les lésions, ou bien avec
une activité préservée à la suite d’un dommage, du fait de la réorganisation cogni-
tive ou neuronale. Elle permet aussi d’identifier des sites fonctionnant anormale-
ment en l’absence de toute lésion, ou encore des lésions étendues qui ne touchent
pas qu’une seule zone fonctionnelle. Contrairement aux études lésionnelles, ces
techniques ne sont pas confinées à une hypothèse de ségrégation fonctionnelle et
tiennent compte au contraire de la spécialisation fonctionnelle émergeant de l’in-
teraction entre deux ou plusieurs aires (intégration fonctionnelle). Toutefois, les
études lésionnelles ne sont pas abandonnées pour autant et sont complémentaires
des méthodes d’imagerie. Ces dernières permettant d’identifier l’ensemble des ré-
gions impliquées dans une tâche par rapport à une autre tandis que les modèles
de déficits lésionnels permettent d’identifier quelles régions ou connexions sont
indispensables à une composante particulière de la tâche.
Parmi les techniques d’imagerie cérébrale, on en distingue deux grandes familles :
les techniques électromagnétiques et les techniques métaboliques ou hémodyna-
miques. Les premières fournissent une information directe sur l’activité synaptique
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des neurones, on y retrouve les potentiels évoqués (PE) et la magnétoencéphalo-
graphie (MEG). Les secondes comprennent l’imagerie par résonance magnétique
fonctionnelle (IRMf) et la tomographie par émissions de positons (TEP), elles pro-
curent des informations indirectes sur l’activité cérébrale en mesurant les variations
du débit sanguin induites par l’activité neurale. Ces méthodes sont complémen-
taires car elles fournissent des résultats de sensibilité variable. Les PE et la MEG
ont une résolution temporelle très précise (de l’ordre de la milliseconde) mais une
résolution spatiale moindre (de l’ordre de plusieurs centimètres) du fait de leur
enregistrement en surface. Ils sont donc utiles pour comprendre la chronologie
des évènements cérébraux mais sont peu informatifs sur les activations profondes.
L’IRMf et la TEP ont, en revanche, une résolution spatiale plus fine (de l’ordre du
millimètre) permettant une localisation précise mais une résolution temporelle de
l’ordre de la seconde, insuffisante au regard du « timing » cognitif.
Les potentiels évoqués. Cette technique, peu coûteuse et relativement simple
d’utilisation, est basée sur un enregistrement de l’ElectroEncéphaloGramme
(EEG). Elle consiste à enregistrer les potentiels électriques générés par les
neurones en plusieurs points de la surface du crâne grâce à des électrodes
(entre 32 et 256) fixées sur le cuir chevelu et reliées à un potentiomètre sen-
sible. Les PE (ou ERP en anglais pour « Event-Related Potentials ») peuvent
être définis comme les modifications de l’activité électrique cérébrale consé-
cutives à l’application d’une stimulation. La moyenne des mesures lors d’es-
sais successifs permet d’extraire la réponse évoquée par une stimulation en
s’affranchissant de l’activité électrique spontanée indépendante de la stimu-
lation (bruit physiologique). Les moyennes résultantes sont des courbes de
différences de potentiel en fonction du temps. Les signaux obtenus sont une
succession de courbes dont les sommets et les déflexions sont appelés com-
posantes et sont supposés refléter une activation maximale d’un processus
particulier. Ces composantes sont libellées d’après leur polarité (Positive=P
ou Négative=N) suivie d’un nombre qualifiant leur ordre d’apparition (1,2,...)
ou le temps d’occurence moyen (en millisecondes) après l’apparition du sti-
mulus chez le sujet « sain » (180, 300,...). (Voir figure 2.11)
Elles peuvent varier en latence et en amplitude en fonction du type de stimu-
lation. Comme nous l’avons déjà signalé, l’enregistrement se fait à la surface
du scalp et il n’y a pas nécessairement correspondance entre un maximum
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Figure 2.11 – Principaux composants des potentiels évoqués
de potentiel à cet endroit et l’activité du cortex sous-jacent étant donnée la
diffusion dans la boîte crânienne.
La magnétoEncéphaloGraphie (MEG) enregistre les champs magnétiques induits
par les courants générés par les neurones lors d’une tâche donnée. Des cap-
teurs regroupés dans un casque sont approchés du crâne du sujet pour enre-
gistrer les variations de champs (voir figure 2.12). Ces variations, de l’ordre
Figure 2.12 – Dispositif de magnoencéphalographie
de 10-13 TESLA, sont enregistrées à l’aide de bobines réceptrices de flux cou-
plées à des transformateurs de flux (appelés « SQUID »). Cette méthode est
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coûteuse et donc plus rarement utilisée que les potentiels évoqués. Elle com-
porte toutefois de nombreux avantages : la magnétoencéphalographie permet
un enregistrement des réponses évoquées de manière beaucoup plus focale
et les signaux magnétiques sont moins distordus par les tissus cérébraux que
les signaux électriques. Cette technique est aussi moins sensible aux bruits ex-
térieurs, entre autre parce que l’appareillage est systématiquement contenu
dans une cage de Faraday. L’observation des résultats de MEG est très simi-
laire à celle des résultats d’EEG, les pics observés étant notés « M » suivi de
la latence de l’événement.
La tomographie par émissions de positons (TEP). Cette technique mise au point
en 1972 est basée sur l’idée que toute activité neuronale est associée à une
augmentation du débit ou du volume sanguin dans la région d’activité. Elle
consiste à injecter dans le sang une petite quantité d’un traceur radioactif
qui va parvenir au cerveau. Le rayonnement émis par ces traceurs est en-
registré par des capteurs externes et permet de connaître la distribution du
sang dans les différentes parties du cortex. Les différences entre les niveaux
d’activité des différentes zones se traduisent par des couleurs divergentes sur
l’image (voir figure 2.13) . Les traceurs les plus fréquemment utilisés sont
Figure 2.13 – Vue axiale d’un cerveau par topographie à émissions de positons
l’eau marquée à l’Oxygène 15, pour la mesure du débit sanguin, et le deoxy-
glucose marqué au Fluor 18, pour la mesure du métabolisme du glucose.
Cette méthode comporte deux inconvénients majeurs : son caractère invasif
avec les multiples injections de produit radioactif et la durée d’acquisition
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assez longue (90s par ex.) qui ne permet pas le recueil de données événemen-
tielles.
L’imagerie par résonance magnétique fonctionnelle (IRMf). Cette méthode,moins
invasive que la précédente, est apparue au début des années 90. Elle fournit
des images tridimensionnelles en exploitant l’hémoglobine dont les proprié-
tés magnétiques diffèrent selon que cette molécule est liée ou non à l’oxygène.
L’activité du cerveau est mesurée en réalisant des images reflétant le contraste
entre les régions au flux sanguin normal et celles où celui-ci est accru (voir
figure 2.14) . Ce contraste reflète des modifications hémodynamiques lo-
Figure 2.14 – Activations cérébrales observées à partir de la technique d’imagerie par résonance
magnétique fonctionnelle
cales, mais ne fournit pas de réponse sur la relation entre ces variations et
l’activité neuronale. Les origines neuronales exactes de l’activation cérébrale
mise en évidence par l’IRMf ne sont donc pas parfaitement déterminées.
Cette technique a pour avantages de présenter une résolution spatiale aussi
fine que celle de la TEP et une meilleure résolution temporelle. Elle permet
donc l’utilisation de paradigmes classiques bloqués (comme en TEP) mais
également de paradigmes événementiels. De plus, la superposition entre les
images anatomiques et fonctionnelles est facilement réalisable car enregistrée
avec le même matériel et souvent dans les mêmes conditions.
D’autres techniques d’investigations, que nous ne détaillerons pas dans ce travail,
sont utilisées pour étudier les corrélats cérébraux des fonctions langagières : l’IRM
de diffusion, la Stimulation Magnétique Transcranienne (TMS) ou l’implantation
d’électrodes intracérébrales.
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2.4.2.4 Corrélats neuroanatomiques du traitement du mot écrit
L’identification d’un mot écrit engendre plusieurs niveaux de traitement sous-
tendus par des zones cérébrales différentes. L’essor des techniques d’imagerie a
permis de préciser le décours temporel de ces traitements et de spécifier les régions
impliquées aux différentes étapes du processus.
Le traitement visuel « de bas niveau »
Lors de la présentation visuelle d’un stimulus langagier, le premier traite-
ment consisterait en une analyse perceptive primaire des traits. Les premières
activations sont observées dans les aires visuelles primaires (V1) bilatérales,
appelées aussi cortex strié (Petersen et coll. 1988). Ces aires sont connues
pour être impliquées dans le traitement visuel de « bas niveau » et leur ac-
tivation n’est pas spécifique à des stimuli orthographiques (Helenius et coll.
1999, Tarkiainen et coll. 1999).
Le traitement pré-lexical
Après une première analyse primaire des traits, le traitement devient plus
spécifique aux caractères linguistiques et l’activation se propage dans les
aires associatives visuelles, autrement nommées le cortex extra-strié. Selon
les études, cette activation est tantôt observée bilatéralement tantôt unique-
ment à gauche (Cornelissen et coll. 2003, Howard et coll. 1992, Petersen
et coll. 1988). Elle est spécifique aux stimuli du langage car elle s’observe à
la fois pour les mots et les pseudomots mais pas pour des caractères non
linguistiques ou une croix de fixation présentés visuellement.
Plusieurs études se sont attachées à comprendre cette activation spécifique
aux mots et aux pseudomots et ont essayé de préciser quels étaient les fac-
teurs qui pouvaient l’influencer. Ainsi, Indefrey et coll. (1997) ont postulé
que, plus que le statut lexical, ce seraient la longueur et la complexité des
stimuli linguistiques qui moduleraient l’activation du cortex visuel extra-strié
médial. De plus, et étant donné que l’activation dans les aires primaires est
modulée par le taux de présentation du stimulus (Fox et Raichle 1985), la
question s’est posée pour les aires associatives de savoir si certains critères de
présentation tels que son temps ou le taux de répétition pouvaient jouer un
rôle dans leur activation. Il a dès lors été mis en évidence que cette dernière
dépendait du taux et du temps de présentation (Price et Friston 1997, Price
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et coll. 1996). A la même période, d’autres études ont porté sur les différences
d’activation entre les hémisphères suggérant que le traitement effectué par
l’un et l’autre différait. Le cortex extra-strié droit serait impliqué dans le
traitement de la forme globale du mot tandis que les aires analogues gauches
contribueraient à un traitement plus localisé des stimuli linguistiques.
Cependant, l’idée d’un traitement uniquement ’orthographique’ par le cortex
extra-strié est aujourd’hui remise en question. En effet, de nombreuses études
en IRMf ont mis en évidence des effets pré-lexicaux dès cette phase d’activa-
tion mais les résultats semblent dépendre des tâches utilisées. De fait, dans
une tâche de décision lexicale, on a observé des activations plus importantes
pour les mots (en comparaison aux pseudomots) dans des régions occipito-
temporales bilatérales (Fiebach et coll. 2002) ou gauches (Binder et coll. 2003)
pour les mots en comparaison aux pseudomots. Dans d’autres études où le
sujet avait pour seule consigne de lire silencieusement (Kronbichler et coll.
2004, Mechelli et coll. 2003), les activations se sont révélées plus importantes
dans le gyrus fusiforme gauche (appartenant au réseau extra-strié) pour les
pseudomots que pour les mots. Kronbichler et coll. (2004) explique cette
différence de résultats par la nature de la tâche : en décision lexicale, le choix
de la réponse « non » en présence de pseudomots pourrait être basé sur un
traitement visuel-orthographique superficiel tandis que la réponse « oui » en
présence d’un mot nécessite l’identification de celui-ci. Le réseau extra-strié,
dont le gyrus fusiforme, fournirait le code d’accès aux informations séman-
tiques et phonologiques de plus haut niveau représentées dans le gyrus
temporal moyen postérieur gauche, plus activé pour les mots que pour les
pseudomots. Finalement, d’autres résultats portant sur les lettres vont dans
le sens de cette hypothèse d’un traitement pré-lexical du cortex extra-strié.
Garrett et coll. (2000) ont mis en évidence, lors d’une étude en TEP, une
activation de l’aire BA37 gauche directement corrélée aux performances des
sujets dans une tâche de décision de lettre. Utilisant l’IRMf, des résultats
similaires ont été observés avec une activation de BA37 spécifique aux lettres
latines dans une tâche de classification de lettres latines, coréennes et de
formes géométriques (Pernet et coll. 2005).
Conversion graphème-phonème
Avant de passer au traitement phonologique du mot, il est important de
préciser que dans le cas particulier de la lecture de pseudomots ou de mots
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de très basses fréquences, une conversion des graphèmes en leur phonème
correspondant est nécessaire. Dans les études de décision lexicale citées dans
le paragraphe précédent (Binder et coll. 2003, Fiebach et coll. 2002), certaines
régions se sont révélées plus activées pour les pseudomots ou les mots de
basse fréquence et les auteurs ont interprété cette différence comme reflétant
le processus de conversion graphème-phonème. Les aires mises en évidence
dans ces deux études sont le pars opercularis (BA44) et le pars triangularis
gauche, l’insula antérieure, le noyau caudé, le thalamus, le cortex pré-moteur,
l’aire motrice supplémentaire bilatérale, le sulcus frontal inférieur droit et
le gyrus frontal moyen antérieur droit. Une méta-analyse de 35 études de
neuro-imagerie a établi que cette conversion graphème-phonème reposerait
sur les aires temporales supérieures gauches ainsi que sur le gyrus supra-
marginal gauche et le pars opercularis gauche du fait de l’augmentation de
la charge en mémoire de travail (Jobard et coll. 2003).
Traitements phonémique et phonologique
Les premières étapes corticales de la perception auditive du langage mettent
en jeu de manière bilatérale le cortex auditif temporal supérieur. Les études
lésionnelles sur des patients souffrant de surdité verbale ont permis de mettre
en évidence le caractère uni-modal des gyri temporaux supérieurs qui ne
traiteraient que l’information auditive. En effet, les difficultés rencontrées
par des personnes lésées à ce niveau ne concernent que la compréhension
de mots présentés oralement alors que la production orale et le langage
écrit sont préservés. Les études d’imagerie concordent étant donné que la
seule région plus activée en répétition de mots qu’en lecture est localisée à la
surface latérale de ce gyrus temporal supérieur gauche.
Plusieurs études se sont attachées à préciser les régions du cortex temporal
impliquées dans le traitement de la parole et de comprendre leurs différentes
fonctions. La structure corticale activée dans le traitement du langage s’éten-
drait dans les deux hémisphères sur plus de 4 cm dans le gyrus temporal
supérieur de part et d’autre du gyrus de Heschl, incluant vers le bas le sillon
temporal supérieur. Elle respecte des deux cotés le cortex auditif primaire et
la branche montante du planum temporal. Le cortex auditif est par définition
sensible au langage, mais il est aussi spécifique puisqu’il n’est activé ni par
les tons purs, ni par l’attention portée à des composants élémentaires du
son, tels que son intensité, sa hauteur, ou sa durée (Samson et coll. 2001).
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Toutefois, cette spécificité ne serait pas complète puisque certains auteurs
ont observé que cette aire s’active aussi lorsqu’il s’agit de dénommer des
sons de l’environnement (Price et coll. 2003). De plus, Belin et coll. (2000) ont
montré que cette région était plus activée lorsque les sujets entendaient des
sons vocaux non langagiers tels que des rires ou des éternuements que pour
des sons non vocaux tels que des applaudissements ou des claquements de
doigts. Au vu de ces résultats, l’activation de cette aire durant le traitement
auditif de mots a été interprétée par Price et coll. (2003) comme reflétant
un traitement acoustique suscité par le traitement d’éléments communs aux
sons langagiers et aux sons de l’environnement mais pas aux bruits.
D’autres études de neuro-imagerie ont permis de comprendre plus spéci-
fiquement le rôle de cette région et ont mis en évidence qu’une partie de
ce gyrus temporal supérieur gauche et la partie supérieure de la scissure
temporale supérieure - le gyrus de Heschl et le planum temporal - étaient
fortement impliquées dans la représentation de l’information phonémique
sublexicale. En effet, en comparant les activations dans une tâche de caté-
gorisation utilisant des stimuli phonémiques ou non phonémiques appariés,
des auteurs ont observés une activation plus importante de ces zones pour la
catégorisation phonémique (Liebenthal et coll. 2005). Par ailleurs, une activa-
tion bilatérale des sulci temporaux supérieurs plus importante à l’écoute de
la parole qu’à l’écoute de sons a fait postuler que cette région était spécifique
au traitement de la parole sur des bases acoustiques et non pas linguistiques.
De plus, il n’y avait pas de différence d’activation de ces zones entre des
mots, des pseudomots ou des mots inversés (Binder et coll. 2000).
Contrairement aux parties que nous venons d’évoquer, des régions infé-
rieures de la scissure temporale supérieure et le gyrus temporal médian,
également activés en répétition de mots, comprendraient des aires polymo-
dales recevant des projections visuelles, somato-sensorielles et auditives. Ces
aires étant probablement les sites d’une analyse linguistique de plus haut
niveau des phonèmes perçus.
En plus des activations du gyrus temporal supérieur et dans une moindre
mesure, Démonet et coll. (1992) ont mis en évidence une activation de l’aire
de Broca. Cette région, connue comme le siège de la production du langage,
s’active aussi dans des tâches de jugement de rimes (Paulesu et coll. 1993,
Zatorre et coll. 1996) ou de lecture de mots irréguliers et de pseudomots com-
parés à des mots réguliers (Herbster et coll. 1997). Cette activation reflète,
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d’après les auteurs, l’accès à la représentation articulatoire des phonèmes,
étape indispensable à la réalisation d’un décodage des sons du langage (Fiez
et Petersen (1998) pour revue).
Reprenant cette conception suite à une étude en TEP sur la mémoire de
travail verbale, Paulesu et coll. (1993) ont proposé que l’aire de Broca (aire
de Brodman 44) formerait, avec les gyri temporaux supérieurs (AB 22/42),
les gyri supra-marginaux (AB 40) et l’insula, la boucle articulatoire telle
qu’envisagée par Baddeley dans son modèle (Baddeley 1986). Ils précisent
que les gyri supra-marginaux étant activés dans les tâches de mémoire pho-
nologique mais pas dans celles de rimes, ils seraient la localisation principale
du stockage phonologique. L’activation importante de l’aire de Broca dans
les différentes tâches est interprétée comme indiquant le rôle primordial
de cette zone dans la répétition sub-vocale. Finalement, les gyri temporaux
supérieurs activés dans des tâches passives de perception de phonèmes et en
jugement de rimes sont considérés comme probablement impliqués dans le
traitement phonologique indépendamment des processus mnésiques.
Le traitement lexical des mots
Dès le 19ième siècle, les études post-mortems de Broca, Wernicke et Lichteim
sur les patients aphasiques et celles de Déjerine sur des alexiques ont permis
de mettre en évidence que les régions cérébrales impliquées dans le langage
différaient en fonction des modalités d’entrée et de sortie. Nous allons donc
analyser d’une part le traitement lexical des mots entendus et d’autre part
celui des mots lus. Selon le modèle neurologique du 19ième siècle, adapté par
Price (2000), les représentations auditives des mots seraient stockées dans
l’aire de Wernicke tandis que leurs représentations visuelles siègeraient dans
le gyrus angulaire.
En ce qui concerne la modalité auditive, de nombreuses études d’imagerie
ont confirmé cette activation plus importante de l’aire de Wernicke à l’écoute
de sons de paroles comparés à des sons non langagiers (Binder et coll. 2000,
Mummery et coll. 1999). En revanche, aucune différence d’activation n’a été
observée dans cette aire à l’écoute de sons vocaux non linguistiques (éternue-
ments, rires, etc.) ou de sons de l’environnement (cloche, téléphone, animaux,
etc.) comparés à des sons de parole modifiée au niveau de l’amplitude et des
sons langagiers brouillés (mots inversés) (Belin2000). Ces résultats ont amené
les auteurs à considérer cette aire comme le siège du lexique mental auditif.
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Néanmoins, certaines recherches ont observé une activation de cette aire
dans des tâches n’impliquant pas des sons de parole. Celsis et coll. (1999) ont
effectué une tâche d’écoute de sons et de syllabes, standards et déviants, et
ont obtenus des activations de l’aire de Wernicke à l’écoute des deux sortes
de syllabes, résultat en accord avec les études précédentes. En revanche et de
façon plus surprenante, ils ont également mis en évidence une activation à
l’écoute des sons déviants. Ils l’ont interprétée comme une implication dans
la détection de changement acoustique de parole et de non parole. Dans le
même ordre d’idées, certains auteurs ont montré une activation de cette zone
dans une tâche visuelle dans laquelle ils faisaient varier le degré de prédic-
tibilité. Ce dernier était négativement corrélé avec le niveau d’activation de
l’aire de Wernicke (Bischoff-Grethe et coll. 2000).
Ces résultats soulignent donc que l’aire de Wernicke ne serait pas unique-
ment le lieu de stockage des représentations auditives des mots. Price et coll.
(2003) ont proposé 3 hypothèses pour expliquer cela. D’une part, il se peut
que le nom d’aire de Wernicke soit parfois utilisé abusivement pour des
zones proches dans cette région temporale supérieure postérieure. De plus,
il est également possible qu’une même aire joue des rôles différents en fonc-
tion des régions avec lesquelles elle interagit. Pour l’aire de Wernicke plus
spécifiquement, elle pourrait être impliquée dans le traitement auditif des
mots quand elle est co-activée avec l’aire de Broca mais avoir des fonctions
différentes quand elle est co-activée avec d’autres régions. Des études supplé-
mentaires sont nécessaires pour préciser cette question mais il est important
de signaler que ces deux hypothèses ne sont pas exclusives et pourraient
toutes deux expliquer une part des activations dans des tâches non langa-
gières.
Voyons à présent ce qu’il en est d’une éventuelle aire dédiée au stockage
des représentations visuelles des mots. D’après ses observations de patients
alexiques, Déjerine a postulé que la mémoire de la forme visuelle des mots
est située dans le gyrus angulaire gauche. Les études d’imagerie effectuées
depuis le siècle dernier ayant montré des résultats divergents en fonction des
sujets, du type de mots, du taux et de la durée de présentation, plusieurs
localisations cérébrales sont envisagées comme lieu de stockage de la forme
visuelle des mots. Concernant le gyrus angulaire, certaines recherches ont
observé son activation en lecture silencieuse de mots et plus particulièrement
quand ceux-ci formaient des phrases. Il semblerait que son rôle soit plutôt
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d’ordre sémantique, laquelle est plus proéminente en lecture de phrases.
En 1988, Petersen et ses collaborateurs (Petersen et coll. 1988) ont mis en
évidence, dans une étude en TEP, que la présentation visuelle d’un mot ou
d’un pseudomot activait le cortex extra-strié médian gauche qui n’était pas
activé par des séquences de lettres ne respectant pas les règles orthotactiques
ou des caractères non langagiers. Ils en conclurent que cette région joue un
rôle primordial dans l’accès au lexique visuel. Dans les années qui suivirent,
d’autres auteurs n’obtinrent pas cette activation dans une tâche de lecture
à haute voix de mots comparée à la présentation visuelle de caractères non
linguistiques pour laquelle les sujets devaient prononcer toujours le même
mot (Howard et coll. 1992). Par ailleurs, certaines études ont montré une
activation de ce cortex extra-strié médian gauche en présentation visuelle
d’objets ou de stimuli complexes (Indefrey et coll. 1997, Moore et Price 1999).
Le traitement sémantique
Lors de la présentation auditive de mots, l’accès au sens active les cortex
gauches temporal postérieur moyen, temporo-pariétal postérieur et temporal
antérieur inférieur.
Dans des tâches de lecture silencieuse, certaines études ont montré une acti-
vation du gyrus angulaire en lecture de phrases (Bavelier et coll. 1997, Bottini
et coll. 1994) tandis que cette activation n’est pas toujours retrouvée en lec-
ture de mots isolés (Beauregard et coll. 1997, Brunswick et coll. 1999, Herbster
et coll. 1997, Moore et Price 1999, Rumsey et coll. 1997). Cette activation du
gyrus angulaire a dès lors été interprétée comme étant en lien avec un accès
à la sémantique qui serait plus saillant en lecture de phrases ou de mots pré-
sentés lentement (Price et coll. 1996).
L’implication du gyrus angulaire dans le traitement sémantique a été confor-
tée par son activation dans des tâches sémantiques sur des phrases entendues
(Humphries et coll. 2007), des objets (Vandenberghe et coll. 1996) et des vi-
sages (Gorno-Tempini et Price 2001) et une sur-activation dans des tâches
sémantiques vs phonologiques (Démonet et coll. 1992).
Sans trancher sur le rôle exact du gyrus angulaire, une étude de stimulation
corticale directe (Roux et coll. 2004) a permis de confirmer son implication
dans les processus de lecture. Ces chercheurs ont mis en évidence, parmi 21
régions, que le gyrus angulaire est la quatrième région la plus impliquée en
lecture.
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Plusieurs auteurs se sont également intéressés au rôle du gyrus frontal in-
férieur gauche (Pammer et coll. 2004, Hauk et coll. 2006) et ont mis en évi-
dence son implication dans le traitement sémantique. Cette structure joue
un rôle plus général d’inhibition des attributs non pertinents du stimulus
pour la tâche réalisée (Barde et Thompson-Schill 2002, Gold et Buckner 2002,
Thompson-Schill et coll. 1997).
Le traitement morphologique
Concernant le traitement morphologique, plusieurs courants s’affrontent :
certaines théories stipulent que la structure morphologique d’un mot com-
plexe affecte sa reconnaissance, indépendamment de sa forme et de son sens.
Le traitement d’items linguistiques morphologiquement complexes entraîne-
rait une sur-activation du gyrus frontal inférieur gauche (Tyler et coll. 2004).
D’autres auteurs (Devlin et coll. 2003) ont, en revanche, obtenu, dans une
étude en IRMf, des superpositions d’activations entre les régions sensibles à
la structure morphologique des items et celles sensibles aux effets orthogra-
phiques et sémantiques. Ils ont dès lors proposé que la morphologie émerge
de la convergence de la forme et du sens d’un mot, et n’est donc pas traitée
dans une région cérébrale particulière.
Le traitement syntaxique
La principale structure qui entre en jeu dans le traitement syntaxique est le
gyrus frontal inférieur gauche. Pour ce traitement, il faut toutefois distinguer
les situations de violations syntaxiques de la complexité syntaxique. En effet,
le gyrus temporal supérieur médian et postérieur serait sur-activé lorsqu’il y
a violation syntaxique de même que l’operculum frontal et le cortex prémo-
teur ventral. En revanche, dans des situations de complexité syntaxique, c’est
la partie antérieure du gyrus temporal supérieur et l’aire de Broca (BA44) qui
seraient impliquées (Dapretto et Bookheimer 1999, Friederici et Kotz 2003).
Ainsi, Musso et coll. (2003) ont montré que l’aire de Broca joue un rôle déter-
minant dans l’acquisition de nouvelles règles grammaticales, uniquement si
ces règles sont conformes à la grammaire universelle et indépendamment de
la famille linguistique de la langue considérée.
2.4.2.5 Décours temporel du traitement du mot écrit
Pour comprendre les différentes étapes du traitement lors de la lecture, l’une
des méthodes utilisées, la chronométrie mentale, consiste à mesurer les temps de
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réaction. Ces temps de réaction ou temps de réponse correspondent à l’intervalle
de temps entre la présentation du stimulus et la réponse du sujet. Ils sont censés
mesurer, indirectement, les mécanismes mentaux impliqués dans la lecture (Posner
1986). Un autre indicateur précieux pour la compréhension du traitement des mots
écrits est le pourcentage de bonnes ou mauvaises réponses.
Six techniques comportementales sont fréquemment utilisées pour l’étude des mé-
canismes de lecture :
Les mesures des mouvements oculaires présentées au chapitre 2.3.4
Les tâches de décision lexicale (Rubenstein et coll. 1970). Dans ces tâches, le sujet
est amené à décider le plus rapidement possible si une séquence de lettres
présentée visuellement correspond ou non à un mot de la langue. Les temps
de réaction et le pourcentage de bonnes réponses dépendent de critères de
décision appliqués par le lecteur en fonction de la consigne et de la familiarité
des stimuli.
Les tâches de prononciation immédiate ou différée. Le sujet est amené à pronon-
cer le mot présenté visuellement sur l’écran d’ordinateur. La réponse verbale
est enregistrée pour permettre de mesurer plusieurs variables : les latences de
réponses, le pourcentage de bonnes réponses et parfois le temps de pronon-
ciation. L’inconvénient de cette tâche est qu’elle fait appel à des processus per-
ceptifs et de production et ne permet donc pas de distinguer les traitements
perceptifs et les aspects de production et d’articulation. La prononciation dif-
férée permet de pallier ce problème puisque le sujet doit attendre l’apparition
d’un indice visuel avant de prononcer le mot. Cet indice peut apparaître 500 à
1500 ms après le mot ce qui permet au sujet de préparer le geste articulatoire.
Si une différence entre mots de haute et de basse fréquences est constatée en
prononciations immédiate et différée, cet effet de fréquence peut être attribué
aux processus de prononciation et d’articulation tandis que s’il n’est observé
qu’en prononciation immédiate, il sera attribué aux processus de perception
et d’identification.
Les tâches d’identification perceptive. Un mot visuellement dégradé est présenté
brièvement au lecteur. Toute l’information visuelle du mot est donnée mais
pendant quelques fractions de secondes ne permettant pas un traitement
complet et une identification totale du mot. Plusieurs méthodes permettent
de dégrader le mot : le démasquage progressif (présentation en alternance
de la cible et d’un masque, le temps de présentation de la cible augmente
au fur et à mesure de la séance tandis que celui du masque diminue) et la
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présentation fragmentée (seule une partie du mot est présentée et cette partie
augmente au fur et à mesure).
Les tâches de catégorisation sémantique. Utilisées initialement par Meyer et coll.
(1974), elles consistent à demander au sujet si le stimulus présenté visuelle-
ment appartient ou non à une catégorie sémantique présentée préalablement.
Elles sont souvent utilisées pour étudier le codage sémantique en lecture bien
qu’elles ne distinguent pas les processus d’identification des processus de ju-
gement sémantique et que la catégorie sémantique peut jouer le rôle d’amorce
et faciliter l’identification de la cible.
Les techniques d’amorçage. Elles consistent à présenter un stimulus appelé
amorce suivi du mot cible sur lequel le sujet doit effectuer le traitement.
L’amorce peut être plus ou moins longue et masquée ou non. En manipulant
la nature de l’amorce et du lien qu’elle entretient avec la cible, on peut
étudier les différents niveaux de traitement impliqués dans la lecture. La
relation entre l’amorce et la cible peut être visuelle (IFR-JEP), orthographique
(CHANT-CHAT), phonologique (FOIS-FOIE), morphologique (MURAL-
MURET), sémantique (PONEY-CHEVAL) ou syntaxique (UNE-TABLE). La
principale question est de savoir si l’amorce facilite ou inhibe le traitement
de la cible.
Ces techniques ont permis de nombreuses avancées dans la compréhension des
processus de lecture mais l’étude de la chronométrie mentale reste délicate étant
donnés les nombreux traitements variés et spécialisés opérant en parallèle. En lec-
ture, on sait que le temps de fixation d’un mot, avant qu’il y ait saccade, est de 250
ms en moyenne (Sereno et Rayner 2000). Il a dès lors été déduit que la perception
visuelle et la majorité des traitements associés (phonologiques, orthographiques,
sémantiques,...) sont réalisés en 200 ms (Posner et coll. 1999, Sereno et Rayner
2000). Or, la conception classique de la temporalité de la reconnaissance des mots
est que les 200 premières ms sont destinées aux traitements sensoriels et percep-
tifs uniquement dans les aires corticales modalité-spécifique qui ne sont sensibles
qu’aux caractéristiques physiques du stimulus (luminosité, contraste, complexité
spatiale,...) (Proverbio et coll. 2004, Proverbio et Zani 2003). Toutefois, il est mainte-
nant accepté que les processus sémantiques peuvent débuter dès 150 ms et opérer
en parallèle d’autres traitements (i.e. orthographiques, phonologiques,...) (Prover-
bio et Adorni 2008). Des influences « top-down » de haut niveau peuvent donc
intervenir très tôt et se coupler aux effets purement sensoriels « bottom-up ».
Les études en potentiels évoqués et en magnétoencéphalographie ont fortement
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contribué à la compréhension du décours temporel des traitements orthogra-
phique, phonologique et sémantique des mots ; nous allons donc maintenant ex-
poser les composantes typiques mises en évidence et leurs fonctions associées.
Les composantes sensorielles sont au nombre de deux, la P100 et la N170. Leur
distribution topographique varie en fonction de la modalité de présentation : elle
est temporale pour la modalité auditive et occipitale en visuel. Parmi les com-
posantes reflétant des traitements de plus hauts niveaux, nous développerons les
principales ondes étudiées : la N2 pour les effets lexicaux, la P300 pour les effets
attentionnels, la N400 pour les effets sémantiques et la P600 pour les traitements
syntaxiques. Etant donnée la nature de nos travaux, nous ne présenterons que les
données d’électrophysiologie concernant la reconnaissance visuelle des mots.
Traitements visuels de « bas niveau » : composante P100 ou P1. Cette première
onde positive semble être le reflet d’une analyse visuelle primaire telle que
l’extraction des traits visuels du stimulus (Tarkiainen et coll. 2002). Cet évé-
nement n’est pas spécifique à la lecture, il est observé après présentation
visuelle d’objets (VanRullen et Thorpe 2001, Martinovic et coll. 2008), de
visages (Tarkiainen et coll. 2002, Halit et coll. 2000) et de caractères linguis-
tiques (Tarkiainen et coll. 1999, Proverbio et coll. 2002; 2004). L’onde P1 a
une latence d’environ 80 à 100 ms après la stimulation et est localisée, pour
les stimuli visuels, au niveau du cortex extra-strié ventro-latéral (Petersen
et coll. 1988, Price et coll. 1996). Bien que cet événement soit mis en évidence
pour de nombreux types de stimuli visuels, nous notons néanmoins des
divergences en fonction de la nature du stimulus. L’onde P1 est, par exemple,
moins ample et plus précoce pour des mots que pour des visages ou des
voitures (Rossion et coll. 2003). De plus, le facteur attentionnel peut moduler
cet événement avec une amplitude plus importante pour des stimuli appar-
tenant à une catégorie prédéfinie que pour des stimuli inattendus. Un effet
de typicalité a également été observé avec une P1 plus ample pour des mots
ou des pseudomots aux bi- et tri-grammes inconsistants que pour les items
consistants (Hauk et coll. 2006).
Traitement orthographique : composante N170 ou N1. L’analyse orthographique
est le premier traitement visuel spécifique à la reconnaissance d’éléments lin-
guistiques. Elle est révélée par l’onde N170 ou N1 qui prend place 140 à
190 ms après présentation du stimulus dans les régions occipito-temporales
(gyri lingual et fusiforme) (Kuriki et coll. 1998, Proverbio et Zani 2003). Se-
lon Salmelin et coll. (2000), l’activation occipito-temporale inférieure gauche
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apparaissant 150 ms post-présentation d’un stimulus langagier serait le reflet
du premier traitement spécifique aux lettres par rapport à tout autre symbole.
D’autres auteurs ont observé une onde négative occipito-temporale controla-
térale à la stimulation visuelle, 150 à 160 ms après l’apparition d’un mot ou
d’un non-mot (Cohen et coll. 2000). Ils interprètent cet événement comme une
activation de l’aire visuelle V4, connue pour contribuer à la vision des formes
et des couleurs. D’autres encore (Fiebach et coll. 2002) ont montré une acti-
vation des aires occipito-temporales bilatérales ainsi que du gyrus temporal
supérieur médian gauche 170 à 230 ms post-stimulation pour des séquences
de lettres, mots ou nonmots. Cette négativité bilatérale entre 150 et 200 ms
post-stimulation a été interprétée comme un traitement pré-lexical permet-
tant de distinguer entre mots et séquences de lettres non porteuses de sens
(Cornelissen et coll. 2003, Martin et coll. 2006, Proverbio et coll. 2002). Fina-
lement, comme pour l’onde P1, la composante N170 est plus ample lors de
la présentation de stimuli « attendus », reflétant un effet attentionnel (Kutas
1997). Dans la lignée de leurs travaux, Sereno et collaborateurs vont plus loin
et proposent une autre interprétation de l’onde N1 suite à l’observation d’une
modulation de celle-ci par la fréquence lexicale des mots (Sereno et coll. 1998;
2003). Cette activation reflèterait l’accès lexical au cours de la lecture de mots
isolés, plutôt qu’un traitement pré-lexical.
Traitement lexical : composante N2. Cette onde négative apparaît 180 à 200 ms
post-stimulation dans les régions occipito-temporales gauches correspondant
selon Cohen et coll. (2000) au « Visual Word Form System (Système de la
forme visuelle des mots) ». Cette activation représenterait la transition entre
les effets purement visuels et les effets lexicaux induits par la présentation
d’un mot. En effet, cette composante est prolongée pour les mots par rap-
port aux non-mots. Elle semble spécifique à la reconnaissance des mots et des
pseudomots, mais pas des non-mots et de séquences de caractères non alpha-
bétiques (Cohen et coll. 2000; 2002, Petersen et coll. 1990). Elle est également
plus ample pour les lettres que pour les chiffres (Polk et coll. 2002). Toutefois,
la question de la spécificité de cette activation au traitement des mots n’est
pas encore tranchée. Par ailleurs, cette activation de la « Visual Word Form
Area » serait accompagnée d’une activation dans le gyrus frontal inférieur
(BA 44/6), le gyrus temporal antérieur médian (BA 21/38) et le gyrus tempo-
ral postérieur médian (BA 37/39) (Pammer et coll. 2004). La temporalité du
traitement lexical en lecture n’est pas clairement définie étant donnés les ré-
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sultats très divergents des études sur les effets de fréquence lexicale. Certains
auteurs ont constaté des différences d’activation précoce (dès 150 ms) entre
mots et non-mots (Proverbio et coll. 2004, Sereno et coll. 1998) tandis que
d’autres n’observent ces différences que 500 ms après la stimulation (Polich
et Donchin 1988). Cependant, de nombreuses expériences répertorient des ac-
tivations lateralisées à gauche spécifiques à la présentation des mots entre 180
et 250 ms après la stimulation (Pammer et coll. 2004, Proverbio et coll. 2002,
Salmelin et coll. 1996, Tarkiainen et coll. 1999). De plus, une distinction a été
mise en évidence entre les mots et les pseudomots avec une onde N2 plus
ample pour les premiers pouvant refléter un début d’accès au lexique séman-
tique (Proverbio et Adorni 2008). Finalement, des activations dans les aires
frontales inférieures gauches entre 170 et 230 ms post-stimulation sont mises
en évidence en présentation visuelle de séquences de lettres n’étant pas des
mots (Fiebach et coll. 2002, Rodriguez-Fornells et coll. 2002). Ces activations
pourraient représenter les traitements opérés sur les séquences alphabétiques
ne pouvant être traitées par la voie directe. Ces régions appartiendraient à la
voie phonologique de lecture et assureraient entre autres l’assemblage pho-
nologique des pseudomots.
Traitement phonologique : les composantes P150 et N450. La MisMatch Negati-
vity est une composante caractérisée par une déflection négative fronto-
centrale apparaissant 100 à 300 ms après discrimination d’un changement au
niveau des stimulations auditives (voir (Näätänen et coll. 2007) pour une re-
vue). Une activation temporale 100 ms post-stimulation a, quant à elle, été at-
tribuée aux processus de mémoire à court terme par Proverbio et Zani (2003).
Ces mêmes auteurs ont proposé que les activations antérieures gauches sur-
venant 160 à 215 ms post-stimulation révèleraient la mise en place de proces-
sus phonologiques. Dans une tâche de décision lexicale utilisant des pseudo-
homophones, un effet de facilitation phonologique a été observé dès 150 ms
dans des régions temporo-pariétales gauches (Braun et coll. 2009). Une modu-
lation de la N250 est également constatée lors d’un amorçage orthographique
ou phonologique. Elle est considérée comme le marqueur d’un traitement
sous-lexical (Grainger et coll. 2006, Holcomb et Grainger 2006). Des tâches
de rimes sur des stimuli visuels ont également permis d’étudier les traite-
ments phonologiques en lecture. Elles ont permis de mettre en évidence une
négativité plus importante autour de 450 ms lorsque l’amorce ne rime pas
avec la cible que lorsqu’elle rime (Grossi et coll. 2001, Khateb et coll. 2007).
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Un effet similaire a été observé avec des pseudomots (Coch et coll. 2008).
Dans leur étude comparant des mots, des pseudomots et des non-mots, Ben-
tin et coll. (1999) ont constaté une plus grande négativité 320 ms après la cible
pour les items qui ne riment pas. La différence entre les traitements phonolo-
giques précoces (P150) et tardifs (N450) pourrait tenir du caractère respecti-
vement implicite ou explicite des traitements phonologiques impliqués dans
ces tâches.
Effets attentionnels : composante P300. L’événement P300 survient à l’apparition
d’un ou plusieurs stimuli peu fréquents dans une séquence d’items iden-
tiques, quelque soit la modalité de présentation. Son amplitude est connue
pour refléter la quantité de ressources attentionnelles allouée à une stimu-
lation (Wickens et coll. 1983, Kramer et Strayer 1988), alors que sa latence
reflèterait le temps requis pour la catégorisation d’un stimulus (Kutas et coll.
1977, McCarthy et Donchin 1981, Polich 1986). Cette onde peut être décom-
posée en 2 composantes : la P3a qui est maximale au niveau des aires fronto-
centrales et semble être un marqueur de l’évaluation du signal et des va-
riations automatiques d’attention (Comerchero et Polich 1998, Escera et coll.
1998, Katayama et Polich 1998) ; et la P3b, maximale dans les régions parié-
tales, associée aux opérations de mémoire de travail (Donchin et coll. 1986,
Polich et Kok 1995, Fosker et Thierry 2005). Cependant, l’événement P300 est
mis en évidence dans des tâches n’impliquant pas d’effet attentionnel par-
ticulier ou de stimulus déviant. En reconnaissance visuelle, la P300 est plus
ample pour des stimuli visuels communs quelque soit le type d’items : mots,
images ou visages (Rudell et Hua 1997). En reconnaissance de mots écrits par
exemple, une P300 est observée lorsque les sujets voient des mots, mais pas
lorsqu’ils voient des pseudohomophones ou des mots écrits en casses alter-
nées (« mixed case words » : eg. tAbLe) (Sauseng et coll. 2004). D’autre part,
une déviance négative du tracé de Potentiels Evoqués est observée dans une
tâche nécessitant un maintien d’attention sur un item particulier en attendant
par exemple la présentation d’un autre item. Cette dérive reflète l’implication
du cortex pré-frontal inférieur dans les mécanismes attentionnels (Näätänen
et coll. 1992, Thierry et coll. 1998; 2003a;b).
Traitement sémantique : composante N400. Cette composante négative particu-
lière (N400) a été mise en évidence au niveau des ERP consécutifs à la pré-
sentation d’un mot sémantiquement incongru par rapport au contexte d’une
phrase. Elle a été interprétée comme spécifiquement liée au traitement sé-
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mantique des informations linguistiques incongrues (Kutas et Hillyard 1980).
Elle est induite par une anomalie sémantique dans un stimulus langagier en
modalité visuelle (Kutas et Hillyard 1980, Besson et Macar 1986) ou auditive
(Besson et Macar 1986, Friederici et coll. 1993). On parle classiquement d’« ef-
fet N400 ». Cet événement est considéré comme reflétant les traitements im-
pliqués dans l’intégration sémantique (Friederici 2004, Kutas 1997). Il est lo-
calisé dans les régions centro-pariétales. D’autres zones semblent impliquées
dans la convergence des informations orthographique, phonologique et sé-
mantique du mot présenté visuellement. Ces aires associatives inter-modales
sont le gyrus temporal postérieur médian gauche (BA 37/39), les gyri supra-
marginal et angulaire ainsi que l’operculum temporal supérieur. Leur acti-
vation débute dès 200 ms post-stimulation mais atteint son pic entre 300 et
550 ms. De nombreuses autres composantes « sémantiques » sont retrouvées
dans d’autres temporalités et topographies. Certains auteurs observent une
activation frontale inférieure gauche environ 220 ms après stimulation (Ab-
dullaev et Bechtereva 1993, Abdullaev et Posner 1998, Raichle et coll. 1994).
Les traitements sémantiques pourraient également impliquer une activation
temporo-pariétale gauche, 600 ms après stimulation, et une activation cingu-
laire antérieure 170 ms après stimulation (Abdullaev et Posner 1998).
Traitement syntaxique : composantes LAN et P600. La LAN (Left anterior nega-
tivity) est une onde négative observée sur les électrodes antérieures gauches
environ 180 ms après présentation auditive d’une aberration syntaxique, et
suivie d’une négativité vers 400 ms (Friederici et coll. 1993). Elle semble re-
fléter un traitement syntaxique précoce et automatique (Friederici 2004). Un
traitement plus tardif et contrôlé est révélé par une onde positive interve-
nant vers 600 ms après la stimulation (P600) dans un contexte de violation
syntaxique (Friederici 2004). Cet événement survient dans les régions pos-
térieures et s’accompagne d’une négativité frontale bilatérale 300 à 500 ms
après stimulation visuelle (Hagoort et coll. 2003). L’effet P600 a été observé
dans des tâches impliquant des anomalies sémantiques et que le cerveau ré-
analyse le stimulus d’entrée pour vérifier qu’il n’y ait pas eu erreur de trai-
tement de l’information. Il s’agit de l’hypothèse du « P600 monitoring » : un
système de contrôle du traitement de la perception du langage, comme cela a
déjà été mis en évidence en production de langage (Levelt 1983) et en activa-
tion motrice (Holroyd et Coles 2002). Ceci permettrait à un lecteur, lorsqu’il
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perçoit un message linguistique incongru de vérifier qu’il ne s’agit pas d’une
erreur de traitement.
2.4.3 Conclusion
Dans cette partie, nous avons présenté les connaissances actuelles sur les méca-
nismes de lecture. Nous avons évoqué les différents modèles proposés pour expli-
quer le traitement du langage écrit. Les régions impliquées dans cette activité de
lecture et le décours temporel ont été décrits. Toutefois, ce traitement des séquences
alphabétiques n’est pas une compétence innée et ne s’acquiert pas implicitement.
Chez le lecteur expert, la lecture semble une activité naturelle et automatique mais
cela nécessite une instruction explicite. Pour certains enfants, sans difficulté par
ailleurs, l’apprentissage de la lecture est particulièrement difficile et l’automatisa-
tion ne se met pas en place. Le chapitre suivant sera consacré à l’apprentissage de
la lecture et au trouble spécifique du langage écrit : la dyslexie.
La lecture : développement normal
et pathologique 3
Un jour, il se fit un déclic dans ma tête. Maman avait ouvert sur
la table de la salle à manger la méthode Regimbeau : je contemplais
l’image d’une vache et les deux lettres, c, h, qui se pronconçaient ch.
J’ai compris soudain qu’elles ne possédaient pas un nom à la manière
des objets mais qu’elles représentaient un son : j’ai compris ce que c’est
qu’un signe. J’eus vite fait d’apprendre à lire.
Simone de Beauvoir,
Mémoires d’une jeune fille rangée.
75
76 Chapitre 3. La lecture : développement normal et pathologique
3.1 L’apprentissage du langage écrit
D’après les partisans d’une conception romantique de la lecture, il suffirait
d’être mis en présence de mots écrits et de leur signification pour apprendre à
lire. Les scientifiques s’accordent aujourd’hui sur le fait que cela ne suffit pas.
Entre l’entrée au CP et la fin du CE2, l’enfant va passer d’une connaissance limitée
des lettres à la lecture de milliers de mots. Cette étonnante évolution ne peut être
possible que par la mise en place d’un système cognitif complexe dont le fonde-
ment est la mise en relation d’informations visuelles avec leurs correspondances
sonore et sémantique. L’acquisition de ces mécanismes complexes de lecture, de-
venus inconscients chez le lecteur expert, nécessite plusieurs années. Dans cette
section, nous nous attacherons à détailler les étapes de cet apprentissage en pré-
sentant le modèle le plus connu, celui de la psychologue anglaise Uta Frith (1985).
Nous évoquerons ensuite le rôle crucial de la conscience phonologique considérée
aujourd’hui par la plupart des auteurs comme un prérequis à la lecture.
3.1.1 Les étapes d’acquisition du langage écrit
Le modèle de la lecture qui a exercé la plus grande influence en recherche sur
l’acquisition de la lecture est celui proposé par Frith (1985). Elle proposa que la
lecture passe par trois phases successives, caractérisée chacune par une stratégie
particulière.
3.1.1.1 Le stade logographique
L’enfant utiliserait tout d’abord, dès l’âge de 3 ans, une stratégie logographique
consistant à reconnaître les mots à travers leurs traits physiques les plus saillants et
leur contexte. On peut distinguer deux phases au sein de cette étape de pré-lecture,
la première où l’identification se fait surtout par le contexte et la seconde où elle
s’appuie plutôt sur la forme du mot.
L’identification contextuelle. L’enfant va s’appuyer sur des éléments du contexte
d’apparition tels que la couleur ou le logo dans le cadre d’une publicité par
exemple. Ainsi, il peut reconnaître la présentation habituelle de « Coca-Cola »
mais ne peut identifier ce même mot s’il est proposé dans un contexte diffé-
rent. De plus, il peut reconnaître erronément « Cora-Coxa » comme étant le
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nom de la célèbre marque si la couleur et l’environnement global sont préser-
vés. Le fait que l’enfant ne perçoive pas la différence malgré une violation de
forme montre qu’il ne s’appuie pas encore sur des traits visuels spécifiques
au mot.
L’identification centrée sur les traits visuels du mot. Le pré-lecteur va mémoriser
certains traits graphiques saillants du mot lui permettant de le différencier
d’autres mots. Les indices utilisés sont la longueur du mot, la forme des
lettres (montantes ou descendantes), le redoublement d’une lettre ou une
lettre connue. A ce stade, le nombre de mots pouvant être identifiés est bien
entendu restreint et l’enfant commet de nombreuses erreurs de type para-
lexies (mot visuellement ou sémantiquement proche). L’identification n’est
plus strictement idéographique mais dépend de la reconnaissance de traits
correspondants à des indices visuels mémorisés. L’approche du mot se fait
par une analyse visuelle partielle du mot ; la médiation phonologique n’in-
tervient nullement et l’enfant n’a pas recourt à un « déchiffrage » lettre à
lettre. Selon Seymour et Elder (1986), cette stratégie logographique ne dis-
parait pas avec l’installation des procédures phonologiques. Ces auteurs ont
étudié la lecture de prénoms chez de jeunes enfants et ont montré qu’elle
pouvait se faire rapidement et sans trace de sub-vocalisation (mouvement des
lèvres préalable au déchiffrage). Ce phénomène persiste même lorsque l’en-
fant traite phonologiquement d’autres items. La rapidité à laquelle il identifie
les prénoms et le fait que les temps de latence et de lecture ne dépendent
pas de leur longueur prouve que la stratégie logographique peut persister
au stade suivant. Néanmoins, le rôle de cette identification centrée sur les
traits visuels dans l’apprentissage de la lecture ne semble pas primordial.
Certains enfants ne passeraient pas par cette étape et le niveau de « lecture »
logographique ne semble en rien prédictif du niveau de lecture ultérieur (Ma-
sonheimer et coll. 1984). Stuart et Coltheart (1988) ont émis l’hypothèse que
l’utilisation de cette stratégie logographique pourrait dépendre des compé-
tences métaphonologiques (capacités à segmenter les mots de la parole en
phonèmes). Ils ont mis en évidence que des enfants de 4 ans et demi avec un
certain niveau de compétences métaphonologiques peuvent utiliser les lettres
initiales et finales d’un mot comme indice phonologique dès les premiers
contacts avec le langage écrit. En analysant le type d’erreurs, ils ont constaté
que les enfants peuvent rapidement utiliser les données phonologiques si leur
capacité à analyser les sons le permettent. Ces résultats soulèvent la question
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de la transition entre le stade logographique où le mot est traité de façon glo-
bale et le stade alphabétique où le traitement est séquentiel. Dans son propre
modèle d’apprentissage de la lecture, Ehri (Ehri 1998; 1999; 2002) distingue
une étape pré-alphabétique (qui correspondrait aux deux phases du stade
logographique) d’une étape partiellement alphabétique (« Partial alphabetic
phase »). Selon elle, cette étape intermédiaire intervient au moment où l’en-
fant apprend et connaît le nom des lettres et s’en sert pour identifier des mots.
Plusieurs études ont montré que des enfants avaient plus de facilités pour ap-
prendre à faire correspondre de fausses formes orthographiques à des mots
donnés (eg. ’GRF’ pour le mot « giraffe » en anglais) quand la lecture du nom
des lettres le composant pouvait aider à la récupération du mot.
3.1.1.2 Le stade alphabétique
La stratégie alphabétique est basée sur la décomposition des mots en gra-
phèmes, l’association des graphèmes à des phonèmes et la synthèse de ces pho-
nèmes. Le traitement est strictement séquentiel, du début vers la fin du mot. A
cette phase du développement, l’enfant met donc en place la voie de lecture indi-
recte ou par assemblage présentée dans le chapitre précédent (2.4.1). Cette étape re-
pose pour l’essentiel sur la prise de conscience de l’existence d’unités sub-lexicales
au niveau des mots écrits et parlés. Quand l’identification des lettres fait l’objet
d’un apprentissage systématique et explicite, cette prise de conscience au niveau
de l’écrit ne pose généralement pas de problème à l’apprenti lecteur. L’enfant s’ape-
cevra qu’une même séquence de lettres peut se retrouver dans différents mots et
se prononcer de la même façon. Cet apprentissage est en grande partie basée sur
la conscientisation de la structure segmentale de la parole et le développement
de la conscience phonémique (l’enfant découvre que les mots sont constitués de
phonèmes). Le rôle de la conscience phonologique à cette étape de la lecture sera
discuté dans la partie 3.1.2. Après avoir réalisé que les mots écrits et les mots parlés
sont formés de graphèmes et de phonèmes respectivement, le lecteur débutant va
devoir apprendre à mettre ces unités en correspondances. Il va se rendre compte
qu’il y a une similarité phonologique matérialisée par la similitude des lettres ini-
tiales étudiées. Dans le même temps, il va découvrir les similitudes articulatoires
de ces productions voisines. C’est cette redondance entre indices visuels, audi-
tifs et articulatoires qui va conduire l’enfant à prendre conscience de l’existence
d’une relation systématique entre unités écrites et parlées. La question de savoir
3.1. L’apprentissage du langage écrit 79
si cette connaissance des relations entre unités sub-lexicales écrites et parlées reste
implicite ou si elle se cristallise sous forme de règles explicites reste discutée. Tou-
tefois, l’utilisation de ces règles de correspondances grapho-phonémiques semble
de courte durée avec l’utilisation d’unités sublexicales de taille supérieure dès la
fin de la première année d’apprentissage de la lecture (Valdois 1998).
3.1.1.3 Le stade orthographique
Cette troisième stratégie permet la reconnaissance instantanée des parties si-
gnificatives du mot, en prenant en considération l’ordre des lettres mais pas leurs
sons (Morais 1994). Selon Frith (1985), l’unité caractéristique à cette étape serait le
morphème mais d’autres auteurs ont postulé l’existence d’unités intra-syllabiques :
l’attaque et la rime (voir (Ziegler et Goswami 2005) pour une revue). Cette phase du
développement correspond à la mise en place de la procédure d’adressage. Le lec-
teur va utiliser ses connaissances lexicales pour identifier les mots écrits que ceux-ci
fassent partie ou non de son lexique orthographique. Ce dernier est constitué de
représentations orthographiques de plus en plus complètes et précises de par l’uti-
lisation des correspondances grapho-phonémiques. Les représentations lexicales
des mots familiers deviennent alors directement disponibles et l’enfant retrouve
par adressage la forme phonologique. L’accès à la sémantique est également faci-
lité et plus rapide et ne nécessite plus le passage par la forme phonologique. Cette
étape se caractérise par l’accès à la lecture courante, lecture silencieuse plus fluente
et plus rapide car reposant sur un accès lexical direct. L’identification des mots
s’automatise et ne nécessite plus autant de ressources attentionnelles. Ce stade
peut donc étre séparé en deux phases : une première où le lecteur réalise un traite-
ment analogique et la seconde correspondant à l’automatisation des processus de
lecture. Le traitement analogique renvoie au fait que l’enfant utilise ses connais-
sances lexicales pour déchiffrer les mots nouveaux. Dans un deuxième temps, la
lecture devient automatique : la forme phonologique et le sens du mot seraient
mobilisés sans avoir à recourir à un code ou à des règles. L’unité de traitement de-
vient le mot (en tant que lexème). Le passage à une lecture automatisée requiert de
faire basculer l’attention des processus de décodage vers la compréhension. Quand
l’identification du mot est directe, l’attention du lecteur peut alors être entièrement
portée sur la compréhension des mots, textes, etc (LaBerge et Samuels 1974).
Le modèle d’apprentissage d’Uta Frith est encore considéré comme référence pour
la compréhension de la lecture mais il a été critiqué et complété. Le principal ques-
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tionnement concerne le caractère successif des différentes étapes. En effet, dans la
première version de son modèle, Frith considérait qu’un stade ne pouvait débu-
ter que lorsque le précédent était achevé. Cela ne reflète pas la réalité quand l’on
observe la façon dont les apprentis lecteurs procèdent les premières années (voir
(Sprenger-Charolles et coll. 2006)).
3.1.2 Le rôle de la conscience phonologique dans l’acquisition du
langage écrit
Comme nous l’avons évoqué, la conscience phonémique joue un rôle primor-
dial pour la mise en place de la stratégie alphabétique, elle-même nécessaire à
l’élaboration du lexique. Il semble donc relativement évident que cette habileté
puisse avoir une influence sur les capacités de lecture mais nous tenterons de
comprendre quelles sont les relations entre ces compétences phonémiques et la
lecture. Avant cela, il nous semble primordial de distinguer consciences phoné-
mique et phonologique. Morais (1991) propose que la conscience phonologique est
un terme plus global relatif au fait de reconnaître l’existence d’unités inférieures
au mot que ces unités soient au non les phonèmes. Elle inclut donc la conscience
phonémique qui est plus spécifique et concerne la compréhension que les mots
de la langue sont constitués de phonèmes. Cette distinction est importante car
nous savons par exemple que la conscience phonémique est corrélée à la lecture
ce qui n’est pas le cas de la prise de conscience des unités syllabiques. Le déve-
loppement de la conscience phonémique se manifeste par l’acquisition d’habiletés
métaphonologiques c’est-à-dire la capacité à « manipuler » volontairement les uni-
tés phonémiques. Plusieurs tâches permettent d’étudier cette habileté : l’omission
du premier son d’un mot ou un pseudomot (« crin » → « rin »), le remplacement
d’un phonème par un autre (« plon »→ « plou »), le dénombrement de phonèmes
(« blufipin » : 7 phonèmes), etc. Dès l’âge de 4 ans, les enfants sont capable de dis-
tinguer 2 mots ne différant que d’un phonème (« cadeau », « radeau ») sans pour
autant pouvoir expliquer ce qui diffère formellement. Ils commencent également à
pouvoir compter le nombre de syllabes qui composent un mot sans pouvoir dire
combien de phonèmes sont présents dans ce même mot. Ce n’est que vers l’âge
de 6 ans que des changements opèrent et que certaines aptitudes phonémiques
sont constatées. De plus, Morais (1994) signale que les adultes illetrés n’ont pas
conscience des phonèmes. Ces résultats suggèreraient que l’acquisition de la lec-
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ture est un déterminant majeur de l’immergence de la conscience phonémique, in-
dépendamment des facteurs de maturation intellectuelle. Toutefois, d’autres études
témoignent plutôt du fait que la conscience phonémique favorise l’apprentissage
de la lecture. Ainsi, le niveau de compétences métaphonologiques chez les prélec-
teurs est un bon prédicteur des capacités d’apprentissage de la lecture. Wimmer
et coll. (1991) démontrent que tous les jeunes enfants qui possèdent une bonne
conscience phonémique apprennent rapidement à lire. Mais c’est vrai aussi pour
ceux qui possédaient de moins bonnes compétences métaphonologiques. Ces der-
nières ne semblent donc pas être un prérequis absolu au développement de la
lecture. La prise de conscience explicite des unités phonémiques qui composent
les mots semble même dépendre pour beaucoup d’enfants de l’apprentissage de
la lecture. Castles et coll. (2003) ont proposé que la lecture ne permet pas un dé-
veloppement de la conscience phonémique du jeune lecteur mais qu’elle l’aide à
aborder différemment les tâches métaphonologiques en utilisant ses ressources or-
thographiques. Pour conclure, nous pouvons dire que, tout comme pour le langage
oral pour lequel il existe des prédispositions qui nécessitent un bain langagier pré-
coce pour se développer, la conscience phonologique nécessite pour se mettre en
place, en plus de son développement normal, une confrontation à un système al-
phabétique.
Bien que ce soit une activité cognitive complexe et que son acquisition demande un
enseignement explicite, la plupart des enfants n’ont pas de difficultés à entrer dans
cet apprentissage. Néanmoins, certains n’y parviennent pas ou très difficilement
et la lecture reste une épreuve pour eux durant de nombreuses années. La partie
suivante sera consacrée à ces difficultés d’apprentissage de la lecture : la dyslexie.
3.2 La dyslexie de développement.
Le terme de dyslexie de développement est encore trop souvent utilisé à mau-
vais escient pour évoquer l’ensemble des difficultés de lecture. Dans les consul-
tations de troubles des apprentissages, nous rencontrons encore bon nombre de
mauvais lecteurs arriver en nous signalant à tort qu’ils sont « dyslexiques ». Au vu
de cet abus de langage, il nous semble primordial de débuter cette section en dé-
finissant ce qu’est la dyslexie. Nous verrons ensuite qu’il existe plusieurs types de
dyslexies et nous présenterons les différents troubles associés. Nous poursuivrons
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en expliquant les différentes hypothèses concernant les causes de la dyslexie. Fina-
lement, nous nous attarderons sur le fonctionnement cérébral des dyslexiques.
3.2.1 Définition
Pour pouvoir parler de dyslexie, l’Observatoire National de la lecture (Obser-
vatoire national de la lecture 1998) signale que deux critères doivent être pris en
compte. Il faut, d’une part, que la capacité d’identification des mots écrits, qui est
l’habileté spécifique à la lecture, présente une anomalie et d’autre part que cette
dernière trouve son origine dans les structures cérébrales et cognitives qui sous
tendent cette capacité. Ceci permet donc d’exclure du diagnostic de dyslexie tous
les mauvais lecteurs dont les difficultés d’identification des mots écrits sont liées
par exemple à de la surdité, des troubles affectifs ou un manque de stimulation
linguistique.
En 1968, la Fédération mondiale de neurologie a défini la dyslexie comme étant
un trouble de l’apprentissage de la lecture survenant en dépit d’une intelligence
normale, de l’absence de troubles sensoriels ou neurologiques, d’une instruction
scolaire adéquate, d’opportunités socioculturelles suffisantes ; en outre, elle dé-
pend d’une perturbation d’aptitudes cognitives fondamentales souvent d’origine
constitutionnelle (Morais 1994). Cette définition est intéressante par son caractère
« d’exclusion » mais pêche par son manque de critère diagnostic quant au trouble
de l’apprentissage de la lecture. La définition fournie par la classification de l’Or-
ganisation Mondiale de la Santé (OMS) répond en partie à cette critique. Voici les
critères permettant, selon l’OMS, de poser le diagnostic de dyslexie :
A L’un des deux points suivants doit être présent
– (1) un score de capacités de lecture et/ou de compréhension se situant au
moins 2 erreurs-standard en dessous du niveau attendu sur la base de l’âge
chronologique et l’intelligence générale de l’enfant, les aptitudes de lecture
de même que le QI étant évalués sur un test administré individuellement et
standardisé par rapport au niveau culturel et au système éducatif de l’enfant.
– (2) un antécédent de difficultés sévères de lecture, ou des scores aux tests
satisfaisants au critère A(1) à un plus jeune âge, plus un score à un test d’or-
thographe se situant au moins deux erreurs-standard en dessous du niveau
attendu sur la base de l’âge chronologique et du QI de l’enfant.
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B Le trouble décrit au critère A interfère de façon significative avec la réussite sco-
laire ou les activités de la vie quotidienne nécessitant des aptitudes de lecture.
C Le trouble n’est pas la conséquence directe d’un déficit d’acuité visuelle ou au-
ditive, ou d’une affection neurologique.
D Les expériences scolaires sont dans la moyenne de ce que l’on peut attendre
(c’est-à-dire qu’il n’y a pas eu d’inadéquation majeure dans la scolarisation).
E Critères d’exclusion très habituellement utilisé. QI inférieur à 70 sur un test standar-
disé administré individuellement.
Le principal critère repose donc sur des tests de lecture préalablement validés aux-
quels l’enfant doit réaliser des performances inférieures à deux écart-types de la
moyenne de la population de même âge et même intelligence. Dans d’autres défi-
nitions, ce critère est remplacé par « un âge de lecture inférieur d’au moins 18 mois
à l’âge réel » ce qui, en pratique revient à peu près au même. Remarquons par
ailleurs, qu’il n’est pas fait référence à d’éventuels troubles psychiatriques comme
critère d’exclusion. Cela signifie qu’en théorie, le terme de dyslexie s’appliquerait
également à des enfants présentant des difficultés de lecture dans le cadre d’une
pathologie affective sérieuse. Certains chercheurs préfèrent éliminer de la défini-
tions tous les cas de « troubles psychologiques ou psychiatriques avérés » (Seymour
1990).
Ces définitions restent toutefois assez imprécises et rendent donc particulièrement
difficiles les études épidémiologiques. Toutefois, dans son expertise collective, l’IN-
SERM rapporte que la dyslexie toucherait 6 à 8 % d’enfants en France. On note par
ailleurs que ce trouble touche plus de garçons que de filles, le ratio pouvant aller de
3 pour 2 à 5 pour 4 dépendant des études. De plus, la fréquence de ce trouble dans
la population varie en fonction de la langue, étant plus importante pour les langues
dites « opaques », tel que l’anglais, que pour les langues plus « transparentes », tel
que l’italien (Lindgren et coll. 1985).
3.2.2 Les sous-types de dyslexie
La question de l’existence de plusieurs types de dyslexies se pose depuis plus
de quarante ans et de nombreuses oppositions ont été décrites : « dyslexie géné-
tique » vs. « dyslexie avec fonctionnement cérébral minime » (Bannatyne et Money
1966), « dyslexie auditive » vs. « dyslexie visuelle » (DE QUIROS 1964, Myklebust
1968), « faiblesse en lecture globale de mots » vs. « troubles du décodage » (Mitterer
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1982),... Il n’existe pas encore aujourd’hui de classification officiellement reconnue
par l’ensemble des auteurs mais nous présenterons la plus communément utilisée.
Elle se base sur le déficit de lecture et répartit les dyslexies en 3 grandes catégo-
ries : les dyslexies phonologiques, les dyslexies orthographiques ou de surface et
les dyslexies mixtes.
Les dyslexies phonologiques. Elles se caractérisent par un trouble sélectif en lec-
ture de pseudomots et la production d’erreurs phonémiques. Il s’agit d’une
atteinte de la voie d’assemblage et les mots sont donc lus préférentiellement
de façon globale. Un déficit orthographique de même type est observé avec
de faibles performances en dictée de pseudomots. Les enfants souffrant de
cette forme de dyslexie présentent des difficultés associées sur les capacités
métaphonologiques et un déficit de mémoire verbale à court terme. Lussier
et Flessas (2001) répertorient ainsi les symptômes suivants comme étant fré-
quemment observés dans ce type de dyslexie :
– Une atteinte de la conscience phonologique ;
– Une absence de l’automatisation du décodage grapho-phonologique ;
– Un déficit de la mémoire de travail et une atteinte de la mémoire auditivo-
séquentielle ;
– Une lenteur d’accès à l’image motrice des mots en évocation rapide ;
– Une tendance à faire des erreurs dérivationnelles et à utiliser au maximum
le contexte et la voie sémantique.
La dyslexie phonologique représente, d’après des chiffres cités par l’Obser-
vatoire National de la lecture (Observatoire national de la lecture 1998), 67%
des dyslexiques francophones.
Cette sorte de dyslexie est parfois appelée phonétique, linguistique ou dys-
phonétique.
Les dyslexies de surface. Ici, c’est la voie d’adressage qui serait principalement at-
teinte. Les difficultés concernent donc surtout la lecture de mots irréguliers
avec de nombreuses erreurs de régularisation, et la vitesse de lecture. La dys-
orthographie est massive : les mots sont écrits tels qu’ils se prononcent sans
prise en compte de leurs caractéristiques orthographiques. En fait, ces enfants
ne semblent disposer d’aucune information mémorisée sur la séquence ortho-
graphique des mots. Pour expliquer ce type de cas, Sylviane Valdois (Valdois
et coll. 2004, Bosse et coll. 2007) suggère l’existence d’un trouble spécifique
au matériel orthographique de nature visuo-attentionnelle.
La symptomatologie décrite par Lussier et Flessas (2001) est la suivante :
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– Une atteinte de la reconnaissance visuelle des mots en mémoire logogra-
phique ;
– Une stratégie d’assemblage dominante par correspondance graphème-
phonème entravant la lecture de mots irréguliers ;
– Un déficit de la mémoire de travail ne permettant pas l’extension d’un
lexique visuel d’entrée ;
– Des confusions persistantes dans l’orientation spatiale des lettres et/ou des
chiffres au niveau de la lecture et de l’écriture ;
– Une incapacité d’accès au sens en raison de la lenteur anormale de déco-
dage et une tendance à faire des erreurs de régularisation et de segmenta-
tion.
Cette forme concerne 10% des dyslexies (Observatoire National de la lecture,
1998). Elle est parfois appelée dyslexie dyséidétique, morphémique, d’analyse
visuelle, lexicale ou encore de surface.
Les dyslexies mixtes. Dans les cas de dyslexies mixtes, les deux procédures de
lecture sont atteintes. Le déficit à la fois phonologique et visuel compromet
fortement la voie d’assemblage qui sera pourtant préférentiellement choisie.
Les difficultés concernent tous les types d’items en lecture et en orthographe.
Lussier et Flessas (2001) rapportent que, en rapport avec son nom, les symp-
tômes observés sont un mélange de ceux exposés pour les deux autres sortes
de dyslexies. Cette forme concerne plus ou moins 23% des dyslexies (Obser-
vatoire national de la lecture 1998).
Une autre classification non plus basée sur les modèles de lecture adulte a été pro-
posée par Morris et coll. (1998). Ces auteurs ont voulu prendre en compte tous
les domaines dans lesquels les enfants dyslexiques pouvaient avoir des difficul-
tés : le langage, la mémoire de travail et les compétences cognitives générales. Ils
ont fait passer une batterie complète de tests métaphonologiques, de langage, de
mémoire et d’autres capacités cognitives à 232 enfants. Ils ont ensuite, grâce à des
analyses statistiques, définit 7 sous-groupes de dyslexiques. Parmi ces groupes,
deux avaient des difficultés en langage écrit mais également en langage oral. Chez
les enfants ayant un trouble spécifique du langage écrit, ceux de quatre groupes
sur les cinq présentaient une conscience phonologique déficiente (les différences
entre ces groupes concernaient les compétences en dénomination rapide et en mé-
moire à court terme verbale). Le dernier groupe présentait un déficit en temps de
traitement verbal et non verbal (en particulier en lecture).
Le fait qu’aucune classification ne fasse l’unanimité est lié à la difficulté d’établir
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des catégories précises en matière de dyslexie. Dans les études faites sur le sujet,
de nombreuses variables peuvent faire changer les proportions des différents types
de dyslexie. Sprenger-Charolles et Serniclaes (2003) ont en effet observé que les ré-
sultats ne sont pas les mêmes selon l’âge des enfants recrutés, selon leur langue
maternelle ou encore selon les variables dépendantes du protocole (temps de la-
tence en lecture, nombre de bonnes réponses, types d’erreurs...). Tous ces efforts
de catégorisation des dyslexies sont liés à la grande hétérogénéité observée dans
cette pathologie. Il n’est pas rare d’entendre dire qu’il y a autant de types de dys-
lexies que d’enfants dyslexiques. Cette diversité est due en partie aux difficultés de
lecture qui diffèrent et aux stratégies mises en place par les enfants pour y pallier
mais également à des troubles associés. En effet, les profils de dyslexies sont sou-
vent completés par des difficultés associées. Ces dernières feront l’objet de la partie
suivante.
3.2.3 Les troubles associés.
Dans la classification internationale des maladies, CIM-10, le trouble spécifique
de la lecture est repris dans la section des troubles spécifiques des acquisitions
scolaires. Ce que nous allons voir ici, c’est qu’au sein de ces troubles, les enfants
présentent rarement une difficulté isolée et ont plus généralement une constellation
de symptômes. En 2003, (Habib 2003) publie une étude épidémiologique portant
sur 177 enfants avec un diagnostic principal de dyslexie de développement, 90%
d’entre eux ont des troubles associés. Voici les troubles fréquemment observés chez
les enfants dyslexiques :
La dysorthographie. Il est peut-être abusif de parler de comorbidités entre dys-
lexie et dysorthographie étant donné les liens étroits entre lecture et ortho-
graphe. Nous devons toutefois signaler que presque tous les dyslexiques ont
également des difficultés en orthographe. La dysorthographie est un trouble
de l’apprentissage de l’orthographe qui peut affecter divers aspects : l’ortho-
graphe d’usage qui est la forme spécifique de chaque mot (ex. :« corbeau »
et non « corbaud »), l’orthographe phonétique qui reflète la capacité à utili-
ser efficacement les règles de conversions phonème-graphème, l’orthographe
grammaticale, c’est-à-dire la transcription des morphèmes flexionnels (ex. : le
pluriel des noms ou le temps des verbes).
Les troubles spécifiques du langage oral. Ici encore, le sujet semble porter à
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controverse. En effet, d’une part, on retrouve une catégorie d’auteurs pour
qui les deux systèmes de langage sont si étroitement liés que la présence de
troubles de langage oral devrait être un facteur d’exclusion au même titre
que la déficience intellectuelle. D’après ces auteurs, la lecture étant fortement
calquée sur le langage oral, la perturbation de ce dernier pourrait être la
cause d’un déficit de lecture. D’autres auteurs par contre considèrent que les
deux pathologies ne sont pas directement liées ; en effet les troubles du lan-
gage oral ne provoqueraient un retard de lecture que dans 20% des cas, en
tout cas sur le plan du déchiffrage. De même, des dissociations ont pu être
observées entre ces deux types de déficits comme par exemple dans le cas
d’hyperlexie où un langage altéré coexiste avec des capacités supérieures du
décodage en lecture (Van Hout et Estienne 2001). Renée Cheminal (2002) pré-
cise néanmoins que certains troubles du langage oral font partie du tableau
clinique. Il s’agit là de problèmes spécifiques tels que la conscience métapho-
nologique, la dénomination et l’accès rapide au vocabulaire en mémoire. Elle
ajoute que des difficultés de compréhension du langage oral peuvent retentir
sur la compréhension du langage écrit. Dans cette lignée, Bishop et Snow-
ling (2004) défendent l’idée d’un trouble commun, un « Specific Language
Impairment », qui aurait une origine phonologique et qui pourrait avoir pour
conséquence des difficultés à la fois dans l’apprentissage du langage oral et
du langage écrit.
La dyscalculie. Le trouble du calcul est beaucoup moins bien connu et étudié
que les autres troubles d’apprentissage. Sa prévalence chez les enfants dys-
lexiques est très variable en fonction des études (2ième trouble associé pour
Habib (2003) alors qu’aucun cas n’est reporté dans l’étude épidémiologique
de Cuvellier et coll. (2004). Cette différence est probablement due entre autres
au fait qu’il n’existe pas de définition ni de critères diagnostiques universel-
lement admis. Il semble toutefois que le trouble isolé du calcul soit plus rare
que la dyslexie mais qu’il est souvent associé à cette dernière.
Les troubles de l’attention avec ou sans hyperactivité (TDA/H). Dans la popula-
tion étudiée par Cheminal (2002), les troubles attentionnels semblent asso-
ciés à la dyslexie dans 50% des cas. Il s’agit généralement de troubles de
l’attention sans hyperactivité. Van Hout et Estienne (2001) nous disent que
pour les troubles de l’attention aussi les points de vue varient bien qu’ils
ne soient apparemment jamais envisagés comme facteurs d’exclusion. Cer-
tains auteurs parlent d’un sous-groupe particulier de dyslexie, appelé dys-
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lexie plus, lorsque le trouble attentionnel est présent. D’autres incluent le
trouble attentionnel dans leur distinction entre dyslexie développementale
quand ce trouble est absent et dyslexie avec MBD, c’est-à-dire signes de dys-
fonction cérébrale minime (« Minimal Brain Dysfunction »), quand il est pré-
sent (Van Hout et Estienne 2001).
Les troubles d’acquisition des coordinations. La caractéristique essentielle du
TAC est une perturbation marquée du développement de la coordination
motrice. D’après Breton et Léger (2007), ce trouble entraîne des difficultés
plus ou moins sévères dans l’élaboration et l’automatisation des gestes vo-
lontaires. L’enfant a alors du mal à planifier, à organiser et à coordonner
ses gestes dans le bon ordre pour produire une action nouvelle et adaptée à
l’environnement.
La dysgraphie. Ce trouble de l’exécution du geste de l’écriture implique des méca-
nismes multiples et insuffisamment analysés chez les dyslexiques. Toutefois,
certains rééducateurs évoquent un geste grapho-moteur maladroit et des dif-
ficultés d’ordre visuo-spatial. Il est possible que la difficulté des dyslexiques à
créer un lien stable entre un signe et un son gêne la programmation du geste
graphique (Cheminal 2002).
La dyschronie. Ce trouble de l’organisation temporelle est observé chez 25% des
enfants dyslexiques (Habib 2003).
Dans les troubles spécifiques des apprentissages, une autre compétence est sou-
vent déficitaire : la mémoire de travail. Les difficultés peuvent concerner ses diffé-
rentes composantes :
– La boucle phonologique. Elle sert à maintenir une trace mnésique d’unités
phonologiques pendant une période ne dépassant pas 30 secondes. Cette
capacité de rétention est très importante quand l’enfant apprend à parler.
Selon Baddeley (1986), la boucle phonologique ne serait utilisée en lecture
que lorsque la mémoire visuo-spatiale serait saturée ou dans le cadre de la
conversion grapho-phonologique. Or, au début de l’apprentissage et chez des
enfants dyslexiques, la lecture se fait principalement par ce biais. Le recodage
articulatoire de l’information phonologique à retenir, permettant un « rafraî-
chissement » de l’information, joue probablement un grand rôle à cet égard
bien qu’il puisse aussi être à l’origine d’erreurs se cumulant avec les erreurs
phonologiques chez le sujet dyslexique. La réinterprétation des données im-
pliquant un trouble de la représentation phonologique comme étant à l’ori-
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Figure 3.1 – Constellation des troubles associés à la dyslexie
gine de nombreux cas de dyslexie, vers un trouble de la mémoire de travail
phonologique sera discutée ultérieurement (Démonet et coll. 2004).
– La mémoire visuo-spatiale appelée également calepin visuo-spatial. Cette mé-
moire permet le stockage d’éléments visuels (formes, couleurs...) pendant une
dizaine de secondes. Ce stockage peut être affecté chez des dyslexiques pré-
sentant des troubles visuo-attentionnels (voir la section 3.2.4.2).
Avant de présenter les théories explicatives de la dyslexie, il nous semble primor-
dial de préciser qu’un même enfant dyslexique peut souffrir simultanément des
différents troubles comorbides pré-cités.
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3.2.4 Les théories explicatives de la dyslexie
Cette partie sera consacrée à décrire les 4 principales voies de recherche en neu-
rosciences pour expliquer la dyslexie : les théories phonologiques, visuelles, mo-
trices et temporelles. Nous aborderons ensuite les facteurs génétiques des troubles
d’apprentissage.
3.2.4.1 Les théories phonologiques.
L’hypothèse d’un déficit des représentations phonologiques dans la dyslexie est
celle qui rassemble le plus grand nombre de scientifiques travaillant sur cette pa-
thologie. Le fondement de cette théorie est que la lecture est une activité langagière
qui se met en place après la langue orale dans le développement de l’individu. De
plus, même si la perception de l’écrit dépend de la vision alors que celle de l’oral
dépend de l’audition, le lecteur peut toujours avoir accès à la forme sonore des
mots qu’il lit. Enfin, la théorie phonologique s’appuie sur la définition de la dys-
lexie, qui est un trouble spécifique d’apprentissage de la lecture ne résultant pas,
entre autres, de déficiences sensori-motrices avérées. Ces différentes explications
permettent de comprendre pourquoi l’activité de lecture implique surtout les ré-
seaux neuronaux utilisés pour traiter le langage oral.
Comme nous l’avons déjà mentionné, l’acquisition de la lecture passe par une étape
d’apprentissage et d’utilisation des règles de conversion grapho-phonémiques. Or,
ce qui caractérise la plupart des dyslexiques, c’est une sévère difficulté de mise en
oeuvre et d’automatisation de ce décodage. Nous savons que le déficit de la pro-
cédure phonologique de lecture est robuste et prévalent. D’après la théorie phono-
logique classique, il s’explique principalement par des déficiences d’analyse pho-
némique et de mémoire à court terme phonologique, voire par des difficultés de
précision et de rapidité d’accès au lexique oral. D’autres hypothèses phonologiques
attribuent ces déficits à une déficience auditive sous-jacente ou à une perception
des phonèmes défaillante.
La théorie phonologique « classique » explique les difficultés des dyslexiques en
lecture de mots nouveaux par leurs faibles habiletés phonologiques affectant entre
autres, l’analyse phonémique et la mémoire à court terme phonologique. L’utilisa-
tion de la procédure de décodage implique la mise en correspondance des unités
sub-lexicales de l’écrit, les graphèmes, avec les unités correspondantes de l’oral,
les phonèmes. Cette première opération nécessite des capacités d’analyse phoné-
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mique. Ensuite, les unités résultant de ce décodage seront assemblées pour accé-
der aux mots ce qui requiert la mémoire phonologique à court terme. Le décodage
peut donc difficilement être utilisé par un enfant incapable d’extraire les phonèmes
et souffrant en plus d’un déficit mnésique (Mann et Liberman 1984). Ce type de
déficit proviendrait donc d’un déficit cognitif spécifique, de nature phonologique
(Snowling 2000).
La mise en évidence récente de déficits de précision et de rapidité dans l’accès au
lexique (Levy et coll. 1999, Wolf et coll. 2000), évaluées par des tâches de déno-
mination rapide, a amené certains auteurs à postuler qu’il y aurait deux sources
indépendantes expliquant les déficits en lecture des dyslexiques. L’une serait reliée
aux compétences d’analyse et de mémoire phonologiques (évaluées par la précision
de la réponse) tandis que l’autre serait reliée à l’accès lexical (évalué par le temps
de réponse dans des tâches de dénomination rapide d’images d’objets, de couleurs,
de suites de nombres ou de lettres). La réussite aux tâches de dénomination rapide
semble expliquer une part unique de la variance en lecture indépendamment des
tâches d’analyse et de mémoire phonologiques. De plus, les capacités d’analyse
phonologique et de dénomination rapide ne sont pas reliées aux mêmes compé-
tences de lecture, la première expliquant la précision de la réponse, la seconde le
temps de traitement. Il est actuellement largement admis que les tâches de déno-
mination d’images, d’objets ou de couleurs permettent d’évaluer la précision et
la rapidité de l’accès au lexique. Ce type de compétences phonologiques pourrait
permettre à l’enfant en phase de décodage d’accéder rapidement et précisément au
mot oral correspondant à la forme écrite proposée, et donc faciliter la création de
liens entre code orthographique et code phonologique des mots.
L’hypothèse phonologique tire son origine des études de groupe de dyslexiques
ayant montré la présence d’un déficit phonologique chez une majorité de sujets
(Snowling 2000). Ramus et coll. (2003) ont fait passer une batterie de tests phonolo-
giques et moteurs à des enfants dyslexiques. Les résultats ont montré que 77% de
leurs sujets avaient un déficit phonologique contre 59% présentant des difficultés
motrices. De plus, ces derniers avaient généralement des troubles attentionnels ou
comportementaux associés.
La communauté scientifique semble s’accorder sur le fait que les troubles phono-
logiques sont partagés par la majorité des dyslexiques mais il n’est pas admis par
tous les auteurs que des représentations phonologiques affectées seraient l’unique
explication de la dyslexie. Une réinterprétation des données par Démonet et coll.
(2004) et par Ramus et Szenkovits (2008) suggère que les déficits observés relè-
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veraient plutôt d’un trouble de la mémoire de travail phonologique (systémati-
quement impliquée dans les tâches dites de conscience phonémique, d’autant plus
qu’elles consistent dans la manipulation de plusieurs phonèmes dans des segments
assez longs).
Par ailleurs, les analyses de régression (White et coll. 2006, Ramus 2003) indiquent
que les capacités phonologiques sont les seules qui expliquent la majeure partie de
la variance en lecture. Les études longitudinales signalent que ce sont les capacités
phonologiques, en particulier celles d’analyse phonémique, qui sont les meilleurs
prédicteurs du futur niveau de lecture des enfants, des entraînements dans ce do-
maine ayant une incidence positive sur la lecture (Scarborough 1998).
Comme nous venons de le voir, le facteur « phonologie » regroupe des capacités
assez diverses : précision et rapidité de l’accès au lexique, mémoire à court terme
phonologique et capacités d’analyse d’unités phonologiques de différentes tailles
(syllabe, rime et phonème) de façon plus ou moins explicite (par exemple, fluence
verbale à partir d’un indice phonologique versus manipulation de phonème). Dès
lors, il a été proposé que les déficits relevés dans ces différents domaines pour-
raient s’expliquer par un facteur sous-jacent, soit un déficit des traitements auditifs
rapides, soit un déficit de discrimination des phonèmes.
Selon certains chercheurs, la théorie d’un déficit phonologique proviendrait d’un
trouble du traitement acoustique et plus spécifiquement des transitions tempo-
relles rapides en perception auditive, qu’il s’agisse de perception du langage ou
non. Les premières études dans ce domaine ont été effectuées par Paula Tallal
(Tallal et Piercy 1973, Tallal 1980) sur des enfants dysphasiques dans un premier
temps et dyslexiques par la suite. Elle utilise des tâches de discrimination (le su-
jet doit dire si 2 stimuli présentés successivement sont identiques) et de jugement
d’ordre temporel (le sujet doit reproduire les 2 sons dans l’ordre présenté). Les sti-
muli pouvaient être verbaux ou nonverbaux, courts ou longs, des voyelles brèves
ou longues ainsi que des syllabes de type /ba/-/da/. La durée des intervalles
inter-stimuli était longue ou courte. Les résultats montrent des scores inférieurs
chez les dysphasiques pour les tons courts, les voyelles brèves ou les transitions
consonne-voyelle brèves, surtout quand les intervalles entre les stimuli sont courts.
Pour les dyslexiques, seules les tâches impliquant les sons nonverbaux ont été réa-
lisées. Leurs performances sont moins bonnes que celles des normolecteurs mais
uniquement pour les intervalles courts. Toutefois cette étude a été critiquée pour
l’hétérogénéité des variables étant donné que la nature même des stimuli ne per-
met pas de distinguer les 3 caractéristiques impliquées dans le traitement tempo-
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rel : l’ordre d’apparition des stimuli, leur durée individuelle et la rapidité de leur
succession (c’est-à-dire l’intervalle entre deux stimuli) (Studdert-Kennedy et Mody
1995). À la suite de cet article, des expériences ont tenté de reproduire les résultats
originaux de Tallal, d’évaluer séparément l’incidence des trois dimensions tempo-
relles sur les performances en lecture et enfin de vérifier si le type de déficit mis en
relief par Tallal ne serait pas en fait spécifique au traitement du langage vu que ce
sont justement des sons très brefs (comme les bruits d’explosion des consonnes oc-
clusives), et des transitions rapides (les transitions consonne-voyelle) qui sont à la
base de la perception des phonèmes. Deux revues de la littérature (Ramus et coll.
2003, Rosen et Manganari 2001) signalent qu’il est maintenant de plus en plus clair
que les troubles auditifs, lorsqu’ils sont présents, ne sont pas liés à la rapidité de
la succession des stimuli auditifs. Tout d’abord, parmi les études qui ont utilisé
les mêmes tâches que celles de Tallal, plusieurs n’ont pas permis de relever que le
déficit des dyslexiques était limité aux intervalles brefs (Reed 1989, Nittrouer 1999,
Share et coll. 2002). D’autres études utilisant d’autres tâches telles que la détection
du nombre de sons en fonction de la durée de l’intervalle, n’ont pas permis de
soutenir cette hypothèse avec une tendance du sujet à n’entendre qu’un seul son
quand l’intervalle est court (McAnally et Stein 1996, Schulte-Körne et coll. 1998;
1999, Ahissar et coll. 2000).
En ce qui concerne la spécificité linguistique, plusieurs études se sont attachées à
trancher entre l’existence d’un déficit auditif ou d’un déficit limité au traitement
du langage. Mody et coll. (1997) ont utilisé des sons verbaux et non verbaux aussi
proches que possible quant à leurs caractéristiques acoustiques. Les sons verbaux
étaient des syllabes de type /ba/-/da/ et les sons non verbaux ont été construits
à partir de ces mêmes syllabes. Le raccourcissement de l’intervalle inter-stimuli ne
montre des effets délétaires chez les faibles lecteurs que lorsque la tâche implique
les sons verbaux. D’autres chercheurs (Serniclaes et coll. 2001, Dufor et coll. 2007)
ont testé la spécificité linguistique du déficit de perception des phonèmes à l’aide
d’analogues sinusoïdaux de sons de parole variant le long d’un continuum de lieu
d’articulation de /ba/ à /da/. Les mêmes sons sont présentés en condition non
parole, où l’auditeur est naïf et perçoit ces sons comme de simples sifflements et
en condition parole où le sujet est informé du fait que les stimuli sont des syl-
labes (/ba/ ou /da/). Le sujet devait dire si les deux sons qu’il entendait étaient
ou non identiques. Les résultats soulignent des différences entre les dyslexiques et
les normo-lecteurs principalement en condition parole. D’autres études comparant
dyslexiques et normo-lecteurs n’ont observé aucune différence dans deux tâches
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impliquant des aspects sonores non langagiers, alors que les performances de ces
deux groupes différaient pour la discrimination de sons de la parole (Schulte-Körne
et coll. 1999).
Une autre hypothèse sur l’origine du déficit phonologigue ne concerne non plus
le processus d’isolation du phonème mais plutôt la discrimination de celui-ci :
la théorie allophonique. Le phonème est le résultat d’un découpage arbitraire et
spécifique à une langue. Dans un continuum acoustique, on catégorise, ce qui veut
dire que l’on perçoit toute une gamme de sons acoustiquement différents comme
/p/ et d’autres comme /t/ ou /k/. Le répertoire des phonèmes diffère d’une
langue à l’autre, /b/ et /v/ sont par exemple deux phonèmes différents en fran-
çais mais pas en espagnol. Il a été montré que le bébé est prédisposé à percevoir
différentes oppositions phonétiques susceptibles d’intervenir dans les langues du
monde (Kuhl 2004) mais que ce répertoire se restreint aux catégories phonémiques
nécessaires à sa langue orale, ce qui implique un processus de sélection, et de re-
structuration des catégories phonétiques initiales. Processus qui pourrait ne pas
avoir été bien mené à terme chez les futurs dyslexiques, tout au moins chez cer-
tains d’entre eux. De fait, différents résultats suggèrent que les dyslexiques discri-
minent moins bien que les normo-lecteurs les phonèmes de différentes catégories
mais qu’ils perçoivent mieux qu’eux certaines différences intra-phonémiques, ce
double déficit ne provenant pas de déficiences des mécanismes auditifs en amont
(Mody et coll. 1997, Schulte-Körne et coll. 1999, Rosen et Manganari 2001, Serni-
claes et coll. 2001). Cela suggère que les performances des dyslexiques sont, sous
certains aspects, supérieures à celles des normolecteurs (cf. la perception des dif-
férences intra-catégorielles). Ce phénomène a été examiné en détail par Serniclaes
et coll. (2004) dans une étude consacrée à l’examen des capacités de catégorisation
du trait de voisement (VOT= intervalle de temps entre la détente et l’occlusion
orale et le départ des vibrations laryngées) sur des dyslexiques de 9 ans, des nor-
molecteurs de même âge et des adultes. Ils ont montré que les performances des
dyslexiques se caractérisent par un pic de discrimination plus faible à la frontière
phonémique (vers +15 ms de VOT), ce qui signale une nouvelle fois qu’ils ont un
déficit de catégorisation phonémique. De plus, un second pic intra-catégoriel, de
même amplitude que le premier, est observé chez les dyslexiques aux environs de -
30 ms de VOT. Ce pic visible en intra catégorie est dit allophonique car il se situe au
niveau d’une des trois frontières de voisement repérées dans les langues à trois ca-
tégories de VOT (le « thai » par exemple). Il correspond à l’une des prédispositions
phonétiques du nouveau-né utilisée pour percevoir le voisement. La sensibilité ac-
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crue des dyslexiques aux composants phonétiques des oppositions phonémiques
suggère que l’on se trouve en présence d’un mode de perception de la parole
particulier. Le double « déficit » de perception catégorielle des dyslexiques peut
gravement entraver l’acquisition du langage écrit : pour relier les graphèmes aux
phonèmes correspondants, il faut en effet des catégories phonémiques bien spéci-
fiées. Si le dyslexique perçoit moins bien des différences entre deux phonèmes de
sa langue et qu’il perçoit des allophones d’un même phonème, qui ne font pas par-
tie du répertoire de sa langue, il va difficilement pouvoir relier les phonèmes aux
graphèmes correspondants. Ce mode particulier de perception pourrait également
expliquer les déficits de manipulation des phonèmes rencontrés par les dyslexiques
dans les tâches classiques d’analyse phonémique. Il pourrait aussi rendre compte
des déficits de mémoire à court terme phonologique, qui seraient dus au poids des
exigences de stockage s’expliquant par un répertoire élargi, allophonique plutôt
que phonémique. Enfin, il pourrait expliquer certaines difficultés d’accès au lexique
telles que mises en relief par les tâches de dénomination sérielle rapide. D’où la
possibilité d’un syndrome sous-jacent aux différents déficits intégrés dans le cadre
de l’explication phonologique classique de la dyslexie. Ces résultats apportent des
arguments nouveaux à l’appui de l’hypothèse explicative de la dyslexie par un
déficit phonologique. Des études complémentaires sont toutefois nécessaires, pour
évaluer la prépondérance de ces déficits, leur pouvoir explicatif et les relations
qu’ils entretiennent avec les autres déficits phonologiques.
Au niveau neuro-anatomique, on sait qu’en lecture, le circuit dorsal qui inclut les
aires temporopariétales, particulièrement le gyrus angulaire et le gyrus supramar-
ginal (probablement dédiés aux traitements impliquant la phonologie), est relati-
vement lent et prédomine au début de l’apprentissage. Les études sur les corrélats
neuronaux des traitements phonologiques dans des tâches n’impliquant pas la lec-
ture (analyse phonémique et mémoire à court terme phonologique) ont montré des
activations réduites des aires périsylviennes gauches (plutôt que bilatérales) chez
les dyslexiques, ces hypo-activations concernant surtout le gyrus supramarginal
gauche (voir Démonet et coll. (2004) pour une revue). Un pattern similaire a été
relevé quand les dyslexiques ont eu à effectuer des tâches implicites de discrimina-
tion de contrastes phonémiques (Ruff et coll. 2002, Dufor et coll. 2007), alors même
que leurs compétences semblaient non détériorées en comportemental, ce qui sug-
gère l’existence de mécanismes compensatoires.
Dans cette section, nous avons développé plusieurs arguments en faveur de l’hypo-
thèse phonologique : des déficits phonologiques ont été relevés de façon consistante
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dans les études de groupes et ces déficits sont prévalents, cette hypothèse permet
d’expliquer les performances en lecture des dyslexiques et des dysfonctionnements
neuronaux ont principalement été relevés dans les aires cérébrales impliquées dans
le traitement du langage (aires périsylviennes gauche), ces dysfonctionnements
se manifestant surtout par des hypo-activations des aires dédiées aux traitements
phonologiques. Bien qu’un nombre conséquent de recherches témoigne de l’im-
portance incontestable des compétences phonologiques pour l’apprentissage de la
lecture (Ehri 2002) et qu’un trouble phonologique soit classiquement décrit dans le
contexte de certaines dyslexies, il semble cependant excessif de réduire la diversité
des troubles dyslexiques à cette seule dimension.
3.2.4.2 Les théories visuelles.
Pringle Morgan fut le premier à décrire un cas de dyslexie alors mentionné
comme une « cécité congénitale » pour lire. Depuis, de nombreuses études éva-
luant les capacités de traitement visuel des enfants dyslexiques tendent à montrer
que nombre d’entre eux présentent un déficit des traitements visuels indépendam-
ment de toute atteinte sensorielle (ou périphérique). Une assez grande diversité
de troubles des traitements visuels a été décrite chez les individus dyslexiques,
la question cruciale étant bien sûr de savoir dans quelle mesure ces troubles sont
reliés à l’activité de lecture et peuvent être tenus pour responsables des difficultés
d’apprentissage de la lecture de ces enfants. Le lien de causalité n’est pas encore
établi mais plusieurs types de déficits visuels ont été observés chez les dyslexiques
et les études tendent de circonscrire à la fois la diversité des traitements visuels
déficitaires chez ces enfants et leur réel impact sur l’apprentissage de la lecture.
L’hypothèse qui a donné lieu au nombre le plus important de recherches dans
le domaine visuel est l’hypothèse d’une atteinte du système visuel magnocellu-
laire. Elle a été fortement critiquée et est encore largement débattue. Les systèmes
magnocellulaire et parvocellulaire correspondent aux deux couches de cellules du
corps géniculé latéral (lien entre le tractus optique et l’aire visuelle primaire du
cortex occipital). Le système magnocellulaire est composé des dix pour cent de
cellules ganglionnaires sensiblement plus grosses que les autres, davantage myéli-
nisées et pourvues d’axones permettant une transmission rapide de l’information
(Shapley et Perry 1986). Ces cellules dont le champ récepteur est plus large que
celui des cellules parvocellulaires répondent essentiellement aux stimuli de faible
fréquence spatiale et de haute fréquence temporelle. Ce système est particulière-
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ment impliqué dans le traitement des faibles contrastes permettant une analyse
grossière des stimuli plutôt que l’analyse des détails subtils d’un objet à des fins
d’identification. Une autre caractéristique importante du système visuel magno-
cellulaire est sa capacité à traiter le mouvement et les changements rapides ; les
cellules magnocellulaires répondent ainsi à tout nouvel événement apparaissant
dans le champ visuel, qu’il s’agisse de flashs lumineux ou d’une cible en mou-
vement. Essentiellement impliqué dans le traitement des formes grossières, des
informations périphériques, des stimuli brefs et en mouvement, le système magno-
cellulaire semble a priori peu adapté à l’activité de lecture qui requiert au contraire
d’analyser en détail une information stable présentée en vision centrale. Dans cette
activité, le système parvocellulaire gère les informations prises lors de la fixation
oculaire tandis que le système magnocellulaire est activé lors de la saccade par le
mouvement apparent de l’image. Son activation aurait un effet inhibiteur sur le
système parvocellulaire empêchant ainsi l’effet de défilement ou de travelling réti-
nien, favorisant le traitement de nouvelles informations par « sauts » successifs. Un
grand nombre de données comportementales ont été publiées et plaident en faveur
d’une atteinte du système visuel magnocellulaire chez les dyslexiques (adultes ou
enfants) (Livingstone et coll. 1991, Stein et Walsh 1997). Il a ainsi été montré que
les dyslexiques présentent une moindre sensibilité aux faibles fréquences spatiales
et aux hautes fréquences temporelles (Lovegrove et coll. 1986) ainsi qu’une sensibi-
lité réduite aux points en mouvement (Cornelissen et coll. 1995). Mais comment ce
trouble du système magnocellulaire peut-il expliquer les difficultés de lecture ? Se-
lon cette hypothèse magnocellulaire, pendant la lecture, le système magnocellulaire
des dyslexiques ne parviendrait pas à inhiber lors de la saccade l’image « créée »
par le système parvocellulaire lors de la fixation précédente. Il se produit ainsi un
brouillage qui compromet la reconnaissance des lettres et des mots. Cela explique-
rait les erreurs de type inversions de lettres (« pal » lu /pla/) ou les substitutions
de lettres formellement proches (« b » et « d », « p » et « q » . . . ). Malgré son succès
et son intérêt indéniables, l’hypothèse magnocellulaire est aujourd’hui controver-
sée. Skottun (2000) affirme que l’hypothèse d’un trouble visuel magnocellulaire
est compatible avec un certain nombre de données comportementales relatives à
la sensibilité aux contrastes à basse fréquence spatiale ou haute fréquence tem-
porelle mais des articles, beaucoup plus nombreux, démontrent l’absence de tels
problèmes de sensibilité ou la présence d’un trouble de la sensibilité aux contrastes
dans des zones de fréquence qui ne dépendent pas du système magnocellulaire.
Toutefois, l’hypothèse d’une atteinte spécifique du système visuel magnocellulaire
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s’est peu à peu étendue vers un trouble amodal des systèmes magnocellulaires
auditifs et visuels. Les études mentionnant une atteinte du système visuel ma-
gnocellulaire concluent qu’une majorité d’enfants dyslexiques (environ 70%) pré-
sentent un tel trouble (Stein et coll. 2000). Sachant qu’il est par ailleurs établi que
bon nombre de dyslexiques présentent un trouble phonologique, il s’ensuit néces-
sairement qu’une forte proportion de ces enfants présente à la fois des difficultés
phonologiques et visuelles. De plus, plusieurs études ont montré que les troubles
visuels magnocellulaires ne s’observaient que chez les enfants dyslexiques présen-
tant un trouble phonologique associé (Spinelli et coll. 1997, Cestnick et Coltheart
1999). Cette co-occurence entre troubles phonologiques et visuels a conduit Stein
(2003) à proposer une explication alternative : un déficit magnocellulaire amodal
touchant à la fois les sphères auditive et visuelle. Les enfants dyslexiques auraient
du mal à traiter les informations temporelles rapides visuelles et auditives suite
à l’atteinte conjointe des systèmes magnocellulaires visuel et auditif. Des résultats
ont permis de conforter cette hypothèse. En effet, des corrélations entre les seuils
de détection auditifs et visuels et entre ces seuils et les performances en lecture de
pseudomots ont été mis en évidence chez des jeunes adultes dyslexiques (Witton
et coll. 1998). Les auteurs ont conclu à une atteinte du système visuel magnocellu-
laire et à un déficit de traitement des informations temporelles auditives similaire
à ce qui était observé au niveau visuel. Toutefois, une forte variabilité de perfor-
mance était mise en évidence chez les sujets dyslexiques de cette étude dont seuls
quelques uns présentent un déficit marqué de détection des seuils tant en visuel
qu’en auditif. La théorie magnocellulaire reste donc fortement controversée entre
autre par le manque de relation causale entre déficit magnocellulaire et lecture.
Un autre versant des recherches sur les causes explicatives de la dyslexie concerne
l’attention visuelle. L’hypothèse d’un trouble de l’attention visuelle a été essen-
tiellement confortée par nombre d’études utilisant le paradigme de recherche d’une
cible parmi des distracteurs. Dans ce type de tâche, les participants sont confrontés
à deux conditions expérimentales. Dans la première, dite condition automatique,
la cible est évidente et « saute aux yeux » car elle ne se distingue des distracteurs
que par un attribut spécifique : un trait visuel (chercher une lettre Q parmi des
O) ou une couleur (chercher une barre rouge parmi des barres bleues). Les temps
de réponse sont rapides et ne varient pas en fonction du nombre de distracteurs.
On parle ici de phénomène de pop-out. En revanche, en condition attentionnelle,
la cible ne se distingue des distracteurs par aucun trait spécifique (chercher un O
parmi des Q, ou chercher une ligne verticale rouge parmi des lignes horizontales
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rouges et des verticales bleues). Retrouver cette cible nécessite un traitement sériel
attentionnel si bien que les temps de réponse augmentent avec le nombre de dis-
tracteurs. Ces conditions divergent principalement par les capacités attentionnelles
mobilisées. En effet, la condition automatique ne requiert que peu d’attention tan-
dis qu’en condition attentionnelle, des capacités de focalisation, de désengagement
et de déplacement attentionnels sont indispensables. Toutes les études ayant utilisé
ce paradigme expérimental ont montré que les enfants dyslexiques présentaient
des difficultés spécifiques à la condition attentionnelle où les performances se ca-
ractérisent par des temps de recherche par item anormalement longs (Iles et coll.
2000). Les dyslexiques pourraient donc avoir des problèmes de focalisation atten-
tionnelle, de désengagement ou de déplacement de l’attention.
Plus récemment, le déficit visuo-attentionnel a été décrit à travers un phénomène
de « mini-négligence » gauche (Facoetti et Molteni 2001, Hari et coll. 2001). Lors-
qu’on présente des cibles simples (point ou croix) dans les hémichamps droit ou
gauche, les temps de réaction sont beaucoup plus longs à gauche qu’à droite pour
les dyslexiques (Facoetti et Molteni 2001). Cette différence entre hémichamps est
également mise en évidence dans des épreuves de jugement d’ordre temporel (ju-
ger laquelle de deux barres présentées à droite et à gauche du point de fixation
est apparue la première) ou dans des tâches d’illusion d’accroissement de lignes
vers la droite ou vers la gauche. Les dyslexiques, présentent contrairement aux té-
moins un biais de réponse droit dans ces deux types d’épreuves, suggérant une
difficulté d’orientation de l’attention vers la gauche. Cette mini-négligence gauche
s’accompagne d’une hyper-sensibilité aux stimuli apparaissant dans le champ vi-
suel droit suggérant un déficit d’inhibition droite les empêchant de désengager leur
attention pour la porter vers un autre processus (Facoetti et Molteni 2001, Facoetti
et coll. 2003). D’autres données en condition indicée (apparition d’un indice juste
avant l’apparition de la cible) montrent que les dyslexiques mettent plus de temps
à engager leur attention du côté indicé (Facoetti et coll. 2000, Facoetti et Molteni
2001) et, une fois engagée, il leur serait plus difficile de la désengager (Facoetti
et coll. 2003). L’hypothèse d’un phénomène « d’extinction attentionnelle » (atten-
tional blink) plus long chez les dyslexiques a été proposé par Hari et coll. (1999).
Ces différentes études témoignent indéniablement de troubles visuo-attentionnels
dans la dyslexie mais qui pourraient ne se manifester que pour certains types de
dyslexie. En effet, les études qui ont pris en compte les profils cognitifs des enfants
dyslexiques ont montré que seuls les dyslexiques phonologiques présentaient des
troubles visuo-attentionnels (Facoetti et coll. 2003). Ce résultat peut paraître sur-
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prenant mais s’expliquerait par le fait qu’un trouble visuo-attentionnel, de types
défaut de focalisation attentionnelle et difficulté de désengagement, devrait plus
particulièrement affecter la procédure analytique de lecture (Facoetti et coll. 2009).
Lire un pseudomot long nécessite en effet de focaliser son attention sur la première
partie de la séquence orthographique puis désengager son attention afin de la réen-
gager sur la partie suivante de la séquence et ainsi de suite jusqu’au traitement de
l’ensemble des lettres. Toutefois, étant donné que les troubles visuo-attentionnels
sont observés uniquement dans les dyslexies phonologiques, on peut envisager
que les difficultés en lecture de pseudomots pourraient être secondaires au trouble
phonologique et non au trouble visuo-attentionnel.
Par ailleurs, d’autres études ont conduit à remettre en question l’idée d’un trouble
spécifique à la modalité visuelle en montrant des difficultés similaires de traite-
ment en modalité auditive, voire même tactile (Facoetti et coll. 2005; 2008; 2009).
Ceci a conduit à faire l’hypothèse d’un trouble amodal de l’attention perceptive.
Les résultats de plusieurs études menées en modalité auditive ont montré que les
dyslexiques ont des difficultés à discriminer les phonèmes en présence d’un bruit
de fond (Cunningham et coll. 2001) et à traiter les séquences rapides de stimuli
auditifs (Hari et coll. 2001). Plusieurs études appuient un déficit d’attention en
modalité auditive caractérisé par une difficulté à déplacer rapidement et focaliser
l’attention auditive (Hari et coll. 2001). Facoetti et coll. (2005) présentent des don-
nées supportant l’idée d’un déplacement attentionnel ralenti à la fois en modalité
visuelle et auditive, en montrant, en condition indicée, que les dyslexiques ne pré-
sentent pas d’effet facilitateur significatif lorsque l’intervalle qui sépare l’indice de
la présentation de la cible est court tandis que cet effet est observé pour des inter-
valles longs. Le pattern inverse est constaté chez les normo-lecteurs avec un effet
facilitateur pour l’intervalle court mais pas pour l’intervalle long. Ceci suggère
donc une capture attentionnelle rapide et un désengagement attentionnel immé-
diat chez les normolecteurs alors que les dyslexiques ne parviendraient à engager
leur attention que beaucoup plus lentement. Hari et coll. (2001) ont proposé une
théorie du déplacement attentionnel ralenti (Sluggish Attentional Shifting Theory) :
une capture attentionnelle ralentie et une difficulté de désengagement attentionnel
se traduiraient chez les dyslexiques par une difficulté à traiter les informations
temporelles rapides dans toutes les modalités.
Avant de poursuivre, il nous semble primordial de préciser que les déficits visuo-
attentionnels des dyslexiques ne se situent pas dans le contexte d’un trouble atten-
tionnel général similaire à celui décrit dans le cadre des troubles déficit de l’atten-
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tion/hyperactivité (TDA/H).
Une autre hypothèse a vu le jour dans le champs visuo-attentionnel et concerne
une forme particulière de dysfonctionnement : le trouble de l’empan visuo-
attentionnel. Ces difficultés seraient associées à certaines dyslexies et pourraient
s’observer indépendamment de toute atteinte phonologique (Bosse et coll. 2007).
L’empan visuo-attentionnel renvoie à la quantité d’informations qui peuvent être
traitées simultanément au sein d’une séquence d’éléments distincts. En lecture,
cette notion renvoie au nombre de lettres du mot qui peuvent être identifiées au
cours d’une seule fixation. Elle s’inscrit dans le cadre du modèle connexionniste de
lecture multitraces décrit dans la section 2.4.1.2 (Ans et coll. 1998, Valdois et coll.
2004). Ce modèle postule l’existence d’une fenêtre attentionnelle de taille variable à
travers laquelle est extraite l’information orthographique du mot à lire. Une lecture
globale du mot nécessite que la fenêtre visuo-attentionnelle s’adapte à la longueur
du mot de façon à traiter simultanément l’ensemble des lettres qui le composent.
Pour le traitement séquentiel analytique, la fenêtre visuo-attentionnelle est réduite
et cadre successivement les unités orthographiques (syllabes, graphèmes) qui com-
posent la séquence à déchiffrer. La fenêtre visuo-attentionnelle correspond à l’en-
semble des éléments de la séquence sur lesquels se focalise l’attention visuelle lors
du traitement. Afin d’évaluer l’empan visuo-attentionnel, des tâches de reports glo-
bal et partiel ont été utilisées. Elles consistent à présenter sur un écran d’ordinateur
des séquences imprononçables de 5 consonnes (par exemple : R H S D M) pendant
un temps très court (pour éviter toute refixation) et à demander aux sujets de dé-
nommer les lettres vues. En report global, toutes les lettres doivent être rapportées
indépendamment de leur position. Au report partiel, une barre verticale apparaît
sous une des lettres et seule celle-ci doit être dénommée. En 2003, Valdois et coll.
(2003) publient une double dissociation avec le cas d’un jeune dyslexique de 14 ans
qui présente toutes les caractéristiques d’une dyslexie de surface (trouble sélectif de
la lecture et de l’écriture des mots irréguliers) en l’absence de trouble phonologique
associé. Ses performances aux tâches de report sont en revanche atypiques avec des
résultats dans la norme uniquement dans 2 positions (en position 1 et 3). Cet ado-
lescent présente donc une réduction de l’empan visuo-attentionnel en l’absence de
trouble phonologique associé. À l’inverse, un autre jeune dyslexique a des résultats
dans la moyenne à ces épreuves de reports et ne présente donc aucun trouble ob-
jectivable de l’empan visuo-attentionnel. En revanche, ses performances sont très
faibles aux tâches impliquant un traitement phonologique et son profil de lecture
correspond à une dyslexie plutôt phonologique (trouble sélectif de la lecture et de
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l’écriture des pseudomots). Une étude de groupes a permis de généraliser ces ré-
sultats, en montrant qu’une majorité des enfants dyslexiques présentent un trouble
isolé soit de la conscience phonologique, soit de l’empan visuo-attentionnel (Bosse
et coll. 2007). Cette étude portait sur des dyslexiques de langues maternelles fran-
çaise et anglaise et souligne donc que le déficit visuo-attentionnel est indépendant
des caractéristiques de la langue. De plus, ces auteurs ont montré une forte corré-
lation entre les performances des dyslexiques aux épreuves visuo-attentionnelles
et leur niveau de lecture sans corrélation entre les tâches visuo-attentionnelles et
métaphonologiques. De plus, les capacités de traitement visuo-attentionnel étaient
prédictives du niveau de lecture indépendamment des capacités de traitement pho-
nologique ce qui suggère qu’un déficit de l’empan visuo-attentionnel contribue de
façon spécifique au faible niveau de lecture des enfants dyslexiques.
Ces recherches conduisent à penser qu’un déficit de l’empan visuo-attentionnel
pourrait être à l’origine de certaines formes de dyslexies qui ne sont pas associées
à un déficit phonologique. La relation causale entre le déficit de l’empan visuo-
attentionnel et la dyslexie est appuyée par les études de régression multiple mais
nécessite d’autres investigations dans le cadre d’études longitudinales ou de ré-
éducation visuo-attentionnelle. Ainsi, il faudrait voir si l’empan visuo-attentionnel
évalué avant l’apprentissage de la lecture chez des enfants tout-venant est prédic-
tif de leur niveau ultérieur de lecture ou si un entraînement de l’empan visuo-
attentionnel améliore les performances de lecture des enfants dyslexiques. Bien
que le lien causal ne soit pas démontré, le déficit de l’empan visuo-attentionnel
est compatible avec d’autres hypothèses théoriques récentes insistant sur la com-
plémentarité des dimensions phonologique et visuelle de la lecture (Whitney et
Cornelissen 2005).
Les données que nous venons d’exposer montrent que la lecture implique une di-
mension visuelle et une dimension phonologique dont chacune joue un rôle com-
plémentaire dans l’apprentissage. Elles reposent donc la question de l’origine mul-
tifactorielle des troubles dyslexiques.
3.2.4.3 La théorie cérébelleuse.
Partant de l’observation des signes visuels, auditifs et moteurs associés aux
difficultés de lecture des dyslexiques, Nicolson et coll. (1995) proposèrent que
ces troubles associés pouvaient être liés à un dysfonctionnement du cervelet. Ils
avaient constaté que les enfants dyslexiques présentaient des caractéristiques simi-
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laires aux manifestations classiques d’une dysfonction du cervelet : un retard de
développement moteur, des troubles du traitement séquentiel et temporel (appren-
tissage de l’heure, des jours de la semaine, etc.), des difficultés de coordination
motrice et d’équilibre (Fawcett et Nicolson 1999). Ces auteurs ont tenu compte de
l’ensemble des symptômes de dyslexie et ont décrit le tableau caractéristique de
dyslexie comme « un déficit des aptitudes phonologiques, des habiletés motrices,
de la rapidité du traitement d’information et de l’automatisation (Nicolson et Faw-
cett 1990) ». Ce dernier point fait référence spécifiquement au rôle du cervelet dans
l’apprentissage procédural. Un déficit cérébelleux explique donc les troubles asso-
ciés dans la dyslexie mais en quoi peut-il être la cause des difficultés de lecture ?
Plusieurs explications peuvent être envisagées. En effet, le cervelet est impliqué à
la fois dans le contrôle des mouvements oculaires, dans l’attention visuospatiale
et dans la vision périphérique, tous ces aspects étant des composantes essentielles
de la lecture (Stein et Walsh 1997). De plus, comme nous l’avons déjà signalé, la
lecture est un processus automatique et ces processus sont généralement pris en
charge par le cervelet. Les enfants dyslexiques présenteraient donc une incapacité
(au moins partielle) à automatiser le processus de lecture (Ramus et coll. 2003)
passant par la mémorisation de la conversion grapho-phonémique et par la mé-
morisation d’unités orthographiques complexes et de formes globales. Telle que
présentée par Nicolson et coll. (2001), cette théorie explique les déficits phonolo-
giques par un déficit cérébelleux présent dès la naissance et interférant avec la
mise en place normale des aptitudes auditives et articulatoires nécessaires à la
constitution du système phonologique. De même, le déficit précoce interfèrerait
avec l’élaboration des aptitudes visuelles telles que les mouvements oculaires et la
reconnaissance des lettres, expliquant ainsi des difficultés orthographiques carac-
téristiques du dyslexique.
Parmi les théories postulant un trouble général (non linguistique), celle d’un dé-
ficit cérébelleux est particulièrement intéressante mais, aussi séduisante soit-elle,
cette théorie a été critiquée sur plusieurs points ces dernières années. D’une part,
les troubles moteurs ne se retrouvent pas chez tous les dyslexiques et beaucoup,
même avec des difficultés majeures dans l’apprentissage de la lecture, ne mani-
festent aucune difficulté motrice voire se révèlent particulièrement doués pour les
activités motrices, qu’il s’agisse de la motricité globale ou fine. D’autre part, cette
théorie cérébelleuse a été mise à mal car elle ne rendrait pas compte de façon immé-
diate du trouble phonologique. Cependant, des arguments expérimentaux ont été
publiés en faveur de l’hypothèse précitée de Nicolson et coll. (2001) selon laquelle
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un déficit subtil de la mise en place précoce des aptitudes articulatoires provoque-
rait un défaut de la boucle articulatoire, altérant la mémoire phonologique à court
terme et un trouble de la conscience phonologique.
Etant donné l’état des recherches actuelles, il n’est pas possible de se prononcer
définitivement sur la validité et la capacité à rendre compte de la totalité des défi-
cits des dyslexique de la théorie cérébelleuse. Démonet et coll. (2004) signalent en
effet que beaucoup de déficits attribués à une dysfonction cérébelleuse pourraient
tout aussi bien être attribués à la dysfonction d’autres structures, en particulier
sous-corticales, également impliquées dans les processus de coordination motrice,
d’automatisation des procédures, et de régulation temporelle motrice et cognitive.
Cette théorie comporte toutefois l’originalité d’avoir véritablement pris en compte
les comorbidités de la dyslexie.
3.2.4.4 La théorie du traitement temporel.
Bien que nous l’ayons déjà évoquée dans la partie consacrée au déficit phono-
logique et plus précisément au trouble du traitement acoustique, il nous semble
indispensable de revenir plus longuement sur le trouble du traitement temporel.
Les enfants souffrant de troubles spécifiques des apprentissages ont très souvent
des problèmes avec le temps, qu’il s’agisse de la gestion des aspects temporels liés
à la réalisation des actes quotidiens, de la conscience et/ou la perception de la du-
rée d’événements, ou encore de la discrimination d’événements brefs, tels que ceux
constitutifs de la parole humaine. Le test le plus fréquemment utilisé pour évaluer
le traitement temporel est sans conteste le jugement d’ordre temporel (JOT). En
1980, Tallal (1980) étudia les performances d’enfants dyslexiques dans une tâche
qui repose sur des jugements de similitude ou d’ordre temporel entre deux sti-
muli non verbaux (sons complexes), différant seulement par leur fréquence fon-
damentale. Elle ne retrouva aucune différence entre les dyslexiques et les témoins
pour les paires séparées par des intervalles longs (429 ms) tandis que près de la
moitié des dyslexiques se trouvaient en dessous de la performance du plus faible
contrôle pour des intervalles plus courts (entre 8 et 305 ms). Elle en conclut que
le cerveau de ces enfants était en déficit pour traiter les événements brefs et en
succession rapide, et non les mêmes éléments séparés par de plus larges inter-
valles. Dans son interprétation, l’auteur fait également l’analogie entre la valeur de
l’intervalle inter-stimulus où ces enfants se trouvent en difficulté, et la durée de
certaines composantes du langage articulé, et tout particulièrement les consonnes
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occlusives dont la durée normale avoisine 40 ms, expliquant alors les difficultés
de certains dyslexiques dans la discrimination des consonnes. Dans cette même
étude, une forte corrélation (r=0,81) entre la performance des dyslexiques au sub-
test à intervalles courts et la lecture de pseudomots est rapportée, suggérant un
lien très fort entre le déficit de traitement temporel et les mécanismes sous-jacents
au déficit de conversion grapho-phonémique. Toutefois, seule la moitié des enfants
rencontrait des difficultés d’ordre temporel et seuls les sons non verbaux ont été
testés, ne permettant de trancher sur le caractère linguistique ou plus général du
problème. A ce propos, Studdert-Kennedy et Mody (1995) ont montré que le déficit
de JOT sur des paires de syllabes chez les enfants dyslexiques disparaît si on utilise
de la « non-parole » (c’est-à-dire l’equivalent synthétique des mêmes syllabes). De
plus, ils ont observé que cette différence entre dyslexiques et contrôles n’existait
pas pour toutes les syllabes, suggèrant que le déficit observé dépend de caractéris-
tiques intrinsèques aux stimuli, et non de facteurs généraux tels que leur durée.
D’autres arguments ont été apportés à l’encontre d’un déficit d’ordre temporel.
Bishop et coll. (1999) ont montré que lorsqu’on compare des couples de jumeaux
dyslexiques ou non, il existe une certaine similitude entre jumeaux monozygotes
qui permet d’affirmer l’héritabilité du trait au niveau des capacités phonologiques
mais pas en JOT. Les dyslexiques ont une performance inférieure au JOT, mais sans
aucune héritabilité, ce qui signifie que le trouble du traitement auditif, s’il existe, ne
possède pas le même caractère génétique que le trouble phonologique lui-même,
ce qui met à mal le lien entre les deux proposé par Tallal. Par ailleurs, Share et coll.
(2002) ont proposé le test de répétition de Tallal à une grande cohorte d’enfants et
constatent que les déficits observés chez les dyslexiques sont retrouvés aussi pour
des intervalles inter-stimuli longs, qu’ils ne diffèrent pas des témoins appariés en
âge de lecture et qu’un déficit temporel n’implique pas systématiquement un défi-
cit ultérieur sur des mesures phonologiques ou de lecture.
À l’inverse, plusieurs travaux utilisant le JOT chez le dyslexique vont plutôt dans le
sens de l’hypothèse de Tallal. Ainsi, le déficit de jugement d’ordre temporel est mis
en évidence aussi quand les deux stimuli sont des phonèmes au sein d’un pseu-
domot (/apsa/versus/aspa/) et ce déficit s’amenuise si les deux consonnes de ce
même pseudomot étaient ralenties (Rey et coll. 2002). De même, en utilisant le test
de répétition de Tallal et en faisant varier la durée des sons (75 ou 250 ms), Heier-
vang et coll. (2002) n’ont pas observé de différence entre dyslexiques et témoins
pour les sons de 250 ms, alors que pour les sons de 75 ms, les dyslexiques se dis-
tinguaient des témoins et cette différence s’observait d’autant plus que l’intevalle
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était court. Toutefois, ces déficits n’étaient pas corrélés aux épreuves de lecture.
Une autre considération importante concerne l’hétérogénéité de ce que regroupe le
terme de « déficit temporel ». En effet, le JOT a été souvent étudié et retrouvé défici-
taire chez le dyslexique, mais il a rarement été mis en relation avec d’autres aspects
du traitement temporel tel que le jugement de durée relative d’un stimulus. Dans
des tâches de jugement de durée, les dyslexiques présentaient un déficit significa-
tif par rapport aux normo-lecteurs et ce déficit était significativement corrélé aux
performances en lecture (Walker et coll. 2002). La question qu’on peut dès lors se
poser est celle du lien entre perception de la durée, jugement d’ordre temporel et
conscience phonologique. Daffaure et coll. (2001) ont recherché ce lien et constaté
que les deux marqueurs de déficit temporel sont chacuns corrélés très significati-
vement avec la performance en conscience phonologique, mais non corrélés entre
eux laissant penser qu’ils interviennent de façons séparées sur la performance en
conscience phonologique. Dans cette étude, le lien avec le déficit phonologique est
mis en évidence avec une corrélation fortement significative même si l’on exclut
les sujets témoins. Concernant les discordances entre les différents travaux dans ce
domaine, le recrutement des dyslexiques et la nature des tests utilisés doivent être
pris en considération. D’autre part, ce travail montre qu’il convient de distinguer
différents niveaux de déficit temporel, au moins deux d’entre eux semblant partiel-
lement indépendants : la reproduction d’une succession de stimuli auditifs, et la
perception de la durée relative de deux stimuli. Finalement, ces résultats suggèrent
que des aspects du traitement temporel aussi différents que la génération d’un
rythme, la perception d’une durée, ou encore la reproduction de l’ordre d’une suc-
cession, de même que l’utilisation des notions temporelles dans un contexte social,
sont probablement sous-tendus par des mécanismes au moins en partie communs
(Rubia et Smith 2004), et dont l’efficience est susceptible d’être altérée chez le dys-
lexique.
L’hypothèse d’un trouble du traitement temporel a été étudiée non seulement en
modalité auditive mais a été étendue aux autres modalités et un déficit amodal
a été proposé. Les premières études à ce sujet ont été réalisées chez des enfants
souffrant de troubles spécifiques du langage oral et montraient qu’ils avaient des
difficultés à identifier quels deux doigts d’une même main étaient touchés simulta-
nément (Tallal et coll. 1985). De même, des adultes dyslexiques étaient déficitaires
dans une tâche de détection d’un stimulus vibratoire quand la vibration était de 3
Hz mais pas pour 30 ou 300 Hz (Stoodley et coll. 2000). D’autres auteurs (Witton
et coll. 1998, Cestnick et Coltheart 1999, Laasonen et coll. 2000) ont démontré que
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le déficit de nature temporelle existe en modalités auditive, visuelle et tactile chez
un même individu. Les dyslexiques, enfants et adultes, étaient significativement
moins bons dans les tâches de jugement d’ordre temporel dans les 3 modalités et
les performances étaient correlées entre elles.
Ces différentes études sur le déficit du traitement temporel dans la dyslexie
montrent qu’il s’agit d’un fait expérimental largement prouvé même si les avis
divergent encore tant sur l’acception des termes « déficit temporel » que sur ses
liens avec le trouble de la lecture. Ces recherches sont donc intéressantes car elles
mettent en avant la co-occurrence, au moins dans une importante proportion des
cas, des troubles du traitement temporel et de la lecture. Une investigation sur la
nature de leur lien pourrait apporter des avancées majeures dans la compréhension
de la dyslexie.
Etant données les controverses sur les hypothèses explicatives de la dyslexie,
Ramus et coll. (2003) ont proposé pour la première fois de tester, auprès des mêmes
individus, plusieurs de ces théories : la théorie phonologique, la théorie perceptive
auditive, la théorie cérébelleuse et la théorie magnocellulaire. Ils ont soumis, 16
étudiants dyslexiques et 16 témoins appariés à une batterie de tests très complète.
Les dyslexiques de cette étude présentaient un trouble phonologique caractérisé
par des troubles métaphonologiques, des capacités limitées de mémoire à court
terme, un trouble de la dénomination rapide ou une combinaison de plusieurs de
ces troubles. Seul un petit nombre des sujets dyslexiques testés avaient un trouble
associé du système visuel magnocellulaire ou des problèmes cérébelleux. En re-
vanche, le trouble phonologique est assez souvent associé à des difficultés de trai-
tement des indices acoustiques des sons de la parole.
3.2.5 Les origines neuro-biologiques
Suite aux travaux de Déjerine sur les sujets alexiques, Hinshelwood (1917) a pro-
posé que la dyslexie pouvait avoir une origine neurologique et que les difficultés
de lecture et d’écriture de ses jeunes patients pouvaient être dues à un développe-
ment anormal de la même région pariétale qui était endommagée chez les patients
alexiques. Une cinquantaine d’années plus tard, des études post-mortem ont per-
mis de confirmer cette origine neurologique par l’observation d’ectopies (îlots de
corps cellulaires) corticales (Geschwind et coll. 1979) et de microgyri (Evrard et coll.
1989), principalement dans les régions périsylviennes de l’hémisphère gauche et
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plus précisémment dans le planum temporale (Galaburda et coll. 1985). Un autre
type de malformation a aussi été référencé : l’existence de dysplasies focales or-
ganisées en grands neurones anarchiquement dispersés depuis la matière blanche
sous-jacente jusqu’au cortex cérébral. Les symptômes dyslexiques dans leur diver-
sité pourraient dépendre de la localisation des anomalies micro-structurales qui
pourraient venir perturber l’une ou l’autre des zones essentielles pour le transfert
optimal de l’information à travers les réseaux sous-tendant les fonctions du lan-
gage. Ces anomalies pourraient concerner, chez l’enfant, les réseaux de la lecture en
voie de mise en place, nuisant à l’automatisation du transcodage des informations
visuelles vers les régions codant pour la phonologie et réciproquement. Toutefois,
ces études sont limitées par la taille des effectifs, l’hétérogénéité phénotypique, la
présence de comorbidités et les analyses a priori restreintes à des régions d’inté-
rêts. Ce problème est pallié en partie par l’avènement de l’imagerie cérébrale qui a
permis certaines avancées. Ainsi, une méthode d’analyse statistique de la densité
du signal IRM dans le volume cérébral (technique Voxel-Based Morphometry ou
VBM) a suggéré des particularités du signal de la substance grise dans le cortex
temporal, notamment dans l’hémisphère gauche. L’interprétation de ces résultats
reste délicate quand ils ne peuvent être appuyés par une analyse focalisée dans
une région montrant des anomalies fonctionnelles chez les mêmes sujets ou par
l’établissement de corrélations entre données VBM et données comportementales
(Silani et coll. 2005). Par ailleurs, l’analyse de l’anisotropie du signal en imagerie
de tenseur de diffusion a permis de mettre en évidence une diminution du score
d’anisotropie au niveau de fibres de la substance blanche sous-jacentes à la jonction
temporo-pariétale gauche, zone essentielle pour la médiation phonologique de la
lecture. De plus, ces anomalies étaient souvent corrélées avec le score de lecture :
une plus grande anisotropie, pouvant refléter une moins bonne organisation anato-
mique au sein des faisceaux de fibres nerveuses concernés, tendant à être associée
à de moins bonnes capacités de lecture (Klingberg et coll. 2000, Beaulieu et coll.
2005, Deutsch et coll. 2005).
Plusieurs études ont montré que les patients dyslexiques souffrent aussi d’un
trouble du transfert d’informations sensorielles et motrices entre les hémisphères,
impliquant le corps calleux (Gross-Glenn et Rothenberg 1984, Moore et coll. 1995).
Ce dernier est la principale commissure interhémisphérique par laquelle la majo-
rité des informations est transmise d’un hémisphère à l’autre du cerveau. Le corps
calleux aurait une taille significativement plus importante chez les dyslexiques (Ro-
bichon et Habib 1998). Les implications de cette variation de taille du corps calleux
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restent mal connues. De plus, une étude (von Plessen et coll. 2002) sur 22 hommes
dyslexiques a montré, à l’inverse, un corps calleux moins développé chez 78% de
leurs dyslexiques, avec une réduction de la partie médiane postérieure de la région
de l’isthme. Cette région contient des fibres nerveuses inter-hémisphériques prove-
nant des aires corticales auditives primaires et secondaires. Les auteurs n’observent
toutefois pas d’autres différences dans les autres parties du corps calleux. Ce ré-
sultat appuie l’hypothèse d’un déficit de traitement auditif chez les dyslexiques.
D’autres régions du cerveau ont, elles, été identifiées comme présentant des acti-
vations différentes chez les dyslexiques. Une réduction de l’activation de la partie
postérieure du cortex temporal inférieur ainsi que du cortex temporal moyen a été
observée dans des tâches de lecture (Brunswick et coll. 1999, Paulesu et coll. 2001),
de décision phonologique (Rumsey et coll. 1997, Shaywitz et coll. 2003) et de dé-
cision sémantique (Shaywitz et coll. 2003). L’activation de ces régions est corrélée,
chez l’enfant, à son niveau de lecture. Dans leur étude en MEG, Salmelin et coll.
(1996) observent, en lecture de mots et de pseudomots, un déficit d’activation chez
les dyslexiques dans la région temporo-occipitale inférieure gauche, 180 ms après
présentation du stimulus. Ils ont interprété ce résultat comme une incapacité à trai-
ter la forme globale des mots à un niveau pré-lexical, ou à extraire l’information
phonologique immédiate. En comparant trois langues (le français, l’italien et l’an-
glais), Paulesu et coll. (2001) ont montré que quelque soit le degré d’opacité de la
langue, les dyslexiques présentent un déficit d’activation du gyrus fusiforme et de
la partie moyenne du gyrus temporal inférieur dans l’hémisphère gauche.
Utilisant des tâches de rimes impliquant la conscience phonologique et des
épreuves de mémoire à court terme phonologique, Paulesu et coll. (1996) observent
que les dyslexiques n’activent pas, contrairement aux normo-lecteurs, le cortex in-
sulaire, région située entre l’aire de Broca et le cortex pariétal inférieur, régions qui
sont quant à elles activées dans les tâches de rimes et de mémoire respectivement.
La dyslexie a dès lors été envisagée comme une déconnexion entre les régions
antérieures et postérieures des aires du langage. Des données vont dans le sens
de cette hypothèse de déconnexion avec un déficit de co-activation de certaines
aires dont le gyrus angulaire (Horwitz et coll. 1998). Cette structure est également
moins activée chez les dyslexiques dans des tâches de décision sémantique (Shay-
witz et coll. 2003) et de jugement de rimes sur des lettres (Temple et coll. 2001).
Son niveau d’activation est corrélé avec le niveau de lecture chez l’enfant (Rumsey
et coll. 1999). De plus, le gyrus supra-marginal gauche (BA40), considéré comme le
siège de la mémoire phonologique, aurait également un fonctionnement déficitaire
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chez les dyslexiques (Démonet et coll. 1992, Paulesu et coll. 1993). Au niveau du
cortex frontal inférieur gauche, les modulations d’activations diffèrent en fonction
des tâches et des études. Une augmentation de son activité est observée chez des
adultes dyslexiques dans des tâches de lecture explicite mais pas quand la lec-
ture est implicite comme en détection de lettres (Brunswick et coll. 1999, Shaywitz
et coll. 1998). Son activation est positivement corrélée au niveau de lecture. Dans
leur étude en MEG, Salmelin et coll. (1996) observent une hyperactivation chez les
dyslexiques de l’aire frontale inférieure gauche, 400 ms après le début de la sti-
mulation. Dans une tâche de perception de sons de parole, un réseau impliquant
le cortex frontal inférieur et le gyrus supramarginal est activé avec une augmen-
tation de l’activation dans l’aire de Broca chez les dyslexiques (Ruff et coll. 2002).
Ces résultats pourraient mettre en évidence un réseau compensatoire au niveau du
cortex frontal inférieur quand l’activité du gyrus temporo-occipital ou du gyrus su-
pramarginal est déficitaire, avec une mobilisation plus importante des ressources
phonologiques chez ces sujets. Cependant, Démonet et coll. (2004) rapportent une
activité moins importante de cette région chez des participants dyslexiques. Une
activation du cortex frontal inférieur droit plus élevée chez les dyslexiques non
compensés a également été observée dans une tâche de décision phonologique
(Shaywitz et coll. 2003). Cette région n’étant pas activée chez les mêmes sujets en
lecture à haute voix, les auteurs interprètent leurs résultats comme associés à la
mémoire de travail et à la charge impliquée par la recherche en mémoire.
Pour évaluer la théorie phonologique, plusieurs études d’imagerie fonctionnelle
ont utilisé des tâches de rimes, de mémoire de travail verbale et de l’écoute pas-
sive de stimuli verbaux. La plupart de ces études ont montré un hypofonction-
nement des régions périsylviennes plutôt gauches. En perception catégorielle de
phonèmes, les sujets dyslexiques présentent une diminution de l’activité dans le
gyrus supra-marginal gauche (Ruff et coll. 2002), une région clé dans les processus
phonologiques (Demonet et coll. 1996).
En ce qui concerne l’hypothèse magnocellulaire, des arguments concordants pour
un dysfonctionnement du système visuel magnocellulaire ont été rapportés. Ainsi,
Eden et coll. (1996) ont retrouvé un défaut d’activation de l’aire MT/V5 durant une
tâche de détection de mouvement et une corrélation entre le niveau d’activation de
cette aire et la vitesse de lecture chez les dyslexiques. Toutefois, d’autres études
n’ayant pas confirmé ces résultats (Johannes et coll. 1996, Amitay et coll. 2002), il
semble que les effets du système magnocellulaire soient mis en évidence unique-
ment sous certaines contraintes expérimentales (Bednarek et Grabowska 2002).
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D’autres données plaident en faveur de l’hypothèse cérébelleuse avec une hypo-
activation du cervelet (Nicolson et coll. 2001), des anomalies du lobe antérieur
de l’hémisphère droit du cervelet relié aux aires motrices frontales et à l’aire de
Broca étant observées chez des sujets dyslexiques (Eckert et coll. 2003). Une acti-
vité moindre dans le cervelet droit a également été relevée chez des dyslexiques
en réponse à des changements acoustiques rapides (Temple et coll. 2000). Zeffiro
et Eden (2001) proposent que le trouble cérébelleux ne serait pas spécifique mais
serait l’effet indirect d’un trouble cortical, effet lié aux connexions étroites entre
cortex et cervelet.
Dans leur étude en IRMf, Temple et coll. (2000) ont mis en évidence, chez des su-
jets normo-lecteurs, que la réponse cérébrale à des variations rapides de la trace
acoustique du signal de parole augmente au niveau de la région frontale infé-
rieure gauche et de l’hémisphère cérébelleux droit lors de variations rapides com-
parativement à des changements plus lents du signal acoustique. Chez les sujets
dyslexiques, les auteurs notaient une augmentation de l’activation dans ces mêmes
régions pour des variations lentes. En utilisant des syllabes naturelles (ma/na), mo-
difiées ou non par un étirement des transitions formantiques, Ruff et coll. (2002)
ont indentifié la région frontale gauche comme sensible aux changements acous-
tiques. En effet, le ralentissement de la parole entraînait une augmentation d’ac-
tivation dans cette région pour les sujets dyslexiques. Mais le niveau d’activation
de la région du gyrus supra-marginal gauche n’était pas influencé par ces varia-
tions de signal acoustique, alors que cette région est habituellement le siège d’un
défaut d’activation chez les adultes dyslexiques. Les auteurs constatèrent que l’ac-
tivité neuronale était augmentée par le ralentissement de la parole dans certaines
régions cérébrales et interprètèrent le défaut d’activité neuronale dans l’aire du
gyrus supra-marginal comme le support du déficit phonologique dans la dyslexie.
3.2.6 Les origines génétiques
Nous venons de voir que le cerveau du dyslexique présente des anomalies cor-
ticales et ne s’active pas exactement comme le cerveau normo-lecteur. Toutefois, il
reste à comprendre d’où proviennent ces anomalies. C’est en réponse à cette ques-
tion que nous abordons maintenant le rôle de la génétique dans l’explication de la
dyslexie. L’hypothèse selon laquelle des facteurs génétiques pourraient augmenter
la susceptibilité à la dyslexie développementale est déjà fort ancienne (Stephenson
1907, Hallgren 1950) et un faisceau de présomptions en faveur de cette hypothèse
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a été rassemblé depuis une vingtaine d’années (DeFries et coll. 1987). Le premier
indice ayant permis d’envisager l’origine des troubles est la composante familiale :
l’augmentation du risque chez les apparentés d’un sujet atteint. En effet, si un
enfant est dyslexique, il existe de fortes chances qu’un de ses frères ou soeurs et
l’un de ses deux parents le soient également. Bien entendu, l’agrégation familiale
n’est qu’un élément suggestif et ne prouve pas l’origine génétique. En effet, les
familles partagent une partie de leurs caractéristiques génétiques, mais également
un certain environnement. Les études de jumeaux sont dès lors plus intéressantes
car elles permettent d’apprécier le poids des facteurs génétiques par rapport aux
facteurs environnementaux par le calcul de l’héritabilité. DeFries et coll. (1987) ont
montré que si un jumeau monozygote est dyslexique, le second a 68% de risques de
l’être aussi, alors que dans le cas de jumeaux hétérozygotes, cette probabilité n’est
que de 38%. Cette différence de concordance est principalement attribuable à la
différence de similarité génétique entre jumeaux mono- et dizygotes. Ces résultats
permettent ainsi d’établir que l’héritabilité de la dyslexie est de l’ordre de 50-60 %
établissant ainsi une contribution génétique à la dyslexie. Ces chiffres soulignent
qu’il existe effectivement une origine génétique mais que celle-ci n’est pas unique
(l’héritabilité n’est pas de 100%) et que d’autres facteurs entrent en compte. De
même, l’observation de cas sporadiques peut être due à ces mêmes variations gé-
nétiques survenant de novo mais également à des dysfonctionnements cérébraux et
cognitifs similaires aux origines diverses, génétique ou pas. La compréhension de
l’origine de la dyslexie nécessite donc une modélisation des facteurs causaux à plu-
sieurs niveaux : comportemental, cognitif, cérébral, génétique et environnemental
(Ramus 2008)(cf figure 3.2).
Pour la dyslexie, on peut donc considérer à la fois le phénotype comportemen-
tal (le trouble de lecture), le phénotype cognitif (le déficit cognitif sous-jacent) et
le phénotype cérébral (les caractéristiques cérébrales sous-jacentes au phénotype
cognitif).
Les résultats des études familiales, bien qu’informatifs quant au caractère géné-
tique de la dyslexie, n’expliquent en rien la nature de cette contribution génétique.
Ce n’est que depuis l’achèvement du séquençage du génome humain que l’on dis-
pose enfin de données directes sur la nature de ces facteurs génétiques, et les méca-
nismes par lesquels ils peuvent influencer le développement de la dyslexie (Lander
et coll. 2001, Consortium 2004). Les études de génétique moléculaire, recoupant
analyses génétiques et résultats de tests psychologiques, ont permis d’identifier
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Figure 3.2 – Modélisation des facteurs causaux de la dyslexie
au moins six grandes régions du génome humain significativement liées à la dys-
lexie sur les chromosomes 1, 2, 3, 6, 15 et 18 (Fisher et DeFries 2002, Grigorenko
2003, Williams et O’Donovan 2006). Les recherches sur de grandes familles avec
plusieurs membres atteints permettent d’affiner la localisation des sites impliqués.
Ainsi, en 2003, une équipe finlandaise a identifié un premier gène associé à la
dyslexie (le gène DYX1C1) sur la région q21 du chromosome 15 (Taipale et coll.
2003). Des neurobiologistes américains ont étudié la fonction de ce gène et ont dé-
montré son implication dans la migration neuronale (Wang et coll. 2006). Depuis
l’identification de ce gène, les découvertes se sont accelérées et cinq autres gènes
de susceptibilité ont été associés à la dyslexie dont trois ont été plus longuement
étudiés, deux sur le chromosome 6 (KIAA0319 et DCDC2) et un sur le chromo-
some 3 (ROBO1). Les deux premiers (DCDC2 et KIAA0319) sont, comme DYX1C1,
impliqués dans la migration radiaire des neurones vers le cortex (Burbridge et coll.
2008, Meng et coll. 2005, Paracchini et coll. 2006) tandis que l’autre (ROBO1) est
impliqué dans la migration axonale et dendritique (Andrews et coll. 2006, López-
Bendito et coll. 2007), ainsi que dans la migration des inter-neurones (Andrews
et coll. 2008).
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Le fait que les 4 premiers gènes identifiés dans la dyslexie soient impliqués dans
la migration neuronale suggère qu’il y a véritablement un lien non fortuit entre
trouble de la migration neuronale et dyslexie. Les données génétiques appuient
donc, vingt ans plus tard, l’hypothèse de Galaburda et coll. (1985). Cela permet
donc d’établir un lien entre toutes les données disponibles, et autorise Ramus
(2008) à formuler la synthèse suivante. Certains allèles de certains gènes (DYX1C1,
KIAA0319, DCDC2, ROBO1, et d’autres restant à découvrir) augmentent la suscep-
tibilité à des perturbations de la migration neuronale, engendrant (ou pas, selon les
cas) des ectopies, des microgyries, et surtout affectant localement la structuration
laminaire du cortex. Par des mécanismes qui ne sont pour l’instant pas compris, ces
perturbations tendent, chez certains individus, à s’accumuler dans les régions péri-
sylviennes gauches, qui sont notamment impliquées dans le traitement des sons de
la parole (la phonologie), et qui sont utilisées lors de l’apprentissage de la lecture.
La perturbation de l’organisation de ces aires, qui se reflète également de manière
plus macroscopique en imagerie cérébrale par une quantité de matière grise ré-
duite et une plus faible anisotropie de la matière blanche sous-jacente, engendre
un déficit subtil des capacités phonologiques, qui se révèle particulièrement lors
de l’apprentissage du langage écrit, qui recrute intensivement ces capacités (Ra-
mus 2004).
Avant de poursuivre, il nous semble indispensable de préciser que bien que l’usage
en génétique veut qu’on désigne ces gènes comme des « gènes de la dyslexie », il
s’agit d’un abus de langage, d’un raccourci pour désigner des « gènes dont certains
allèles augmentent le risque de dyslexie ». Il va de soi qu’aucun de ces gènes n’est
spécifique à la dyslexie et qu’ils ne sont pas des gènes de la lecture ou du langage
oral. Comme presque tous nos gènes, ceux-ci existent dans des formes voisines
chez les autres mammifères, voire même chez la drosophile (ROBO1). Ces gènes
exercent, chez tous ces animaux, des fonctions multiples, et sont d’ailleurs expri-
més dans de nombreux organes différents au cours du développement et de la vie.
Ce qui les relie plus spécifiquement à la dyslexie, c’est le fait d’être aussi impliqués
dans un stade particulier du développement cérébral, et notamment dans la mise
en place de certaines aires cérébrales impliquées dans la phonologie et qui seront
bien plus tard recrutées par l’apprentissage de la lecture (Ramus 2004). Enfin, il
est extrêmement important d’insister sur le fait que les facteurs génétiques ne dé-
terminent pas seuls l’individu mais qu’ils interagissent avec tous les facteurs non-
génétiques (biochimiques, traumatiques, familiaux, pédagogiques, sociaux). Dans
la mesure où l’on ne peut actuellement intervenir sur les facteurs génétiques, c’est
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sur les facteurs non-génétiques qu’il faudra compter pour améliorer le développe-
ment de l’enfant.
La dyslexie de développement a souvent été étudiée en tant que modèle de pa-
thologie de la lecture. Cependant, ce n’est pas la seule pathologie dans laquelle on
retrouve des difficultés de lecture. La partie suivante sera consacrée à une maladie
génétique dans laquelle des troubles d’apprentissage sont constatés pour la moitié
des patients : la neurofibromatose de type 1.
3.3 La Neurofibromatose de Type I (NF1)
La Neurofibromatose de Type 1 (appelée aussi malade de Recklinghausen) est
une pathologie multi-facettes caractérisée à la fois par des manifestations phy-
siques et cognitives, bien que seuls les symptômes physiques soient actuellement
pris en compte pour établir le diagnostic.
Le travail réalisé durant mes années de thèse a surtout concerné le profil cogni-
tif des enfants atteints de cette maladie et aux troubles de lecture fréquemment
rencontrés. Dans cette section, nous reprendrons les grandes lignes de la revue de
littérature sur le sujet réalisée par Hachon et coll. (2010).
Toutefois, il semble indispensable, avant d’aborder ces aspects, de définir la NF1 et
de présenter ses critères diagnostiques.
3.3.1 Définition
La NF1 est une maladie neurocutanée génétique à transmission autosomique
dominante dont la prévalence est estimée à 1/3500 Kayl et Moore (2000). Le gène
responsable est un gène suppresseur de tumeur localisé sur le bras long du chro-
mosome 17 (17 q 11.2). La fonction précise de la protéine qu’il code, la neurofibro-
mine reste mal-connue mais il est supposé qu’elle stimule et participe à la régula-
tion de la croissance et de la différenciation de cellules embryonnaires et foetales
de types variés, et notamment à celle des neurones du système nerveux central
(Nordlund et coll. 1995) Elle jouerait un rôle important dans la transduction cellu-
laire impliquée dans la plasticité synaptique, la mémoire et les apprentissages. La
fréquence des mutations spontanées ou de novo est particulièrement élevée avec
près de la moitié de cas sporadiques.
Le diagnostic de la NF1, possible dès les premières années de vie, est basé sur des
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critères cliniques établis en 1988 lors de la conférence de consensus du « National
Institutes of Health » de Bethesda (USA). Les sept critères cardinaux suivants ont
été définis et le diagnostic de NF1 peut être posé si deux de ces signes sont réunis
chez un même individu.
– Au moins 6 tâches café au lait. Ces tâches sont l’une des particularités les
plus communes et consistent en de petites plaques plus pigmentées que la
peau environnante, dont le diamètre dépasse 0,5 cm avant la puberté, et 1,5
cm au-delà. Leur nombre varie de quelques unes à plusieurs milliers. Elles
peuvent être présentes dès la naissance mais apparaissent généralement entre
0 et 2 ans.
– La présence de lengitines axillaires ou inguinales. Tâches café au lait de petite
taille, au niveau des aisselles ou de l’aine.
– Au moins 2 neurofibromes, ou 1 neurofibrome plexiforme. Tumeurs ner-
veuses (le long des nerfs périphériques ou spinaux), généralement bénignes,
proliférant à la surface de la peau (neurofibrome cutané), sous sa surface
ou dans des zones plus profondes (neurofibrome plexiforme). Leur nombre
varie de quelques uns à plusieurs milliers. Les neurofibromes cutanés appa-
raissent généralement à la pré-adolescence mais restent bénins. Les neurofi-
bromes plexiformes, souvent présents dès la naissance, se caractérisent par
des tumeurs infiltrantes pouvant entraîner une croissance anormale des os et
devenir malignes.
– Un gliome du nerf optique Tumeur bénigne des nerfs optiques et/ou du
chiasma, se retrouvant dans environ 20% des cas avant 6 ans. Elle est suscep-
tible de perturber l’acuité visuelle et tend à régresser avec l’âge.
– Au moins 2 nodules de Lisch de type harmatome irien. L’harmatome (petite
lésion molasse sans signe associé) irien est une petite tumeur de l’iris qui
n’affecte pas la vision et dont la présence est pathognomonique de la maladie.
Leur fréquence augmente avec l’âge : moins de 30% des enfants de moins de
6 ans sont concernés contre 90% environ des adultes.
– Une lésion osseuse caractéristique. Plusieurs types de lésions possibles : pseu-
darthrose (absence de consolidation de 2 fragments osseux), dysplasie (mal-
formation ou déformation résultant d’une anomalie du développement d’un
tissu ou d’un organe qui survient après la naissance) du sphénoïde, amincis-
sement du cortex des os longs. Elles touchent préférentiellement les vertèbres,
existent à la naissance et se manifestent par une déformation de l’os pendant
la croissance.
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– Un apparenté du 1er degré atteint (parent, fratrie ou enfant).
Chez l’adulte, le diagnostic est généralement facile à poser sur la base de l’examen
clinique tandis que chez l’enfant, les tâches café au lait peuvent demeurer pendant
longtemps le seul symptôme physique manifeste de la maladie. Dans ce cas et en
l’absence d’antécédents familiaux, le diagnostic peut être suspendu. La symptoma-
tologie de la NF1 évolue avec le temps pour être généralement quasi-complète à
l’âge de 5 ans.
3.3.2 Les difficultés d’apprentissage
Les troubles des apprentissages constituent la complication la plus fréquente
chez les enfants atteints de NF1. Leur prévalence est évaluée entre 30 et 60% dé-
pendant des études (Ozonoff 1999, North 2000, Hyman et coll. 2005) . Un ratio de
près de 50% est confirmé par les études les plus récentes.
3.3.2.1 Le quotient intellectuel
Quand on aborde l’angle des difficultés d’apprentissage, l’un des premiers as-
pects à prendre en compte est le Quotient Intellectuel. Chez les enfants NF1, il est
aujourd’hui admis que bien que le pourcentage (6 à 7 % d’après Hyman et coll.
(2005) de retard intellectuel global (QI total < 70 aux échelles de Wechsler) soit
plus important que dans la population générale, il ne peut expliquer à lui-seul les
troubles scolaires. Cependant, toutes les données convergent pour montrer un glis-
sement de la courbe de distribution normale vers la gauche avec un niveau intellec-
tuel moyen des enfants NF1 inférieur (autour de 90 dans les études récente (Hyman
et coll. 2005; 2006, Billingsley et coll. 2003, Clements-Stephens et coll. 2008), à celui
des enfants sains. Par ailleurs, alors que certaines études ont montré une dissocia-
tion entre les épreuves verbales et non-verbales au profit des premières (Billingsley
et coll. 2003, Hofman et coll. 1994, Cutting et coll. 2000), d’autres ont souligné la
dissociation inverse (Eliason 1986; 1988) et des études plus récentes n’ont pas mis
en évidence de différence significative entre les différents indices (Hyman et coll.
2005; 2006, Descheemaeker et coll. 2005).
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3.3.2.2 Les traitements visuo-spatiaux
L’hypothèse selon laquelle les perturbations visuo-spatiales sont au centre du
profil cognitif des enfants NF1 reste très répandue. Le test le plus sensible ayant
permis de mettre en évidence ce déficit visuo-spatial est le test d’orientation de
ligne de Benton (Judgement Line orientation : JLo) (Ozonoff 1999, North 2000, Le-
vine et coll. 2006) avec 80% des études ayant démontré sa sensibilité. Une analyse
discriminante a ainsi permis de montrer que ce test permettait à lui-seul de classi-
fier correctement 92% des enfants NF1 (Schrimsher et coll. 2003). Bien que le JLo
fasse intervenir d’autres habiletés telles que la mémoire de travail, les compétences
motrices et attentionnelles, des auteurs ont souligné que le trouble visuo-spatial
persistait même après contrôle de ces composantes (Schrimsher et coll. 2003, Hy-
man et coll. 2005).
3.3.2.3 La motricité
De nombreuses études se sont intéressées aux difficultés motrices dans la NF1
et ont mis en évidence des résultats inférieurs à la norme chez 20 à 30% des patients
dans des épreuves de coordination visuo-motrice, d’équilibre et de motricité fine.
3.3.2.4 Le langage oral
Des troubles du langage oral ont également été retrouvés dans la population
NF1 affectant les versants expressif et réceptif (Hofman et coll. 1994, Mazzocco
2001, Joy et coll. 1995, Dilts et coll. 1996) mais ces déficits semblent estompés quand
le QI est contrôlé (Hyman et coll. 2005).
En revanche, Denckla (1996) a constaté des déficits en segmentation de pho-
nèmes et en mémoire phonologique similaires à ceux des enfants dyslexiques. La
même équipe a trouvé des performances analogues entre dyslexiques et NF1 en
conscience phonologique et en lecture (Cutting et coll. 2000) mais des divergences
entre ces 2 groupes en langage oral et au JLo qui étaient déficitaires dans la NF1.
Les enfants souffrant de cette pathologie semblent donc présenter des perturba-
tions au niveau de la phonologie tant en conscience phonologique qu’en mémoire
à court-terme phonologique.
En ce qui concerne la syntaxe, les données divergent avec un déficit mis en évi-
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dence par certains auteurs (Eldridge et coll. 1989) alors que d’autres ne le retrouve
pas (Mazzocco 2001).
3.3.2.5 Le langage écrit
Comme nous l’avons signalé précédemment, les compétences méta-
phonologiques sont fortement reliées aux habiletés de lecture. Dans le paragraphe
précédent, nous avons présenté des études soulignant des perturbations phonolo-
giques chez les enfants NF1. Les auteurs ayant étudié la lecture chez ces patients
ont mis en évidence des résultats sous la norme chez certains enfants à la fois en
fluence et en compréhension de texte.
Récemment, Watt et coll. (2008) ont examiné les mécanismes de lecture de 30
enfants NF1 selon le modèle à double voie de Coltheart (1978). Ils ont mis en
évidence que 75% des enfants déficitaires en lecture présentaient un profil de
dyslexie phonologique avec une atteinte principale de la voie sub-lexicale. Les 25%
d’enfants restants étaient quant à eux plutôt assimilés à des dyslexiques mixtes.
Au niveau de l’orthographe, certaines études retrouvent des déficits chez 30 à 40%
des enfants NF1 (North et coll. 1994, Descheemaeker et coll. 2005, Hyman et coll.
2005) tandis que d’autres n’observent pas de déficit à ce niveau (Mazzocco 2001,
Eldridge et coll. 1989).
3.3.2.6 Mathématiques
Des difficultés de calcul mental et de résolution de problèmes ont été observées
chez des patients NF1 mais ce trouble ne semble pas spécifique puisqu’il ne persiste
pas après contrôle du QI ou des problèmes de langage écrit (Descheemaeker et coll.
2005, Mazzocco 2001).
3.3.2.7 L’attention
Plusieurs études ont également montré que les troubles d’attention avec ou
sans hyperactivité (TDA/H) sont plus fréquents chez les enfants atteints de NF1
que dans la population générale. Ainsi, 35 à 50 % des patients NF1 rencontreraient
les critères diagnostiques du TDA/H (North et coll. 2002).
Tous ces résultats mettent en évidence l’existence de difficultés d’apprentissage
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chez une partie des enfants NF1. Cependant, de nombreuses questions restent en
suspens concernant le profil cognitif de ces enfants. Cette pathologie comporte
un intérêt particulier pour la compréhension des mécanismes de lecture et leurs
altérations avec des difficultés similaires aux dyslexiques pour certains points mais
des divergences sur d’autres.
3.4 Synthèse
La lecture est une activité cognitive complexe qui nécessite un apprentissage
explicite pour s’automatiser. L’acquisition de la lecture se fait en plusieurs étapes
qui se chevauchent. Nous avons consacré la première partie de ce chapitre à expli-
quer la manière dont ces stades se mettent en place. Nous savons par ailleurs que
pour certains enfants, l’apprentissage de la lecture pose d’importantes difficultés
et ce malgré un apprentissage explicite et dans le cadre d’une intelligence normale.
Dans la seconde partie de ce chapitre, nous avons abordé ce trouble spécifique
de la lecture : la dyslexie. Après avoir défini ce trouble, nous avons présenté de
nombreuses études sur les hypothèses explicatives de ce trouble. Nous avons éga-
lement évoqué le fonctionnement cérébral des dyslexiques et l’origine génétique
de leur trouble.
Une autre pathologie dans laquelle des difficultés de lecture sont rencontrées, la
neurofibromatose de type 1, a été présentée dans la dernière section.
Le chapitre suivant aura pour objectif de spécifier le cadre dans lequel s’insère
notre travail. Nous présenterons les études plus directement liées à notre thé-
matique. Nous évoquerons ainsi les effets de supériorité du mot et la position
optimale du regard chez les enfants dyslexiques et normo-lecteurs. Afin d’étudier
ces effets, nous utiliserons la technique des potentiels évoqués.
Deuxième partie
Données expérimentales
121

Problématique générale 4
Aujoud’hui, la plupart des auteurs s’accorde sur le fait que la reconnaissance
de mots, d’objets ou autres n’est pas exclusivement sérielle mais tient compte de
nombreux effets interactifs (Bullier 2001, Humphreys et coll. 1997). Ainsi, le traite-
ment à un niveau supérieur peut débuter avant que celui des niveaux précédents
d’analyse ne soit complété. De plus, tout au long de l’analyse, des retours d’infor-
mations se font des derniers aux premiers niveaux de traitement. Ces différentes
phases de traitement sont influencées par des effets indépendants du stimulus dits
effets « Top-down ». En modalité visuelle, ces effets peuvent être de deux types :
lexicaux et attentionnels. La démonstration la plus évidente de l’existence d’effets
« top-down » lexicaux au cours du traitement d’une séquence de lettres est l’« Ef-
fet de Supériorité du Mot » ou « Word Superiority Effect » (WSE) présenté dans la
section 2.3.6.
Le fait qu’une lettre soit plus facilement reconnue si elle est contenue dans un mot
que dans un non-mot révèle que la connaissance antérieure d’un mot facilite la
reconnaissance de ses lettres. Le WSE a été testé dans différentes études compor-
tementales, révélant toujours le même effet de facilitation dans la précision et le
temps de réponse des sujets (Grainger et Van Heuven 2003). Bien qu’on sache que
la mémoire d’un mot influence l’identification ultérieure d’une de ses lettres, peu
d’études se sont intéressées à savoir à quelle phase de traitement cet effet facilita-
teur prenait place.
Dans son étude en potentiels évoqués chez des adultes normo-lecteurs, Martin
(2005) postulait qu’une meilleure performance dans l’identification de lettres dans
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un mot versus un non-mot peut être expliquée par l’intervention de processus
« top-down », dans le sens où l’information lexicale d’un mot en mémoire aug-
mente le niveau d’activation de toutes les lettres de ce mot. Cette différence de
performance entre les contextes lexicaux a été observée au niveau des résultats
comportementaux et sur les tracés de PE approximativement 200 ms après présen-
tation du stimulus, au niveau du pic N1, dans les régions occipitales bilatérales.
Elle associe cette onde à la N170 (le délai de 30 ms étant attribué à l’apparition du
masque), considérée comme reflétant le traitement pré-lexical d’une séquence de
lettres et suggère que les représentations lexicales en mémoire influencent l’iden-
tification de lettres à un niveau pré-lexical. Différents auteurs ayant proposé que
l’onde N1 reflète une activité neuronale dans le cortex extra-strié (Kuriki et coll.
1998, Proverbio et Zani 2003), Martin suggère que les effets « top-down » lexicaux
influencent l’activité neuronale dans ces aires extra-striées.
Notre travail s’inscrit dans la lignée de celui de Martin (2005) puisque nous avons
étudié cet effet de supériorité du mot chez des enfants dyslexiques et normo-
lecteurs en utilisant également la méthode des potentiels évoqués. Comme elle,
nous nous intéresserons aussi aux effets de position de la lettre dans un mot sur
l’identification de celle-ci. Dans cette partie, nous présenterons les recherches sur
les aspects développementaux de l’effet de supériorité du mot ainsi que celles sur
la position du regard. Nous détaillerons ensuite les résultats obtenus par Martin
(2005).
4.1 L’effet de supériorité du mot : développement
normal et pathologique
L’effet de supériorité du mot a d’abord été révélé chez le lecteur expert mais
par la suite, plusieurs études se sont intéressées à son développement au cours de
l’apprentissage de la lecture et à sa mise en place chez l’enfant normo-lecteur et
dyslexique. En 1990, Chase et Tallal (1990) comparent les performances d’enfants
dyslexiques avec celles d’enfants normo-lecteurs appariés en âge ou en niveau de
lecture et celles d’adultes, dans une tâche d’identification de lettres. Ils utilisent
le paradigme de choix forcé de Reicher-Wheeler sur des mots, des pseudomots et
des non-mots. Leurs résultats montrent des effets du type de stimuli différents en
fonction du groupe. Les auteurs observent, chez l’adulte, de moins bonnes perfor-
mances pour les non-mots que pour les mots et les pseudomots qui ne diffèrent
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pas entre eux. Les jeunes lecteurs présentent également un effet de supériorité du
mot par rapport aux non-mots mais des scores intermédiaires pour les pseudo-
mots. Les performances des enfants dyslexiques en revanche ne se distinguent pas
en fonction des stimuli. Une simulation de ces données expérimentales avec le mo-
dèle à activation interactive (IAM) leur a permis de suggérer que les influences
top-down lexicales augmentent avec l’âge et le niveau de lecture mais pourraient
être absentes chez les jeunes dyslexiques.
Dans une étude ultérieure utilisant un paradigme similaire, Grainger et Van Heu-
ven (2003) obtiennent des résultats divergents puisqu’ils observent que les enfants
normo-lecteurs et dyslexiques identifient plus facilement une lettre dans un mot
ou dans un pseudomot que dans un non-mot mais leurs performances sont simi-
laires pour les 2 premières catégories de stimuli. Ils en déduisent que le contexte
orthographique influence la reconnaissance de lettres dans une séquence mais que
les propriétés lexicales n’interviennent pas. En revanche, chez les adultes, ils ob-
servent un effet de supériorité du mot comparé au pseudomot. Ils suggèrent que le
WSE reflète des traitements top-down selon lesquels l’identification de lettres est
déduite après reconnaissance du mot. Chez le lecteur expert adulte, deux méca-
nismes pourraient intervenir dans l’identification de lettre. L’un top-down lexical
et l’autre bottom-up concerne le contexte orthographique.
Ces résultats divergents nous ont poussé à étudier la dynamique des effets top-
down lexicaux chez des enfants normo-lecteurs et dyslexiques. Pour ce faire, nous
avons utilisé le paradigme de choix forcé de Reicher-Wheeler et comparé le décours
temporel des événements électrophysiologiques induits par l’identification d’une
lettre dans un mot ou un non-mot.
4.2 L’effet de position du regard
Un autre effet bien connu en lecture est l’effet de position optimale du regard :
un mot est plus facilement identifié quand il est fixé légèrement à gauche de son
centre. Théoriquement, il semble que toute l’information du mot est extraite en
une seule fixation ce qui ne serait pas le cas pour les non-mots. Dans une tâche
de décision lexicale, par exemple, l’OVP n’est observé que pour les mots. Pour les
non-mots, il n’y a aucune différence en fonction de la position laissant supposer
que leur rejet est basé sur la détection d’une violation locale de régularité orthogra-
phique. Cet effet de position optimale du regard spécifique aux mots a été étudié
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chez les enfants en début d’acquisition de la lecture. Aghababian et Nazir (2000)
n’observent pas d’effet du niveau scolaire sur l’OVP chez des enfants de primaire.
L’OVP est mis en évidence dès la fin de la première année d’apprentissage de la
lecture. Dans la lignée de cette étude, Ducrot et coll. (2003) confirment la présence
de cet effet dès le début de la lecture mais observent ce même effet de position
optimale du regard chez des enfants dyslexiques. Cependant, le profil n’est pas
totalement similaire puisque contrairement aux normo-lecteurs, les dyslexiques ne
présentent pas la courbe typique en J-inversé (meilleures performances quand les
lettres initiales sont fixées plutôt que les lettres finales). Chez ces enfants, la courbe
est symétrique et les auteurs interprètent cette absence d’asymétrie gauche-droite
comme un déficit du traitement des informations périphériques. Rappelons cepen-
dant que cette asymétrie serait la conséquence de l’interaction de 3 facteurs : (1) les
premières lettres des mots sont plus informaitves que les dernières, (2) le regard
tend à fixer préférentiellement le début des mots de sorte que les lecteurs sont
plus habitués à traiter les mots vus à partir de cette localisation, (3) les éléments du
champs visuel droit sont directement projetés dans l’hémisphère gauche, dominant
dans le traitement du langage chez la plupart des gens or une fixation en début de
mot engendre qu’un plus grand nombre d’éléments est présenté dans le champs
visuel droit (Brysbaert et Nazir 2005).
4.3 Le masquage latéral
Quand on aborde l’identification de lettres dans une séquence, il faut tenir
compte d’un autre effet pouvant moduler cette reconnaissance : le masquage la-
téral. Il a été montré que l’environnement de la lettre influence l’identification de
celle-ci. En effet, une lettre isolée sera plus facilement reconnue que si elle est pré-
sentée au centre d’une séquence. De même, le masquage sera moindre pour les
lettres aux extrémités de la séquence car elles ne sont masquées que d’un côté.
Cet effet de masquage est moins contaminant pour les mots car ceux-ci bénéficient
du contexte orthographique sur lequel le sujet peut s’appuyer pour identifier les
lettres. Les effets de masquage et de contexte orthographique se combinant, il en
résulte une reconnaissance de lettres plus facile quand elle est isolée (pas de mas-
quage latéral) ou dans un mot (contexte orthographique) que quand elle est dans
un non-mot ou au milieu d’autres signes graphiques.
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4.4 Les effets « top-down » lexicaux sur la recon-
naissance de mots isolés
Dans une expérience d’identification de lettres utilisant le paradigme de
Reicher-Wheeler en potentiels évoqués, Martin (2005) a étudié dans un premier
temps à quel stade de traitement orthographique interviennent les effets « top-
down » lexicaux. Le traitement orthographique peut se décomposer en 3 étapes
allant de l’analyse des traits visuels du mot jusqu’au traitement du mot en passant
par un traitement des lettres. Le schéma 4.1 montre ces différents traitements pour
le mot « MON » et précise les régions activées à chaque niveau.
Figure 4.1 – Schéma des processus de traitement visuel du mot « MON »
Dans leur étude, les stimuli étaient des séquences de 5 lettres (mots ou non-mots)
présentées durant 50 ou 66 ms. L’analyse comportementale sur les taux d’erreurs et
les temps de réaction (TR) montre qu’une lettre est mieux et plus rapidement iden-
tifiée dans un mot que dans un non-mot. De plus, elle signale un effet du temps de
présentation (TP) sur les taux d’erreurs (plus d’erreurs pour un TP de 50 ms) mais
pas sur les temps de réaction. Aucune interaction n’est mise en évidence entre la
lexicalité et les temps de présentation.
Au niveau des potentiels évoqués, l’auteur observe trois événements majeurs dans
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les régions pariéto-occipitales (P1, P1’ et N1), un événement fronto-central (P300)
et des divergences de tracés de potentiels entre les régions temporales gauche et
droite en comparant les deux contextes lexicaux entre 240 et 300 ms. Alors que les
événements P1 et P1’ (considéré comme l’équivalent de P1 induit par le masque)
ne diffèrent pas entre les conditions mots et non-mots, les premières divergences
sont observées dès l’onde N1. Cette onde est plus tardive et moins ample à 66
ms de présentation et une interaction entre le temps de présentation et la lexica-
lité est constatée au niveau de l’amplitude. L’amplitude de N1 ne diffère entre les
mots et les non-mots qu’à 66 ms de présentation. Martin (2005) assimile cette onde
à la N170 qui est considérée comme reflétant le traitement pré-lexical d’une sé-
quence de lettres. Elle suggère donc que les représentations lexicales en mémoire
influencent l’identification de lettres à un niveau pré-lexical.
Par ailleurs, les résultats montrent une dérive négative entre [240 - 300] ms, dans la
région temporale gauche, uniquement dans le contexte Mot. Cette onde négative
pourrait refléter la phase lexicale du traitement d’une séquence de lettres, per-
mettant de différencier les mots des non-mots. La différence hémisphérique a été
attribuée à une implication préférentielle du gyrus fusiforme gauche à la recon-
naissance des formes visuelles des mots (Cohen et coll. 2000, McCandliss et coll.
2003). Cet événement NLeft suggère qu’un traitement lexical est opéré par les su-
jets réalisant l’expérience, bien que la tâche soit d’identifier une lettre et non une
séquence de lettres. Ce résultat implique que le traitement des mots est automa-
tique, même si la tâche ne le nécessite pas explicitement.
Dans les régions fronto-centrales, une onde positive, la P300 diverge entre mots et
non-mots au niveau de sa latence mais pas de son amplitude. La P300 plus précoce
dans le contexte non-mot montre que ces stimuli sont catégorisés plus rapidement
que les mots. Les non-mots étant des séquences illégales de lettres, ils sont plus
aisément identifiables comme lexicalement non valides. Le fait que l’amplitude de
la P300 ne diffère pas entre les 2 conditions reflèterait une charge attentionnelle
équivalente.
4.4.1 Effet de position du regard
Dans un second temps, Martin (2005) a observé les effets de position du regard
et mis en évidence un effet significatif mais également une interaction entre lexi-
calité et position du regard sur le taux d’erreurs. Dans le contexte non-mots, les
lettres extrêmes sont mieux identifiées que les lettres internes soulignant un effet
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de masquage latéral. En revanche, pour les mots, les performances sont maximales
en position 2 considérée comme la position optimale du regard.
En potentiels évoqués, des différences sont observées sur l’amplitude de la N1 avec
des effets de lexicalité et de position significatifs ainsi qu’une interaction entre ces
deux facteurs. L’amplitude moyenne de la N1 ne diverge pas entre mots et non-
mots pour les lettres en positions 1 et 5 mais est plus importante pour les mots en
troisième position. Cette même onde N1 n’étant pas plus ample en position 3 que
pour les positions extrêmes, l’auteur propose que c’est plutôt l’effet de masquage
latéral qui est amoindri par les effets « top-down » lexicaux.
D’autre part, dans cette étude, la P1 est retardée dans l’hémisphère droit pour
l’identification de lettre en position 1 et dans l’hémisphère gauche pour la position
5. Dans ce paradigme expérimental, la lettre à identifier était toujours présentée sur
le point de fixation, en position centrale. En position 1, la quasi-totalité de l’infor-
mation visuelle était donc projetée dans l’hémichamp visuel droit, et donc trans-
férée à l’hémisphère gauche. En revanche, en cinquième position, l’information
est présentée à gauche et transmise à l’hémisphère droit. Les observations faites
sur les PE suggèrent que l’information arrivant à l’hémisphère gauche (position 1)
est transférée à l’hémisphère droit avec un certain délai et le phénomène inverse
est observé lorsque l’information visuelle arrive à l’hémisphère droit. L’identifica-
tion de lettres induit donc une P1 dans l’hémisphère controlatéral à l’hémichamp
visuel stimulé, environ 100 ms après stimulation mais pas de P1 au niveau de l’hé-
misphère ipsilatéral, pour la même fenêtre temporelle. L’information visuelle pro-
venant d’items présentés en vision fovéale n’est donc pas envoyée simultanément
aux deux hémisphères cérébraux, quand ces items sont fixés à leurs extrémités. Ces
résultats suggèrent aussi qu’une quantité minimale d’information visuelle est né-
cessaire pour induire un événement P1 dans le cortex visuel controlatéral. En deçà
du seuil de 1,5 lettres présentes dans un hémichamp, aucune P1 n’est enregistrée
dans l’hémisphère controlatéral. Finalement, la latence moyenne de P1 est signifi-
cativement plus grande pour la position 1 que pour la position 5 : ce qui suggère
une différence de temps de transfert interhémisphérique de l’hémisphère droit au
gauche et inversement, confirmée par les calculs de temps de transfert. Le transfert
a tendance à être plus rapide de l’hémisphère droit à l’hémisphère gauche (28 ms)
que dans le sens inverse (40 ms), bien que ce résultat ne soit pas statistiquement
significatif.
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4.4.2 Effets « top-down » lexicaux et dyslexie
Le même paradigme expérimental a été proposé à des adultes dyslexiques et
leurs performances ont été comparées à celles des normo-lecteurs. L’analyse de va-
riance sur les taux d’erreurs ne révèle aucun effet significatif de groupe mais un ef-
fet de lexicalité et une interaction groupe/lexicalité significatifs. Les taux d’erreurs
sont significativement moins importants en contexte mots chez les sujets normo-
lecteurs mais pas chez les dyslexiques. L’effet de lexicalité n’est donc pas observé
chez ces derniers.
Au niveau électrophysiologique, les ondes P1 et P300 ne présentent aucune diffé-
rence significative entre les deux groupes. En revanche, l’amplitude de la N1 est
moins ample pour les dyslexiques. De même, une interaction groupe/lexicalité si-
gnificative est observée sur cette onde qui est plus ample en condition mot pour
les normo-lecteurs mais qui ne diffère pas entre les deux conditions chez les dys-
lexiques. Chez l’adulte expert, une seconde onde négative était observée en condi-
tion mots dans l’hémisphère gauche uniquement. Ces effets de lexicalité et d’hé-
misphère ne sont pas mis en évidence chez les sujets dyslexiques.
4.5 Problématique
Dans ce travail, nous étudierons les effets « top-down » lexicaux chez des en-
fants normo-lecteurs et dyslexiques. Nous chercherons à évaluer si ces effets sont
liés au niveau de lecture et/ou à l’âge des sujets. Nous analyserons également le
rôle du masquage latéral et l’influence des temps de présentation dans ces tâches
d’identification de lettres. Grâce aux potentiels évoqués, nous tenterons de voir
à quelles étapes du traitement orthographique les influences interviennent. Nous
étudierons également le transfert interhémisphérique des informations visuelles en
fonction du champ visuel.
Matériel et méthode 5
5.1 Les potentiels évoqués
5.1.1 Enregistrement des potentiels évoqués
Les potentiels évoqués sont enregistrés à l’aide d’électrodes placées à la surface
du scalp et reliées à des amplificateurs. Ces derniers enregistrent les différences
de potentiels entre une électrode donnée et une électrode dite de référence. Un
ordinateur permet un enregistrement continu de ces différences de potentiels.
5.1.1.1 Les électrodes
Le système d’enregistrement utilisé pour cette étude se compose de 32 élec-
trodes métalliques circulaires et creuses fixées dans un bonnet posé sur la tête du
sujet. Afin de faciliter le contact entre le scalp et les électrodes, et donc améliorer
l’enregistrement du signal, le scalp est décapé à l’alcool au niveau de chaque élec-
trode. Ensuite, chaque trou au centre des électrodes est rempli d’un gel conducteur
et abrasif (mélange à haute teneur en sels alcalins K+, Na+ et Cl-). Les électrodes
sont réparties sur le bonnet de façon standardisée, selon le modèle « 10-20 interna-
tional » : 19 électrodes sont placées à des distances fixes de certains repères osseux
(nasion, inion et les repères préauriculaires droit et gauche) (voir figure 5.1), puis
les autres électrodes sont interposées entre celles-ci jusqu’à atteindre le total de 32
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électrodes (Figure 5.2).
Figure 5.1 – Répartition des 19 électrodes standards selon le système « 10-20 international »
Figure 5.2 – Répartition des électrodes (vues du haut) sur un bonnet à 32 voies
Après la pose du bonnet, le gel est appliqué et les impédances des électrodes sont
contrôlées afin d’obtenir des valeurs homogènes et inférieures à 20 kΩ. Les cligne-
ments oculaires des sujets seront enregistrés durant toute l’expérience grâce à deux
électrodes supra- et infra-orbitales pour permettre une correction des artefacts ocu-
laires au cours des traitements préliminaires du signal.
5.1.1.2 La référence
Comme nous l’avons signalé, le potentiel se mesure par une différence entre un
point donné et un point de référence. Dans l’idéal, l’électrode de référence aurait
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exactement la valeur de potentiel du scalp et serait insensible aux générateurs
de courant intracérébraux. Comme cette référence idéale n’existe pas, plusieurs
solutions sont utilisées avec une électrode de référence placée sur le nez, sur le
lobe d’une oreille ou en Cz (électrode centrale). La référence à l’oreille engendre des
déséquilibres droite/gauche qui peuvent être palliés en prenant comme référence
la valeur de potentiel des oreilles liées. Une autre technique couramment adoptée
est celle de la référence moyenne : le potentiel moyen de tout le scalp est calculé
(valeur moyenne de toutes les électrodes) et soustrait à la valeur de chaque voie
d’enregistrement.
5.1.1.3 L’amplification du signal
Les potentiels enregistrés doivent être amplifiés à la source avant leur trans-
port vers le convertisseur analogique/digital (utilisé dans l’enregistrement EEG)
car celui-ci mesure des potentiels de l’ordre du mV alors que les différences de po-
tentiels enregistrés en surface sont de l’ordre du µV. Cette amplification est d’autant
plus nécessaire car le rapport signal/bruit a tendance à augmenter avec le trans-
port du courant. Une première amplification est réalisée au niveau du boîtier de
connexion des électrodes, avec un amplificateur par électrode. Le courant passe
ensuite dans un amplificateur analogique juste avant d’atteindre le convertisseur
analogique/digital (fréquence d’échantillonage de 500 Hz).
5.1.1.4 Le filtrage
Durant l’acquisition, un filtrage passe-bande [0.1-100] Hz est effectué pour at-
ténuer les effets de l’activité musculaire globale résiduelle.
5.1.1.5 L’enregistrement
Les potentiels sont enregistrés de façon continue sur toutes les voies tout au
long de l’expérience. L’ordinateur enregistrant ces données reçoit aussi des infor-
mations sur le type et le temps d’apparition de chaque stimulus. Elles permettent
de savoir exactement quelle stimulation a reçu le sujet à quel moment de l’enregis-
trement EEG continu. Les stimuli sont marqués sur le signal par des « triggers »
de stimulation. Les mêmes informations de type et de temps d’apparition peuvent
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être enregistrées pour la réponse permettant de connaître la réponse du sujet et
son temps de réaction (TR) moyen et d’exclure du signal les essais faux ou au TR
aberrant. A la fin de la phase d’acquisition des données, l’expérimentateur dispose
donc d’un signal EEG continu du sujet marqué pour chaque stimulation et chaque
réponse. Plusieurs traitements seront alors effectués sur ce signal afin d’obtenir les
Potentiels Evoqués.
5.1.2 Traitement du signal
Un Potentiel Evoqué (ou Event-Related Potential) est une modification de l’ac-
tivité électrique intracérébrale basale provoquée par la survenue d’un stimulus
interne ou externe. L’étude des PE est généralement réalisée en comparant les
activations électriques induites par deux ou plusieurs types de stimulations (S1,
S2,. . . ). L’expérience consiste à enregistrer les EEG pendant que le sujet reçoit plu-
sieurs types de stimulations, présentées en ordre aléatoire pour éviter les effets
d’entraînement. Ces stimulations sont répétées un grand nombre de fois car les
modifications du tracé consécutives à une stimulation sont minimes et masquées
par le bruit de l’EEG spontané. Seules de multiples apparitions du même stimulus
permettent d’augmenter le rapport signal/bruit en moyennant les modifications
de l’activité EEG dans une étroite période de temps suivant ces répétitions. Pour
chaque sujet, on obtient alors un fichier moyenné par type de stimulation. Dans
la plupart des études, plusieurs sujets passent la même expérience, et les résultats
obtenus sont moyennés pour le groupe afin de s’affranchir de la variabilité inter-
individuelle. A l’issue de ces traitements, on dispose d’un fichier moyenné entre les
différents essais et les différents sujets, pour une condition donnée. Les différentes
conditions de l’expérience peuvent alors être comparées avec des tests statistiques
réalisés sur le signal.
5.1.2.1 Traitements préliminaires
Une première étape du traitement consiste à appliquer 2 filtres : un filtre passe-
haut à 1 Hz pour « gommer » d’éventuelles dérives lentes dans le tracé et un filtre
passe-bas à 30 ou 40 Hz pour filtrer le signal harmonique de 50 Hz produit par le
courant alternatif. Ces filtrages n’impliquent pas de perte importante d’information
puisque les variations de potentiel pertinentes en PE se situent approximativement
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dans la bande de fréquence [1-15] Hz.
Les artéfacts oculaires sont ensuite corrigés car les clignements des yeux induisent
d’importantes déviations de potentiels dans les régions frontales. Ces variations
ont été enregistrées grâce à deux électrodes supplémentaires placées au-dessus et
au-dessous de l’oeil du sujet. La moyenne et la variance d’un clignement moyen
vont être calculées sur base du repérage d’un minimum de 20 artéfacts dans le
signal continu et l’influence de chaque clignement sur les différentes voies d’enre-
gistrement peut alors être évaluée et corrigée.
D’autres artéfacts liés par exemple à des mouvements du sujet, des contractions
de la mâchoire, des froncements de sourcil ou des mouvements oculaires répétés
vont également être supprimés. En fonction du design expérimental, les portions
de signal correspondant à de fausses réponses du sujet peuvent être éliminées.
L’enregistrement continu va ensuite être découpé en n blocs (pour n stimulations)
selon un intervalle pré- et post-stimulation défini par l’expérimentateur. La seg-
mentation se fait en référence aux « triggers » signalant l’apparition et le type de
chaque stimulation (grâce à un codage numérique). Une correction de ligne de
base est appliquée à tous les blocs, en se basant sur l’activité électrique moyenne
précédent la stimulation.
5.1.2.2 Les potentiels évoqués
Après séquençage du signal, les blocs correspondant à des stimuli similaires
repérés grâce aux « triggers » vont être moyennés. Cette étape est primordiale
car les tracés de potentiels observés jusque là résultent de milliers d’activités
différentes simultanées et que c’est en moyennant les tracés d’un même type de
stimulation (environ 30 à 40 essais par sujet et par condition selon Picton et coll.
(2000)), que l’importance relative des courants électriques aléatoires par rapport à
ceux associés à la tâche diminue, et que les potentiels générés par une stimulation
(Potentiels Evoqués) vont ressortir.
Pour chaque condition, les tracés individuels sont ensuite moyennés pour tous les
sujets d’un même groupe : il en résulte des « grandes moyennes ». Les potentiels
évoqués peuvent alors être visualisés pour chaque voie d’enregistrement, sur un
graphique représentant l’amplitude du potentiel au cours du temps (Figure 5.3a).
On peut ainsi repérer des pics positifs ou négatifs de potentiels ou comparer
les tracés de deux ou plusieurs électrodes, et de deux ou plusieurs conditions
expérimentales. On peut aussi observer les PE sur des cartographies de potentiels
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réalisées par interpolation des valeurs du potentiel en chaque électrode (Figure
5.3b). Cette visualisation permet de voir la distribution des PE sur tout le scalp, à
un instant donné.
Figure 5.3 – Visualisation des Potentiels Evoqués. a. Tracés des amplitudes de potentiel en fonction
du temps, sur 64 électrodes (zoom sur l’électrode centrale FCz). b. Cartographies de potentiels à 12
instants de l’enregistrement.
5.1.3 Analyses statistiques
5.1.3.1 Comparaisons de latences et d’amplitudes de pics
Avant de réaliser les analyses statistiques, une observation des tracés des
grandes moyennes est nécessaire pour repérer les courbes de potentiels des dif-
férents pics caractéristiques de la tâche. Pour chacun de ces pics, une électrode
de référence est définie et c’est généralement celle à l’amplitude la plus grande. La
latence du pic sera celle de cette électrode de référence. Les tracés de toutes les élec-
trodes sont ensuite superposés sur un même axe grâce à la fonction « Mean Global
Field Power ». On relève alors sur ce tracé l’intervalle d’apparition de chaque pic
et on détecte pour chacun son amplitude et son amplitude moyenne, manuelle-
ment ou à l’aide de logiciel automatisé. Pour chaque électrode, l’amplitude du pic
est celle relevée à la latence de référence tandis que l’amplitude moyenne est la
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moyenne des amplitudes de tous les points de l’intervalle de recherche défini pré-
cédemment (Picton et coll. 2000).
Les latences, amplitudes et amplitudes moyennes des différentes conditions expé-
rimentales sont comparées, à l’aide d’ANOVA pour mesures répétées. Les effets
des différents facteurs analysés et leurs interactions sont calculés pour chaque évè-
nement électrophysiologique. Dans la plupart des études, les réponses des sujets
sont enregistrées au cours de la tâche et les taux d’erreurs et temps de réaction
peuvent également être analysés avec des ANOVA à mesures répétées.
5.1.3.2 Test t en séries appariées
Dans certains cas, on peut aussi vouloir comparer des tracés de PE dans cer-
taines régions du scalp sans qu’il y ait de pics de potentiels. Pour ce faire, il est
possible de comparer deux conditions expérimentales, par test t en séries appa-
riées. Les différences individuelles entre deux conditions sont calculées, en chaque
point du tracé de potentiel (une valeur de différence toutes les 2 ms pour un
échantillonnage à 500 Hz) et un test t est réalisé sur la moyenne de ces différences.
On peut alors savoir si la différence entre les deux conditions est significative ou
non, tout au long du décours temporel du tracé. Une différence entre deux condi-
tions est considérée comme significative si le test t est significatif sur un intervalle
de temps suffisamment long (30 ms) (Rugg MDD 1993). En effet, des différences
significatives (valeur de p du test t inférieur à .05) très ponctuelles (durant moins
de 30 ms)ne correspondent pas à de véritables divergences de traitement cognitif
et ne sont donc pas prises en compte.

Première expérience 6
6.1 Présentation de l’étude
Les effets « top-down » lexicaux sur la reconnaissance de mots ont été étudiés
chez des enfants normo-lecteurs et dyslexiques à l’aide du paradigme de Reicher-
Wheeler. Dans cette tâche de reconnaissance de lettres, nous avons analysé l’effet
de supériorité du mot en utilisant des mots et des non-mots de 5 lettres. Pour
mettre en évidence à quel moment du traitement, ces effets interviennent, cette
expérience a été réalisée en potentiels évoqués. Nous souhaitions également voir
l’influence de la position du regard sur ces effets et avons donc fait varier dans
le mot la position de la lettre à identifier qui était toutefois toujours présentée au
point de fixation central.
6.1.1 Hypothèses
Au niveau comportemental, plusieurs auteurs ont montré un effet de supério-
rité du mot moins important que chez l’adulte mais néanmoins présent chez les
enfants normo-lecteurs. Nous devrions dès lors observer cet effet chez nos sujets
contrôles. Les résultats sont plus controversés chez les dyslexiques pour qui cet ef-
fet « top-down » lexical n’est pas toujours mis en évidence. Dans la lignée de l’étude
de Martin (2005), nous ne pensons pas retrouver de différence significative entre
mots et non-mots en reconnaissance de lettres dans notre groupe de dyslexiques.
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Notre étude s’inscrit dans le cadre du modèle de lecture IAM de McClelland et
Rumelhart (1981). D’après les résultats de la littérature et les hypothèses formulées
pour intégrer les effets « top-down » lexicaux à ce modèle, les différences entre mots
et non-mots devraient s’observer dès le traitement des lettres, le niveau pré-lexical.
Plusieurs études de PE ont mis en évidence des modulations électrophysiologiques
dues au traitement pré-lexical au niveau de l’onde N170, dans une fenêtre tempo-
relle de [140 - 190] ms (Bentin et coll. 1999, Cornelissen et coll. 2003). Nous nous
attendons donc à des modulations différentes de cette onde N170 entre les condi-
tions « mots » et « non-mots ». Dans son étude utilisant un paradigme similaire au
nôtre, Martin (2005) constate effectivement cette divergence mais dans une fenêtre
temporelle plus tardive [170-230], délai attribué au masque suivant la stimulation.
Comme nous avons postulé l’absence d’effet de supériorité du mot chez les dys-
lexiques, nous ne devrions pas constater de différence électrophysiologique entre
les mots et les non-mots chez ces sujets. Un effet de groupe devrait donc être ob-
servé au niveau de l’onde N170, reflétant le traitement des lettres.
En ce qui concerne le transfert interhémisphérique et en accord avec la théorie
« split fovéa » qui suggère une séparation fonctionnelle du champ visuel entre les
2 hémisphères, nous devrions obtenir une latence retardée pour la P1 à droite en
position 1 et à gauche en position 5. En effet, lorsque la lettre à identifier est pré-
sentée en première position, l’ensemble du stimulus se situe dans la champ visuel
droit et arrive donc directement dans l’hémisphère gauche et l’activation à droite
nécessite un tranfert. De plus, plusieurs auteurs ont observé un temps de trans-
fert plus rapide de l’hémisphère droit vers l’hémisphère gauche que dans le sens
inverse. Cet effet devrait se retrouver dans notre étude.
6.1.2 Méthodologie
6.1.2.1 Population
Cinquante trois enfants âgés de 8 à 12 ans ont participé à notre étude. Parmi
eux, treize ont été exclus car ils n’ont pas mené la tâche à terme à cause d’une trop
grande fatigabilité, ou parce que trop peu d’essais étaient exploitables (trop de non
réponses ou un tracé EEG trop bruité). Les analyses ont donc porté sur 40 sujets,
20 dyslexiques et 20 enfants contrôles. Le tableau suivant (tableau 6.1) reprend la
répartition par genre et les moyennes d’âges pour les deux groupes de notre étude.
Ces 2 groupes étaient appariés en sex ratio (p = 0.21) et en âge (p = 0.13).
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Contrôles Dyslexiques
Filles 11 7
Garçons 9 13
âge (moy) 9.7 10.6
âge (ET) 12 mois 18 mois
Table 6.1 – Caractéristiques de genre et d’âge (moy= moyenne et ET = écart-type) des sujets ayant
participé à notre étude.
Tous les sujets étaient de langue maternelle française avec une intelligence
moyenne ou supérieure telle qu’évaluée par cinq sub-tests de la version française
du WISC-IV (Wechsler 2005). Les indices de Raisonnement Perceptif et de Com-
préhension Verbale calculés au prorata étaient supérieurs à 85. Les enfants ne pré-
sentaient pas de déficit auditif ou visuel non corrigé, de maladie neurologique ou
de désordre affectif. Aucun trouble spécifique de l’attention n’était mis en évidence
par les items d’inattention de la forme parent du CBCL. Le langage oral était éga-
lement dans la norme pour tous nos sujets tant sur le plan réceptif, évalué par des
tests de compréhensions lexicale (EVIP (Dunn et coll. 1993)) et syntaxique (ECOSSE
(Lecocq 1996)), que productif évalué par une épreuve de dénomination d’images
(DEN 48) et un test de complétion de phrases (TCG-R (Deltour 1998)).
Les enfants dyslexiques étaient recrutés au centre de référence des troubles des
apprentissages de l’hôpital des enfants du CHU Purpan de Toulouse. Les critères
d’inclusion pour les sujets de ce groupe sont un retard de lecture d’au moins 18
mois au texte de l’Alouette (Lefavrais 1967) et une vitesse de lecture de mots isolés
de l’ODEDYS (Jacquier-Roux et coll. 2002) inférieure à -1,25 écart-type. A l’inverse,
les enfants contrôles ne présentaient pas de retard de lecture de plus de 12 mois à
l’Alouette et de -0,85 écart-type aux mots de l’ODEDYS. Pour cette population, le
recrutement s’est fait sur base d’annonces à l’hôpital, dans certaines écoles toulou-
saines et dans un centre médical scolaire de Cahors.
6.1.2.2 Stimuli
Les stimuli sont une liste de 80 mots et 66 non-mots (voir annexe A.1) de 5
lettres. Ces conditions ont été choisies afin d’obtenir un effet de supériorité du mot
maximal. En effet, nous ne pouvions ajouter des pseudomots à l’expérience car elle
aurait été trop longue.
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Les mots étaient choisis dans la base de données Manulex répertoriant la fréquence
de mots pour des lecteurs du CP au CM2 d’école primaire française (Lété et coll.
2004). Les fréquences allaient de 5 à 500 par million pour les niveaux de CE2-CM2.
Les non-mots sont des séquences de lettres imprononçables, dont les fréquences
de digraphes sont très faibles : 10 par million. Une des contraintes du paradigme
de Reicher-Wheeler est que tous les mots sélectionnés doivent avoir un voisin or-
thographique ne différant que d’une lettre (ex : « table/cable ») et de fréquence
lexicale proche. Les listes de mots et de non-mots étaient séparées en deux sous-
listes, chaque mot de l’une étant associé à son voisin orthographique dans l’autre
liste. La lettre divergente sera systématiquement la lettre cible et sa position varie
des positions 1 à 5. Cinq listes de 8 paires de mots ont donc été générées cor-
respondant aux 5 positions. Les voisins orthographiques sont appariés au niveau
de la fréquence pour la liste entière (F[1,74]=2.1, p=0.15) et pour chaque position
(F[4,74]=0.29, p=0.88).
6.1.2.3 Tâche et procédure
Les sujets sont assis à 50 cm d’un écran d’ordinateur. Chaque essai débute par
la présentation d’une croix de fixation durant 2.5 secondes au centre de l’écran.
Après un écran blanc de 50 ms, le stimulus (mot ou non-mot) apparaît durant 84
ms. Ce temps de présentation a été choisi sur la base d’une tâche d’identification
de lettre isolée (voir section 6.1.2.4) car à cette durée, tous les enfants obtiennent
plus de 90% de réponses correctes. A la suite du stimulus, une séquence de 7 « # »
vient masquer l’ensemble de la séquence de lettres. Simultanément, deux lettres
majuscules apparaissent, l’une au-dessus et l’autre au-dessous du masque.
Les stimuli sont disposés sur l’écran de telle sorte que la lettre cible s’affiche sur le
point de fixation : c’est rendu possible en faisant varier latéralement la position du
mot (voir figure 6.1). Le sujet a pour consigne d’indiquer laquelle des deux lettres
est la lettre cible précédemment présentée sur le point de fixation en utilisant les
boutons « flèches haut/bas » sur le clavier de l’ordinateur. Le masque et les lettres
de choix restent à l’écran jusqu’à ce que l’enfant ait répondu. La justesse et les
temps de réaction des réponses sont enregistrés. Afin d’augmenter la puissance
statistique, chaque mot est présenté deux fois. Les 320 essais sont séparés en 4
blocs où un item de chaque paire est présenté pour éviter l’habituation. L’ordre de
présentation est randomisé au sein de chaque bloc. Un petit bloc supplémentaire
est réalisé comme entraînement avant l’épreuve afin de nous assurer de la compré-
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hension de la consigne.
Figure 6.1 – (A) Localisation des stimuli sur l’écran, centré sur la première, la deuxième, la troi-
sième, la quatrième ou la cinquième lettre. (B) Paradigme expérimental de la tâche de Reicher-
Wheeler
6.1.2.4 Epreuves complémentaires
Lors d’une autre séance, tous les enfants ont passé trois tests supplémentaires
d’identification de lettres sans enregistrement de l’électroencéphalogramme.
Le seuil d’identification de lettres. Cette tâche d’identification de lettre isolée dé-
bute par un point de fixation central présenté pendant 1000 ms suivi d’un
écran blanc de 50 ms. Une lettre apparaît ensuite durant 33, 50, 67, 84 ou
101 ms directement masquée par 3 « * ». Les enfants doivent juste dire quelle
est la lettre et l’expérimentateur rentre la réponse sur le clavier de l’ordina-
teur. Dix stimuli sont proposés dans un ordre aléatoire pour chaque temps
de présentation. Les temps de réaction ne sont pas enregistrés.
Le report global (Valdois et coll. 2004). Cette tâche visuo-attentionnelle com-
mence comme la précédente par un point de fixation au centre de l’écran
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durant 1000 ms. Après un écran blanc de 500 ms, une séquence de 5 lettres
non prononçable est présentée pendant 200 ms. Les sujets doivent rapporter
oralement les 5 lettres. L’épreuve comporte 20 essais et donc 100 lettres à rap-
peler, 20 dans chaque position. L’expérimentateur tape les réponses du sujet
sur le clavier et les scores totaux et par position sont calculés directement par
l’ordinateur. Un entraînement de dix essais était proposé à tous les enfants
durant lequel on les prévient d’éventuelles erreurs. Pendant l’épreuve, aucun
feedback n’est fourni et les TR ne sont pas enregistrés.
Le report partiel (Valdois et coll. 2004). Ce test est similaire au précédent si ce
n’est qu’à la fin de la séquence de 5 lettres, une barre verticale apparaît rapi-
dement sous l’une d’elle et le sujet ne doit rapporter que la lettre « marquée ».
Cinquante essais sont proposés, dix pour chaque position.
Comme nous souhaitions également évaluer l’influence de l’âge et du niveau de
lecture sur ces épreuves de reconnaissance de lettres, nous avons utilisé le test
d’inclusion de l’Alouette (Lefavrais 1967) qui permet le calcul d’un âge de lecture.
Il consiste à faire lire le plus vite et le mieux possible un texte de 265 mots en un
temps de 3 minutes maximum. L’âge de lecture est calculé en fonction du temps
de lecture (si moins de 3 min) ou du nombre de mots parcourus, et du nombre
d’erreurs.
6.1.2.5 Analyses statistiques
Toutes les analyses statistiques ont été réalisées à l’aide du logiciel statistica
7.1. A la tâche de Reicher-Wheeler, le modèle linéaire général a été appliqué aux
pourcentages de bonnes réponses et aux médianes des temps de réaction des
bonnes réponses. Les facteurs intra-sujets étaient la lexicalité (mots vs non-mots)
et la position (1,2,3,4 ou 5) de la lettre et le facteur inter-sujet était le groupe
(dyslexiques vs normo-lecteurs). Les âges chronologique et de lecture étaient les
covariables. Pour les analyses post hoc, nous avons utilisé le test HSD de Tukey.
L’influence des scores aux autres tâches d’identification de lettres sur ceux de
Reicher-Wheeler a été déterminée par un modèle général de régressions et les
relations entre ces épreuves ont été mesurées par des coefficients de corrélation
partielle.
Pour toutes les analyses, les résultats statistiques sont jugés significatifs quand le
p est inférieur à 0.05.
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6.1.2.6 Enregistrement et traitement des potentiels évoqués
Les enfants sont confortablement installés face à l’ordinateur de stimulation
dans une pièce à la luminosité réduite. On leur demande de bouger le moins pos-
sible, d’éviter de cligner des yeux et de garder les doigts sur les boutons réponses.
Les données électrophysiologiques sont enregistrées grâce à 32 électrodes
Ag/AgCl reliées à des amplificateurs NuAmpsTM (NeuroscanTM, El Paso, TX,
USA), à une fréquence d’échantillonnage de 500 Hz. Une électrode placée sous
l’oeil permet d’enregistrer simultanément les mouvements oculaires. Le signal
était filtré en ligne entre 0.1 et 100 Hz. Les impédances sont maintenues à des
valeurs inférieures à 5 kΩ.
Les artéfacts oculaires sont éliminés du signal a posteriori à l’aide d’un algorithme
de correction avec l’électrode FP1 utilisée comme modèle. Une référence commune
est ensuite réalisée sur l’électrode Cz. Les enregistrements continus sont filtrés
avec un filtre passe-bande [0.5-30 Hz].
Un découpage du signal continu est découpé dans la fenêtre temporelle [-100
- 1200] ms autour de chaque « trigger » de stimulation. Une correction de la
ligne de base relative à l’activité pré-stimulation est appliquée à chaque segment.
Les segments correspondants à des réponses incorrectes ou des « non-réponses »
sont rejetés. Les parties de signal valides sont alors moyennées afin d’obtenir les
moyennes individuelles par condition. Les « grandes moyennes » sont finalement
calculées à partir des tracés de PE individuels.
6.2 Résultats
Pour savoir à quel stade de traitement l’effet de lexicalité intervient, nous avons
comparé les courbes de PE pour les conditions mots et non-mots toutes posi-
tions confondues. De plus, nous avons observé si le signal différait entre dys-
lexiques et normo-lecteurs à ces étapes. Une recherche automatique des princi-
paux pics de potentiels a été réalisée dans les intervalles de temps définis sur la
« Mean Global Field Power » des 64 électrodes (Picton et coll. 2000). Les inter-
valles de recherche sont [70-140] ms pour la P1, [150-200] ms pour la N1, [200-300]
pour la NLeft et [300-380] ms pour la P300. Les amplitudes moyennes et les la-
tences des pics sont analysées, par ANOVA à mesures répétées sur les électrodes
F3,F7,C3,CP5,P3,P7,O1 à gauche et F4,F8,C4,CP6,P4,P8,O2 à droite. Les facteurs
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de l’ANOVA sont la lexicalité (contexte Mot ou Non-mot), l’hémisphère (Gauche
ou Droit) et l’électrode comme facteurs intra-sujets et le groupe (dyslexiques vs
contrôles) comme facteur inter-sujet.
Les seules analyses de PE réalisées en fonction de la position concernent la P1 pour
l’étude du transfert hémisphérique car pour les autres événements le nombre de
données valables était insuffisant étant donné le nombre important d’erreurs et les
essais trop bruités. En effet, il est admis que la P1 intervenant précocement, elle ne
dépend pas de la réponse du sujet et les analyses portaient donc sur tous les essais
(corrects et incorrects).
6.2.1 Résultats comportementaux
6.2.1.1 Tâche de Reicher-Wheeler
Les pourcentages de bonnes réponses des deux groupes sont présentés dans la
figure 6.2.
Figure 6.2 – Pourcentages moyens de bonnes réponses à la tâche de Reicher-Wheeler pour les 5
positions en conditions mots et non-mots pour les enfants normo-lecteurs et dyslexiques.
Le modèle linéaire général révèle un effet de groupe significatif (F[1,36]= 6.24,
p=0.017) avec de meilleurs performances pour les normo-lecteurs que pour les dys-
lexiques. Un effet d’âge de lecture est également observé (F[1,36]= 17.44, p<0.001)
tandis que l’effet d’âge chronologique n’est pas significatif (F[1,36]= 1.62, p=0.21).
Les principaux effets de lexicalité (F[1,36]= 1.29, p=0.26), de position (F[4,144]=
0.71, p=0.59) et leur interaction (F[4,144]= 1.14, p=0.34) ne sont pas significatifs
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non plus. En dépit de cela, le test de HSD révèle que, dans la condition « mot »,
le pourcentage de bonnes réponses est plus important en position 1 qui diffère
significativement des 3 dernières (p<0.001). Vient ensuite la position 2 qui diffère
uniquement de la position 5 (p<0.001). Le pourcentage de bonnes réponses en po-
sition 5 a tendance à différer des positions 3 (p = 0.07) et 4 (p=0.09). En condition
« non-mots », seule la première position diffère des 4 autres (p<0.001). Nous notons
cependant que l’interaction entre la lexicalité et le groupe (F[1,36]= 9.04, p=0.004)
est significative. Les analyses post-hoc (HSD de Tukey) précisent que l’effet de
lexicalité est significatif pour les normo-lecteurs (p<0.001) mais pas pour les dys-
lexiques (p=0.19).
Une tendance à la significativité est également mise en évidence pour l’interac-
tion entre la position et le groupe (F[4,144]= 2.09, p=0.09). Les analyses post-
hoc révèlent que le pourcentage de bonnes réponses est plus important chez les
normo-lecteurs en position 1 (moyenne=82%) qui diffère significativement des
quatre autres (p<0.001). Vient ensuite la position 2 (moyenne=73%) qui ne diffère
pas significativement de la position 4 (moyenne=69%) mais qui est significative-
ment mieux réussie que les positions 3 (p=0.01) et 5 (p<0.001). Les différences
entre les positions 3 (moyenne=65%), 4 et 5 (moyenne=63%) ne sont pas significa-
tives. Chez les dyslexiques, la seule différence significative concerne les positions 1
(moyenne=60%) et 5 (moyenne= 54%) (p=0.03).
Une analyse statistique similaire a été réalisée sur les médianes des temps de réac-
tion dont les moyennes sont présentées à la figure 6.3.
Figure 6.3 – Moyennes des temps de réaction à la tâche de Reicher-Wheeler pour les 5 positions en
conditions mots et non-mots pour les enfants normo-lecteurs et dyslexiques.
Les résultats révèlent des effets significatifs de groupe (F[1,36]= 4.26, p=0.046) et
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d’âge chronologique (F[1,36]= 10.79, p=0.002). En revanche, il n’y a pas d’effet d’âge
de lecture (F[1,36]= 1.04, p=0.31). L’observation des moyennes précise que les en-
fants normo-lecteurs sont plus rapides (moyenne=1343.6 ms) que les dyslexiques
(moyenne= 1469.6 ms).
En ce qui concerne la lexicalité, l’effet principal n’est pas significatif (F[1,36]= 0.15,
p=0.7) tandis que les interactions avec l’âge chronologique (F[1,36]= 5.98, p=0.019)
et l’âge de lecture (F[1,36]= 6.35, p=0.016) le sont.
Au niveau de la position, une tendance à la significativité est constatée pour l’ef-
fet principal (F[4,144]= 2.15, p=0.077) mais aucune interaction n’est mise en évi-
dence. L’analyse post-hoc précise que les temps de réaction sont significativement
(p<0.001) plus courts en première position comparée aux 4 autres qui ne diffèrent
pas entre elles.
6.2.1.2 Les tâches de seuil d’identification de lettres et de reports global et par-
tiel
Les liens entre la tâche de Reicher-Wheeler et les tâches de seuil d’identification
de lettres et de reports ont été étudiés à l’aide d’un modèle général de régression.
Aucune tâche complémentaire n’a un effet significatif sur la performance à la tâche
de Reicher-Wheeler. En revanche, les scores de bonnes réponses à cette dernière,
en condition mot uniquement, sont prédits significativement pour les positions 1
(R2=0.64, p=0.02), 3 (R2=0.6, p=0.049), 4 (R2=0.6, p=0.048) et 5 (R2=0.69,p=0.006)
Aucune corrélation partielle significative n’est constatée entre les pourcentages de
bonnes réponses pour les non-mots au Reicher-Wheeler et les tâches complémen-
taires. En revanche, des corrélations significatives sont observées entre les mots
en position 1 et le report global en 4ième position (p=0.04) ; entre la position 3 du
Reicher-Wheeler et le seuil d’identification de lettres à 33 ms (p=0.02) et entre la
position 5 du Reicher-Wheeler et le seuil d’identification de lettres à 84 ms (p=0.01)
ainsi qu’avec le report global en 3ième position (p=0.01).
6.2.2 Résultats des potentiels évoqués
6.2.2.1 Evénement P1
La latence moyenne de l’évènement P1 est respectivement de 127.7 (ET = 11.95)
et 129.3 ms (ET = 9.41) pour les normo-lecteurs et les dyslexiques. L’analyse de
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variance montre que cette différence n’est pas significative (F[1,38]= 0.27, p= 0.61).
De même, nous n’observons pas d’effet significatif de lexicalité (F[1,38] = 0.04, p=
0.85) et d’interaction (F[1,38] = 0.52, p = 0.48) entre ces deux facteurs.
Par ailleurs, l’amplitude moyenne de ce pic est significativement plus importante
P1 Latences Amplitudes moyennes
groupe p=0.61 p=0.36
lexicalité p=0.85 p=0.34
hémisphère – 1 p< 0.001
électrode – p<0.001
groupe x lexicalité p=0.48 p=0.66
groupe x hémisphère – p=0.65
groupe x électrode – p=0.94
groupe x hémisphère x électrode – p=0.64
groupe x lexicalité x électrode – p=0.74
électrode X hémisphère – p<0.001
électrode x lexicalité – p=0.24
hémisphère x lexicalité – p=0.13
hémisphère x lexicalité x groupe – p=0.78
hémisphère x lexicalité x électrode – p=0.74
électrode x hémisphère x lexicalité x groupe – p=0.37
Table 6.2 – Evénement P1 : Résultats de l’analyse de variance avec la lexicalité, l’hémisphère,
l’électrode comme facteurs intra-sujets et le groupe comme facteur inter-sujet
dans l’hémisphère droit que gauche (F[1,38]=13.89, p< 0.001) et diffère en fonc-
tion de l’électrode observée (F[6,226]=116, p<0.001). De même, l’interaction entre
ces deux facteurs est significative (F[6,226]=5.79,p< 0.001). Les analyses post-hoc
révèlent que ce pic est significativement moins ample pour les électrodes fron-
tales comparées aux électrodes temporales (p=0.01), pariétales (p<0.001) et occipi-
tales (p<0.001). Viennent ensuite les électrodes temporales où l’onde est significa-
tivement moins ample qu’en pariétal (p<0.001). L’onde est la plus importante en
occipital où la différence est significative comparée aux autres régions (p<0.001).
Nous notons également que l’effet d’hémisphère ne s’observe que pour les élec-
trodes temporales (p=0.03), pariétales (p<0.001) et occipitales (p<0.001). Les effets
de groupe, de lexicalité et leurs interactions ne sont pas significatifs (voir tableau
6.2).
1. La latence d’un pic est définie à partir d’une électrode de référence et appliquée à l’ensemble
des électrodes. Elle est donc identique pour toutes les électrodes et aucun effet d’hémisphères et de
régions ne peuvent dès lors être analysé sur la latence.
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6.2.2.2 Evénement N1
L’évènement N1 se manifeste en moyenne à 193.5 ms (ET = 10.23) chez les en-
fants normo-lecteurs et à 194.9 ms (ET=10.28) chez les dyslexiques. L’analyse de
variance, dont les résultats sont présentés ci-après (voir tableau 6.3), révèle que
cette différence entre les groupes n’est pas significative (F[1,38]=0.26, p=0.61). De
même, l’effet de lexicalité (F[1,38]=0.19, p=0.66) et l’interaction entre le groupe et
la lexicalité (F[1,38]=1.25, p=0.27) ne sont pas significatifs.
En ce qui concerne son amplitude moyenne, l’ANOVA révèle un effet principal
N1 Latences Amplitudes moyennes
groupe p=0.61 p=0.17
lexicalité p=0.66 p=0.85
hémisphère – p< 0.001
électrode – p<0.001
groupe x lexicalité p=0.27 p=0.71
groupe x hémisphère – p=0.19
groupe x électrode – p=0.003
groupe x hémisphère x électrode – p=0.43
groupe x lexicalité x électrode – p=0.86
électrode X hémisphère – p<0.001
électrode x lexicalité – p=0.65
hémisphère x lexicalité – p=0.23
hémisphère x lexicalité x groupe – p=0.62
hémisphère x lexicalité x électrode – p=0.96
électrode x hémisphère x lexicalité x groupe – p=0.97
Table 6.3 – Evénement N1 : Résultats de l’analyse de variance avec la lexicalité, l’hémisphère,
l’électrode comme facteurs intra-sujets et le groupe comme facteur inter-sujet
d’hémisphère (F[1,38]=14.66,p<0.001) avec une onde plus ample dans l’hémisphère
droit et un effet d’électrode significatif (F[1,38]=20.9,p<0.001) avec des ondes plus
amples pour les ondes pariétales et occipitales (p<0.001) comparées aux ondes fron-
tales et temporales. L’interaction entre ces 2 facteurs (électrode et hémisphère) est
également significative (F[6,228]=11.75,p<0.001) révélant que l’effet d’hémisphère
diverge en fonction des éléctrodes. Les analyses post-hoc montrent que la diffé-
rence entre les hémisphères n’est significative (p<0.001) que pour les électrodes
plus postérieures (P3-P4, P7-P8, O1-O2). Notons par ailleurs que l’interaction entre
le groupe et l’électrode est significative (F[6,228]= 3.35, p =0.004) avec un effet
d’électrode plus important chez les dyslexiques que chez les normo-lecteurs. Pour
ces derniers, seules les électrodes P3-P4 (p=0.02) et O1-O2 (p=0.02) sont signifi-
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cativement plus amples que les électrodes F3-F4. Chez les dyslexiques, toutes les
électrodes postérieures (P3-P4, P7-P8,O1-O2) diffèrent significativement (tous les
p<0.001) des électrodes antérieures (F3-F4, F7-F8,C3-C4,CP5-CP6).
6.2.2.3 Evénement N2
L’ANOVA réalisée sur les latences de l’onde N2 ne révèle pas de différence
significative entre les enfants normo-lecteurs et dyslexiques (F[1,38]=0.08, p=0.78)
puisqu’elle apparaît respectivement après 221.1 ms (ET=16.6) et 222.4 ms (ET=15.4).
En revanche, nous constatons un effet de lexicalité (F[1,38]=4.12, p=0.049) avec un
événement N2 plus tardif pour les mots (224.2) que pour les non-mots (219.3). L’in-
teraction entre ces 2 facteurs n’est pas significative (F[1,38]=1.01, p=0.32).
En ce qui concerne son amplitude moyenne, l’ANOVA révèle un effet principal
d’électrode (F[2,228]=17.11,p<0.001) avec des ondes moins amples pour les élec-
trodes pariétales P3-P4 comparées aux ondes frontales (p<0.001) et temporales
(p<0.001). L’interaction entre ce facteur et l’hémisphère est également significative
(F[6,228]=3.76,p=0.001) et les analyses post-hoc montrent que l’onde est plus ample
à gauche uniquement pour les électrodes pariétales inférieures (P7-P8). Notons
par ailleurs une tendance à la significativité pour la lexicalité (F[1,38]=4.02,p=0.05)
et une interaction significative entre l’électrode et la lexicalité (F[6,228]= 5.17, p
<0.001) soulignant une amplitude plus importante pour les mots sur les électrodes
postérieures, P3-P4 (p<0.001), P7-P8 (p<0.001) et O1-O2(p=0.01). Finalement, l’in-
teraction entre la lexicalité et l’hémisphère (F[1,38]=6.61, p=0.01) est également si-
gnificative révélant une onde plus ample à gauche uniquement en condition ‘mot’
(p<0.001).
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N2 Latences Amplitudes moyennes
groupe p=0.78 p=0.26
lexicalité p=0.049 p=0.05
hémisphère – p=0.38
électrode – p<0.001
groupe x lexicalité p=0.32 p=0.56
groupe x hémisphère – p=0.26
groupe x électrode – p=0.15
groupe x hémisphère x électrode – p=0.28
groupe x lexicalité x électrode – p=0.86
électrode X hémisphère – p=0.001
électrode x lexicalité – p<0.001
hémisphère x lexicalité – p=0.01
hémisphère x lexicalité x groupe – p=0.55
hémisphère x lexicalité x électrode – p=0.09
électrode x hémisphère x lexicalité x groupe – p=0.81
Table 6.4 – Evénement N2 : Résultats de l’analyse de variance avec la lexicalité, l’hémisphère,
l’électrode comme facteurs intra-sujets et le groupe comme facteur inter-sujet
6.2.2.4 Evénement P300
L’événement P300 apparaît en moyenne à 315.1 ms +/- 20.7 pour les enfants
normo-lecteurs et à 320.4 ms +/-25.7 pour les dyslexiques. L’analyse de variance
nous signifie que la différence entre les groupes n’est pas significative (F[1,38]=0.68,
p=0.41). De même, la latence de l’onde P300 ne diffère pas significativement en
fonction de la lexicalité (F[1,38]=1.89, p=0.17) et il n’y a pas d’interaction entre les
facteurs groupe et lexicalité (F[1,38]=0.61, p=0.44).
L’analyse de variance sur l’amplitude moyenne montre un effet significatif de l’élec-
trode (F[6,228]=85.12, p<0.001) et une interaction entre l’électrode et l’hémisphère
(F[2,228]=2.64, p=0.02). Les analyses post-hoc soulignent que l’onde P300 est plus
ample sur les électrodes pariétales et occipitales qu’en frontal (p<0.001) et en tem-
poral (<0.001). La différence est également significative entre les électrodes fron-
tales et temporales (p<0.001), l’onde étant plus ample sur ces dernières. De plus,
l’effet d’hémisphère s’observe uniquement au niveau des électrodes pariétales in-
férieures (p=0.03) avec une onde plus ample à droite.
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P300 Latences Amplitudes moyennes
groupe p=0.41 p=0.94
lexicalité p=0.18 p=0.22
hémisphère – p=0.46
électrode – p<0.001
groupe x lexicalité p=0.44 p=0.7
groupe x hémisphère – p=0.58
groupe x électrode – p=0.73
groupe x hémisphère x électrode – p=0.07
groupe x lexicalité x électrode – p=0.2
électrode X hémisphère – p=0.02
électrode x lexicalité – p=0.22
hémisphère x lexicalité – p=0.13
hémisphère x lexicalité x groupe – p=0.4
hémisphère x lexicalité x électrode – p=0.84
électrode x hémisphère x lexicalité x groupe – p=0.95
Table 6.5 – Evénement P300 : Résultats de l’analyse de variance avec la lexicalité, l’hémisphère,
l’électrode comme facteurs intra-sujets et le groupe comme facteur inter-sujet
6.2.2.5 Transfert inter-hémisphérique
Nous avons recensé les latences individuelles de P1 pour chaque position dans
les deux hémisphères. La composante P1 ayant une distribution maximale dans la
région occipitale (Arroyo et coll. 1997, Bonmassar et coll. 2001) et les sites latéraux
permettant une meilleure estimation du temps de transfert inter-hémisphérique
que les sites médians (Saron et Davidson 1989), nous avons réalisé nos analyses
sur les électrodes PO9 et PO10.
Les tracés de trois enfants, 2 dyslexiques et 1 normo-lecteur, étant trop bruités, ils
n’ont pu être intégrés aux analyses qui ont donc porté sur 37 enfants, 19 contrôles
et 18 dyslexiques.
Nous avons effectué une analyse de variance avec la position (5 positions), la
lexicalité (mots vs non-mots) et l’hémisphère (gauche et droit) comme variables
intra-sujets et le groupe comme variable inter-sujets. Les résultats montrent un effet
principal de position significatif [F(4,140)=6.05, p<0.001] ainsi qu’une interaction
entre la position et l’hémisphère [F(4,140)=6.96, p<0.001]. Les analyses post-hoc
précisent que l’onde P1 est plus tardive aux positions 1 (p<0.001) et 5 (p<0.001)
comparées à la position 2. En ce qui concerne l’hémisphère, on constate qu’à
gauche, la latence est retardée en position 5 comparée à toutes les autres (position
1 : p=0.001, position 2 : p<0.001, position 3 : p<0.001, position 4 : p= 0.005). A
droite, en revanche, c’est en position 1 que la latence est la plus tardive et l’effet
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est significatif pour les positions 2 (p<0.001), 3 (p=0.03) et 4 (p=0.002) alors qu’il
n’y a qu’une tendance par rapport à la 5ıème position (p=0.06). L’interaction entre
hémisphère et position est représentée dans la figure 6.4.
Figure 6.4 – Interaction entre position et hémisphère pour la latence de P1
Les effets principaux de groupe [F(1,35)=0.26, p=0.61], d’hémisphère [F(1,35)=0.77,
p=0.39] et de lexicalité [F(1,35)=0.01, p=0.91] ne sont pas significatifs. De même,
nous ne relevons pas d’autre interaction significative.
Afin de comparer les temps de transfert inter-hémisphérique, nous les avons cal-
culés pour chaque sujet avec les formules suivantes :
Transfert Gauche-Droite (T G-D)= Latence (P1Droite) - Latence (P1Gauche)
Transfert Droite-Gauche (T D-G)= Latence (P5Gauche)- Latence (P5Droite)
Un test t pour échantillons appariés a été réalisé et ne souligne pas de différence
significative [t(34)=0.49, p=0.63] entre les transferts inter-hémisphériques de la
droite vers la gauche (5.6 ms) et de la gauche vers la droite (7.5 ms).
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6.3 Discussion
6.3.1 Données comportementales
Plusieurs études ont mis en évidence un effet de supériorité du mot chez les
enfants normo-lecteurs (Grainger et coll. 2003) et nos résultats vont dans le sens de
ces recherches puisque nous retrouvons un effet de lexicalité dans notre groupe de
normo-lecteurs. Toujours en accord avec la littérature, nous retrouvons un effet de
groupe avec de meilleurs scores pour les enfants normo-lecteurs que pour les dys-
lexiques. Chez ces derniers, les données concernant l’effet de supériorité du mot
sont plus controversées puisque certains auteurs retrouvent cet effet pour ces sujets
(Grainger et coll. 2003) alors que Martin (2005) n’observe pas de différence compor-
tementale entre mots et non-mots chez des adultes normo-lecteurs et dyslexiques.
Dans notre travail, l’interaction entre la lexicalité et le groupe est significative et les
analyses post-hoc précisent que l’effet de supériorité du mot ne s’observe que pour
les normo-lecteurs.
Les pourcentages de bonnes réponses des enfants normo-lecteurs de notre étude
sont inférieurs (77% pour les mots et 62% pour les non-mots) à ceux présentés par
Grainger et coll. (2003) pour un groupe d’enfants de 11 ans d’âge moyen (85% pour
les mots et 66% pour les non-mots) mais similaires aux scores des enfants de 7 ans
et demi (76% pour les mots et 62% pour les non-mots) rapportés par ces mêmes
auteurs. Rappelons que nos sujets avaient un âge moyen intermédiaire (9 ans 7
mois) et que le temps de présentation des stimuli étaient plus courts (84 ms) que
celui de Grainger et coll. (2003) (200 ms).
L’effet de supériorité du mot répliqué uniquement chez les normo-lecteurs dans
notre expérience soulignerait la mise en place d’effets « top-down » lexicaux en
identification de lettres dans un mot mais pourrait également refléter un effet du
contexte orthographique. Cependant, plusieurs études ont montré que les dys-
lexiques présentent les mêmes effets de contexte orthographique or le WSE n’est
pas significatif chez ces enfants dans notre étude. Nous émettons dès lors l’hy-
pothèse d’un déficit d’effet « top-down » lexical chez les enfants dyslexiques. Pré-
cisons cependant que, dans notre étude, il n’est pas possible de faire la part des
choses entre les facteurs « top-down » lexicaux et les influences du contexte ortho-
graphique qui sont confondus quand on compare les conditions mots et non-mots.
Pour pallier cela, il faudrait réaliser une étude similaire incluant des pseudomots,
stimuli non-lexicaux ayant un contexte orthographique légal.
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Quand on analyse l’influence de la position de la lettre à identifier dans la sé-
quence, nous constatons chez les normo-lecteurs que la première lettre est plus
aisément détectée que les deuxième et quatrième lettres elles-mêmes plus facile-
ment identifiées que les lettres en positions 3 et 5. Chez les dyslexiques, la seule
différence entre les positions concerne la comparaison entre les positions 1 et 5 au
profit de la première. Ce résultat va à l’encontre de certaines données de la littéra-
ture qui ne retrouvent pas d’asymétrie gauche-droite chez les dyslexiques. Ainsi,
Ducrot et coll. (2003) observaient, dans une tâche d’identification de mots et de
lettres dans un mot, chez des enfants dyslexiques un effet de position du regard
avec la présence de l’OVP mais aucune différence quand les lettres initiales ou fi-
nales sont fixées. Ils interprètent cette absence d’asymétrie gauche-droite (meilleurs
résultats quand la cible apparaît dans le champ visuel droit) comme un traitement
anormal des informations parafovéales chez les dyslexiques. Ces derniers ne dé-
velopperaient pas de biais de traitement de l’information présentée dans le champ
visuel droit. Dans notre étude, nous ne retrouvons pas d’OVP chez les enfants
normo-lecteurs et dyslexiques mais l’asymétrie gauche-droite est observée dans les
2 groupes et pour les 2 conditions (mots et non-mots). Cet effet peut s’expliquer
par une combinaison de l’effet de masquage latéral et un traitement séquentiel
des lettres de gauche à droite. En effet, plusieurs études (Townsend et coll. 1971,
Pernet et coll. 2005) ont montré qu’une lettre est moins bien reconnue si elle est
entourée d’autres lettres, qui « bruitent » l’information visuelle. Les lettres situées
aux extrémités sont ainsi plus facilement reconnues car la quantité d’information
venant bruiter l’identification est réduite. En revanche, les lettres situées en milieu
de séquence patissent d’un masquage plus important. Ceci permet d’expliquer les
meilleurs résultats en première position et le moins bon score en troisième po-
sition. Cependant, les résultats en position 5 soulignent que le masquage latéral
n’explique pas l’ensemble de l’effet de position.
Par ailleurs, ces résultats vont à l’encontre de ceux obtenus chez des adultes normo-
lecteurs par Martin (2005). En effet, dans son étude utilisant un paradigme simi-
laire, les performances étaient les meilleures en deuxième position pour les mots
et elle proposait que l’effet de masquage latéral était renversé par les effets « top-
down » lexicaux. Chez les enfants, il semble que ces effets sont présents pour les
normo-lecteurs avec une différence entre les mots et les non-mots mais que le mas-
quage latéral est encore trop important et les résultats restent meilleurs en première
position.
Plusieurs hypothèses de la littérature peuvent expliquer l’effet de position signi-
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ficatif retrouvé en condition ’mot’. Ainsi, l’asymétrie de visibilité des lettres a été
étudiée par plusieurs auteurs (Bouma 1973, Nazir 1991, Nazir et coll. 1992; 1998)
qui ont mis en évidence que les lettres n’ont pas la même visibilité selon leur posi-
tion. En effet, la visibilité serait meilleure pour les lettres situées à droite du point
de fixation que celles à gauche de celui-ci. Cependant, cette hypothèse n’explique
pas l’absence d’interaction significative entre la lexicalité et la position.
Dans le même ordre d’idée, nos résultats en condition ’mot’ peuvent être regardés
à la lumière de l’hypothèse d’une communication interhémisphérique en lecture de
mots (Hunter et coll. 2007). Les données présentées par Martin et coll. (2007) vont
à l’encontre de l’idée que l’ensemble des informations visuelles sont simultané-
ment envoyés aux 2 hémisphères puisqu’elle observe un délai d’activation dans
l’hémisphère gauche quand l’ensemble du mot est présenté dans l’hémichamp
gauche (point de fixation sur la dernière lettre) comparé à une présentation dans
l’hémichamp droit (fixation sur la première lettre). Les résultats significativement
meilleurs pour les premières lettres que pour les dernières dans notre expérience
pourraient s’expliquer par le fait qu’une quantité plus importante d’information
lexicale est directement reçue par l’hémisphère gauche quand le point de fixa-
tion se situe en début de mot. Le transfert de l’information entre les deux hémi-
sphères pourraient être moins efficient chez les enfants et ainsi réduire l’influence
des lettres avoisinantes pour l’identification de la lettre fixée. Cette hypothèse peut
expliquer une partie des courbes de résultats puisque nous observons effective-
ment des performances décroissantes entre la première et la dernière lettre pour
les mots chez les contrôles et les dyslexiques. Cependant, l’effet de position mis en
évidence pour les non-mots est légèrement différent mais souligne également de
meilleurs résultats pour les première et deuxième lettres. Or dans cette condition,
le traitement des lettres avoisinantes ne devraient pas influencer les performances.
L’influence du transfert inter-hémisphérique sur nos résultats ne peut être tranché
ici et nécessite des analyses complémentaires, dont l’analyse des résultats d’EEG
en fonction de la position que nous n’avons pu réaliser par manque de données
valides.
Les courbes de résultats similaires dans nos deux conditions lexicales et montrant
un gradient de performances diminuant de la première à la cinquième position
pourraient s’expliquer par un traitement sériel des stimuli de la gauche vers la
droite et ce quelque soit le point de fixation (Whitney et Cornelissen 2005). Ce
traitement en série pourrait être automatisé et s’effectuer pour tous les types de
séquences de lettres et même lorsque la lettre à identifier est en fin de stimulus.
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Dans notre étude, les dyslexiques présentaient un profil de position similaire aux
normo-lecteurs malgré des performances généralement plus faible. Il semble donc
qu’ils effectuent un traitement de gauche à droite comme les normo-lecteurs.
Les résultats sur les temps de réaction montrent une différence entre les sujets
normo-lecteurs et dyslexiques au profit des premiers qui sont plus rapides. L’inter-
action entre le groupe et la lexicalité est à la limite de la significativité avec, chez
les enfants dyslexiques, des temps de réaction plus lents pour les mots que pour
les non-mots. Il semble que le traitement lexical apparemment moins bons chez ces
enfants gêne et ralentisse l’identification de lettre.
Dans leur étude de 2003, Grainger et coll. (2003) comparaient les résultats des en-
fants dyslexiques avec un groupe de normo-lecteurs apparié en âge et un autre
groupe apparié en âge de lecture. Nos deux groupes divergeant sur ces 2 points,
nous souhaitions contrôler les effets de ces 2 facteurs sur le pourcentage de ré-
ponses correctes et sur les temps de réaction en les intégrant dans notre analyse.
Les résultats soulignent un effet de l’âge de lecture sur le pourcentage de bonnes
réponses mais pas sur les temps de réaction. Le profil est opposé pour l’âge chro-
nologique avec un effet sur les temps de réaction mais pas d’influence sur le pour-
centage de réponses correctes. Aucune interaction avec ces facteurs n’est significa-
tive reflétant une influence générale de ceux-ci sur l’identification de lettres et pas
particulièrement concernant des effets lexicaux ou positionnels. L’âge de lecture
améliorerait les performances en identification de lettres quelque soit la position
de celle-ci et son contexte de présentation. De même, l’évolution de l’âge chro-
nologique et la maturation cérébrale permettrait une accélération des temps de
réaction quelque soit la condition (mots vs non-mots) et la position de la lettre. Le
fait que l’âge de lecture n’influence pas les temps de réaction peut expliquer que
nos groupes (dyslexiques vs normo-lecteurs) ne diffèrent pas sur cette variable.
D’autres épreuves d’identification de lettre étaient également proposées à nos su-
jets et nous avons effectué des régressions entre ces différentes épreuves et notre
tâche. Aucune tâche complémentaire n’a d’effet significatif sur la performance à
la tâche de Reicher-Wheeler mais les scores de bonnes réponses à cette épreuve
sont prédits pour toutes les positions, exceptée la deuxième, en condition mot uni-
quement. De même, les corrélations partielles ne sont pas significatives pour les
non-mots tandis que quelques corrélations sont mises en évidence entre la condi-
tion ’mot’ et les tâches complémentaires. Ainsi, le seuil de lettres est corrélé avec
les positions 3 et 5, qui sont, rappelons le, les positions où les performances sont les
plus faibles chez nos sujets. Il semble donc que dans ces positions, la lettre soit trai-
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tée similairement à une lettre isolée. Ceci est en accord avec les hypothèses émises
précédemment d’une part que le masquage latéral est encore très important chez
les enfants et ne permet pas l’utilisation du contexte orthographique. Ce masquage
étant maximal en position 3, les résultats sont moindres et corrélés à l’identifica-
tion de lettres isolées. D’autre part, la visibilité des lettres plus faibles quand elles
sont présentées dans l’hémichamp gauche empêche les sujets de s’appuyer sur
le contexte orthographique quand la lettre à identifier est en 5ième position. Cette
dernière est également corrélée avec le report global en 3ième position, condition
qui ne bénéficie pas d’un contexte orthographique, et qui selon les auteurs de cette
épreuve (report) ne souffre pas du masquage latéral de par l’espacement des lettres.
Le fait que les corrélations entre le report global et notre tâche ne soit observées
qu’en condition ’mot’ est surprenant étant donné qu’au RG les stimuli sont des
séquences de consonnes. Ces résultats pourraient s’expliquer par le fait qu’au RG,
les sujets doivent rapporter toute la séquence et donc porter leur attention sur le
stimulus dans son ensemble. Dans la condition ’mot’ du Reicher-Wheeler, le fait
de porter attention à l’ensemble de la séquence est un avantage car cela permet
l’identification du mot et donc un effet facilitateur pour identifier la lettre. Une
autre hypothèse pouvant expliquer ces résultats de corrélation presque exclusive-
ment avec la condition ’mot’ du Reicher-Wheeler est l’effet plancher observé en
condition ’non-mots’. On constate en effet que de nombreux sujets et surtout dans
le groupe des dyslexiques ont des résultats proches du niveau du hasard.
6.3.2 Potentiels évoqués
6.3.2.1 Evénement P1
L’événement P1 observé dans notre expérience ne diffère pas entre les condi-
tions ni au niveau de sa latence ni concernant son amplitude. L’absence d’effet de
lexicalité à ce stade est congruent avec les données de la littérature qui montrent
que la discrimination entre mots et non-mots (Simon et coll. 2004) ou entre sé-
quences linguistiques et non linguistiques (Rossion et coll. 2003) n’affecte pas les
PE dans les 150 premières ms suivant la présentation du stimulus.
La topographie de l’onde P1 est similaire à celle décrite dans des travaux antérieurs
avec une onde plus ample dans les zones pariétales et occipitales (Martin 2005) et
au niveau de l’hémisphère droit (Martin 2005, Kutas et coll. 1988).
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6.3.2.2 Evénement N1
Les différences de performances entre les contextes lexical et non-lexical au ni-
veau des résultats comportementaux confirment l’intervention de processus « top-
down » lexicaux dans l’identification de lettres : l’information lexicale d’un mot
en mémoire augmente le niveau d’activation de toutes les lettres. Le but de notre
étude était de voir à l’aide des potentiels évoqués, à quel moment ces effets « top-
down » intervenaient. Les hypothèses formulées pour intégrer ces effets au modèle
IAM (McClelland et Rumelhart 1981) postulent l’apparition de différence électro-
physiologique entre mots et non-mots dès l’onde N1. Celle-ci peut être assimilée à
l’événement N170 considéré dans la littérature comme reflétant le traitement pré-
lexical des lettres. En effet, Brem et coll. (2009) soulignent que les amplitudes de
la N1 sont généralement plus importantes pour des stimuli linguistiques (mots,
lettre ou séquences de lettres) que pour des caractères non linguistiques (sym-
boles, formes géométriques) mais qu’elles ne diffèrent pas entre les stimuli ortho-
graphiques (mots, pseudomots, non-mots) (Bentin et coll. 1999, Rossion et coll.
2003). Nos résultats sont en accord avec cela puisque nous n’observons pas d’effet
de lexicalité au niveau de cette onde contrairement à ce que nous avions postulé
en accord avec l’étude de Martin (2005) pour qui une différence significative entre
mots et non-mots était mise en évidence sur l’onde N1.
Nos résultats sont donc à la fois en désaccord avec l’hypothèse d’une influence
des représentations lexicales en mémoire sur l’identification de lettres à un niveau
pré-lexical mais vont aussi à l’encontre d’un traitement lexical dès l’onde N1. En
effet, face à l’effet de lexicalité observé dès l’onde N1, des auteurs (Sereno et coll.
2003) ont proposé que des traitements lexicaux pourraient être réalisés dès 150 ms
post-stimulation.
Rappelons encore que dans son étude, Martin (2005) comparait deux temps de pré-
sentation (50 et 66 ms) et qu’elle n’observait cet effet de lexicalité sur la N170 que
pour un temps de présentation plus long. Il sera dès lors intéressant de voir si cet
effet est obtenu chez les enfants pour une tâche similaire avec un allongement du
temps de présentation.
6.3.2.3 Evénement N2
Les premières différences entre les conditions ‘mot’ et ‘non-mots’ sont obser-
vées aux alentours de 220 ms sur l’onde N2 et concernent à la fois la latence et
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l’amplitude de cette onde. Nous notons ainsi que l’événement N2 apparaît plus
tardivement pour les mots mais qu’il est plus ample pour ces stimuli. La différence
entre conditions ne s’observe que dans l’hémisphère gauche et sur les électrodes
pariétales et occipitales. Cet événement négatif semble refléter la phase lexicale du
traitement d’une séquence de lettres permettant de distinguer les mots des non-
mots. Plusieurs auteurs ont obtenu des effets hémisphériques similaires en compa-
rant le traitement de mots et de non-mots (Cohen et coll. 2000, Martin 2005). Ces
différences ont été interprétées par Cohen et coll. (2000) comme l’implication du
gyrus fusiforme gauche en reconnaissance des formes visuelles des mots (Cohen
et coll. 2000, McCandliss et coll. 2003). En effet, ces auteurs proposent qu’une néga-
tivité occipito-temporale gauche aux alentours de 200 ms (N2), prolongée pour les
mots par rapport aux non-mots, corresponde à l’activation du ‘Visual Word Form
System’. Cette temporalité reflèterait la transition entre les effets purement visuels,
induits par la présentation d’un mot, et le début des effets lexicaux.
Rappelons cependant que le débat reste ouvert quant à la temporalité de l’accès
lexical au cours de la lecture, puisque les expériences réalisées sur les effets de fré-
quence lexicale ont mené à des résultats aussi variables qu’une sensibilité lexicale
précoce (150 ms) (Sereno et coll. 1998, Proverbio et coll. 2004) à des différences n’ap-
paraissant que 500 ms après stimulation (Polich et Donchin 1988). Il n’en demeure
pas moins que nos résultats sont en accord avec de nombreuses expériences réper-
toriant des activations latéralisées à gauche, entre 180 et 250 ms post-stimulation,
spécifiques à la présentation de mots (Pammer et coll. 2004, Proverbio et coll. 2002,
Salmelin et coll. 1996, Tarkiainen et coll. 1999).
6.3.2.4 P300
La latence de la P300 reflèterait le temps de catégorisation du stimulus traité
(Kutas et coll. 1977, Polich 1986) et contrairement à Martin (2005) nous n’obser-
vons pas de différence significative entre les conditions ‘mot’ et ‘non-mot’ à ce
niveau. Il semble donc que nos sujets ne catégorisent pas plus rapidement les non-
mots que les mots et ceci peut s’expliquer par le fait que cette catégorisation n’est
pas demandée explicitement et n’est pas nécessaire pour notre tâche. Il se peut que
cette catégorisation soit moins automatisée chez les enfants que chez les adultes
normo-lecteurs de l’étude de Martin (2005).
Quant à l’amplitude de la P300, elle est plutôt connue pour reflèter la charge at-
tentionnelle allouée au traitement d’un stimulus (Kramer et Strayer 1988, Wickens
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et coll. 1983). Nous n’observons pas d’effet de lexicalité ou de groupe sur cette
onde. Il semble donc que la charge attentionnelle allouée aux mot et aux non-
mots est similaire et qu’elle ne diffère pas entre les enfants normo-lecteurs et dys-
lexiques. Ces résultats concordent avec les données de la littérature (Martin 2005).
Concernant sa localisation, l’amplitude de la P300 est maximale au niveau des élec-
trodes pariétales dans notre étude. D’après certains auteurs (Donchin et coll. 1986,
Polich et Kok 1995), une positivité à ce niveau serait plutôt associée aux opérations
de mémoire de travail. L’implication de cette composante est évidente dans notre
tâche qui nécessite le maintien en mémoire de la lettre cible le temps de fournir la
réponse.
6.3.2.5 Transfert inter-hémisphérique
De par la nature de notre paradigme, lorsque la lettre à identifier était en pre-
mière position, l’ensemble du stimulus était présenté dans le champ visuel droit. A
l’inverse, pour l’identification de la cinquième lettre, le stimulus est présenté dans
le champ visuel gauche. Nos résultats nous permettent d’appuyer l’hypothèse de
Brysbaert (1994) selon laquelle l’information visuelle provenant d’items présentés
en vision fovéale n’est pas envoyée simultanément aux deux hémisphères céré-
braux, quand ces items sont fixés à leurs extrémités. Ils vont à l’encontre de l’idée
encore répandue que les mots présentés en vision fovéale sont transmis (en deux
copies complètes) en parallèle aux deux hémisphères (Leventhal 1988, Stone et coll.
1973, Trauzettel-Klosinksi et Reinhard 1998). La forte interaction entre positions et
hémisphères observée dans l’analyse des latences de P1 illustre le fait que ces la-
tences sont très différentes dans les deux hémisphères selon la position de la lettre
dans la séquence.
En ce qui concerne le temps de transfert inter-hémisphérique, les études antérieures
l’estiment à environ 10-15 ms(Brown et coll. 1998, Saron et Davidson 1989) pour
certaines et 30-40 ms pour d’autres (Martin 2005). Dans notre travail, ce temps est
légèrement inférieur puisqu’il est plutôt de 6-8 ms. Par ailleurs, nos résultats ne
confirment pas le fait que le transfert serait plus rapide de droite à gauche que de
gauche à droite (Ipata et coll. 1997, Saron et Davidson 1989) puisque nous n’obte-
nons pas de différence significative entre les 2 temps de transfert. Il est probable
que cette absence de différence soit due au fait que nos sujets étaient des enfants
et que cette différence apparaît plus tardivement.
Signalons encore que nous ne retrouvons pas d’effet de lexicalité, ce qui est attendu
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étant donné que la P1 apparaît bien avant tout traitement de la lexicalité. L’absence
d’effet de groupe va dans le sens des études précédentes avec un temps de transfert
inter-hémisphérique similaire chez les normo-lecteurs et chez les dyslexiques.

Deuxième expérience 7
7.1 Présentation de l’étude
Certains des enfants dyslexiques ayant passé la première expérience avaient des
résultats proches du niveau du hasard à la tâche de Reicher-Wheeler et montraient
un effet de temps de présentation en identification de lettres. L’absence de certains
effets pouvant être liée à cet effet plancher, nous avons choisi d’augmenter le temps
de présentation des mots et des non-mots au Reicher-Wheeler.
7.1.1 Hypothèses
Au niveau comportemental, nous nous attendons à obtenir un effet du temps
de présentation sur le pourcentage de bonnes réponses avec de meilleurs scores à
101 ms qu’à 84 ms pour les deux groupes de sujets. En revanche, au vu des résul-
tats de Martin (2005), nous ne pensons pas observer de différence sur les temps
de réaction. Concernant les effets de lexicalité et de position, si l’allongement du
temps de présentation permet un traitement du stimulus entier, nous devrions
observer un effet de lexicalité plus important et un effet de position optimale du
regard avec une courbe de résultats en J-inversé.
En potentiels évoqués, nous pourrions obtenir un effet de lexicalité sur l’onde
N1 chez les sujets contrôles si l’allongement du temps de présentation permet un
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traitement lexical. C’est en effet, ce qui était observé par Martin (2005) qui obtenait
un effet de lexicalité sur cette onde uniquement pour un temps de présentation
plus long chez des adultes normo-lecteurs.
Par ailleurs, l’effet de temps de présentation devrait être mis en évidence sur les
ondes N1 et N2 avec des pics significativement retardés et réduits à 101 ms.
7.1.2 Méthodologie
La procédure ce cette seconde expérience est identique à la première excepté
donc le temps de présentation qui était ici de 101 ms.
7.1.2.1 Participants
Vingt-quatre enfants ont participé à cette expérience et 4 ont été exclus en
raison de données manquantes. Les analyses ont donc porté sur 20 enfants dont
10 dyslexiques et 10 normo-lecteurs. Leurs caractéristiques sont reprises dans le
tableau suivant.
Contrôles Dyslexiques
Filles 5 3
Garçons 5 7
âge (moy) 9.11 10.2
âge (ET) 12 mois 18 mois
Table 7.1 – Caractéristiques de genre et d’âge (moy= moyenne et ET = écart-type) des sujets ayant
participé à la seconde expérience.
7.1.2.2 Analyses statistiques
Le modèle linéaire général, comme dans la première expérience, sera utilisé sur
les pourcentages de bonnes réponses et les médianes des temps de réactions pour
un temps de présentation à 101 ms.
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Les résultats des deux temps de présentation seront comparés à l’aide d’une ana-
lyse de variance avec la lexicalité et la position comme variables dépendantes.
7.2 Résultats
En observant les données de la première expérience, nous nous sommes aper-
çus de résultats comportementaux au niveau du hasard chez certains enfants dys-
lexiques. Nous nous sommes dès lors demandés si les effets divergents entre
normo-lecteurs et dyslexiques ne pouvaient être liés à cet effet plancher. Pour pal-
lier cela, nous avons réalisé la même tâche avec un temps de présentation plus long.
Dans cette section, nous présenterons d’abord les résultats comportementaux pour
ce nouveau temps de présentation. Ensuite, nous poursuivrons avec les analyses
d’un éventuel effet de temps de présentation et terminerons avec les résultats de
potentiels évoqués.
7.2.1 Analyses comportementales
7.2.1.1 Tâche de Reicher-Wheeler
Les pourcentages de bonnes réponses sont repris dans la figure 7.1 Un modèle
linéaire général avec la lexicalité (mots vs non-mots) et la position (1,2,3,4 et 5)
comme facteurs intra-sujets et le groupe (normo-lecteurs ou dyslexiques) comme
facteur inter-sujets a été réalisé. Les âges chronologique et de lecture étaient les
covariables. Le seul effet significatif mis en évidence concerne l’âge de lecture
[F(1,16)=8.34,p<0.011].
Une analyse similaire a été réalisée sur les temps de réaction des bonnes réponses
et aucun effet significatif n’est observé. Les moyennes des temps de réaction sont
présentés dans la figure 7.2.
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Figure 7.1 – Pourcentages moyens de bonnes réponses à la tâche de Reicher-Wheeler pour les 5
positions en conditions mots et non-mots pour les enfants normo-lecteurs et dyslexiques pour un
temps de présentation de 101 ms.
Figure 7.2 – Temps de réaction moyens à la tâche de Reicher-Wheeler pour les 5 positions en condi-
tions mots et non-mots pour les enfants normo-lecteurs et dyslexiques pour un temps de présentation
de 101 ms.
7.2.1.2 Effet de temps de présentation
Les effets de temps de présentation ont été analysés à l’aide d’un modèle
linéaire général similaire avec le groupe (normo-lecteurs vs. dyslexiques) et le
temps de présentation (84 ms ou 101 ms) comme facteurs inter-sujets, et la lexi-
calité (mots vs non-mots) et la position (1,2,3,4,5) comme facteurs intra-sujets.
Les âges chronologique et de lecture étaient les covariants. Les résultats ne sou-
lignent pas d’effet du temps de présentation [F(1,54)=0.19,p=0.66] ni aucune in-
teraction avec ce facteur. Les effets principaux de groupe [F(1,54)=6.78,p=0.01] et
d’âge de lecture [F(1,54)=24.37,p<0.001] sont significatifs tandis que les effets d’âge
chronologique [F(1,54)=1.82,p=0.18], de lexicalité [F(1,54)=0.03,p=0.86] et de po-
sition [F(1,54)=0.26,p=0.9] ne le sont pas. En revanche, les interactions entre la
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lexicalité et le groupe [F(1,54)=6.88,p=0.01] ainsi qu’entre la position et le groupe
[F(4,216)=2.79,p=0.027] sont significatives. Les analyses post-hoc montrent que l’ef-
fet de lexicalité n’est significatif que pour les normo-lecteurs (p<0.001) et pas
pour les dyslexiques (p=0.17) (voir figure 7.3). L’effet de position est également
plus important chez les normo-lecteurs avec de meilleurs résultats en position 1
(moyenne=83%) qui diffère significativement des cinq autres (p<0.001). Vient en-
suite la position 2 (moyenne=74%) qui ne diffère pas significativement (p=0.51)
de la position 4 (moyenne=70%) mais qui est significativement mieux réussie
que les positions 3 (p<0.001) et 5 (p<0.001). Les différences entre les positions 3
(moyenne=65%), 4 et 5 (moyenne=63%) ne sont pas significatives. Chez les dys-
lexiques, la seule différence significative concerne les positions 1 (moyenne=60%)
et 5 (moyenne= 52%) (p<0.001). Cette interaction est illustrée à la figure 7.4.
Figure 7.3 – Interaction entre le groupe et la lexicalité.
Les autres interactions ne sont pas significatives.
7.2.2 Résultats des potentiels évoqués : 101 ms
Les résultats de potentiels évoqués ont été effectué sur 19 enfants, 9 normo-
lecteurs et 10 dyslexiques. Les tracés d’un enfant n’ont pu être pris en compte car
ils étaient trop bruités. Pour chaque onde pertinente pour notre étude (P1, N1,
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Figure 7.4 – Interaction entre le groupe et la position.
N2 et P300), nous avons analysé les résultats sur les latences à l’aide d’ANOVA
pour mesures répétées avec le groupe comme facteur inter-sujet (normo-lecteurs
vs. dyslexiques) et la lexicalité comme facteur intra-sujet (mots vs. non-mots). Les
effets d’hémisphère et d’électrode n’ont pas lieu d’être étant donné que la latence
d’un pic est identique pour toutes les électrodes car définie à partir d’une électrode
de référence et appliquée à l’ensemble des électrodes du scalp. En revanche, pour
les amplitudes moyennes, l’hémisphère (droit vs.gauche) et les électrodes (F3, F4,
F7, F8, C3, C4, CP5, CP6, P3, P4, P7, P8, O1, O2) ont été ajoutés à l’analyse comme
facteurs intra-sujets.
Pour ce temps de présentation, nous n’avons pas réalisé les analyses sur le temps
de transfert hémisphérique étant donné le nombre de sujets trop restreint et donc
un manque de données exploitables. Il est à préciser que la latence de l’onde P1 est
connue pour ne pas être influencée par le temps de présentation.
7.2.2.1 Evénement P1
L’analyse de variance pour mesures répétées réalisée sur les latences du pic
P1 ne révèle pas d’effet significatif de groupe [F(1,17)=0.4,p=0.53], de lexicalité
[F(1,17)=0.05,p=0.83] ou d’interaction entre ces facteurs [F(1,17)=0.86,p=0.37].
Au niveau de l’amplitude moyenne, on observe des effets principaux significatifs
de lexicalité [F(1,17)=7.17,p=0.016], d’hémisphère [F(1,17)=4.83,p=0.042] et d’élec-
trode [F(6,102)=45.26,p<0.0001]. L’observation des amplitudes moyennes permet
de préciser ces résultats avec une onde P1 plus ample pour les non-mots que pour
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les mots. L’amplitude moyenne est plus importante dans l’hémisphère droit que
dans le gauche et pour les électrodes occipitales puis pariétales (p=0.02), l’onde
étant la moins ample en frontal (p<0.001, par rapport aux électrodes pariétales et
occipitales). Nous notons également une interaction entre l’hémisphère, l’électrode
et le groupe à la limite de la significativité [F(6,102)=2.06,p=0.064]. Le test de HSD
de Tukey montre que l’onde ne diverge pas entre les hémisphères pour les enfants
dyslexiques tandis qu’une différence significative (p=0.003) est observée pour les
normo-lecteurs dont l’amplitude est plus grande à droite sur les ondes frontales
inférieures (F7-F8).
P1 Latences Amplitudes moyennes
groupe p=0.53 p=0.23
lexicalité p=0.83 p=0.02
hémisphère – p=0.04
électrode – p<0.001
groupe x lexicalité p=0.37 p=0.87
groupe x hémisphère – p=0.69
groupe x électrode – p=0.72
groupe x hémisphère x électrode – p=0.07
groupe x lexicalité x électrode – p=0.66
électrode X hémisphère – p=0.62
électrode x lexicalité – p=0.51
hémisphère x lexicalité – p=0.5
hémisphère x lexicalité x groupe – p=0.24
hémisphère x lexicalité x électrode – p=0.3
électrode x hémisphère x lexicalité x groupe – p=0.6
Table 7.2 – Evénement P1 : Résultats de l’analyse de variance avec la lexicalité, l’hémisphère,
l’électrode comme facteurs intra-sujets et le groupe comme facteur inter-sujet
7.2.2.2 Evénement N1
La latence de l’événement N1 ne diffère pas significativement entre les groupes
[F(1,17)=0.24,p=0.63] mais une tendance à la significativité est constatée pour l’effet
de lexicalité [F(1,17)=3.49,p=0.079] avec une onde plus tardive pour les non-mots
(moyenne=194.8,ET=7.7) que pour les mots (moyenne=190.2, ET=12.5). L’interac-
tion entre ces facteurs n’est pas significative.
L’ANOVA réalisée sur l’amplitude moyenne ne révèle pas d’effet prin-
cipal mais une interaction significative entre l’hémisphère et l’électrode
[F(6,102)=3.49,p=0.004]. L’analyse post-hoc souligne un effet d’hémisphère uni-
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quement sur les électrodes pariétales inférieures (p=0.008) avec une onde plus
ample à gauche pour ces électrodes.
N1 Latences Amplitudes moyennes
groupe p=0.63 p=0.61
lexicalité p=0.078 p=0.35
hémisphère – p=0.24
électrode – p=0.62
groupe x lexicalité p=0.62 p=0.42
groupe x hémisphère – p=0.23
groupe x électrode – p=0.55
groupe x hémisphère x électrode – p=0.77
groupe x lexicalité x électrode – p=0.32
électrode X hémisphère – p=0.004
électrode x lexicalité – p=0.5
hémisphère x lexicalité – p=0.88
hémisphère x lexicalité x groupe – p=0.81
hémisphère x lexicalité x électrode – p=0.28
électrode x hémisphère x lexicalité x groupe – p=0.27
Table 7.3 – Evénement N1 : Résultats de l’analyse de variance avec la lexicalité, l’hémisphère,
l’électrode comme facteurs intra-sujets et le groupe comme facteur inter-sujet
7.2.2.3 Evénement N2
L’analyse de variance réalisée sur les latences de l’onde N2 ne souligne
pas de différence significative [F(1,17)=1.33,p=0.27] entre les enfants dys-
lexiques et les normo-lecteurs. En revanche, l’effet de lexicalité est significatif
[F(1,17)=4.88,p=0.041] avec une onde plus tardive pour les mots (moyenne=228.6,
ET=8.3) que pour les non-mots (moyenne=225.3,ET=7.2). L’interaction entre les
deux facteurs n’est pas significative [F(1,17)=0.06,p=0.81].
En ce qui concerne l’amplitude moyenne, le principal effet d’électrode est significa-
tif [F(6,102)=5.84,p<0.001] de même que l’interaction entre l’électrode et le groupe
[F(6,102)=2.24,p=0.045] et entre l’électrode et l’hémisphère [F(6,102)=3.99,p=0.001].
Les analyses post-hoc montrent que l’effet d’électrode concerne surtout les élec-
trodes pariétales supérieures (P3-P4) où l’onde est moins ample que pour les
autres électrodes (p<0.001) et cet effet est plus important pour les normo-lecteurs
que pour les dyslexiques. Nous notons également que l’effet d’hémisphère ne
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concerne que les électrodes pariétales et occipitales avec une onde plus ample dans
l’hémisphère gauche (p<0.001).
N2 Latences Amplitudes moyennes
groupe p=0.27 p=0.24
lexicalité p=0.041 p=0.44
hémisphère – p=0.43
électrode – p<0.001
groupe x lexicalité p=0.8 p=0.73
groupe x hémisphère – p=0.89
groupe x électrode – p=0.045
groupe x hémisphère x électrode – p=0.51
groupe x lexicalité x électrode – p=0.98
électrode X hémisphère – p=0.001
électrode x lexicalité – p=0.51
hémisphère x lexicalité – p=0.64
hémisphère x lexicalité x groupe – p=0.84
hémisphère x lexicalité x électrode – p=0.13
électrode x hémisphère x lexicalité x groupe – p=0.37
Table 7.4 – Evénement N2 : Résultats de l’analyse de variance avec la lexicalité, l’hémisphère,
l’électrode comme facteurs intra-sujets et le groupe comme facteur inter-sujet
7.2.2.4 Evénement P300
Les latences de l’onde P300 ne diffèrent pas significativement entre les
groupes [F(1,17)=0.91,p=0.35] et en fonction de la lexicalité [F(1,17)=1.03,p=0.33].
De même, nous ne retrouvons pas d’interaction significative entre ces facteurs
[F(1,17)=0.38,p=0.55].
L’analyse de variance effectuée sur les amplitudes moyennes de l’onde P300 ré-
vèle un effet principal d’électrode [F(6,102)=33.04,p<0.001] et une interaction entre
l’électrode, l’hémisphère et le groupe [F(6,102)=2.29,p=0.041]. Une tendance à la si-
gnificativité est constatée concernant l’interaction entre les électrodes et le groupe
[F(6,102)=1.87,p=0.09]. L’onde P300 est plus ample pour les électrodes pariétales
et occipitales puis temporales (p<0.001) et l’onde est moindre en frontal (p=0.01
par rapport aux électrodes pariétales). Les analyses post-hoc montrent que cet effet
d’électrode est plus marqué pour les normo-lecteurs que pour les dyslexiques et
que l’effet d’hémisphère est plus important sur les électrodes pariétales inférieures
(p=0.01) uniquement chez les dyslexiques . Pour ces électrodes, l’onde est plus
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ample dans l’hémisphère droit que gauche.
P300 Latences Amplitudes moyennes
groupe p=0.35 p=0.43
lexicalité p=0.33 p=0.6
hémisphère – p=0.57
électrode – p<0.001
groupe x lexicalité p=0.55 p=0.6
groupe x hémisphère – p=0.72
groupe x électrode – p=0.09
groupe x hémisphère x électrode – p=0.041
groupe x lexicalité x électrode – p=0.12
électrode X hémisphère – p=0.15
électrode x lexicalité – p=0.87
hémisphère x lexicalité – p=0.41
hémisphère x lexicalité x groupe – p=0.43
hémisphère x lexicalité x électrode – p=0.83
électrode x hémisphère x lexicalité x groupe – p=0.91
Table 7.5 – Evénement P300 : Résultats de l’analyse de variance avec la lexicalité, l’hémisphère,
l’électrode comme facteurs intra-sujets et le groupe comme facteur inter-sujet
7.2.3 Résultats des potentiels évoqués : effet du temps de présen-
tation
Les effets de temps de présentation ont été analysés à l’aide d’ANOVA simi-
laires avec les mêmes facteurs intra-sujets mais avec le groupe (normo-lecteurs vs.
dyslexiques) et le temps de présentation (84 ms ou 101 ms) comme facteurs inter-
sujets.
7.2.3.1 Evénement P1
Aucun effet n’est significatif concernant la latence de l’onde P1.
En revanche, au niveau de l’amplitude, nous constatons des effets princi-
paux de lexicalité [F(1,55)=4.99,p=0.03], avec une onde plus ample pour les
non-mots que pour les mots, d’électrode [F(6,330)=135.32,p<0.001] et d’hémi-
sphère [F(1,55)=16.74,p<0.001], avec une onde plus ample dans l’hémisphère droit.
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P1 Latences Amplitudes moyennes
groupe p=0.39 p=0.13
TP p=0.8 p=0.42
lexicalité p=0.75 p=0.03
hémisphère – p<0.001
électrode – p<0.001
groupe x TP p=0.75 p=0.65
groupe x lexicalité p=0.2 p=0.86
groupe x hémisphère – p=0.52
groupe x électrode – p=0.76
groupe x hémisphère x électrode – p=0.02
groupe x lexicalité x électrode – p=0.54
groupe x lexicalité x TP p=0.56 p=0.71
groupe x hémisphère x TP – p=0.84
groupe x électrode x TP – p=0.84
groupe x TP x électrode x hémisphère – p=0.11
groupe x TP x électrode x lexicalité – p=0.58
groupe x électrode x hémisphère x lexicalité – p=0.2
groupe x TP x électrode x hémisphère x lexicalité – p=0.35
lexicalité x TP p=0.9 p=0.31
électrode X hémisphère – p=0.05
électrode x lexicalité – p=0.52
électrode x TP – p=0.82
électrode x lexicalité x TP – p=0.17
électrode x hémisphère x TP – p=0.04
hémisphère x lexicalité – p=0.97
hémisphère x TP – p=0.66
hémisphère x lexicalité x groupe – p=0.16
hémisphère x lexicalité x TP – p=0.15
hémisphère x lexicalité x groupe x TP – p=0.26
hémisphère x lexicalité x électrode – p=0.31
électrode x hémisphère x lexicalité x TP – p=0.02
Table 7.6 – Evénement P1 : Résultats de l’analyse de variance avec la lexicalité, l’hémisphère,
l’électrode comme facteurs intra-sujets et le groupe et le temps de présentation (TP) comme facteurs
inter-sujet
L’analyse post-hoc montre que l’onde est significativement plus ample sur les
électrode occipitales (p<0.001) comparées aux électodes pariétales (p<0.001) où
elle est plus ample qu’en temporal. L’onde est la moins ample sur les élec-
trodes frontales (p<0.001). D’autre part, les interactions hémisphère x l’électrode
[F(6,330)=2.18,p=0.045], hémisphère x électrode x groupe [F(6,330)=2.68,p=0.015] et
hémisphère x électrode x temps de présentation [F(6,330)=2.25,p=0.04] sont signi-
ficatives. Les analyses post-hoc précisent que l’effet d’hémisphère n’est significatif
que pour les électrodes temporales (p=0.04) et pariétales (p<0.001). Chez les normo-
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lecteurs, l’effet d’hémisphère concerne les électrodes frontales inférieures (p=0.01)
et pariétales antérieures (p=0.005) tandis que chez les dyslexiques, il est significa-
tif pour les électrodes pariétales antérieures (p<0.001) et postérieures (p=0.03). De
même, l’effet d’hémisphère est significatif sur les ondes pariétales (p<0.001) à 84
ms et uniquement sur les ondes frontales inférieures (p=0.01) à 101 ms. Finalement,
l’interaction entre l’hémisphère, l’électrode, le temps de présentation et la lexicalité
[F(6,330)=2.56,p=0.02] est significative et les analyses post-hoc précisent que l’effet
de lexicalité n’est significatif qu’à 101 ms, sur l’électrode frontale inférieure droite
(p<0.001).
7.2.3.2 Evénement N1
Les analyses sur la latence de l’onde N1 ne montrent pas d’effet significatif.
En ce qui concerne son amplitude, nous soulignons des effets principaux du
temps de présentation [F(1,55)=6.95,p=0.01], de l’électrode [F(6,330)=10.19,p<0.001]
et d’hémisphère [F(1,55)=9.93,p=0.003]. L’onde N1 est plus ample à 101 ms et
dans l’hémisphère gauche. Elle est également plus ample sur les ondes fron-
tales et temporales (p<0.001) comparées aux ondes pariétales et occipitales. Les
interactions entre l’électrode et le groupe [F(6,330)=2.84,p=0.01], l’électrode et le
temps de présentation [F(6,330)=4.98,p<0.001] et entre l’électrode et l’hémisphère
[F(6,330)=10.24,p<0.001] sont significatives. Les analyses post-hoc précisent que
l’effet d’électrode n’est significatif que pour les dyslexiques. De même, il n’est ob-
servé qu’à 84 ms. Par ailleurs, l’effet d’hémisphère n’est significatif qu’au niveau
des ondes pariétales (p<0.001) et occipitales (p<0.001). Les interactions électrode x
l’hémisphère x lexicalité x groupe, électrode x l’hémisphère x lexicalité x temps de
présentation et électrode x l’hémisphère x lexicalité x groupe x temps de présen-
tation sont significatives. Les analyses post-hoc montrent que l’onde N1 est plus
ample pour les mots (p<0.001) uniquement chez les normo-lecteurs sur l’électrode
frontale inférieure droite et pour un temps de présentation de 101 ms.
7.2.3.3 Evénement N2
L’ANOVA réalisée sur la latence de l’onde N2 révèle un effet de lexicalité signi-
ficatif [F(1,55)=5.02,p=0.03] avec un événement plus précoce pour les non-mots.
Au nivau de son amplitude, les analyses montrent un effet d’électrode significatif
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N1 Latences Amplitudes moyennes
groupe p=0.48 p=0.22
TP p=0.48 p=0.01
lexicalité p=0.26 p=0.41
hémisphère – p=0.003
électrode – p<0.001
groupe x TP p=0.88 p=0.72
groupe x lexicalité p=0.31 p=0.68
groupe x hémisphère – p=0.1
groupe x électrode – p=0.01
groupe x hémisphère x électrode – p=0.36
groupe x lexicalité x électrode – p=0.32
groupe x lexicalité x TP p=0.78 p=0.4
groupe x hémisphère x TP – p=0.93
groupe x électrode x TP – p=0.87
groupe x TP x électrode x hémisphère – p=0.99
groupe x TP x électrode x lexicalité – p=0.09
groupe x électrode x hémisphère x lexicalité – p=0.03
groupe x TP x électrode x hémisphère x lexicalité – p=0.04
lexicalité x TP p=0.1 p=0.54
électrode X hémisphère – p<0.001
électrode x lexicalité – p=0.25
électrode x TP – p<0.001
électrode x lexicalité x TP – p=0.34
électrode x hémisphère x TP – p=0.14
hémisphère x lexicalité – p=0.47
hémisphère x TP – p=0.16
hémisphère x lexicalité x groupe – p=0.97
hémisphère x lexicalité x TP – p=0.69
hémisphère x lexicalité x groupe x TP – p=0.62
hémisphère x lexicalité x électrode – p=0.06
électrode x hémisphère x lexicalité x TP – p=0.02
Table 7.7 – Evénement N1 : résultats de l’analyse de variance avec la lexicalité, l’hémisphère,
l’électrode comme facteurs intra-sujets et le groupe et le temps de présentation (TP) comme facteurs
inter-sujet
[F(6,330)=19.16,p<0.001] ainsi qu’une interaction entre l’électrode et l’hémisphère
[F(6,330)=6.62,p<0.001]. Le test HSD de Tukey précise que l’onde est moins ample
sur l’électrode pariétale antérieure comparée à toutes les autres (p<0.001). Nous
notons par ailleurs un effet d’hémisphère sur l’onde pariétale postérieure avec une
onde plus ample à gauche. L’interaction électrode x groupe x temps de présenta-
tion est aussi significative [F(6,330)=3.97,p<0.001] et les résultats post-hoc montrent
que l’effet d’électrode n’est significatif qu’à 84 ms pour les 2 groupes et qu’un ef-
fet moindre est constaté pour les normo-lecteurs à 101 ms, avec une onde plus
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ample sur l’électrode pariétale antérieure comparée aux ondes frontales seulement
(p=0.01). Finalement, deux interactions avec la lexicalité sont observées : électrode
x hémisphère x lexicalité [F(6,330)=3.32,p=0.003] et électrode x hémisphère x lexi-
calité x temps de présentation [F(6,330)=2.17,p=0.045]. Les analyses post-hoc sou-
lignent que l’onde N2 est plus ample pour les mots (p<0.001) uniquement à gauche
à 84 ms en pariétal et occipital et, pour un temps de présentation de 101 ms sur
l’onde frontale inférieure droite.
N2 Latences Amplitudes moyennes
groupe p=0.47 p=0.48
TP p=0.14 p=0.45
lexicalité p=0.03 p=0.08
hémisphère – p=0.25
électrode – p<0.001
groupe x TP p=0.72 p=0.07
groupe x lexicalité p=0.45 p=0.55
groupe x hémisphère – p=0.6
groupe x électrode – p=0.55
groupe x hémisphère x électrode – p=0.23
groupe x lexicalité x électrode – p=0.93
groupe x lexicalité x TP p=0.58 p=0.93
groupe x hémisphère x TP – p=0.45
groupe x électrode x TP – p<0.001
groupe x TP x électrode x hémisphère – p=0.73
groupe x TP x électrode x lexicalité – p=0.97
groupe x électrode x hémisphère x lexicalité – p=0.12
groupe x TP x électrode x hémisphère x lexicalité – p=0.16
lexicalité x TP p=0.68 p=0.55
électrode X hémisphère – p<0.001
électrode x lexicalité – p=0.1
électrode x TP – p=0.71
électrode x lexicalité x TP – p=0.02
électrode x hémisphère x TP – p=0.44
hémisphère x lexicalité – p=0.09
hémisphère x TP – p=0.88
hémisphère x lexicalité x groupe – p=0.94
hémisphère x lexicalité x TP – p=0.46
hémisphère x lexicalité x groupe x TP – p=0.61
hémisphère x lexicalité x électrode – p=0.003
électrode x hémisphère x lexicalité x TP – p=0.05
Table 7.8 – Evénement N2 : résultats de l’analyse de variance avec la lexicalité, l’hémisphère,
l’électrode comme facteurs intra-sujets et le groupe et le temps de présentation (TP) comme facteurs
inter-sujet
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7.2.3.4 Evénement P300
La latence de P300 diffère significativement entre les temps de présentation avec
une onde plus précoce à 101 ms [F(1,55)=7.01,p=0.01]. Les autres effets ne sont pas
significatifs
D’autre part, son amplitude diffère significativement en fonction de l’électrode
P300 Latences Amplitudes moyennes
groupe p=0.21 p=0.45
TP p=0.01 p=0.93
lexicalité p=0.14 p=0.27
hémisphère – p=0.35
électrode – p<0.001
groupe x TP p=0.73 p=0.51
groupe x lexicalité p=0.38 p=0.56
groupe x hémisphère – p=0.96
groupe x électrode – p=0.05
groupe x hémisphère x électrode – p=0.002
groupe x lexicalité x électrode – p=0.04
groupe x lexicalité x TP p=0.94 p=0.91
groupe x hémisphère x TP – p=0.53
groupe x électrode x TP – p=0.35
groupe x TP x électrode x hémisphère – p=0.9
groupe x TP x électrode x lexicalité – p=0.99
groupe x électrode x hémisphère x lexicalité – p=0.92
groupe x TP x électrode x hémisphère x lexicalité – p=0.92
lexicalité x TP p=0.85 p=0.68
électrode X hémisphère – p=0.01
électrode x lexicalité – p=0.36
électrode x TP – p=0.69
électrode x lexicalité x TP – p=0.95
électrode x hémisphère x TP – p=0.59
hémisphère x lexicalité – p=0.11
hémisphère x TP – p=0.89
hémisphère x lexicalité x groupe – p=0.75
hémisphère x lexicalité x TP – p=0.99
hémisphère x lexicalité x groupe x TP – p=0.23
hémisphère x lexicalité x électrode – p=0.99
électrode x hémisphère x lexicalité x TP – p=0.55
Table 7.9 – Evénement P300 : résultats de l’analyse de variance avec la lexicalité, l’hémisphère,
l’électrode comme facteurs intra-sujets et le groupe et le temps de présentation (TP) comme facteurs
inter-sujet
[F(6,330)=101.4,p<0.001] avec une onde plus ample sur les électrodes pariétales et
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occipitales (p<0.001), qui ne diffèrent pas entre elles, suivies des électrodes tempo-
rales (p<0.001). L’onde est la moins ample en frontal comparée à toutes les autres
régions (p<0.001). L’interaction entre l’électrode et l’hémisphère est également si-
gnificative [F(6,330)=2.86,p=0.01] avec une onde plus ample dans l’hémisphère
droit uniquement sur les électrodes pariétales postérieures. L’interaction significa-
tive entre l’électrode, l’hémisphère et le groupe [F(6,330)=3.61,p=0.002] montre que
cet effet d’hémisphère sur les électrodes pariétales postérieures n’est significatif
que chez les dyslexiques (p=0.002). Une interaction significative entre l’électrode,
la lexicalité et le groupe [F(6,330)=2.24,p=0.04] est également mise en évidence mais
l’analyse post-hoc ne révèle aucun effet de lexicalité significatif.
7.3 Discussion
Dans notre première expérience, plusieurs enfants dyslexiques avaient des ré-
sultats proches du niveau du hasard en condition ’non-mots’. Pour essayer de pal-
lier ce biais, nous avons proposé la même tâche avec un temps de présentation
plus long à un autre groupe d’enfants. Cette mesure ne s’avère cependant pas suf-
fisante car pour certaines positions, les résultats restent au niveau du hasard chez
les enfants dyslexiques.
7.3.1 Données comportementales
Dans cette deuxième expérience, seul un effet d’âge de lecture est constaté
sur le pourcentage de bonnes réponses. Les effets de groupe, de lexicalité et de
position observés dans l’expérience précédente ne sont pas retrouvés. Le fait que
ces effets ne soient pas significatifs semble dû à l’effectif restreint de cette seconde
expérience. L’absence d’effet de temps de présentation et d’interaction avec ce
facteur va dans le sens de cette hypothèse puisqu’il semble effectivement que les
effets de lexicalité, de groupe et de position s’expriment de la même façon pour les
2 temps de présentation mais qu’ils ne se révèlent pas significatifs dans la seconde
expérience.
Par ailleurs, cette absence d’effet du temps de présentation est en désaccord avec ce
que Martin (2005) observait. En effet, elle mettait en évidence un effet facilitateur
de l’augmentation du temps de présentation. Cette divergence peut s’expliquer en
partie par les différences de paradigmes entre ces deux études puisque dans son
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étude, les deux temps de présentations étaient proposés aux mêmes sujets. Nous
n’avons pas choisi cette option d’une part parce qu’elle rendait l’expérience trop
longue pour des enfants et d’autre part parce que nous n’avions pas pour objectif
d’analyser ce facteur. En effet, l’utilisation d’un second temps de présentation est
venu suite aux résultats de la première étude qui étaient au niveau du hasard dans
certaines conditions.
7.3.2 Potentiels évoqués
7.3.2.1 Evénement P1
Contrairement à ce que nous attendions et à ce que nous observons pour un
temps de présentation plus court, l’amplitude de l’onde P1 diverge entre les condi-
tions ’mot’ et ’non-mots’. La comparaison entre les temps de présentation confirme
cet effet avec une interaction significative entre le temps de présentation, la lexica-
lité, l’hémisphère et l’électrode. Cette onde se révèle plus ample pour les non-mots
que pour les mots. Ces résultats vont dans le sens de l’effet de typicalité mis en
évidence par Hauk et coll. (2006) et selon lequel, des stimuli aux bi- ou tri-grammes
inconsistants engendrent une P1 plus ample que pour des stimuli consistants. De
par leur caractère, les non-mots de notre étude étaient effectivement inconsistants.
Cet effet n’était pas observé pour un temps de présentation plus court reflétant
peut-être un traitement plus limité à la lettre et une difficulté à percevoir l’en-
semble de la séquence pour ce temps de présentation trop court.
7.3.2.2 Evénement N1
Dans son étude Martin (2005) met en évidence une différence d’amplitude entre
mots et non-mots sur l’onde N1 uniquement pour un temps de présentation plus
long. Nous retrouvons également une tendance vers un effet de lexicalité sur cette
onde uniquement pour un temps de présentation plus long mais il concerne sa
latence. En effet, nous constatons que cette onde est plus tardive pour les non-mots
que pour les mots. Ces résultats vont dans le sens d’une influence des représenta-
tions lexicales en identification de lettres dès un niveau de traitement pré-lexical.
L’amplitude moins importante pour les dyslexiques que pour les normo-lecteurs
observées chez des adultes dans d’autres études ne semble pas être retrouvée chez
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les enfants de notre travail. Cependant, quand on compare les temps de présenta-
tion, on observe une interaction significative entre le groupe, la lexicalité, l’hémi-
sphère et l’électrode reflétant une onde plus ample pour les mots que les non-mots
chez les normo-lecteurs sur l’électrode frontale inférieure droite. Cet effet va donc
dans le sens des données de la littérature d’un déficit du traitement des mots à un
niveau pré-lexical chez les dyslexiques. Le fait que l’effet ne ressorte pas significa-
tivement quand on analyse séparément les résultats à 101 ms peut être lié au petit
nombre de sujets ayant passé cette condition.
Les analyses comparant les temps de présentation soulignent par ailleurs que cette
onde est plus ample pour un temps de présentation plus long. Ceci est en accord
avec l’étude de Martin (2005) qui retrouve également une interaction entre le temps
de présentation et la lexicalité. Cette interaction n’est pas significative dans notre
travail mais on constate une interaction entre ce temps de présentation, la lexica-
lité, le groupe, l’hémisphère et l’électrode. Nous notons ainsi que l’onde N1 est plus
ample à 101 ms uniquement pour les mots chez les enfants normo-lecteurs. Au vu
de ces résultats, on peut suggérer que l’onde N1, connue pour refléter le traite-
ment des lettres dans des séquences de caractères linguistiques, est dépendante du
contexte lexical chez les normo-lecteurs uniquement et à condition que le temps de
présentation soit assez long. Nos résultats sont donc congruents avec l’hypothèse
d’un déficit d’effet « top-down » lexical facilitateur au niveau du traitement des
lettres chez les dyslexiques.
7.3.2.3 Evénement N2
L’onde N2 est répertoriée dans la littérature comme spécifique au traitement des
mots et des pseudomots mais pas des non-mots et de stimuli non-alphabétiques.
Dans notre étude, nous observons cependant une onde N2 pour les deux condi-
tions. Elle est toutefois plus tardive et plus ample pour les mots. Nous notons
aussi qu’elle est plus ample à gauche sur l’électrode pariétale postérieure pour les
mots. Ces résultats vont donc dans le sens d’un traitement spécifique des mots
dans l’hémisphère gauche aux alentours de 250 ms post-stimulation.
En revanche, nous ne notons pas de différence significative concernant la lexica-
lité entre les dyslexiques et les normo-lecteurs contrairement à ce qui était mis
en évidence par Martin (2005). Cette absence d’effet est d’autant plus étonnante
qu’au niveau comportemental, les deux groupes se distinguent. L’interaction entre
l’électrode et l’hémisphère soulignant une onde plus ample à gauche sur les ondes
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pariétales et occipitales est en accord avec les données de la littérature qui re-
trouvent une activation occipito-temporale gauche pour le traitement de stimuli
linguistiques.
7.3.2.4 Evénement P300
La latence et l’amplitude de la P300 ne diffèrent pas entre nos groupes et les
conditions. Ces résultats sont similaires pour les deux temps de présentation et
ont donc été discuté dans la discussion de la première étude 6.3.2.4.
Le seul effet de temps de présentation observé sur cette onde concerne sa latence
étant donnée qu’elle est plus précoce à 101 ms. Un effet similaire était mis en
évidence par Martin (2005). La latence de l’onde P300 est connue pour refléter le
temps de catégorisation du stimulus traité (Kutas et coll. 1977, Polich 1986). Nos
résultats soulignent donc que la catégorisation se fait plus rapidement quand le
stimulus est présenté plus longtemps. Cet effet peut s’expliquer, entre autre, par le
fait que les effets « top-down » facilitateurs sont plus importants pour un temps de
présentation plus long et entraînent dès lors un temps de catégorisation plus court.

Discussion générale et perspectives
8
Dans ce travail, nous cherchions à préciser les processus d’identification de
lettres chez des enfants normo-lecteurs et dyslexiques en utilisant une tâche de
choix forcé dans des mots et des non-mots. Le décours temporel était observé par
la technique des potentiels évoqués pour voir à quel moment du traitement les
influences lexicales et de position intervenaient.
Les différents résultats des deux expériences ont été discutés séparément mais il
est important de revenir ici sur les conclusions des deux études mais également
sur les limitations de cette étude et les pistes pour évoluer dans la compréhension
de ces mécanismes d’identification de lettres.
Les deux expériences proposées à des groupes d’enfants différents étaient iden-
tiques excepté au niveau du temps de présentation qui a été rallongé dans la se-
conde expérience étant donné le faible taux de bonnes réponses dans certaines
conditions de la première expérience. Cette mesure d’allongement de temps de
présentation ne s’est toutefois pas révélée suffisante pour pallier ce problème. Il
est étonnant de voir la difficulté rencontrée par les enfants dans cette tâche qui est
par ailleurs bien réussie par les adultes pour des temps de présentation beaucoup
plus court dans l’étude de Martin (2005). Il est toutefois important de préciser une
différence entre son étude et la nôtre concernant le paradigme expérimental. En ef-
fet, alors que dans sa tâche, le stimulus et les cibles présentées pour le choix forcé
étaient présentés dans la même casse (minuscule), nous présentions les stimuli en
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minuscules mais les lettres pour le choix forcé en majuscule pour « contrôler » un
effet de reconnaissance basé uniquement sur les traits visuels.
Rappelons qu’au niveau comportemental, nous n’avons pas observé d’effet du
temps de présentation. Les résultats des deux études mettent en évidence un ef-
fet de supériorité du mot plus important chez les normo-lecteurs que chez les
dyslexiques. Nous avons postulé que cet effet était dû à une combinaison d’effets
« bottom-up » de contexte orthographique, qui ne sont pas affectés chez les dys-
lexiques, et d’effets « top-down » lexicaux, dont l’influence seraient moindre voire
absente chez les dyslexiques. Pour tester cette hypothèse, l’expérience devrait être
répétée avec des pseudomots pour lesquels le contexte orthographique est présent
en l’absence d’effet de lexicalité.
En ce qui concerne l’effet de position de mots, nos résultats vont à l’encontre de
l’hypothèse de l’Optimal Viewing Position puisque les scores sont meilleurs en
position et décroissent pour être les plus faibles en 5ième position pour les mots.
Pour les non-mots, la première position est également la mieux réussie mais les
résultats les plus faibles concernent le troisième position. L’effet de masquage laté-
ral explique en partie ce profil bien que d’autres facteurs, tels que la visibilité des
lettres ou le transfert hémisphérique, interviennent puisque la différence entre les
première et cinquième position est significative. L’analyse des potentiels évoqués
par position aurait pu nous permettre d’avancer concernant cette hypothèse mais
nous disposions de trop peu de tracés valides dans certaines conditions que pour
effectuer ces analyses.
Ceci nous confronte directement à la réalité de terrain. En effet, cette étude est réa-
lisée dans le cadre plus large d’une étude européenne comportant un volet com-
portemental, une analyse génétique et une partie en potentiel évoqué. Les tests que
nous proposons étaient donc très contraints en temps et au niveau du recrutement.
Dans ce cadre, une tâche d’identification de lettres isolées étaient proposées aux
enfants et l’analyse des résultats a permis de définir le temps de présentation au-
quel tous les enfants obtenaient 90% de réponses correctes. C’est sur base de cette
épreuve que le temps de présentation de la première expérience a été défini. Lors
de l’analyse des résultats, nous avons constaté que le taux de réponses correctes
étaient au niveau du hasard chez les enfants dyslexiques pour certaines positions
de la condition ’non-mots’ et le petit nombre de réponses électrophysiologiques
valides qui en résulte n’a pas permis d’effectuer toutes les analyses souhaitées.
Pour remédier à cela, nous avons proposés une expérience identique en rallongeant
le temps de présentation. Il apparaît cependant que cette solution n’est pas suffi-
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sante puisque les analyses comportementales de la deuxième expérience montrent
des résultats similaires à la première et aucun effet du temps de présentation n’est
constaté. Comme la comparaison des temps de présentation a été proposée a pos-
teriori, les deux temps de présentation ont été proposés à des sujets différents. Les
différences inter-individuelles étant très importantes dans ces habiletés, l’absence
d’effet de temps de présentation doit être interprété avec prudence.
De plus, les contraintes pratiques ne nous ont pas permis d’apparier les groupes
de sujets sur toutes les variables pouvant intervenir. Il aurait en effet été intéressant
de pouvoir comparer des groupes de sujet normo-lecteurs et dyslexiques appariés
en âge d’une part et en niveau de lecture d’autre part. Une analyse en fonction du
type de déficit des dyslexiques seraient également judicieuses. Il serait intéressant
de contrôler le niveau de lecture en fonction du type de stimuli, les compétences
aux tâches visuo-attentionnelles, les habiletés phonologiques, les tâches de mé-
moire de travail, etc.
Par ailleurs, les études que nous venons de présenter avaient pour objectif de voir
à quel phase du traitement d’identification de la lettre interviennent les influences
« top-down » lexicales. Nous avons analysé ces processus chez des enfants normo-
lecteurs et chez des enfants dyslexiques. Mais bien que la dyslexie développemen-
tale ait permis de nombreuses avancées dans la compréhension des mécanismes
de lecture et de leur mise en place, elle n’est pas la seule pathologie dans laquelle
des difficultés de lecture sont observées. Ainsi, dans la neurofibromatose de type
1, plusieurs auteurs ont souligné des difficultés similaires aux dyslexiques avec
cependant des divergences sur certains points et en fonction des études. Aucune
recherche à notre connaissance ne s’est intéressée à l’empan visuo-attentionnel chez
ces enfants mais une étude est actuellement en cours pour permettre de spécifier le
profil de ces enfants tant au niveau de la lecture, de la phonologie, des traitements
visuo-spatiaux, de l’attention et de l’empan visuo-attentionnel. Il serait par ailleurs
intéressant de proposer notre protocole à des enfants souffrant de NF1.
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A.1 Liste de stimuli
Mots Non-mots
doute/route pgsrf/cgsrf
range/mange cxzgh/mxzgh
lapin/sapin cdqke/tdqke
Position 1 reine/peine ixztc/exztc
ville/mille ewthv/owthv
foule/poule erjnl/arjnl
ligne/signe dfrzj/lfrzj
belle/celle tdqke/cdqke
pêche/poche wezgf/wizgf
laver/lever wspmg/wupmg
salon/selon kawdz/kewdz
Position 2 jaune/jeune qixhv/qaxhv
mains/moins wupmg/wspmg
piste/poste qrthb/qithb
glace/grâce kewdz/kawdz
balle/bulle qeznj/qaznj
santé/sauté htled/htred
poême/pomme zxebq/zxobq
fumée/fusée hgmcp/hgucp
Position 3 sable/salle dqnjk/dqljk
notre/noire jdmrz/jdcrz
femme/ferme jdcrz/jdmrz
corps/coups zxobq/zxebq
tigre/titre lmpvf/lmrvf
place/plage rtwad/rtwud
verre/verte fdxoh/fdxih
douce/douze qhkrn/qhkln
Position 4 rouge/roule sxmub/sxmib
pluie/plume dgxib/dgxub
boire/boite rtwud/rtwad
forme/forte gpvtn/gpvun
poids/poils fdxih/fdxoh
finir/finit gfdht/gfdhr
aurai/auras kljqe/kljqu
passa/passe dfmgu/dfmgt
Position 5 voilà/voile pkvbt/pkvbu
donna/donne gvfln/gvfls
jouer/joues gfdhr/gfdht
train/trait dfmgt/dfmgu
radio/radis pkvbt/pkvbu
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A.2 Résultats des analyses de régressions
A.2.1 Analyses de régression sur les pourcentages de bonnes ré-
ponses
Normo-lecteurs Dyslexiques
AC AL AC AL
MP1 0.94 0.22 0.62 0.02*
MP2 0.29 <0.001* 0.43 0.006*
MP3 0.96 0.1 0.68 0.14
MP4 0.8 0.03* 0.02* 0.22
MP5 0.63 0.06 0.74 0.38
NMP1 0.64 0.82 0.1 <0.001*
NMP2 0.003* 0.004* 0.68 0.047*
NMP3 0.97 0.03* 0.05 0.89
NMP4 0.94 0.18 0.19 0.38
NMP5 0.7 0.36 0.35 0.13
A.2.2 Analyses de régression sur les temps de réaction
Normo-lecteurs Dyslexiques
AC AL AC AL
MP1 0.002* 0.03* 0.54 0.35
MP2 0.04* 0.51 0.38 0.53
MP3 0.02* 0.67 0.27 0.95
MP4 0.02* 0.55 0.14 0.69
MP5 0.003* 0.03* 0.11 0.47
NMP1 0.03* 0.06 0.1 0.82
NMP2 0.01* 0.08 0.23 0.82
NMP3 0.005* 0.04* 0.01* 0.55
NMP4 0.001* <0.001* 0.15 0.99
NMP5 0.01* 0.13 0.21 0.81
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Ce document a été préparé à l’aide de l’éditeur de texte TeXnicCenter et du logiciel de
composition typographique LATEX2ε.
Lexicality effect in word identification : an event-related potential
study in children with and without dyslexia
Abstract Reading is a common activity in our society. Since the last century, a lot
of researchers have study the processes involved in written words identification.
The work conducted during my thesis is in line with this framework. Orthogra-
phic processes that take place during visual recognition of letter sequences can
be dissociated into three different stages activated in an interactive and parallel
manner : visual feature analysis, letter processing and letter sequence processing.
The lexical influences on letter identification have often been observed with the
well-known Word Superiority Effect : a letter is better identified when presented in
words than in non-words or in isolation. One aim of this study was to understand
which processing stages are influenced by lexical knowledge during reading ac-
quisition. To do this, we performed an Event-Related Potential study with dyslexic
children and typically achieving ones. The task consists in identifying a letter pre-
sented in a word or a non-word. Furthermore, it is well accepted that, in alphabetic
and left-to-right languages, words are better identified when fixated slightly left of
the center. Our task was designed in such a way that we were able to study this
Optimal Viewing Position. The aim was to analyse if the lexical influences inter-
vene in the same manner for all position in the word. Our behavioral results show a
Word Superiority Effect only for typically achieving children suggesting influences
of the lexical knowledge for them. We hypothesise that dyslexics present a deficit
on these "top-down" lexical influences. Analyses based on the position do not show
the Optimal Viewing Position expected. The results are similar in both groups with
a diminution of the performance between the first and the last position. It suggests
a serial and automatic processing of the stimuli from left to right whatever the
fixation point. The firsts ERPs differences between words and non-words appears
on the N2 reflecting the lexical processing and the same effect is shown in both
groups. The lack of effect on the N170 is in disagreement with the hypothesis of
lexical influences on letter identification at a pre-lexical level. Finally, there is no
difference between conditions (word vs. non-word) on the P300 arguing that atten-
tion is allocated in a similar way for words and non-words in both groups and that
lexical categorisation is less automatic in children than in adults.
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