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Abstract
Constructive simulation-based training does not always go according to plan.Instructors observe scenarios and direct adaptive 
responses to unexpected events.Simulation operators typically use a graphical interface to monitor the scenario and generate 
specific interventions that implement the instructor’s intent.These activities require the operators’ attention and cognitive 
resources, particularly for complex directions and scenarios with multiple entities to monitor.We are developing automated tools 
to reduce operator workload, thereby increasing the cost effectiveness of training.We use cognitive workload analysis to identify 
situations in which operators would be overloaded, and to identify the factors that cause the overloading.By identifyingworkload 
“hot spots,” we can target more effective automated support strategies.
GOMS (Goals, Operators, Methods, Selection) is a theoretical framework for workload analysis that has been applied to many 
modeling and automation applications. We use GOMS to create a detailed characterization of a set of typical monitoring and 
intervention tasks for fixed-wing air combat training.This enabled us to synthesize predictive models for combinations of these 
tasks.The models indicate where operators are likely to have difficulty implementing instructor’s intent, as well as where
operators are unlikely to be able to complete their tasks correctly.We then used these predictive models to guide the development 
of tools for reducing operator workload, as well as experimental scenarios for evaluating the effectiveness of those tools.
This paper discusses theapproach to GOMS modeling, as well as the details of how we used the predictive GOMS models to 
identify cognitive workload limitations.Using illustrative examples representative of fixed-wing air combat training, we 
describecomposition of workload models, construction of combined predictive models, and use of models for development and 
testing.
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1. Goals and Approach
This paper presents a general analytical technique for modeling operator workload in simulation-based training
and then illustrates the use of these analyses to predict high-workload conditions and to guide automation strategies 
to mitigate workload. We are developing automated systems to improve operator effectiveness in constructive 
training simulations. In standard training configurations, an instructor develops a simulation scenario for a number 
of trainees to practice and experience.It is often the case that the pre-planned scenario does not unfold exactly as 
expected.Surprise can arise from unexpected trainee actions or other unexpected events.Additionally, during 
scenario execution, the instructor may notice opportunistic situations for additional training.In either case, the 
instructor responds to such situations by specifyingchanges to the scenario’s execution.In many cases, simulation 
operators work with the instructor to translate the instructor’s intent into specific changes to scenario properties. The 
operators accomplish this through a combination of scenario observations and actions (which we refer to 
collectively as interventions), using a graphical simulation control interface.
Scenario interventions can range from simple to complex. For example, complex interventions may require 
monitoring for future state and then acting when that state is reached, sometimes with just a few seconds of time 
window to act before the action state is left. As a consequence, accurately implementing complex interventions
requires significant cognitive workload on the part of the operator. For a typical intervention, an operator must 
monitor the unfolding scenario to detect when to initiate the intervention’s actions, perform some actions to initiate 
the actions, monitor the progress of the scenario after action initiation, and finally perform some restorative actions
(to put the exercise back on its original track). Each of these activities requires the use of the operator’s cognitive 
and physical resources, including attention, vision, hands on the keyboard and mouse, and decision-making.
As training goals and scenarios increase in complexity, the demands on these resources can beoverwhelming. 
When this happens, the effectiveness of the operator decreases, which can in turn decrease the effectiveness of the 
training, due to the failure to meet the instructor’s intent. This paper discusses analytical techniques we have adapted 
to assist in identifying situations in which the number and complexity of required interventions can cause operator 
workload to become unmanageable. We are developing automation techniques to assist in reducing workload in 
those situations.The TXA (Training Executive Agent)is an intelligent system that automates operator interventions 
in simulation-based training, with the goals of reducing operator workload and thereby increasing overall training 
effectiveness[1].
“Workload” is not used consistently in the literature [2]. For the purposes of this effort, we define “workload” to 
be the combined mental effort and physical constraints resulting from performing a training intervention in a 
particular context.This notion of workload is consistent with the definition of workload in [2]. Every intervention in 
a training scenario requires some amount of time spent paying attention to the scenario, some amount of time spent 
making decisions about how and when to intervene, and some amount of time taking the actual physical actions 
(such as eye movements or mouse clicks) to carry out the intervention (or to gather information for decision 
making).Because workload is an internal state, we focus on estimating and measuring the amount of time an 
operator needs to complete an intervention successfully, which is a function of the task requirements, the operator’s 
user interface, and the operator’s decision-making processes.Typically, the more complex an intervention is the 
more time it takes, making this proxy a reasonable one to support the goals of the analysis.
The workload analyses we present support a larger goal to reduce the amount of thinking and physical action an 
operator needs to maintain acceptable quality. The approach we take is to automatesome types and aspects of 
recurring and common interventions while providing higher level representations and control options to the 
operator, an instance of supervisory control [3, 4].This should, in turn, allow an operator to manage more (or more 
complex) interventions during a given time period.This paper describes the analytical techniques we have used to 
identify in which situations such automation would be useful, as well as which types of automation would be useful,
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2. Sample Training Domain
The analytical techniques we describe can be applied to any training domain. For this paper, we introduce one 
particular training domain and describe the analysis of that domain, in order to ground the conceptual discussion.The 
training domain for this study is air-to-air tactical training. Training is provided by embedding a trainee in a scenario 
that includes various other blue (trainee’s side) and red (opposing) forces. Other aircraft can be represented by live, 
virtual, or constructive (simulated) entities but we focus on the constructive entities or semi-automated forces 
(SAFs) because adapting their behavior dynamically to meet realism and training goals is long-standing challenge 
[5] and entities that are directly controlled by human pilots (whether live or virtual) do not typically require much 
operator intervention. 
The study focuses particularly on changing the SAF behaviors when the original assumptions behind a training 
scenario no longer hold. For example, consider a training exercise in which the instructor intends for the trainee to 
experience two independent but successive engagements, such as the situation illustrated in Figure 1. If a trainee is 
expected to execute two consecutive air-to-air engagements, it is essential that the two red target groups maintain 
sufficient separation that the trailing group does not interfere with the leadinggroup. There can be a variety of 
reasons why the trailing group might get too close. Examples include the trainee taking longer than expected to 
execute the initial engagement, the initial intercept takes on an unexpected geometry, the lead red slows down, the 
trailing red group speeds up for some reason, or other possible causes. No matter the cause, the operator must 
respond to any violation of this “separation constraint” and issue commands to achieve the desired separation.
Figure 1: An illustrative training situation that may require operator intervention.
To perform the analysis of training interventions, we developed the concept of a training setup. A setup is a set of 
(live, virtual, and/or constructive) simulation entities, configured with missions and locations. These are 
representative of situations that might reflect a particular training scenario but are not directly based on any existing 
curriculum. Figure 1 illustrates a setup. Another setup example is a trainee and wingman flying live or virtual 
aircraft, with two red aggressors (represented by constructive entities) presenting a “pincer” (scissor-like separation)
maneuver during an air-to-air engagement. The goal of this setup is for the trainee to experience and to learn to 
respond to the tactic. As mentioned above, if this setup does not progress in expected ways, the instructor may order 
changes to maximize effective training. For example, if the trainee responds in an unexpected way to the red forces, 
the instructor may ask for the red entities to alter their approach to ensure the trainee still experiences the desired 
tactic. If one of the red aircraft mistimes a maneuver, the instructor may ask for the other red aircraft to make 
adjustments to ensure a coordinated tactic is presented. As above, there are a number of different ways that a setup’s 
execution might violate expectations, and a number of different types of interventions that can get the training
experience back on track.
We identified a set of typical training setups for air-to-air combat, the training constraints that must be enforced 
during the execution of these setups, and cataloged operator interventions necessary to address constraint violations. 
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Table 1 presents the five types of training setups we use for this study. The table also includes some examples of 
variations that could lead to expectation violations for each setup, as well as the types of operator interventions that 
may be necessary to achieve the training goals when expectations are violated.
Table 1.Setups with potential variations that could cause expectation violations, and potential operator interventions to correct the violations.
Setup Name Description Operator Interventions Variations
Merge
Trainee experiences 
engagement that continues 
past initial shot to merge. 
One red entity requires a "two-
shot skill" shield to survive 
initial shot. No intervention 
needed unless trainee fails to 
employ weapons on initial shot.
"Normal" proficiency trainee (fires at meld). 
"Low" proficiency trainee fails to shoot at meld.
Popup
Trainee experiences a beam
quarter popup presentation 
during pursuit of another 
group.
Requires operator to activate 
pre-planned entity. None
Pincer
Trainee experiences a 
simple pincer maneuver by 
red aircraft.
May require adjustments to 
heading and speed to achieve 
acceptable pincer presentation. 
"Normal" proficiency trainee flies directly, 
resulting in pre-timed pincer presentation. 
"Low" proficiency trainee performs unnecessary 
maneuver, disrupting timed pincer maneuver.
Successive 
Intercepts
Trainee experiences 
immediate shift to new 
timeline after successful 
engagement with initial red 
group.
May require adjustments to 
heading and speed to achieve 
and maintain group separation.
"Normal" proficiency trainee engages directly, 
requiring no intervention. 
"Low" proficiency trainee performs unnecessary 
pre-emptive beam, resulting in closure of red 
group. 
Grinder
Trainee experiences 
repeated engagements while 
always "hot" (being 
intercepted).
Requires adjustments to heading 
and shields to achieve repeated 
passes of red groups.
None
3. GOMS Analysis
GOMS (Goals, Operators, Methods, and Selection rules) is a cognitive science methodology to analyze expected 
human performance for interactive decision-making tasks[6, 7]. We applied GOMS analysis to estimate analytically 
how much time it would take an operator to attend to, monitor, and manage the actions for the setups enumerated in 
Table 1. 
A GOMS analysis involves identifying the primitive constituent mental and physical actions that are necessary to 
perform a task, and then organizing those constituents into a hierarchical task representation.The hierarchical 
representation provides a recursive characterization of collections of sub-tasks that achieve particular task goals (and 
subgoals), providing repeating sets of task actions that are triggered by different types of situations.The primitive 
actions are assigned execution times based on empirical findings in the cognitive science literature[8].Once a GOMS 
analysis is complete, we can simulate the resulting task hierarchy on a hypothetical task and use the results of the 
simulation to predict how much time a human would need to perform the task (or to perform individual 
subtasks).GOMS analysis has a rich and rewarding history of use, particularly in the study and design of user 
interfaces [7].GOMS can help identify task bottlenecks in decision-making and interaction, as well as estimates of 
task execution times, cognitive load, and error rates.For this study, we used analytical task execution times to 
determine whether an operator has sufficient time perform all the necessary interactions for a set of training 
interventions.
3.1. Overview
Our primary goal was to understand situations in which automation could make a difference in reducing 
workload and delivering better training. As above, we focused on the steps in Table 1, which were designed to 
require operator intervention to respond to different classes of traineebehavior (see Table 1).We then duplicated and 
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mixed these different situations within individual training scenarios in order to create a set of 20 test scenarios of 
increasing complexity. 
The general steps we took to create the GOMS analyses are as follows:
1. For training setup, we performed an analytical decomposition of the intervention task structure and 
combined that analysis with informalobservations of a human expert performing the intervention.
x This stepidentified repeated sets of physical operations and mental decisions
x From these repeated sets, we inferred generic intervention goals (discussed below).
x The goals were organized into a task hierarchy and wespecified trigger and satisfaction conditions 
for each goal in the task hierarchy.
2. We identified the set of primitive mental and physical actions that would be required to perform any of the 
intended interactions that are the focus of thestudy.
3. We assigned reference execution times (provided below) for each primitive action, using standard timing 
assignments found in the cognitive science literature.
4. After assigning the reference execution times to each primitive action within the task hierarchy, we 
generated time predictions for the composite intervention under different variations of conditions.
3.2. Analysis of Task Structure
To perform the GOMS task structure analysis, we developed a separate analysis for each of the identified setup 
types and each type of typical intervention that could be useful for each setup.The first discovery produced by 
theGOMS analysis was to recognize repeating patterns across all types of interventions. The necessary interactions 
for each setup could be represented as similar sets of goals (with each goal requiring different mental and physical 
primitive actions for the different intervention types).Each intervention in thestudy required the following 
intervention goals:
x Monitor the setup situation to determine whether an intervention is necessary, and when to initiate it.
x Execute the necessary steps to initiate an intervention (if and when the intervention is deemed necessary).
In addition, most (but not all) interventions also require the following goals:
x After initiating an intervention, monitor the setup situation to determine when to terminate the intervention.
x Execute the necessary steps to terminate the intervention (resuming the previous progress of the training setup).
There are also attention-switching goals that are necessary in those cases where the operator must monitor more than 
one intervention at a time, or monitor multiple behaviors or properties involved in a single setup:
x Execute the necessary steps to switch attention from one setup to another setup
3.3. Primitive Action Execution Times
After analyzing the intervention task structures, we collected all of the primitive (motor, sensing, and mental) 
actions across tasks necessary to implement each intervention. We identified the following primitive actions for the 
interactions in this study, together with the specified reference execution times. Reference times were based on the 
keystroke level model (KLM) [9]:
Physical actions
x Press or release the mouse button: 0.1 seconds
x Click the mouse button (press and release): 0.2 seconds
x Move the mouse cursor to a new location: 1.1 seconds
x Saccade, move the eyes to locate an object visually: 0.23 seconds
Mental actions
x Recall an information item from memory: 0 seconds (too small to include in this analysis)
x Mental operation to compare values or make a choice: 1.2 seconds
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3.4. Example Analysis
The user interface of the constructive simulation system we investigated provided constraints on the primitive 
actions necessary to perform particular types of interventions.For example, in the system we studied, if the operator 
wishes to check the range between two entities, the operator must click on one entity to select it, then move the 
mouse over the second entity, then read the range value displayed in the lower left corner of the screen.Thus, to 
achieve this “monitor range” goal, the GOMS analysis requires the following primitive tasks and reference times:
x Move mouse to first entity: 1.1 seconds
x Click on entity: 0.2 seconds
x Move mouse to second entity: 1.1 seconds
x Saccade (eye movement) to read range value: 0.23 seconds
The total predicted time required to execute this activity is the sum of the primitive operations: 1.1+0.2+1.1+0.23 
= 2.43 seconds.However, there can be different predicted times for variations in the basic activity. For example, if 
the o. operator needed to re-check the range of the second entity, but the first entity was already selected, the 
operator would not need to perform the step to click on the first entity (because it is already selected).In this case, 
the predicted time of execution would be only 1.1 + 0.23 = 1.33 seconds (to move the mouse over the second entity 
and saccade to read the range).On the other hand, if these steps were part of a monitoring task to decide whether to 
initiate an interaction, because the range is too small or too big, there would be an additional mental operation to
perform the range comparison, taking an addition 1.2 seconds.In such a case for this example, the analysis predicts
that the goal of monitoring a range trigger to initiate an interaction would take 2.43 + 1.2 = 3.63 seconds.
A naiveprediction fromthis analysis might be that an operator could monitor 10 different setups in about 36 
seconds. However, this prediction ignores the additional execution time switching the operator’s attention back and 
forth from one setup to another.This attention-switching time can be significant, and it is in fact one of the key 
drivers of cognitive workload. Thus, the analyses we computed also incorporated timing prediction for switching 
attention, accounting for each case where the operator would need to switch attention.
Finally, the simple example we have presented here is for illustrative purposes, and it only covers one type of 
monitoring task. Different interventions require different types of monitoring, each taking different predicted 
execution times. Additionally, every type of intervention involves action tasks as well as monitoring tasks. 
Theanalyses predicted execution times for all of the constituent tasks of each intervention, although we only 
illustrateone of these in detail, the range-monitoring task, here. 
Table 2. Predicted times (in sec) for various intervention sub-tasks for each of our five training setups, computed from the GOMS analysis.
Setup Type
Switch 
Attention
Monitor for 
intervention 
initiation
Execute 
intervention 
initiation
Monitor for 
intervention 
termination
Execute 
intervention 
termination
Timing 
lower bound
Max. number of 
manageable 
setups
Pop-up 1.4 2.4 2.6 n/a n/a 6.4 4
Successive 
intercepts
1.4 3.96 6.0 3.96 4.9 20.22 2
Grinder 1.4 3.73 6.33 1.43 4.9 17.79 2
Go to merge 1.4 2.4 4.9 n/a n/a 8.7 4
Pincer 1.4 3.96 8.6 1.1 8.6 23.66 2
3.5. Predictions from the GOMS Analysis
We used task structures and primitive operation timesto predict required total times for typical interventions for 
each type of setup.These times represent a workload measure, used to predict how many individual setups of each 
type a single operator could manage without exceeding a fixed cognitive load threshold.We present these results in 
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tabular form in Table 2.For example, the first line of the table provides the predictions for the “Pop-up” setup.For 
this setup type, it takes 1.4 seconds to switch attention from one setup to another (a re-centering operation on the 
user interface).The task to monitor whether the intervention should be executed takes 2.4 seconds.The task to 
execute the intervention (in this case to select and then activate an entity via a menu) takes 2.6 seconds.For a single 
setup, the execution of the intervention must be performed only once.The monitoring task may be performed 
multiple times, but it must be performed at least once (and possibly only once).Therefore, a lower bound on the 
steps for this intervention would include one attention switch (1.4 seconds), one monitoring sub-task (2.4 seconds), 
and one execution task (2.6 seconds), for a total of 6.4 seconds.If we assume (as an example) a 30-second period in 
which to manage multiple setups, the maximum manageable number of setups would be 4 (because 6.4 seconds 
times 5 setups would exceed the 30-second threshold).Note that for the “Pop-up” setup, no further action is 
necessary after the intervention has been executed.For many of the setups, there is an additional monitoring and 
execution task to terminate the intervention.
4. Using the Analysis for Workload Prediction, Mitigation, and Evaluation
Having computed workload analyses for the individual setups, we computed time estimates to rate the 
complexity of different combinations of setups within a training scenario. The setups introduced in the previous 
section were combined in various configurations to create individual test cases for experimentation. Test cases were 
designed to exhibit different levels of complexity by varying four factors:
x Setup: Combinations of setups of various levels of complexity and varying trainee proficiency.
x Number of setups: Test cases included at least two and up to eight setups.
x Setup profile: An individual test case could be homogeneous, meaning all the setups were all of the same type 
or heterogeneous, meaning that the test case included more than one kind of setup. We assume that test cases 
that include different kinds of setups are likely to be “more complex” from an operator perspective than a test 
case that consists only of the same setup (all else being equal). The assumption is based on the expectation that 
seeing the same situation play out across multiple trainees will ease monitoring and facilitate generating 
expectations for future events. 
Table 3 summarizes the test cases we have designed and tested. The last column reflects a prediction about the 
performance requirement (in time) we would expect to observe from an operator attempting to control the 
presentations during the execution of the test case. Test cases were designed to be “manageable” (an experienced 
operator should be able to maintain high presentation quality), marginally manageable (likely some mixed results in 
presentation quality), and largely unmanageable (likely to produce very low presentation quality in at least some 
setups within the test case). 
Table 3. Predicting the time needed for operator intervention to maintain high quality.
ID Setup Profile Setups (“proficiency”) Predicted Minimum Time 
1 Homogeneous Pincer (normal) / Pincer (“low”) 47.3
2 Homogeneous 2 x Pincer (normal) / 2 x Pincer (“low”) 94.6
3 Homogeneous Grinder 17.8
4 Homogeneous 2x Grinder 35.6
5 Homogeneous Successive Intercept (normal) / Successive Intercept (“low”) 25.6
6 Homogeneous 2 x Successive Intercept (normal) / 2 x Successive Intercept (“low”) 51.1
7 Homogeneous 2 x Successive Intercept (“low”) / 2 x Successive Intercept (acute angle) 80.9
8 Homogeneous 2 x Successive Intercept (normal) / 2 x Successive Intercept (“low”)2 x Successive Intercept (acute angle) 91.6
9 Homogeneous Going to merge (normal) / Going to merge (“low”) 17.4
10 Homogeneous 2 x Going to merge (normal) / 2 x Going to merge (“low”) 34.8
11 Homogeneous 3 x Going to merge (normal) / 3 x Going to merge (“low”) 52.2
12 Homogeneous 2 x Popup target (normal) 12.8
13 Homogeneous 4 x Popup target (normal) 25.6
14 Heterogeneous Successive intercept (normal) / Pincer (normal)Going to Merge (normal) / Popup target 44.1
15 Heterogeneous Successive intercept (normal) / Pincer (normal)Going to Merge (normal) / Grinder 55.5
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16 Heterogeneous Successive intercept (“low”) /Pincer (normal) Going to Merge (normal) / Grinder 70.4
17 Heterogeneous Grinder / Pincer (“low”) /Successive intercept (acute angle) /Popup Target 68.1
18 Heterogeneous Grinder / Pincer (“low”) / Successive intercept (acute angle) /Going to merge (“low”) 70.4
19 Heterogeneous Grinder / Pincer (normal) / Pincer (“low”) / Going to Merge (normal) 73.8
20 Heterogeneous
2 x Grinder / Pincer (“low”) / Pincer (normal)
Successive intercept (normal) / Successive intercept (acute angle)
Going to merge (normal) / Going to merge (“low”)
125.9
5. Summary and Conclusions
We intend to use theseestimates to compare human operator performanceacross setups, and then predict and 
evaluate workload for the same scenarios, when aided by the TXA.We have implemented within TXA the ability to 
automate portions of the relevant setups, based on the GOMS predicted regions of high workload and completed a
verification study that compares performance results without and with the TXA for fully automated operation [10]. 
One of the consequences of the empirical verification study, combined with the GOMS analysis summarized in this 
paper, is that it allows to bracket predicted human performance and to identify the most salient conditions for 
human-in-the-loop testing.
Acknowledgements
This work is supported by the Office of Naval Research project N00014-1-C-0170 Tactical Semi-Automated Forces 
for Live, Virtual, and Constructive Training (TACSAF). The views and conclusions contained in this document are 
those of the authors and should not be interpreted as representing the official policies, either expressed or implied, of 
the Department of Defense or Office of Naval Research. The U.S. Government is authorized to reproduce and 
distribute reprints for Government purposes notwithstanding any copyright notation hereon. We would like to thank 
collaborators and sponsors at NAWC TSD and ONR who have provided insights and operational perspectives in the 
development of TXA: LCDR Brent Olde, Ami Bolton, Melissa Walwanis, and Heather Priest. 
References
[1] R. E. Wray and A. Woods, "A Cognitive Systems Approach to Tailoring Learner Practice," in Proceedings of the Second Advances in 
Cognitive Systems Conference, J. Laird and M. Klenk, Eds., ed Baltimore, MD, 2013.
[2] D. A. Boehm-Davis, W. D. Gray, L. Adelman, S. Marshall, and R. Pozos, "Understanding and Measuring Cognitive Workload: A 
Coordinated Multidisciplinary Approach," George Mason University, Fairfax, VA2003.
[3] R. Parasuraman, "Designing automation for human use: empirical studies and quantitative models," Ergonomics, vol. 43, pp. 931 - 951, 
2000.
[4] T. B. Sheridan, Humans and automation: System design and research issues: Wiley, 2002.
[5] R. Pew and A. Mavor, Eds., Modeling Human and Organizational Behavior: Application to Military Simulations. Washington, DC: National 
Academies Press, 1998, p.^pp. Pages.
[6] B. E. John and D. E. Kieras, "The GOMS family of user interface analysis techniques: comparison and contrast," ACM Trans. Comput.-Hum. 
Interact., vol. 3, pp. 320-351, 1996.
[7] B. E. John, "Why GOMS?," interactions, vol. 2, pp. 80-89, 1995.
[8] S. K. Card, T. P. Moran, and A. Newell, "The model human processor: an engineering model for human performance. ," in Handbook of 
Perception and Human Performance. vol. 2: Cognitive Processes and Performance, K. R. Boff, L. Kaufman, and J. P. Thomas, Eds., ed New 
York: Wiley, 1986, pp. 1-35.
[9] S. K. Card, T. P. Moran, and A. Newell, The Psychology of Human Computer Interaction: Lawrence Erlbaum Associates, 1983.
[10]R. E. Wray, B. Bachelor, R. M. Jones, and C. Newton, "Bracketing human performance to support automation for workload reduction: A 
case study," in Lecture Notes in Computer Science: Proceedings of the Human Computer Interaction International (HCII) Conference, ed 
Los Angeles: Springer-Verlag, 2015.
