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Abstract. In analogy with the classical Kazhdan-Lusztig polynomials for Coxeter groups,
Elias, Proudfoot and Wakefield introduced the concept of Kazhdan-Lusztig polynomials
for matroids. It is known that both the classical Kazhdan-Lusztig polynomials and the
matroid Kazhdan-Lusztig polynomials can be considered as special cases of the Kazhdan-
Lusztig-Stanley polynomials for locally finite posets. In the framework of Kazhdan-
Lusztig-Stanley polynomials, we study the inverse of Kazhdan-Lusztig-Stanley functions
and define the inverse Kazhdan-Lusztig polynomials for matroids. We also compute these
polynomials for boolean matroids and uniform matroids. As an unexpected applica-
tion of the inverse Kazhdan-Lusztig polynomials, we obtain a new formula to compute
the Kazhdan-Lusztig polynomials for uniform matroids. Similar to the Kazhdan-Lusztig
polynomial of a matroid, we conjecture that the coefficients of its inverse Kazhdan-Lusztig
polynomial are nonnegative and log-concave.
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1 Introduction
In the study of the Hecke algebra of Coxeter groups, Kazhdan and Lusztig [13] associated
to each pair of group elements an integral polynomial, now known as the Kazhdan-Lusztig
polynomial. In [12] Kazhdan and Lusztig associated another integral polynomial to each
pair of group elements, now known as the inverse Kazhdan-Lusztig polynomial. In analogy
with the Kazhdan-Lusztig polynomial for Coxeter groups, Elias, Proudfoot and Wakefield
[7] introduced the Kazhdan-Lusztig polynomials for matroids, which can also be defined
for each pair of comparable elements in the lattice of flats. For more information on
the matroid Kazhdan-Lusztig polynomials, we refer the reader to [9, 10, 16, 8]. It is
natural to consider whether one can define the inverse Kazhdan-Lusztig polynomials for
matroids. The aim of this paper is twofold: theoretical existence of the inverse Kazhdan-
Lusztig polynomials for matroids, and practical application of these polynomials for the
computation of the matroid Kazhdan-Lusztig polynomial.
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Let us first recall the definition of matroid Kazhdan-Lusztig polynomials. We will
adopt the same notations as in of Elias, Proudfoot and Wakefield [7]. We assume that the
reads are familiar with the concept of matroids; see [17] for more information. Given a
matroidM , let L(M) denote the lattice of flats ofM and let χM (t) denote its characteristic
polynomial. For any flat F ∈ L(M), let MF be the contraction of M at F and let MF be
the localization of M at F . Moreover, let rkM denote the rank of M . Elias, Proudfoot
and Wakefield proved the following result.
Theorem 1.1 ([7, Theorem 2.2]). There is a unique way to assign to each matroid M an
element PM(t) ∈ Z[t] such that the following conditions are satisfied:
(i). If rkM = 0, then PM(t) = 1.
(ii). If rkM > 0, then deg PM(t) <
1
2
rkM .
(iii). For every matroid M , we have
trkMPM(t
−1) =
∑
F∈L(M)
χMF (t)PMF (t). (1)
Given a matroid M , the uniquely defined polynomial PM(t) in Theorem 1.1 is called
the Kazhdan-Lusztig polynomial ofM . In this paper we will associateM another integral
polynomial QM(t), called the inverse Kazhdan-Lusztig polynomial of M , whose existence
is guaranteed by the following theorem.
Theorem 1.2. There is a unique way to assign to each matroid M an element QM(t) ∈
Z[t] such that the following conditions are satisfied:
(i′). If rkM = 0, then QM (t) = 1.
(ii′). If rkM > 0, then degQM(t) <
1
2
rkM .
(iii′). For every matroid M , we have
trkM · (−1)rkMQM(t
−1) =
∑
F∈L(M)
(−1)rkMFQMF (t) · t
rkMFχMF (t
−1). (2)
Comparing Theorem 1.1 and Theorem 1.2, it seems that PM(t) and QM (t) do not make
any difference formally. However, these two polynomials will play different roles for ex-
ploring the properties of matroids. To make it better to understand this point, we will deal
with the matroid Kazhdan-Lusztig polynomials and the inverse Kazhdan-Lusztig poly-
nomials under the general framework of Kazhdan-Lusztig-Stanley polynomials for locally
finite posets; see [20, 4, 5, 6] for more information. In fact, both the classical Kazhdan-
Lusztig polynomials and the Kazhdan-Lusztig polynomials of matroids can be considered
as special cases of the Kazhdan-Lusztig-Stanley polynomials, see Gedeon, Proudfoot and
Young [10], Wakefield [21] and Proudfoot [19].
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It is known that the matroid Kazhdan-Lusztig polynomials posses many conjectured
interesting properties. It would be desirable if one can obtain an explicit formula for
PM(t). However, the computation of PM(t) is full of challenge, even for simple matroids.
For example, the conjecture on the leading coefficients of the Kazhdan-Lusztig polyno-
mials for braid matriods is still open, see [7] and [10]. Some progress has been made
for computing the matroid Kazhdan-Lusztig polynomials. Gedeon, Proudfoot and Young
[11] introduced the concept of equivariant Kazhdan-Lusztig polynomials, which proved
to be very useful for computing the Kazhdan-Lusztig polynomials for uniform matroids.
Lu, Xie and Yang [16] used the method of generating functions to obtain explicit for-
mulas for the Kazhdan-Lusztig polynomials of fan matroids, wheel matroids and whirl
matroids. Lee, Nasr and Radcliffe studied the Kazhdan-Lusztig polynomials of ρ-removed
uniform matroids in [15] and sparse paving matroids in [14]. By using the concept of Z-
polynomials, Proudfoot, Xu and Young [18] obtained a faster algorithm for computing
the Kazhdan-Lusztig polynomials for braid matroids. Braden and Vysogorets [2] gave a
new recursive method to compute the matroid Kazhdan-Lusztig polynomials, which was
particularly useful for parallel connection matroids, including double-cycle graphs, partial
saw graphs and fan graphs.
We would like to point out that the inverse Kazhdan-Lusztig polynomials introduced
here are also useful for the computation of the matriod Kazhdan-Lusztig polynomials.
We will use the following relations between these two families of polynomials.
Theorem 1.3. Given a matroid M of positive rank, let E be the ground set of M . Then
PM(t) = −
∑
E 6=F∈L(M)
PMF (t) · (−1)
rkMFQMF (t), (3)
PM(t) = −
∑
∅6=F∈L(M)
(−1)rkMFQMF (t) · PMF (t), (4)
QM(t) = −
∑
∅6=F∈L(M)
(−1)rkMFPMF (t) ·QMF (t), (5)
QM(t) = −
∑
E 6=F∈L(M)
QMF (t) · (−1)
rkMFPMF (t). (6)
The reason for this applicability is so that the above relations provide more flexibility.
For instance, for some matroid M and any flat F 6= E the polynomial PMF (t) in (3) can
be easily computed, and moreover QMF (t) can be easily computed by using (2). In this
paper we will take the uniform matroids as examples to illustrate this application. In
fact, our method reduces the computation of the Kazhdan-Lusztig polynomials and the
inverse Kazhdan-Lusztig polynomials for uniform matroids to that for boolean matroids,
which turns out to be very simple.
This paper is organized as follows. In Section 2 we will prove Theorems 1.2 and 1.3
from the viewpoint of Kazhdan-Lusztig-Stanley polynomials. In Section 3 we will compute
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the inverse Kazhdan-Lusztig polynomials for boolean matroids and uniform matroids. In
particular, we derive a new formula for computing the Kazhdan-Lusztig polynomial for
uniform matroids. In Section 4, we will propose some conjectures on the inverse Kazhdan-
Lusztig polynomials for further study.
2 The inverse Kazhdan-Lusztig polynomial
In this section we aim to prove Theorem 1.2 and Theorem 1.3. To this end, we will
first follow Proudfoot [19] to give an overview of the theory of Kazhdan-Lusztig-Stanley
polynomials for general locally finite posets, and then apply the related theory to the
lattices of flats of matroids to prove our main results.
2.1 The Kazhdan-Lusztig-Stanley polynomial
This subsection aims to review the general theory of Kazhdan-Lusztig-Stanley polynomi-
als. We adopt the notations of [19]. Given a poset P , we say that P is locally finite, if
for all x ≤ z ∈ P , the set
[x, z] := {y ∈ P |x ≤ y ≤ z}
is finite. Here we often say that [x, z] is an interval of P . From now on we assume that
P is always locally finite. Let Int(P ) denote the set of all intervals of P . Then let I(P )
be the set of all functions
f : Int(P )→
⊕
[x,z]∈Int(P )
Z[t],
where f is defined by letting f([x, z]) ∈ Z[t] for any [x, z] ∈ Int(P ). For any f ∈ I(P )
and [x, z] ∈ Int(P ), we often write f([x, z]) as fxz(t) for shortage, and say that fxz(t) is
the component of f at interval [x, z]. It is known that I(P ) admits a ring structure with
product given by the convolution:
(fg)xz(t) :=
∑
x≤y≤z
fxy(t) · gyz(t) (7)
for any f, g ∈ I(P ) and any interval [x, z] ∈ Int(P ). Moreover, the identity element in
I(P ) is the function δ with the property that δxz = 1 if x = z and 0 otherwise.
We say that P is a weakly ranked poset if it is locally finite and there exists a function
r ∈ I(P ), called a weak rank function, such that it satisfies the following conditions:
• rxy ∈ Z for all x ≤ y ∈ P ,
• if x < y, then rxy > 0,
• if x ≤ y ≤ z, then rxy + ryz = rxz.
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For any weakly ranked poset P , let I (P ) ⊂ I(P ) denote the subring of functions f
with the property that deg fxz(t) ≤ rxz for all x ≤ z ∈ P . The ring I (P ) admits an
involution f −→ f defined by the formula
fxz(t) := t
rxzfxz(t
−1).
Moreover, let I1/2(P ) ⊂ I (P ) denote the set of functions of f with the property that
fxx(t) = 1 for all x ∈ P and deg fxz(t) <
1
2
rxz for all x < z ∈ P .
It is known that an element f ∈ I(P ) has an inverse (left or right) if and only if
fxx(t) = ±1 for all x ∈ P ; see [19, Lemma 2.1 ]. In this case, the left and right inverses
are unique and they coincide. Moreover, if f ∈ I (P ) is invertible, then f−1 ∈ I (P ). An
element κ ∈ I (P ) is called a P -kernel if κxx(t) = 1 for all x ∈ P and κ = κ
−1. We have
the following result, as stated in [19, Theorem 2.2].
Theorem 2.1 ([20, Corollary 6.7], [6, Proposition 1.2] and [4, Theorem 6.2]). Suppose
that P is a weakly ranked poset and κ ∈ I (P ) is a P -kernel. Then there exists a unique
pair of functions f, g ∈ I1/2(P ) such that
f = κf and g = gκ. (8)
We will refer to f as the right Kazhdan-Lusztig-Stanley function associated with κ,
and g as the left Kazhdan-Lusztig-Stanley function associated with κ. For any x ≤ z ∈ P ,
we will refer to the polynomial fxz(t) as a right Kazhdan-Lusztig-Stanley polynomial, and
the polynomial gxz(t) as a left Kazhdan-Lusztig-Stanley polynomial. Since f, g ∈ I1/2(P ),
we see that fxx(t) = gxx(t) = 1 for all x ∈ P and hence both f and g are invertible. It is
obvious that f, g ∈ I1/2(P ), see [3, Section 4]. From (8) it immediately follows that
f−1 = f−1κ and g−1 = κg−1. (9)
This means that f−1 is the left Kazhdan-Lusztig-Stanley function associated with P -kernel
κ, and g−1 is the corresponding right Kazhdan-Lusztig-Stanley function.
2.2 The inverse Kazhdan-Lusztig polynomial of a matroid
This subsection aims to apply the theory of Kazhdan-Lusztig-Stanley polynomials to
prove Theorem 1.2 and Theorem 1.3. To this end, we take P in the above subsection to
be the lattice L(M) of flats of a matroid M with ground set E.
It is not difficult to see that L(M) is a weakly ranked poset if it is equipped with
a function r ∈ I(L(M)), which assigns rkMG − rkMF to each interval [F,G] for any
F ≤ G ∈ L(M). Define ζ ∈ I(L(M)) to be the function given by ζF,G(t) = 1 for all
F ≤ G ∈ L(M). Clearly, ζ ∈ I1/2(L(M)), which is invertible. The element
µ := ζ−1 ∈ I1/2(L(M))
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coincides with the Mo¨bius function of L(M). Since both ζ and µ belong to I (L(M)),
using the involution on I (L(M)) one can define the product
χ := µζ = ζ−1ζ,
which is called the characteristic function of L(M). It is known that χ∅,E(t) coincides
with the characteristic polynomial of χM(t). Note that
χ−1 = (ζ)−1ζ = ζ−1ζ = χ.
Thus χ is a L(M)-kernel. By (8) and (9) there exists a unique pair of functions f, g ∈
I1/2(L(M)) such that
f−1 = f−1χ and g−1 = χg−1. (10)
Remark 2.2. For any pairs of flats F ≤ G ∈ L(M), let M∗ denote the matroid with
L(M∗) ∼= [F,G] and ground set E∗. As discussed before, one can define L(M∗)-kernel χ∗.
For χ∗ there exists a unique pair of functions f ∗, g∗ ∈ I1/2(L(M
∗)) such that
(f ∗)−1 = (f ∗)−1χ∗ and (g∗)−1 = χ∗(g∗)−1. (11)
Due to the invariant property of the characteristic function for matroids, we have
(χ−1)F,G(t) = ((χ
∗)−1)∅,E∗(t),
and therefore
(f−1)F,G(t) = ((f
∗)−1)∅,E∗(t) (12)
since the left and right Kazhdan-Lusztig-Stanley functions are uniquely determined by the
kernel for the lattice of flats.
We are now in the position to prove Theorem 1.2.
Proof of Theorem 1.2. To prove the existence, for any matroid M let
QˆM (t) := (f
−1)∅,E(t) and QM (t) := (−1)
rkMQˆM(t).
We proceed to show that QM(t) satisfies the conditions (i
′), (ii′) and (iii′) in Theorem
1.2. If rk M = 0, whence ∅ = E, then
QM (t) = (−1)
rk M(f−1)∅,E(t) = (f
−1)∅,∅(t) = 1
since f−1 ∈ I1/2(L(M)), and hence (i
′) holds. If rkM > 0, whence ∅ < E, then
deg QM(t) = deg (f
−1)∅,E(t) <
1
2
r∅,E =
1
2
rkM
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again by f−1 ∈ I1/2(L(M)), and therefore condition (ii
′) holds. By (10), we have
f−1∅,E(t) = (f
−1χ)∅,E(t). (13)
For the left hand side we find that
(f−1)∅,E(t) = t
r∅,E(f−1)∅,E(t
−1) = trkMQˆM(t
−1) = trkM · (−1)rkMQM(t
−1).
By (7) and (12), the right hand side of (13) becomes
(f−1χ)∅,E(t) =
∑
F∈L(M)
(f−1)∅,F (t) · t
rF,EχF,E(t
−1) =
∑
x∈P
QˆMF (t) · t
rkMFχMF (t
−1)
=
∑
F∈L(M)
(−1)rkMFQMF (t) · t
rkMFχMF (t
−1).
Combining the above two identities, we establish the validity of (iii′).
It remains to show the uniqueness of QM (t). To this end, we rewrite (2) as
trkMQM(t
−1)−QM (t) =
∑
E 6=F∈L(M)
(−1)rkMFQMF (t) · (−t)
rkMFχMF (t
−1).
By induction on the rank of M , we may assume that the right hand side of the above
equation has been fixed. It is clear that there can be at most one polynomial QM(t) of
degree strictly less than 1
2
rkM satisfying this condition, as desired.
Remark 2.3. The above proof shows that (2) is equivalent to (10). Taking the involution
on both sides of (10), we obtain
f−1 = f−1χ,
from which we get that
(f−1)∅,E(t) =
∑
F∈L(M)
tr∅,F (f−1)∅,F (t
−1) · χF,E(t).
It follows that
QˆM(t) =
∑
F∈L(M)
trkMF QˆMF (t
−1) · χMF (t), (14)
which is equivalent to
QM(t) = (−1)
rkM
∑
F∈L(M)
(−t)rkMFQMF (t
−1) · χMF (t) (15)
For the computational convenience of the inverse Kazhdan-Lusztig polynomials for uni-
form matroids, we will use (14) rather than (15).
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The reason that we call QM (t) the inverse Kazhdan-Lusztig polynomial of M is now
clear. From the above proof we see that QM(t) := (−1)
rkM(f−1)∅,E(t). While for the
Kazhdan-Lusztig polynomial of M we have PM(t) = f∅,E(t), see [19]. We proceed to
prove Theorem 1.3.
Proof of Theorem 1.3. Note that E 6= ∅ and ff−1 = δ. Thus (ff−1)∅,E = 0, that is,∑
F∈L(M)
f∅,F (t) · (f
−1)F,E(t) = 0,
which, in terms of PM(t) and QM(t), can be rewritten as∑
F∈L(M)
PMF (t) · QˆMF (t) = 0. (16)
When F = E, we have PMF (t) = PM(t) and QˆMF (t) = 1, from which it follows that
PM(t) = −
∑
E 6=F∈L(M)
PMF (t) · QˆMF (t) = −
∑
E 6=F∈L(M)
PMF (t) · (−1)
rkMFQMF (t),
that is (3). By taking F = ∅ in (16), we will obtain (5). The other two identities can be
proved in the same manner by using the relation f−1f = δ.
Recall that the constant term of the Kazhdan-Lusztig polynomial PM(t) of a matroid
is always 1. For the inverse Kazhdan-Lusztig polynomial QM(t), we have the following
result.
Proposition 2.4. For any matroidM , the constant term of QM(t) is equal to the constant
term of χM(t).
Proof. We use [t0]H(t) denote the constant term of a polynomial H(t). Taking the con-
stant term of both sides of (14), we obtain
[t0]QˆM(t) = [t
0]
∑
F∈L(M)
trkMF QˆMF (t
−1) · χMF (t).
According to the definition of inverse Kazhdan-Lusztig polynomial, if rkMF ≥ 1, then
deg QˆMF (t) <
1
2
rkMF . A little thought shows that the degree of the lowest term in
trkMF QˆMF (t
−1) is strictly greater than 1
2
rkMF . Recall that χMF (t) ∈ Z[t]. We find that
the constant term in trkF QˆMF (t
−1) · χMF (t) is 0 if rkMF ≥ 1. If rkMF = 0, it is clearly
that F = ∅. Thus, trkF QˆMF (t
−1) · χMF (t) = χM(t). Therefore, we have
[t0]QˆM (t) = [t
0]χM(t).
This completes the proof.
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3 Special matriods
The aim of this section is to compute the inverse Kazhdan-Lusztig polynomials for boolean
matroids and uniform matroids. In this section we will also show how to compute the
Kazhdan-Lusztig polynomial for uniform matroids by using the inverse Kazhdan-Lusztig
polynomials.
3.1 Boolean matroids
In order to compute the inverse Kazhdan-Lusztig polynomials for boolean matroids, let
us first prove that the inverse Kazhdan-Lusztig polynomial for a matroid is multiplicative
on direct sums. It is well known that the characteristic polynomial is multiplicative on
direct sums, namely,
χM1⊕M2(t) = χM1(t)χM2(t), (17)
see [22, p.121]. Recall that Elias, Proudfoot and Wakefield already showed that the
Kazhdan-Lusztig polynomial is also multiplicative on direct sums, see [7, Proposition
2.7].
Lemma 3.1. For any matroids M1 and M2 with respective ground set E1 and E2, we
have
QM1⊕M2(t) = QM1(t)QM2(t).
Proof. One can prove the assertion in the same manner as Elias, Proudfoot and Wakefield
did for the matroid Kazhdan-Lusztig polynomials. Recalling QM(t) = (−1)
rkMQˆM(t), it
suffices to show that
QˆM1⊕M2(t) = QˆM1(t)QˆM2(t).
We use induction on the sum rkM1 + rkM2. The statement is clear when rkM1 = 0
or rkM2 = 0. Now assume that the statement holds for M
′
1 and M
′
2 whenever one of
rkM ′1 ≤ rkM1 and rkM
′
2 ≤ rkM2 is strict.
By the properties of flats we have
L(M1 ⊕M2) = L(M1)× L(M2),
and
rk(M1 ⊕M2)(F1,F2) = rk (M1)F1 + rk (M2)F2
for any (F1, F2) ∈ L(M1 ⊕M2). Moreover,
(M1 ⊕M2)(F1,F2) = (M1)F1 ⊕ (M2)F2,
(M1 ⊕M2)
(F1,F2) = (M1)
F1 ⊕ (M2)
F2.
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Thus, from (14) and (17) it follows that
QˆM1⊕M2(t) =
∑
(F1,F2)∈L(M1⊕M2)
trk (M1⊕M2)(F1,F2)Qˆ(M1⊕M2)(F1,F2)(t
−1)χ(M1⊕M2)(F1,F2)(t)
=
∑
(F1,F2)∈L(M1⊕M2)
trk (M1)F1+rk (M2)F2 Qˆ(M1)F1⊕(M2)F2 (t
−1)χ(M1)F1⊕(M2)F2 (t).
By induction, we get that
QˆM1⊕M2(t) = t
rk (M1)E1+rk (M2)E2 Qˆ(M1)E1⊕(M2)E2 (t
−1)χ(M1)E1⊕(M2)E2 (t)
+
∑
(F1,F2)6=(E1,E2)
trk (M1)F1+rk (M2)F2 Qˆ(M1)F1⊕(M2)F2 (t
−1)χ(M1)F1⊕(M2)F2 (t)
=trkM1+rkM2QˆM1⊕M2(t
−1)
+
∑
(F1,F2)6=(E1,E2)
(
trk (M1)F1Q∗(M1)F1
(t−1)χ(M1)F1 (t)
)
·
(
trk (M2)F2Q∗(M2)F2
(t−1)χ(M2)F2 (t)
)
.
(18)
By (14) we have
QˆM1(t) =
∑
F1∈L(M1)
trk (M1)F1Qˆ(M1)F1 (t
−1) · χ(M1)F1 (t),
QˆM2(t) =
∑
F2∈L(M2)
trk (M2)F2Qˆ(M2)F2 (t
−1) · χ(M2)F2 (t),
which leads to
QˆM1(t)QˆM2(t) = t
rkM1QˆM1(t
−1) · trkM2QˆM2(t
−1)
+
∑
(F1,F2)6=(E1,E2)
(
trk (M1)F1Q∗(M1)F1
(t−1)χ(M1)F1 (t)
)
·
(
trk (M2)F2Q∗(M2)F2
(t−1)χ(M2)F2 (t)
)
.
(19)
Substracting (19) from (18) yields
QˆM1⊕M2(t)− QˆM1(t)QˆM2(t) = t
rkM1+rkM2QˆM1⊕M2(t
−1)− trkM1QˆM1(t
−1) · trkM2QˆM2(t
−1).
We need to show that
QˆM1⊕M2(t)− QˆM1(t)QˆM2(t) = 0.
Suppose the contrary. Then, as a polynomial in t, the degree of the left-hand side is strictly
less than 1
2
(rkM1+rkM2), while the lowest degree of the right-hand side is strictly greater
than 1
2
(rkM1 + rkM2), a contradiction. This completes the proof.
We proceed to compute the inverse Kazhdan-Lusztig polynomial for boolean matroids.
Given n ≥ 1, let Bn denote the boolean matroid of rank n. The following result is
immediate.
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Corollary 3.2. For any boolean matroid Bn of positive rank, we have
QBn(t) = 1.
Proof. From (2) it is routine to compute that QB1(t) = 1. Note that Bn is isomorphic to
the direct sum of n copies of B1. The desired result immediately follows from Lemma
3.1.
3.2 Uniform matroids
This section aims to give a general formula for the inverse Kazhdan-Lusztig polynomial of
uniform matroids, based on which we can evaluate directly the corresponding Kazhdan-
Lusztig polynomial.
Given two positive integers m and d, let Um,d be the uniform matroid of rank d on
m + d elements. We are now in the position to give an explicit formula for the inverse
Kazhdan-Lusztig polynomial of uniform matroids.
Theorem 3.3. For any uniform matroid Um,d with m, d ≥ 1, we have
QUm,d(t) =
(
m+ d
d
) ⌊(d−1)/2⌋∑
j=0
m(d− 2j)
(m+ j)(m+ d− j)
(
d
j
)
tj .
Proof. It suffices to show for 0 ≤ j ≤ ⌊(d− 1)/2⌋, the coefficient of tj in QˆUm,d(t) is
(−1)d
m(d− 2j)
(m+ j)(m+ d− j)
(
m+ d
d
)(
d
j
)
.
Applying equation (14) to uniform matroids, we get that
QˆUm,d(t) =
∑
F∈L(Um,d)
trk (Um,d)F Qˆ(Um,d)F (t
−1) · χ(Um,d)F (t).
Given 0 ≤ i < d, let F denote any flat of Um,d with rk (Um,d)F = i. It is obvious
that the localization (Um,d)F ∼= Bi and the contraction (Um,d)
F ∼= Um,d−i, where B0 is the
unique matroid of rank 0. Moreover, we note that there are
(
m+d
i
)
such flats. For i = d,
there is only one flat of rank d which is in fact the ground set E. Hence, it follows that
QˆUm,d(t) =
d−1∑
i=0
(
m+ d
i
)
tiQˆBi(t
−1) · χUm,d−i(t) + t
dQˆUm,d(t
−1),
which is equivalent to
QˆUm,d(t)− t
dQˆUm,d(t
−1) =
d−1∑
i=0
(
m+ d
i
)
tiQˆBi(t
−1) · χUm,d−i(t).
11
For 0 ≤ i ≤ d− 1, from Proposition 3.2 it follows that
QˆBi(t) = (−1)
i.
Meanwhile, it is known that
χUm,d−i(t) =
d−i−1∑
j=0
(−1)j
(
m+ d− i
j
)
(td−i−j − 1);
see [22, p.121]. Hence, we obtain
QˆUm,d(t)− t
dQˆUm,d(t
−1) =
d−1∑
i=0
(
(−1)i
(
m+ d
i
)
ti ×
d−i−1∑
j=0
(−1)j
(
m+ d− i
j
)
(td−i−j − 1)
)
=
d−1∑
i=0
d−i−1∑
j=0
(−1)i+j
(
m+ d
i, j,m+ d− i− j
)
(td−j − ti),
where
(
n
a1,a2,...,ak
)
= n!
a1!a2!···ak!
is the multinomial coefficient. Let
am,d =
d−1∑
i=0
d−i−1∑
j=0
(−1)i+j
(
m+ d
i, j,m+ d− i− j
)
td−j
bm,d =
d−1∑
i=0
d−i−1∑
j=0
(−1)i+j
(
m+ d
i, j,m+ d− i− j
)
ti.
Thus
QˆUm,d(t)− t
dQˆUm,d(t
−1) = am,d − bm,d. (20)
We proceed to reduce the above double summations to single summations. Interchanging
the order of the summation for am,d and then substituting j for d− j lead to
am,d =
d−1∑
j=0
d−j−1∑
i=0
(−1)i+j
(
m+ d
i, j,m+ d− i− j
)
td−j
=
d∑
j=1
j−1∑
i=0
(−1)i+d−j
(
m+ d
i, d− j,m+ j − i
)
tj .
Note that
j−1∑
i=0
(−1)i+d−j
(
m+ d
i, d− j,m+ j − i
)
=(−1)d−1
(
m+ d
d− j
)
·
j−1∑
i=0
(−1)j−1−i
(
m+ j
i
)
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=(−1)d−1
(
m+ d
d− j
)
·
j−1∑
i=0
(
−1
j − 1− i
)(
m+ j
i
)
=(−1)d−1
(
m+ d
d− j
)(
m+ j − 1
j − 1
)
, (21)
where the last equality is obtained by Vandermonde’s convolution.
Now if we set
(
n
−1
)
= 0 for any n ≥ 0 by convention, then
am,d =
d∑
j=0
(−1)d−1
(
m+ d
d− j
)(
m+ j − 1
j − 1
)
tj . (22)
For bm,d, by interchanging the indices i and j and applying (21), we obtain
bm,d =
d−1∑
j=0
d−j−1∑
i=0
(−1)i+j
(
m+ d
i, j,m+ d− i− j
)
tj
=
d∑
j=0
(−1)d−1
(
m+ d
j
)(
m+ d− j − 1
d− j − 1
)
tj . (23)
Combining (20), (22) and (23), we obtain
QˆUm,d(t)− t
dQˆUm,d(t
−1)
= (−1)d−1
d∑
j=0
((
m+ d
d− j
)(
m+ j − 1
j − 1
)
−
(
m+ d
j
)(
m+ d− j − 1
d− j − 1
))
tj .
Note that the degree of QˆUm,d(t) is strict less than
d
2
and hence the degree of lowest term
in tdQˆUm,d(t
−1) is strict greater than d
2
. Thus, for any 0 ≤ j < d
2
, we have
[tj ]QˆUm,d(t) = (−1)
d−1
((
m+ d
d− j
)(
m+ j − 1
j − 1
)
−
(
m+ d
j
)(
m+ d− j − 1
d− j − 1
))
= (−1)d
m(d− 2j)
(m+ j)(m+ d− j)
(
m+ d
d
)(
d
j
)
,
as desired. This completes the proof.
Note that the proof of Theorem 3.3 only relies on the evaluation of the characteris-
tic polynomials for uniform matroids and the inverse Kazhdan-Lusztig polynomials for
boolean matroids. Once Theorem 3.3 is established, we find that it is very easy to com-
pute the Kazhdan-Lusztig polynomials for uniform matroids. Note that several formulas
for PUm,d(t) have been obtained; see Gedeon, Proudfoot and Young [11], Gao, Lu, Xie,
Yang and Zhang [8]. The following result provides a new formula for PUm,d(t).
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Corollary 3.4. For any m, d ≥ 1, we have
PUm,d(t) =
⌊(d−1)/2⌋∑
j=0
d−1−2j∑
i=0
(−1)d+1−i
m(d− i− 2j)
(m+ j)(m+ d− i− j)
(
m+ d
m, i, j, d− i− j
)
tj .
Proof. Applying Theorem 1.3 to Um,d, we obtain
PUm,d(t) = −
∑
E 6=F∈L(Um,d)
P(Um,d)F (t)Qˆ(Um,d)F (t) = −
d−1∑
i=0
(
m+ d
i
)
PBi(t)QˆUm,d−i(t).
Note that, for 0 ≤ i ≤ d − 1, we have PBi(t) = 1; see [7, Proposition 2.7]. Theorem 3.3
tells us that
QˆUm,d−i(t) = (−1)
d−i
⌊(d−i−1)/2⌋∑
j=0
m(d− i− 2j)
(m+ j)(m+ d− i− j)
(
m+ d− i
d− i
)(
d− i
j
)
tj .
It follows that
PUm,d(t) =
d−1∑
i=0
(
m+ d
i
) ⌊(d−i−1)/2⌋∑
j=0
(−1)d+1−im(d− i− 2j)
(m+ j)(m+ d− i− j)
(
m+ d− i
d− i
)(
d− i
j
)
tj .
Interchanging the order of the summation, we get the desired result.
4 Open problems
Since the matroid Kazhdan-Lusztig polynomials and the inverse Kazhdan-Lusztig polyno-
mials are defined in the same manner, it is natural to ask whether they have some common
properties. In this section we shall propose several conjectures for inverse Kazhdan-Lusztig
polynomials parallel to those for matroid Kazhdan-Lusztig polynomials.
The first conjecture is concerned with the non-negativity of the coefficients of QM(t).
Elias, Proudfoot and Wakefield [7, Conjecture 2.3] conjectured that the coefficients of
PM(t) for any matroid M are non-negative. We have the following conjecture.
Conjecture 4.1. For any matroid M the coefficients of QM(t) are non-negative.
From Corollary 3.2 and Theorem 3.3, it is obvious that Conjecture 4.1 is true for
boolean matroids and uniform matroids. We verified this conjecture for graphic matroids
on n vertices for n ≤ 9. Note that Elias, Proudfoot and Wakefield [7] already proved the
non=-negativity of PM(t) for any representable matroid M , and Braden, Huh, Matherne,
Proudfoot, and Wang [1] claimed that this is true for any matroid M .
Elias, Proudfoot and Wakefield [7, Conjecture 2.5] also conjectured that for any ma-
troid M the coefficients of PM(t) form a log-concave sequence with no internal zeros.
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Recall that a polynomial f(t) =
∑n
i=0 ait
i is said to be log-concave if a2i ≥ ai−1ai+1 for
any 0 < i < n and it is said to have no internal zeros if there are no three indices
0 ≤ i < j < k ≤ n such that ai, ak 6= 0 and aj = 0. For the inverse Kazhdan-Lusztig
polynomials for matroids, we propose the following conjecture.
Conjecture 4.2. For any matroid M the coefficients of QM(t) form a log-concave se-
quence with no internal zeros.
We verified this conjecture for graphic matroids on n vertices for n ≤ 9, and for simple
matroids with n elements for n ≤ 9. From Corollary 3.2, it is easy to verify Conjecture 4.2
for boolean matroids. Next we will show that Conjecture 4.2 holds for uniform matroids.
Proposition 4.3. For any m, d ≥ 1 the polynomial QUm,d(t) is log-concave and has no
internal zeros.
Proof. Suppose that
QUm,d(t) :=
⌊(d−1)/2⌋∑
j=0
cjm,dt
j .
By Theorem 3.3 we see that, for 0 ≤ j ≤ ⌊(d− 1)/2⌋,
cjm,d =
m(d− 2j)
(m+ j)(m+ d− j)
(
m+ d
d
)(
d
j
)
,
which can be rewritten as
cjm,d =
d− 2j
j!(d− j)!
×
1
(m+ j)(m+ d− j)
×
(m+ d)!
(m− 1)!
.
Note that the last factor on the right hand side is independent of j. Denote the first
factor and the second factor by aj and bj respectively, namely,
aj : =
d− 2j
j!(d− j)!
, bj :=
1
(m+ j)(m+ d− j)
.
On one hand, for 0 < j < ⌊(d− 1)/2⌋, we have
a2j
aj−1aj+1
=
(j + 1)(d− j + 1)(d− 2j)2
j(d− j)(d− 2j − 2)(d− 2j + 2)
.
On the other hand, for 0 < j < ⌊(d− 1)/2⌋, we have
b2j
bj−1bj+1
=
(m+ j − 1)(m+ j + 1)(m+ d− j − 1)(m+ d− j + 1)
(m+ j)2(m+ d− j)2
=
(
1−
1
(m+ j)2
)(
1−
1
(m+ d− j)2
)
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≥
(
1−
1
(1 + j)2
)(
1−
1
(1 + d− j)2
)
=
j(j + 2)(d− j)(d− j + 2)
(j + 1)2(d− j + 1)2
.
Thus
(cjm,d)
2
cj−1m,dc
j+1
m,d
=
a2j
aj−1aj+1
×
b2j
bj−1bj+1
≥
j + 2
j + 1
×
d− j + 2
d− j + 1
×
(d− 2j)2
(d− 2j − 2)(d− 2j + 2)
≥ 1,
as desired.
Gedeon, Proudfoot and Young [10, Conjecture 3.4] conjectured that for any matroid
M, all roots of PM(t) lie on the negative real axis. However, computer experiments showed
that the inverse Kazhdan-Lusztig polynomials do not always have real zeros.
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