Statistical Methods Applicable to Selected Problems in Fisheries Biology and Economics by Swierzbinski, Joseph
Statistical Methods Applicable
to Selected Problems
in Fisheries Biology and Economics
Joseph Swierzbinski
Department of Economics
and Institute for Environtnental Studies
University of Washington
Seattle, Washington
Ahstract The methods by which fishery scientists esti-
mate fish population size are reviewed. These include tagging,
cohort analysis, random sampling and catch per unit of effort
indexes. Elementary statistical considerations are introduced
to discuss some ofthe properties ofthe methods. For example,
we model the effect of spatial patchiness on random sampling
and the effect of sample size on tagging estimates. Next, the
Poisson, negative binomial, and gamma distributions and their
interrelations are discussed. In particular, these three distri-
butions form a do-it-yourself kit for making models ofthe fish-
erman's catch per trip.
One policy tool suggested for fishery regulation is the
auction of licenses. Smiley has extended the bidding models of
Wilson and Rothkopf and applied them to empirical data on
offshore oil lease bids. We discuss Smiley's model, which could
provide information about fishermen's expectations and learn-
ing about abundance, if and when auction schemes are imple-
mented for fisheries. Finally, we review the application of logit
estimation as a tool for studying the discrete choice behavior of
fishermen.
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Introduction
Tbe literature in many of tbe areas 1 will be discussing is enor-
mous, and it would be hopeless to try to summarize or even cite
all the important work. Rather, I have tried to highlight a few
important questions and to illustrate some of the statistical tech-
niques that might shed light on them. To do this I discuss a few
particular modeis in some detail. The models discussed and
works cited are ones with which I am familiar and which I
thought might be interesting to an audience concerned with ques-
tions of fishery economics or bioiogy. Where I have omitted
reference to work in print or in progress, this should be taken
as a reflection of my own interests and knowledge and the iack
of space.
Estimating Fish Population Size
Knowledge of the size of a fish population is fundamentaiiy im-
portant in the management of fisheries. The measurement of
these popuiations is difficuit and fishery scientists have devel-
oped a large body of both theory and practical experience that
bears on the problem. It seems appropriate that a paper on sta-
tistical methods and fisheries begin with a discussion of how
fishery scientists estimate fish population or stock size.
A conceptually simple method with considerabie importance
is the stock survey. Essentiaily, a stock survey randomly sam-
ples locations in the area in which fish are located. The fish
caught at these locations are counted and/or weighed and these
counts and weights are used to form an estimate of total stock
size. Sometimes the area in question is divided into strata based
on prior expectations of fish abundance. Random sampling
within each stratum is used to form a stock estimate for each
stratum and these are then combined to form the final estimate.
Trawl surveys are one of the major field techniques used by
the U.S. National Marine Fisheries Service (NMFS). Since 1963
the Northeast Fisheries Center has monitored the size of com-
merciai fish popuiations by a bottom trawi survey. Aiso, a trawl
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size of crab stocks and groundfish (NMFS, 1980). Let us analyze
the precision of a random sampling trawl survey.
Suppose that the area to be sampled is A. Then a random
sampling trawl survey consists of 5 tows, each of length /, with
starting point and direction chosen randomly in A. Assume that
each tow sweeps an area As = bl, where ^ is a constant, and
that all the fish in the area A^ are counted. This is the simplest
assumption to make; factors such as depth or the chance that
some fish in A^ will escape are absorbed into the constant b. Let
N be the fish population size in A and let Nj be the number of
fish in the rth tow. Then an unbiased estimator N of N is given
by the equation:
Equation (1) is the fundamental equation ofthe random sam-
pling approach.
A crucial determinant ofthe precision with which TV measures
N is the evenness with which the fish are spread throughout A.
tn general, N performs very well for an even distribution offish
and less well for a clumped or patchy distribution. Consider first
the best possible case.
Suppose that except for purely local fluctuations the fish are
spread evenly throughout A. If X is the mean density offish in
A we can model this case by assuming that N, is distributed
according to the Poisson distribution with parameter kA,.,. Let
Nv = Xf=i M- Then Ns is distributed according to the Poisson
distribution with parameter SKA^- Recall that the Poisson pa-
rameter describes both the mean and the variance of the distri-
bution. Taking the expectation of Equation (1) and recalling that
TV = A\ we see immediately that TV is unbiased. We also have
the equation for the variance of TV, V(TV).2/2 Joseph Swierzbinski
Notice that /^ = SAJA is the fraction of the entire area swept
in the survey. Recall also that the coefficient of variation, a useful
measure of the estimator's precision, is the standard deviation
of the estimator measured in units of the mean; that is, C{N) =
V\y{N)'\lE{N). Since N is unbiased, E{N) = N. Hence from
Equation (2) we have the result:
C{N) -
The total size of marine fish populations is commonly very
large. For Northwest Atlantic herring, for example, N measured
in metric tons might be 500,000 and measured in numbers offish
might be 10^. Of course the area A in which these fish are spread
is also very large. Nevertheless, we see from Equation (3) that
very little of the entire area needs to be sampled to obtain good
precision as long as there are no patches.
Consider now a model of a survey of a patchy population. We
note that for a very patchy population, no one would use the
estimator of Equation (1) if the patches could be identified before
sampling. Instead, a stratified sampling scheme would be used.
In essence, such a scheme would count the patches and sample
a selected few to estimate the population per patch. Unfortu-
nately, fish patches are hidden under the water and often cannot
be located until after the samples have been taken. Hence the
random sampling estimator of Equation (1) is used by default.
The statistical properties of N now depend on the specific
geometric distribution of the fish. Although this geometric de-
pendence is an interesting question, I consider only a simple
model that almost begs the question of the geometry of patches.
Suppose that the same total area A can be divided into an area
of high patch density A i and an area of lower background density
A - A|. The high patch density is X| and the lower background
density is X2- Now Ni, the number counted in the /th tow, is
given by the equation N, = Nf + Nf, where Nf is the number
of organisms sampled from patch area and Nf is the numberProblems in Fisheries Biology and Economics 213
sampled from background area. If/, is the fraction of the /th tow
in patches then assume that Nf is distributed according to the
Poisson distribution with parameter \|A,/, and Nf is distributed
according to the Poisson distribution with parameter X2A,(1 -
/,). The Poisson assumption implies that there is no within-patch
spatial structure. The term /, is a random variable that depends
on the patch geometry. Cain and I have considered the case of
linear tows through circular patches (Swierzbinski and Cain,
1981). For now consider only the short tow limit. If the tows are
much shorter than the patch size we can approximate the dis-
tribution of /, by assuming that /, is 0 or 1. In other words, /,
is a Bernoulli random variable with the probability F of a tow
being in a patch = A|/A. The numbers in each tow N, are in-
dependent, identically distributed random variables. Hence the
mean and variance of N, can be calculated from the mean and
variance of N,. The mean and variance of N; is calculated in a
two-step process. First, the conditional moments are calculated
given /,. These conditional moments are then combined using
well-known rules (Mood et al., 1974). When we perform the cal-
culations we discover, not surprisingly, that N is still unbiased.
The formula for the variance V{N) becomes:
V{N) = y (^1 - ^2)' F{\ - P)
(4)
Define a^ = \2/Xi and recall that P = Ail A. Using Equation
(4) we can write down an expression for the coefficient of var-
iation of A'^.
Equation (5) summarizes some major features of sampling in
a patchy population. The coefficient of variation is formed from
the sum of two terms. The first is identical with the term inJoseph Swierzbinski
Equation (3). It represents the loss in precision caused by purely
random within-patch fluctuations. The second term represents
the loss in precision resulting from the existence of patches. For
conditions existing in many fisheries, patchiness will far out-
weigh within-patch fluctuations as a source of variance.
For many fisheries, a«, the ratio of background to patch den-
sity, and P, the fraction ofthe area covered by patches, will both
be small, say less than 0.1. In this case,
\ - aR + ajP
is the approximate fraction ofthe fish population in patches. For
patchiness to be a problem, we would expect this fraction to be
large, say 0.5 or more. But in this case, the size of the second
term is dominated by the factor MSP. The factor MP is the ratio
of total area to total patch area. For many fisheries this ratio is
Hkely to be on the order of hundreds or thousands or more. One
need only examine a map of the Northwest Atlantic fishing
grounds to realize what a small fraction of the total area is likely
to be covered by patches.
If MP is large, then Equation (5) implies that the total number
of tows S must be equally large or larger in order to achieve
acceptable precision. This suggests that thousands or even tens
of thousands of tows might be needed to achieve acceptably
small values of C{N). Such surveys could be prohibitively ex-
pensive. Trawl surveys at the present time are a major item in
the NMFS budget. In the Northwest Atlantic, a typical survey
consists of several hundred tows. Given the costs of ship time,
it is hard to believe that* the number of tows could be increased
by factors often or more. Equation (5) raises the possibility that
the coefficient of variation of existing survey estimates might be
high, possibly even 100% or more. Data collected by NMFS
suggest that for the Northwest Atlantic, C{N) = 0.25 (NMFS,
1980). Patchiness is one explanation for this high coefficient of
variation.
Given the expense and statistical difficulties associated with
field surveys, it is not surprising that other methods of measuringProblems in Fisheries Biology and Economics 215
stock size have been explored. One technique that can be used
both in an independent field survey or in conjunction with an
active fishery is tagging. The simplest tagging study consists of
two parts. Suppose that the size of the fish population to be
measured is again TV. In the first part of the tagging study a total
number offish Tare caught, tagged, and returned to the ocean.
In the second part ofthe study a number M offish are recaptured
and the total number of tagged recaptures w, is counted. This
second part of the study can be performed as an independent
survey. Alternately, the M fish can be those caught in part of
the commercial fishery, as long as fishermen are willing to note
and return tags.
The troublesome assumption of the tagging method is that the
fate of tagged fish is the same as that of their untagged coun-
terparts. In particular, tagged and untagged fish must be equally
susceptible to recapture and tagged fish must be no more likely
to die than untagged fish. A survey article by Jones (1977) de-
scribes some of the practical difficulties associated with these
assumptions. Jones also provides a large bibliography that could
serve as an introduction to the tagging literature.
The statistical properties of tagging estimators have been the
subject of considerable attention. Consider the simplest case.
Suppose that the survivorship 0 of tagged and untagged fish is
equal, as is their probability of recapture. Then the total number
of fish available for recapture is N; - NQ and the total number
of tagged fish available for recapture is T, = TQ. The fraction of
the population available for recapture that is also tagged is simply
the ratio P = TQ/NQ = T/N. If a total number M are recaptured
then the number of tagged recaptures m, is a random variable
with a distribution which for most cases of interest is very well
approximated by a binomial distribution with parameters P and
M. Hence, £m, = PM and V(m,) = P{] - P)M.
An unbiased estimator for P is the estimator P = m/lM. This
suggests the following estimator for A^, known as the Petersen
estimator:
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Unfortunately, EN = TM-E{\lmi) ¥= N. The Petersen esti-
mator is biased, and we can obtain an asymptotic formula for
the bias by expanding 1/w, in a Taylor series around PM\
For M sufficiently large, the binomial distribution is well ap-
proximated by the normal distribution and we need only consider
the terms ofthe Taylor series shown in Equation (7). Taking the
expectation of both sides of Equation (7), we obtain the following
results for E{N) and the bias of N:
bias (A,, = (^, j
Consider again our example of the Northwest Atlantic herring
fishery with a stock size of perhaps 10^ fish. Suppose T =
100,000, which would be a substantial study. Then T/N ^ 0.0001
and the bias of N is lO'^M. This means that to reduce the bias
to 10% of N, M would also need to be 100,000. This would be
a large independent study. On the other hand, the fishing harvest
in many fisheries is a few percent of the total stock or more,
providing a potential M many times what is needed. We see at
once why some tagging studies rely on tagging returns from the
commercial fishery.
We can find an asymptotic expression for the variance of N
by expanding 1/mf in a Taylor series. After taking expectations
and subtracting the square of the expectation of N, we obtain
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For our numerical example, the square root of Equation
(9) gives a standard deviation of about three times the bias.
This indicates that bias is indeed a substantial problem. Beyond
this the numerical example cannot be taken too seriously, since
with PM = 10 higher order moments may not be entirely neg-
ligible.
Cormack (1969) provides a review article on the statistics of
tagging. Jolly (1963, 1965) and Seber (1962, 1965, 1973) have
extended the method to the case of multiple recaptures. Chap-
man (1952, 1955), among others, has investigated variants of the
simple Petersen estimate. These include alternate estimators
with reduced bias and also sequential recapture schemes that
more efficiently use the information from recaptures.
The first two methods of population estimation could be car-
ried out independently of a commercial fishery. The next two
are designed to exploit the information provided by an operating
commercial fishery.
Cohort analysis exploits the fact that the age of many species
of fish can be determined fairly precisely, which makes it pos-
sible to follow a cohort of the same age over time. In particular,
the age composition of the commercial harvest can be used to
provide information as to fishing and natural mortalities as well
as stock size.
The basic assumption of cohort analysis is that for a given
cohort of fish the instantaneous fishing mortality in a season /
is a constant F, and the natural mortality M is also constant and
the same for all seasons. The remaining summary follows closely
an account by Gulland (1977). Let the size of the cohort be R
fish at the age of first capture r. We make the dynamic assump-
tion that in each season:
M = -(F,- + M)M (10)
where A^, is the number at the start of the season / and the overdot
denotes the time derivative. Let C, be the number of fish from
the cohort that are caught in the commercial fishery during the
fth season. From Equation (10) we can derive the relations218 Joseph Swierzbinski
^ ^ {1 - exp[-(F, + M)]} (11)
RFi
(12)
Equation (12) is the fundamental equation of cohort analysis.
If fish are caught until age L then there are L - r + 1 equations
like Equation (12) for each cohort. From these there are L - r
-I- 3 unknown quantities to be estimated {R, M, and F,). If we
have independent estimates or assumptions about two of the
parameters then the rest can be derived. If we have more in-
formation, such as that F, is constant for all values of/, then the
remaining parameters can be estimated by using nonlinear least
squares.
The statistical properties of the cohort analysis estimates de-
pend on what fitting technique is used and which parameters are
specified exogenously. Pope (1971) provides an analysis of some
of the statistical properties of the cohort analysis estimator. A
fuller account of the method can be found in an article by Cadima
(1978).
The final method of stock estimation relates the size of the
commercial harvest directly to the size of the fish population.
The estimation is made by calculating indexes of catch per unit
of effort.
Let H be the size of the harvest in a given season and let N
be the stock size at the beginning of the season. Let B be some
measure of the fishing intensity during the season. The parameter
B might be fieet size or total tonnage or total hours trawled. In
principle there is some relation connecting the three quantities.
H = H{B, N) (13)
A relation of the form of Equation (13) is often known as a
harvest effort curve. If H and B are known from commercial
fishery data, and if in addition the functional form and param-Problems in Fisheries Biology and Economics 219
eters of the harvest effort curve are known, then the relation can
be inverted to estimate A^ from H and B.
In practice, major simplifications are often imposed to allow
the relation to be inverted, particularly an assumption which we
might call the proportional effort assumption. This assumption
requires the existence of some known rescaling of the fishing
intensity, called the effort, such that the Equation (13) has the
special form
H = E(ByGiN) (14)
In this case the quantity H/E, the catch per unit of effort, can
be used to estimate N.
In practice it is very difficult to specify the harvest effort curve
and fishery scientists are well aware of this. The harvest effort
curve is an aggregate description of the profit-maximizing de-
cisions of many individual fishermen. These in turn depend on
relative prices, fishing technology, search behavior, and so on.
Nevertheless the harvest effort curve is an important conceptual
device. It is useful not only for measuring fish population size
but also for prescribing fishery management policies and pre-
dicting their results. Hence we want to know all we can about
the harvest effort curve. This is a major motivation for modeling
the individual fisherman's catch per trip, which is the topic of
the next section.
Modeling Catch per Trip
For many Northwest Atlantic fisheries, the National Marine
Fisheries Service collects information about each trip of each
boat. This information includes the harvest of each species, the
time at sea, and the price the fish were sold for. On the West
Coast, much the same sort of information is collected by state
agencies. Random fluctuations in the local availability of fish
generate a joint probability distribution of harvests and trip
times. The shape of the distribution depends on many factors,
including the spatial and temporal distribution of fish and the
decision procedures of the fisherman. The data described above220 Joseph Swierzbinski
give us the ability, at least in principle, to test models of the
shape of this distribution. If we knew how the harvest-trip time
distribution depended on the species and the vessel character-
istics, we could aggregate the curves to form an accurate harvest
effort curve. We have already discussed the importance of the
harvest effort curve. In addition such micro-models of the dis-
tribution of catch should provide biological information about
the dispersion offish and economic information about the search
behavior and attitudes toward risk of the fisherman.
In real life the spatial distribution offish and the fisherman's
decision rules interact to determine the distribution of catch and
trip time. It is helpful to begin by considering the two factors
more or less separately. Let us begin with spatial heterogeneity.
The random sampling technique for a trawl survey represents
the simplest search strategy for a fisherman. For results from
random sampling the decision rule is essentially abstracted out
and we are free to concentrate on the spatial distribution offish.
Taylor (1953) analyzed the distribution of trawl catches made in
NMFS surveys during the summers of 1948 to 1951.
The simplest distribution to fit to trawl catches would be the
Poisson. Recall that the Poisson is a discrete distribution. The
probability that / units are observed in a sample is given by the
equation:
Pi = {K'/i\)e-^ / = 0, 1 . . . (15)
where \ is a constant with £•(/) = V{i) = \. The value of / could
be measured in numbers. Alternately we could choose a weight
unit and round the values up or down to an integral number of
units. It is worth noting that if we choose to approximate the
distribution of the fundamentally continuous weight offish sam-
pled by the discrete Poisson distribution, then the choice of
weight unit matters. In particular, suppose we find a weight unit
for which the Poisson distribution fits well. Choosing a different
weight unit is equivalent to multiplying the weight of each sample
by a constant. Since EaX = aEX and VaX = a^VX the distri-
butions for the new and old weight units cannot both be fit by
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Poisson fits well for some weight unit then we might in some
sense be said to have found a natural scale unit for measuring
spatial patchiness.
When the Poisson distribution fits the distribution of catches
well then it is often said that the population is distributed purely
randomly. If the population is clumped or patchy then we do not
expect the Poisson distribution to fit. In particular, we expect
that the variance of the catch ought to exceed its mean when
the population is clumped. Biostatisticians often fit a generali-
zation of the Poisson distribution called the negative binomial
to populations suspected of being patchy. For the negative bi-
nomial distribution, the probability of i units per sample is given
by the equation:
where m and k are constants related to the expectation and var-
iance of /, E{i) = m, V(0 = m + m-'-lk, and r(x) is the gamma
function. Note that as /: ^^ oo, f, for the negative binomial ap-
proaches Pi for the Poisson. Note also that for the negative bi-
nomial, the variance of the catch per sample exceeds the mean
by the factor m'^lk. Sometimes k is used as an index of the patch-
iness of a population, with smaller ^'s denoting greater patchi-
ness (Pielou, 1977).
Taylor (1953) fit the negative binomial distribution to histo-
grams of catch per trawl. He presents graphs for haddock, skate,
and perch where the fits are very close. In addition, for many
species, the chi-square statistics are such that the hypothesis
cannot be rejected that the fish are distributed according to the
particular negative binomial distribution chosen. The Poisson
distribution, on the other hand, did not fit well.
Taylor (1953) also reminds us of an intuitively pleasing inter-
pretation of the negative binomial distribution developed by R.
A. Fisher (1941). Suppose that the fish population is distributed
in patches, that each trawl lands in a separate patch, and that
within each patch the fish are distributed according to the Pois-
son distribution, again with the parameter \. Now, however, X222 Joseph Swierzbinski
is not considered to be a constant but a random variable varying
from patch to patch. In particular, suppose that X is distributed
according to the gamma distribution. The gamma distribution is
a flexible two-parameter family of distributions. It is defined by
the following equation for the probability density of X:
(17)
where a and p are constants, r(a) is the gamma function, E{\)
= a/p, and V(X) = a/p^
Given the above assumptions, the catch per trawl will be dis-
tributed according to the negative binomial distribution with pa-
rameters m = a/p and k = a. Hence Fisher (1941) provides a
stochastic model of how spatial patchiness can generate the ob-
served negative binomial distribution. Besides the articles by
Taylor (1953) and Fisher, the book by Pielou (1977) gives a good
introduction to the problems of measuring spatial heterogeneity
and its effects. Note also that the above analysis provides an
alternate method of describing the effects of patchiness on the
precision of stock estimates obtained from random sampling.
Now consider search behavior. When, for example, should a
fisherman end a trip? Suppose that a fisherman receives a con-
stant price per unit of fish P. If the harvest to date is //A^ and
the fisherman has made N trawls, then he or she can return and
earn revenue FHf^ or make another trawl. The cost of the trawl
might be a constant C or it might be an increasing function of
Hfs/, to take into account holdihg costs associated with spoilage.
If h is the harvest on the next trawl then the fisherman must
compare the alternative returns PHi^ and FH,^ + Fh - C{Hf^).
Now, /z is a random variable with an expected value E{h). If the
fisherman wants to maximize profits, then a plausible decision
rule would be to continue if and only if FE{h) > C{H/^). Such
a rule is known as an 51 stopping rule in the statistical literature;
it assumes that the fisherman ignores the effect that the next tow
will have on the desirability of future tows (DeGroot, 1970).
We want to consider the possibility that the fisherman learns
from experience. To avoid other complications, let C{H,^) be theFroblems in Fisheries Biology and Economics 223
constant C and assume that the fisherman uses the S\ stopping
rule, continuing as long as E{h) > CIF. The only remaining ques-
tion is how the distribution of catches to date affects the fish-
erman's expectations of future catch. The combination of the
Poisson and gamma distributions provides a useful tool for ex-
amining learning both in this simple model and in other more
complicated models.
Suppose that h is distributed according to the Poisson distri-
bution. Although spatial heterogeneity makes this a poor as-
sumption for random sampling, it may be better for fishing
trawls. These are not made randomly and it is probably in the
fisherman's interest to reduce the variance of h. If the fish are
really distributed according to Fisher's (1941) model for the neg-
ative binomial, then the Poisson assumption is accurate if what
a fisherman does each trip is locate a patch and remain in it.
Suppose that the harvest h is distributed according to the Poisson
distribution with parameter X. Assume further that the fisherman
does not have perfect knowledge of X, but rather forms expec-
tations about X, the mean catch per trawl, based on past expe-
rience.
Assume that the fisherman's initial expectations about X are
summarized by a gamma distribution with parameters a and p.
As mentioned earlier, the gamma distribution is a fiexible two-
parameter family of distributions and it is quite reasonable to
assume that some member of the family will at least approximate
the fisherman's initial expectations. This fiexibility is one of the
two major reasons why the gamma distribution is useful in this
context. In this case, the fisherman's initial decision is made by
using the rule: enter the fishery [f E{h\a,^) = a/p > CIF.
Each trawl provides information to the fisherman regarding
the local abundance of fish, thereby changing the fisherman's
expectations about X. In particular we assume that the fisher-
man's prior distribution regarding X is updated after each trawl
by using the Bayesian updating procedure. Rather than describe
this procedure we refer the reader to Raiffa's (1970) book for a
readable elementary account and to DeGroot (1970) for a more
technical discussion. The fisherman decides whether to under-
take the next trawl by using the updated or posterior distribution.224 Joseph Swierzbinski
For special classes of distributions the prior and posterior dis-
tributions belong to the same family. Such families are called
conjugate families for the parameter to be estimated. In partic-
ular, for the Poisson parameter X, the gamma distributions form
a conjugate family. This is the second major reason for the
gamma distribution's value in this context.
Since the gamma distribution is the conjugate prior of the Pois-
son, we can model changes in the fisherman's expectations by
changes in a and p. These have a particularly simple form. If a
and (3 are the parameters of the initial distribution and if H^ is
the total harvest in N trawls, where N can be 1 or more, then
the posterior parameters after A'^ trawls, a' and (3', are given by
the equations:
a' = ex + //;v (18a)
P' = P + N (18/7)
The fisherman's decision for the next tow is given by the rule:
continue if and only if (a + HN)I{^ + N) > CIP.
Using the above procedure we can construct histograms for
the harvest H^ and number of trawls A'^ per trip. These will de-
pend on a, p, C, P, and also the true Poisson parameter |JL or
whatever other parametric distribution "truly" describes the fish
population. The theoretical histograms can then be compared to
data.
The above model could be complicated in many ways. Holding
costs could be added to model spoilage of fish in the hold. The
fishermen could be assumed to be averse to risks by postulating
some sort of utility function for them.
A more interesting generalization would be to abandon the S\
stopping rule. This would be particularly interesting in the fol-
lowing slightly broader context. Suppose that Fisher's (1941)
model for the negative binomial is in fact correct. The fish are
distributed in patches. Within each patch the distribution is of
the Poisson type with a parameter \ that varies between patches.
Now expand the fisherman's choices. After each trawl he or she
must decide among three options: (1) return to port, (2) continue
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was not part of our earlier model. It introduces new and inter-
esting complications. The value of information about the local
density offish now becomes a very important consideration. The
5] stopping rule will almost certainly be a bad approximation iii
this case and more complicated dynamic programming rules
should be used. Details of dynamic programming methods can
be found in Dreyfus and Law (1977). Mangel and Clark (1983)
have used such methods to model search behaviors in fisheries.
Search problems are discussed from an economist's point of
view in articles by Shaveil and Kohn (1974) and Weitzman
(1979).
A Model of Competitive Bidding
The market failure that induces overcapitalization in many fish-
eries is widely recognized. One remedy that has often been dis-
cussed is the limitation of fishing effort in a given fishery. One
approach to limiting effort is to fix the number of boat or tonnage
licenses. One method of allocating these licenses would be to
auction off the desired number of licenses each year. In the
United States, such a scheme would satisfy the provisions of the
Fisheries Conservation Management Act regarding equal access
to the fishery. In addition, there is considerable precedent in
other resource areas. The Department of the Interior has auc-
tioned off the rights to harvest timber and, more recently, off-
shore oil. As yet such a scheme has not been implemented for
fisheries. But if it were then the distribution of bids might tell
us something about fishermen's decision making.
Smiley (1979) has recently done an empirical analysis of the
auction market for offshore oil leases. In the course of this anal-
ysis he extended the theoretical models of the bidding process
developed by Wilson (1977) and Rothkopf (1969). If auction
schemes for fisheries are ever implemented, they will no doubt
differ in important ways from the offshore oil leasing system.
These differences will require modifications in Smiley's ap-
proach. Nevertheless, his model illustrates some of the features
that ought to be captured in a study of bidding. Thus we turn to
a consideration of Smiley's model.226 Joseph Swierzbinski
Smiley assumes that there are n bidders for a single item of
value t; > 0, where v is unknown to the bidders. In the case of
fisheries, v would be the expected annual rent a given boat could
capture. Each bidder estimates v from past experience or, in
Smiley's case, via exploratory drilling. The estimates are con-
ditional on the true value v; for all bidders, the estimates y, are
identical, independently distributed random variables each with
a cumulative distribution function Fi{vi\v), where F, is known to
all the bidders. Before the experience or experiments that led to
the estimate f,, the bidders share a common belief in the distri-
bution of V. The prior probability density function is g{v).
All bidders know n, g(v), and F, and each knows his or her
own Vi. Each bidder formulates a bid bi that maximizes the ex-
pected gain. In the case of offshore oil the lease goes to only
one bidder, so the gain is u - 6, for the highest bidder and 0 for
the rest. The bidders are risk-neutral, so only the expected gain
matters.
Smiley's first point is that "naive behavior by bidders can lead
them to ruin." In particular, if bidders' estimates are unbiased
but have positive variance, a superficially plausible bidding rule
might be bi = f,, with the hope that in the course of many auc-
tions an acceptable return would be made on average. Unfor-
tunately, when there are a number of bidders, the expected value
of the maximum bid will be larger than the expectation of w,, so
that such a scheme would lead to losses.
Smiley goes on to consider the optimal choice of a bidding
rule. A bidding rule is a function p, such that bi - p,(iy,). He rules
out direct collusion. Nevertheless, bidders recognize their own
interdependence. Hence each bidder's optimal strategy depends
on assumptions about how other bidders will react to that strat-
egy. For example. Luce and Raiffa (1957) discuss the possibility
that tacit collusion in repeated auctions could arise through sig-
nalling by the choice of bid in the early rounds. Smiley rules out
tacit collusion by considering the Nash noncooperative equilib-
rium as his solution concept. In the Nash noncooperative equi-
librium, each bidder chooses a strategy by assuming the other
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chooses a strategy on the assumption that the other bidders will
not react to it.
In particular. Smiley considers the symmetric case where all
bidders are identically placed and hence use the same strategy.
Let the common Nash equilibrium strategy be p. The expected
gain for the ith bidder, given v, and p,, is given by the equation:
E, = ( [v - Pi(vi)]fMvi)Fr-'{p-'[piivi)]\v}dv (19)
Jv
where /^ is given by Bayes theorem:
and /, is the density function corresponding to F,. If p is differ-
entiable, then differentiating Equation (19) with respect to p, and
setting Piivi) = p(vi) gives an equation for p:
0 = ( {[v - pivd](n - l)F?-\vi\v)fM\y)
Jv
\dv (21)
Equation (21) is the basic equation of the bidding model. The
basic result is discussed below. Make the following two as-
sumptions:
2. g(v) - kv~' where k and / are real numbers
In this case, the Nash equilibrium strategy must be linear in
Vi. In other words, p{vi) = p-Vj where p is a constant independent
of Vi. This is the main theoretical result and it is an important
simplification.
Smiley goes on to calculate p for a number of distributions by228 Joseph Swierzbinski
applying Equation (21). For example, if / = 2 and F, is Gumbel's
second distribution, F,(t;,|T;) ^ exp[-fl(u/t;,)'"], then
. ^ m{n - 1)
^ «'""[m(n - 1) + 1]
Smiley also considers the Weibull and log normal distributions.
Since the model predicts a relation between bids and under-
lying values, data on bids could be coupled with independent
information about the value v, in order to estimate / and the
parameters of F,. This in turn tells us about the learning behavior
of the participants. Smiley goes on to use data on offshore oil
bids to estimate the parameters of F,, but we will not pursue his
empirical application in this paper.
Auctions of fishing licenses would introduce a number of com-
plications. For example, there might be one sealed bid for m
licenses. Thus there would be m winners, not one. Alternatively
there might be a sequence of auctions, one for each license. This
sequential system would introduce possibilities for the sorts of
strategic behavior discussed by Luce and Raiffa (1957). Never-
theless, if auctions are ever instituted for fisheries, I would not
be surprised to find that some of the models used to analyze
them bear a strong family resemblance to the models of Wilson
(1977), Rothkopf (1969), and Smiley (1979).
Discrete Choice Behavior of Fishermen
In the preceding section we discussed one aspect of the choice
behavior of fishermen. One characteristic that is common to
many choices, such as the choice of fishery or gear type, is the
discrete nature of the choices. The fisherman selects one among
a finite and usually small number of alternatives. The most
widely used of the statistician's tools, regression analysis, relates
the size of one continuous variable to the size of a number of
continuous and/or discrete variables. In recent years there has
been a resurgence of interest in a technique called logit analysis,
which relates discrete choices to the size of a number of con-
tinuous and/or discrete variables. Recognizing the importance ofProblems in Fisheries Biology and Economics 229
discrete choices in the fishery, this last section briefiy reviews
the logit method. For a comprehensive review of discrete choice
modeling see the excellent survey by Amemiya (1981).
In studying discrete choice behavior, two types of data may
be available. For given values of the independent explanatory
variable A',, we may have an observation as to which discrete
choice was chosen. If the data are numerous enough, for example
if there are a large number of fishing firms with the same Z,
vector, then we may have data on the frequencies with which
each alternative is chosen. In either case, the model we fit can
be interpreted as relating the probability of choosing a specific
alternative to the independent variables. For a two-choice sit-
uation, the logit model is specified by the following equation for
)y the probability of choosing choice y:
exp[ao + ,fL,
where ao and the vector /J, are the constants to be estimated.
A similar model is the probit model. For the binary choice





where $ is the cumulative distribution function of the normal
distribution. Both the probit and logit models have a long history
of use in biostatistics (Berkson, 1944, 1951).
Equation (23) for the logit model can be written in the log odds
form:
In this form, the generalization to M choices is intuitively230 Joseph Swierzbinski
clear. We pick one alternative, say m, as the base choice. We
then have the equation:
Now the constants oq, and bji must be estimated for / = 1,
. . . , N and j - 1, . . . , M - 1 where there are M choices
(Oum, 1979).
In recent years, McFadden (1974, 1976) has been responsible
for an important revival of interest in the logit technique among
economists. Among other things he derived the logit model from
a formal theory of individual choice, so that there is now a strong
theoretical foundation for the use of the logit model to describe
economic choice behavior.
The logit model of Equation (23) or (26) can be estimated in
two ways. Equation (23) can be used to define a likelihood func-
tion in the obvious way. A nonlinear search routine can then
determine ao and the vector bi that maximizes the likelihood
function. This approach works even with a limited amount of
data.
In some fishery applications there may be lots of data. In par-
ticular, an entire class of boats may be described by the same
vector Xi while the choices are observed for each boat. If for
each fixed A',, the numbers choosing each alternative are large
(i.e., greater than 5 or 10), then Equation (26) can be fit directly
by using least squares.
There has been considerable discussion of both the statistical
properties of the logit model and the appropriate conditions for
its application. In his 1974 paper McFadden discusses some of
the large sample properties of the maximum likelihood estimator.
Grilliches and Yatchew (1979) have considered the effect of spec-
ification error on logit estimates. McFadden cautions that the
logit model is not appropriately applied to choices between close
substitutes; Oum (1979) has extended these considerations into
a critique of the logit method applied to demand analysis because
of the a priori restrictions it implies on the parameters of price
responsiveness to demand.Problems in Fisheries Biology and Economics 231
One application of the logit model to fisheries is a study by
Bockstael and Opaluch (1981). They model the fisherman as
choosing among fisheries by considering both the risk and the
return. In essence they model the entry decision as a portfolio
choice where the fisherman is constrained to hold only one asset.
This survey has summarized some of the important statistical
techniques used by fishery biologists and economists. It is to be
hoped that the survey has illustrated the diversity of these tech-
niques and suggested interesting directions for future work. The
activities of various government agencies in collecting data on
individual fishermen create a special opportunity. By combining
these data with the various choice models developed by econ-
omists and others, we can hope to use the observable results of
fishermen's actions to learn more about the behavior of fisher-
men and the spatial structure offish populations.
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