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1. Inleiding. 
We beschouwen twee reeksen onafhankelijke experimenten, 
b.v. twee processen Ren~, waarbij ieder experiment twee moge-
lijke uitkomsten heeft: succes of mislukking. 
Stel de kans op succes bij ieder experiment van proces ~ 
gelijk aan p. en bij ieder e~periment ~an proces ~ gelijk aan ~. 
Een sequente toets met twee beslissingsmogelijkheden voor 
het vergelijken van de twee kansen pen p' is gegeven door WALD 
[7] 1 ) (pg, 106 e.v.) voor het geval men paren waarnemingen ver-
richt, d.w.z. voor het geval dat men bij iedere stap van het 
onderzoek voor ieder der processen A en~ het experiment ~~n-
maal uitvoert. 
Heeft men groepen waarnemingen, d.w.z. wordt bij iedere 
stap van het onderzoek voor ieder der processen A en 1\ het ex-
periment een aantal malen uitgevoerd, dan kan men de in [91 be-
schreven sequente toets· met twee beslissingsmogelijkheden toe-
passen. Bij deze toets gaat men als volgt te werk: 
Stel bij de A-e stap van het onderzoek wordt bij proces R 
het -experiment m. maal ui tgevoerd en bij proces J?:i l"Y"f... maal. 
A. .... 
Zijn de auntallen successen resp. a,,. en b. dan kan men de re-
... -1.. 
sultaten als volgt samenvatten: 
proces succes mislukking totaal 
A a,. C· fYl. . 
.... .... A. 
~ b. 
... 
d. 
... 
rm.• 
,I., 
totaal /'(,; . s. N-... .... A. 
De grootheden a.. en b. bezitten beide een binomiale verde-
-'41io -~ 
ling met parameters rn.,..._ en 'p resp .rm., en p' . 
Men maakt bij deze toets nu gebruik van het feit dat als 
rn-, een binomiale verdeling bezi t met parameters rn.. en p ~ de 
grootheid: 
{ 1 • 1) 
als 
als 
als 
bij benadering een normale verdeling bezit met gemiddelde 
( 1. 2) 
--------------------
1) Cijfers tussen vierkante haken verwijzen naar de literatuur-
lijst, 
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en variantie 
( 1 • 3) 2) 
Deze transformatie wordt toegepast ops~ en op g~, waardoor zij 
overgaan in grootheden, die wij met ~~en~~ aangeven* Op het 
verschil 
c1. .. \. 
'::IC. = u. - f\r, 
- ,'\,. - -\.. --L-
wordt de door WALD [7) (pg. 117 e.v.) gegeven sequente toets met 
twee beslissingsmogelijkheden voor het gemiddelde van een nor-
male verdeling met bekende spreiding toegepast. 
De bovengenoemde toetsen zijn beide toetsen met twee be-
slissingsmogelijkhedenJ d.w.z. men komt met deze toetsen tot 
, ; \ I 
een der besllssingen p > p of p < ~ • 
De sequente toets van WALD voor het vergelijken van twee 
kansen ~en~ voor het geval van paren waarnemingen kan met 
behulp van de door de BOER [21 en [31 gegeven sequente toets met 
drie beslissingsmogelijkheden voor een onbekende kans, uitge~ 
breid warden tot een toets met drie beslissingsmogelijkheden, 
dus een toets waarmee men tot een der beslissingen p > p', 
? < p' of p ~ p' kan Immen. Di t geval zullen wij hier niet ver-
der beschouwen. 
In dit rapport zal nu beschreven warden hoe men, met be-
hulp van een door SOBEL en WALD gegeven sequente toets met drie 
beslissingsmoge~ijkheden voor het gemiddelde van een normale ver-
deling met bekende spreiding (8) de bovengenoemde toets voor het 
vergelijl2n van twee kansen ~en~• voor het geval van groepen 
waarnemingen uit kan breiden tot een soortgelijke toets met 
drie beslissingsmogelijkheden. 
V66r wij deze toets in par. 4 besprekenJ zullen eerst in 
par. 2 de sequente toets van WALD met twee en die van SOBEL en 
WALD met drie beslissingsmogelijkheden voor het gemiddelde van 
een normale verdeling met bekende spreiding in het kort beschre-
ven warden. In par. 3 zullen wij de exacte verdeling van~ voor 
enige waarden van 'YI., en p vergeliJken met de bovengenoemde bena-
dering. 
--------------------
2) Tabellen van '1 J rt, en v?.. ZlJn te vinden in ( 9} voor 'n. = '10( 1) 50 
en O ~ tn, ~ '\'1.. ; '-J is hierbij ut tgedrukt in radialen. 
.. 
.. 
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2. Sequente toets voor het gemiddelde van een normale verde-
ling met bekende spreiding • 
2.1. Twee beslissingsmogelijkheden. 
Voor het geval dat de opeenvolgende waarnemingen oc"oc2.•······ 
waarnemingen zijn van een stochastische grootheid~, die nor-
maal verdeeld is met gemiddelde ~ en bekende spreiding O"" vindt 
men de sequente toets van WALD met twee beslissingsmogelijkhe-
den voor p. beschreven in (71 (pg. 117 e.v.). 
Wij zullen deze toets hier beschrijven voor het geval dat 
de spreiding niet constant is. De afleiding verloop geheel ana. 
loog aan het geval voor gelijke spreidingen, 
Voor de toets is vereist dat een waarde p-0 voor j-L gekozen 
wordt. Volgens de sequente toets komt men dan tot een der be-
sl iss ingen: j-L < }--1-o of r'- > }-Lo , waarbij men ook, naar willekeur, 
het < resp. :::,. door~ resp.~ kan vervangen. 
Verder is vereist dat twee waarden f-L, en t,A-2 voor p. gege-
ven zijn met 
p-, < ~Q < P.a. ' 
waarbij ~' en ~2 zodanig gekozen moeten worden dat het voor 
het onderzoek van weinig belang is of men tot de beslissing 
p .. < ~" dan wel de beslissing p. > j--lo komt als p-, < p- <- p-'J. , ter-e 
wijl de b~slissing p.>~0 een ernstige fout inhoudt, als )--l~p-1 
is en eveneens de bes liss ing j--l < r'-o als \--L ~ P.:i is. Men spree kt 
dan alleen in deze twee gevallen van een foute conclusie en 
noemt het interval (~.~J de indifferentiezone. 
Is nu 
o(.. de kans om te. beslui ten tot \-l > r'-o als \-L= \"-i 
f.i. de l-cans om te beslui ten tot p. <- \-'-o als rt= P-2 
en kiest men o<. en (3. beide <. ½ dan is de kans op een foute 
conclus ie ~ o<. als p. ~ p., is en ~ p, als p- ~ p.,. is. 
Men moet er nu bij de keuze van p., en p..~ nog rekening mee 
houden, dat een v~rkleining van de indifferentiezone lp.,. p...,.) 
een vergroting van het gemiddeld aantal waarnemingen, dat nodig 
is om tot een beslissing te komen, tot gevolg heeft. 
De waarde ~ 0 is verder voor de uitvoering van de toets van 
geen belang. 
Heeft men µ. .. r'-l. c,( en ~ 
spreiding van oc. dan wordt de 
- .... 
Men gaat door met het 
(2.1) 
gekozen en is er~ de (bekende) 
toets als volgt uitgevoerd: 
nemen van waarnemingen zolang: 
< 
.. 
waarin I -f? > I c( 
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Zodra niet meer aan (2.1) voldaan is houdt men op met het nemen 
van waarnemingen en beslui t tot \.A.> P,o_ als 
en tot \-l < \-l• als 
~ ,..,,., ~I +I:'::: L. ......... - a, ~ 
"-" l 0: '.I, 
.. 
Hebben de stochastische grootheden ~- alle dezelfde spreiding 
- .. 
er dan gaat (2.1) oyer in: 
In dit geval kan men de toets gemakkelijk grafisch uitvoeren. 
'l'\. 
Daartoe zet men in een graf iek L x._ ui t tegen 'n.. Men tekent 
.l:1 
twee evenwijdige rechten L, en L~, waarvan de vergelijkingen zijn: 
L,: \J -= o-" ..fm. 'B + p.,+p-2 ~ 
J p.,.- P.• ,. 
L,.: "J l,_ A + ~. 
,,,,. 
L.-::c-. ... 
.... , 
L, 
0 
figuur 1. 
Schema voor de sequente toets met twee beslissingsmogelijkheden 
voor het gemiddelde van een normale verdeling met bekende con-
stante sp:eiding. 
.. 
... 
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Men gaat door met bet nemen van waarnemingen zolang het 
I'/\. 
punt ( 'l'l... _I:. -x...) tussen L, en L,. ligt. Zodra di t punt niet meer 
"-:;:\ 
tussen L, en L,. ligt, houdt men op met het nemen ven waarnemin-
gen en beslui t tot p. > I-lo. als het punt op of boven La. ligt en 
tot p. < p.0 als het punt op of onder L, ligt. Deze eenvoudige 
grafische procedure vervalt als de spreidingen ongelijk zijn. 
Opmerking: Daar A> 1 en 'B <\ snijdt L, de '-J -as onder de x -as 
en snijdt Li de~ -as boven de -x. -as. 
2.2. Drie beslissingsmogelijkheden. 
De sequente toets van SOBEL en WALD met drie beslissings-
mogelijkheden voor het gemiddelde p- van een normale verdelin~ 
met bekende spreiding vindt men beschreven in [8]. Deze toets 
kan alleen op de daar beschreven wijze warden toegepast als de 
spreiding van de groo~heden ~t constant is. 
Wij zullen hem hier in het kart beschrijven voor het geval 
dat de spreiding niet constant is. De afleiding verloopt weer 
geheel analoog aan het geval van constante spreiding. Voor deze 
toets is vereist dat twee waarden ~ 0 en~~ en vier waarden ~., 
µ 2 , 1--'-i en \-l.1i gekozen worden., met 
' P,, < l-la < p.!l < p-'3 < po < P,'1 , 
waarbij de drie beslissingsmogelijkheden van de toets zijn: 
1 • \A- < j-lo 
2 .. 
3. 
. p. > P.o 
De intervallen (~1 ,µi) en (p.3 ,~~) ziJn de indifferentie-inter-
vallen. Het interval (~,,~t) moet zo gekozen worden dat als 
~,< p. <~2 het voor het onderzoek van weinig belang is of men 
tot de beslissing 1 dan wel de beslissing 3 komt, terwijl be-
slissing 2 in dit geval een foute conclusie genoemd wordt. Het 
interval (t-t3 , p.4 ) moet men zo kiezen dat als 1-4-3 < p. < p.4 besl is-
sing 1 als fout gewaardeerd wordt .1 terwijl het van weinig be--
lang is of men in dit geval tot beslissing 2 dan wel beslissing 
3 komt. 
De twee waarden ~ 0 en~: zijn voor de uitvoering van de 
toets verder van geen belang. 
Zij nu T de (gewone) sequente toets voor het toetsen van 
)-l = p., tegen p-,;. 1-l:i. , dan leidt deze toets tot een beslissing 
zodra niet meer voldaan is aan 
( 2. 2) 
waal'.'in R = \ - ~ en °B-==- @ als 
c<. I - o<.. 
~~de ka~s om met T te besluiten tot 
~=de kans om met T te besluiten tot 
-6-
\-!. ~ \-l"' als \l-"'" p. 1 
p. < y.o als rt-= \-l~· 
Is T' de ( gewone) sequente toe ts voor het toetsen van p."' }-'-3 
tegen \-1-=- p. 4 , . dan leidt T' tot een beslissing, zodra niet meer 
voldaan is aan: 
Zn. :B' 'YI. 'X· - ~3 +1:,. ln, ~ \ (2.3) < L. ... 'l. < 1 p.,. - 1-l.1 A:' cr:'.l. \Ai. - p.'A ... 
waarin A':::. I-~• ' ~· als en B:: 
ct..' I -QI.! 
I besluiten tot l als I de kans om met T te I-'- > t-1-<;\ P,= j-1-3 o<. = 
~I = de kans om met T' te besluiten tot <'. I p- = rt<;\ als p.;:: )-'-4· 
Wij voeren nu de volgende notatie in: 
' 0.::: 0...::. 
t 
dan leidt T tot een beslissing zodra niet meer voldaan is aan 
(2.2a) h < "}'I'\ < a.. 
en T 1 leidt tot een beslissing zodra niet meer voldaan is aan 
(2.3a) \ I I b < 'J.,._ < a.. . 
Verder geldt nog dat ct en zijn en 6 en b < a 
(2.4) 
Wij v.oeren nu nog de onderstellingen in, dat 
b ~ 61 
( 2. 5) < \ 
0. = 0.. 
en 
Uit (2.4) en (2.5) volgt nl. dat men dan volgens T' niet tot de 
beslissing )-,l > p.10 lean komen voordat T tot de beslissing rL s )-,Lu 
heeft geleid en dat men volgens T niet tot de beslissing \-l < 1-'6 
kan komen v6ordat T 1 de beslissing )-..l. ~ p.~ heeft gegeven. 
Er zijn nu dus de volgende mogelijkheden: 
1. T' geeft de beslissing p- ':§.. p.~ en T geeft (bij dezelfde of 
een lat ere stap) de beslissing \-1, < rto of de beslissing \-'-'1. \-la , 
2. T gee ft de Lieslissing p. $. po en T' gee ft ( bij dezelfde of 
een l2tere stap) rlP bPslissing p. ~ p.~ of de beslissing p- > I-'-~· . 
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De sequente toets met drie beslissingsmogelijkheden wordt nu als 
volgt gedefinieerd; 
Men gaat door met het nemen van waarnemingen zolang niet 
beide toetsen T en T' tot een beslissing hebben geleid. Zadra 
Ten T 1 beide een beslissing hebben gegeven is de toets afgelo-
pen en met besluit 
a. tot j.t < p.a als volgens T 1 besloten :Ls tot p. ~1-l: en volgens T 
tot ~ < ra J 
b. tot p. > rt~ als volgens T besloten is tot ~ > \J-a en volgens 
I I 
T tot p. > t,-to J 
c. tot p.o ~ p. ; p.~ als volgens T besloten is tot }-L ~ p0 en vol•-
gens T 1 tot p. €- p.'a • 
Het zal nu ook duidelijk zijn waarom de onderstelling (2.5) 
is ingevoerd. Was hieraan niet voldaan~ dan zou men volgens T' 
tot de beslissing \-l > p.~ en later volgens T tot de hiermee te-
genstrijdige beslissing \-l< p. 0 kunnen komen. 
Hebben de stochastische grootheden ~~ alle dezelfde sprei-
ding cr' ~ dan gaan (2.2) en (2,3) over in: 
( 2. 2b) 
cr:i. ,... er'.!. 1m, A+ .lm, 1:- + µ,+p.:i. rn. < L X.;. < I::':• +p.'A. 'Y1, i,t. - rt, ~ A..::., p.'.t - r'-1 :i. 
(2.Jb) 
er,. 
,,... 
er'). 
~B'+ f::i.+I:': .. 'n-< L'JC,;. < ~R' + ~'l + ~I{ l'Y\.. 
I-'-.. - f-:i. ?, A::.\ p- .. - i-i-?, ?. 
Men kan de toets dan grafisch uitvoeren. Daartoe zet men weer 
'l\. 
L -x. 
. .. 
-'"" figuur 
bij T 
ui t tegen ,n en tekent vier rechten L, , L:i., L\ en La ( zi 0 
2), die twee aan twee evenwijdig zijn. L, en L,. zijn de 
behorende grenslijnen metals vergelijkingen: 
L,: 
0-'A () 
---'vYl..F\+ µ., + p-1. :ic.. 
~ 
De verge1ijkingen van de bij T' behorende grenslijnen L, en L~ 
zijn: 
L I 
Q_ 
Q. ---- -
, 
0 ,,/' 
figuur 2. 
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\.'., 
- s , 
/ 
Schema voor de sequente toets met drie beslissingsmogelijkheden 
voor het gemiddelde van een normale verdeling met bekende con-
stante spreiding. 
Daar )-l 3 + \-lii >\-.I.~+ \J-, is de helling van L', en l\ groter dan 
die van L, en L,.. Uit (2.5) volgt dat OQ ~oQ' en 01>' ~O-P is, De 
I 
rechten L,. en L'., snijden elkaar dus rechts van de 'j --as en L.,, 
en L, snijden elkaar links van de j -as, 
Er zijn nu de volgende mogelijkheden voor de weg, die het 
""-
punt ( 'Yt. ~ oc:..) beschrijft: 
4::1 
1. De weg passeert eerst ~·sen da8rna (of bij dezelfde stap) L1 ; 
volgens T' wordt dan besloten tot \--1. ~ rt~ en volgens T tot 
\-'- < \-lo• 
2. De weg passeert eerst Q S en dacrna (of bij dezelfde stap) L\; 
volgens T wordt dan besloten tot p. ~ p0 en volgens T 1 tot 
\-'l > \J-~. 
3. De weg passeert eerst Q S en daarna ( of bij dezelfde stap) l\ 
of de weg passeert eers t ·p's en daarna · ( of bi j de zelfde st ap) 
La; volgens T wordt dan besJ.oten tot \-l ~ ~Cl en vo1gens T' tot 
\ P-§_ PC)· 
Volgens de toets met drie beslissingsmogelijkheden komen 
wij dus resp, tot de beslissingen p. < 11<> , \-l > p.~ en p-0 ~ \.l € p.~ 
.. 
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3. De verdeling van ~ = :2 b~$.'tn1/¾_;_ 
De boogsinus-wortel-transformatie, toegepast op de groot-
heid !' 1 waarbij rn, binomiaal verdeeld is· met parameters rn.. en 
p , is af'comstig van FISHER [5] . Hij gebruikt de transformatie 
( 3 .1). ':.} ='-b~si.-n. F 3 ) o ~ ~. :i. rn. 
BARTLETT [1} heeft de transformatie 
' b . \~ ~~~ ~Sl'Ylv~ 
(3.2) . b ·vrr-':::J = -.:l. ~svn l.t-n 
~• =11' -:t ~15 ·L'n V+'Y\. 4) 
voorgesteld, terwijl we in [9) de reeds 
de transformatie: 
(3.3) 
vinden. 
f-= ').b~Si.'Y\F 
'4"~\ff 
~"~~-F 
0 < 'n-, < 'Y\. 
in de inleiding genoem-
0<'!:h<""-
11, .. 0 
Voor een uitgebreide behandeling van de transformatie ver-
wijzen wij naar {4] (pg. 395-416). 
Wij zullen nu, voor de laatste twee transformaties, het ge-
middelde en de variantie van ~• en ~" voor enige waarden van 'it 
en p vergelijken met de in [~1 en [9} genoemde benaderingen hier-
voor, die voor alle drie transformaties 
(3.4) 
(3.5) 
zijn. 
'A I I rr~~+-
·~ '\'"\.~ 
Tabel I geeft de resultaten voor p_ (waarbij de benadering 
alleen van p afhangt) en tabel II die voor er?. (waarbij de bena-
dering alleen van"f\. afhangt). 
--------------------
3) Tabellen van 'j = 2 b'a ~i.h. Vi, zi jn te vinden in [ 6) voor 
cc.= 0,000(0,001)1,000, pag. 70-71; 'j is hier uitgedrukt in ra--
dialen. 
4) Tabellen van 'j = i b~ sl-n. y;f zi jn te vinden in ( 41 J pag. 406 
voor ,n, = 10 ( 1) 50. 4-n. 
5) Als p = ½ dan geldt (3.4) exact; zie tabel I. 
Tabel I 
De verwachting van y 1 en y 11 J exact en benaderd 
exact 
yr y" yi I y" y' y 
N 10 20 30 
,-- . 
OJ50 1;571 1, 57 ✓1 1,571 1,571 1,571 1,571 
r - .. 
0,25 1,017 1,025 1,031 1,031 1,037 1,037 
0, 10 0,624 0,669 0,61 11- 0,625 0,620 0,623 
0,05 o,476 0,553 o,434 o, )_~67 o,428 o,444 
Tabe] II 
De variantie van y_ 1 en y 11 , exact en benaderd 
·-
exact 
y' y' y' y Y_~_L_y yr y 
~ 0,50 0,25 0,10 0,05 
10 0,113 0,112 0,110 OJ -100 0,075 0,051 0,0~5 0,024 
-
20 0:,053 0,053 0,055 0,054 0.,051 0,043 0,036 0,024 
30 0,035 0,035 0,035 0,035 0,03610,034 Oy030 0,023 
I 
·- •-- .. -•-~u. 
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bena--
derd 
----·-
1J571 
1,047 
o,644 
~-----• O,~~j 
.. 
ben 
der 
0,1 10 
0,0 
0,0 
53 
34 
_J 
In figuur Ja en Jb (zie pg. 16 en 17) vinden wij voor enige 
waarden van 'Y1. en p de exacte verdeli van ~• en die van '::/" en 
de normale verdeling met gemiddelde en spreiding volgens (3.4) 
en (3.5), 
Ui t de tabel1en I en r · en figuur 3 krijgen wij de indrul{, 
dat de benadering (vooral wat if betreft) voor de verdeling van 
':4' iets beter is dan voor ~( en 1:el ,speciaal voor kleine waarden 
van p. 
4. Sequente toets met drie )Jesl_i_,~~1~gsmo_g_elijkheden voor hE:_~_ 
vergelijken van twee waarschiJnlijkheden. 
De door SOBEL en WALD gegeven ,sequente toets met drie be 
slissingsmogelijkheden voor het gemiddelde van een normale ver 
deling wordt nu als volgt toegepast om twee waarschijnlijkhede~ 
p- en p' te vergeli Jken: 
Op de grootheden 9-c en ~c ~zie inleiding) wordt een der in 
par. 3 genoemde transformaties (3.2\ of (3,3) toegepast. Geven 
wij de grootheden na de transformatie aan met u. en~- da~ wornt 
-I. -t.,., 
de toets \ 3D SOBEL pr 11TALD t:0Pf""Pn:::;st op de grootheden 
-;:;c. = l..L. - '\Y .. 
-.\_ -\. -1,. 
lli 
-11 .. 
Het gemiddelde en de variantin _van ~L zijn resp.: 
(4.1) 
(4.2) 
rt~?.. 61si.n%-:1.b<aSi.'l'\.vv =~b'aS~""-(Vfcl'-Vp'9) . 9:: \-p 
<,'-== !-p' 
(T'.~ I _l_ +_I_+ 
.. ~ 'Yt.._ + 'YI,? 'l'Yl.... 'YYl ;._1. 
Daar de uitvoering van de toets van SOBEL en WALD eenvou-
diger is als de spreiding van~~ constant isi moet men er, in-
dien mogeli jk, voor zorgen dat er;.-= cr voor alle A, • Di t kan b. v. 
door 'Yl.;.-::.IY\.. en IYYl...;.=~, voor alle ..t, te nemen. 
Wij moeten nu twee waarden \-lo en p-~ en vier waarden }-l, , P,i , 
pl en p.,. kiezen met 
(4.3) rt• < \-'-c.i < }-Li < ~3 < \--l~ < p4 
en vier waarden ot ,o<.' , ~ en ~1 ( alle <. ½) zodanig, dat (zie 
(2.5)): 
.l,,B < 1-n B.' 
=-
~,.-p-, r" - r'-3 
(4.4) 
-0nA ~ fn A' f?.-t"-• p-4 -r:i ~ 
waarin 
R-:::: I-~ 
~= 
(!l 
o(. I - o<.. 
Pt'-::. I - ~• E,,. ~I 
ot' I - rx.' 
Zijn deze waarden eenmaal gekozeni dan kunnen wij de sequen-
te toets van SOBEL en WALD toepassen en daarmee komen tot een der 
volgende beslissingen: 
1. p- < rlC> 
(4,5) 2. \ j-t- :,. \-l 0 
3 . 
~C> ~ )-l ~ I po, 
WiJ' zullen nu onderzoeken , 1 b 1 · i t wac zo n es iss ng zeg over p 
en p', 
Stel 
(4,6) 
dan is 
( 4. 7) 
.. 
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Zetten wij nu, bij gegeven waarde van 6a, ~ uit tegen ~ 
(zie figuur 4), dan krijgen wij twee bogen van een ellips: 
f:1. + p''l - 'l ~ )o'(l-~6'l) - 'lo 6\ ~+ p') + 8' = o. 
figuur 4. 
t?., • Verband tussen p en 'p' bij gegeven waarde van a 
De assen van deze ellips zijn de rechten 
'r - r' = 0 
en 
p + p' =- I 
en de ellips raakt aan de p -as in het punt (l:/",o) 3 aan de p' -as 
in (o,6") , aan de rechte p = 1 in (1, 1-tia) en aan de rechte 
~' = 1 in (1-b\ 1) . 
Voor positieve ~ krijgen we het deel van de ellips tussen 
de punten 1l en Q en voor negatieve b het deel tussen 1\ en S , 
Wi,j kiezen nu twee waarden &Q en 6: en vier waarden e, , b,. , 
63 en 6'1 voor ~ met 
(4.8) 
De beslissingen (4.5) komen dan overeen met de volgende beslis-
singen voor ~ (zie (4.7)): 
1. c) < ~o 
(4.9) 2. b :::. b: 
3. 60 .a a ~ ~: 
en dus met de volgende beslissingen voor pen~ 
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1 . het punt ( p' p') ligt boven de boog "RS van figuur 
~. met b =- d 0 , 
(4.10) 2. het punt ( p. p') ligt onder de boog "'? Q_ met f::."' b~' 
3. het punt ( p. p') ligt tussen of op de bogen -PQ en 
'Rs met resp. 6 :. 6: en d ::e. 6 0 . 
Wij merken hier nogmaals op dat de indifferentie-interval-
len ( <1 1 , 6:J en ( ~3 , ~.,.) zo gekozen moeten warden dat als c\, < d < c\ 11, 
het voor het onderzoek van weinig belang is of men besluit tot 
b < J 0 dan wel tot 60 ~ ~ ~ d,~ maar dat de beslissing l > b.~ dan 
een foute conclusie is en analoog voor (6~,6 4). 
Dit komt er dus op neer, dct men~,,~~,~~ en o4 zodanig 
kies t, dat men wil beslui ten tot p < p' als c) § t)1 is, tot p >- p' 
als 6 ~ b.ti is en tot p:::::; p' als l::. 2 ~ 6 ~ b-s is, terwijl het 
er weinig toe doet of men beslui t tot p < p' dan wel p ~ p' als 
b, < b < b:i. en analoog voor het geval dat e, 3 < 6 <- b 4 • 
De keuze van 6 1 , J,., 6 3 en &. 4 kan geschieden met behulp v:::n 
figuur 5 (zie pg. 18), waar voor verschillende waarden van~ de 
ellipsbogen flQ. en 'R.S getekend zi,Jn. 
Indien de keuze met behulp van fig. 5 moeilijk is, kan men 
deze ook als volgt bepalen: 
1. WALD r,1 gebruikt de verhoudJ.ng: 
(4.11) u_,,,._E_L 
p' 9 
als criterium voor de gewenste beslissing;op de lijn p+p = 1 
kan men nu de grootheid ~ omrekenen in u. en v.v. Daar geldt nl. 
(4.12) u_ = ( \+- ,h ):t ' 
1-b 
of wel 
6:o 0 als U.,, I 
(4.13) 
6::: U+I-~~ 
l.l-1 
als u * \. 
Kiest men nu vier waarden voor u met 
(4.14) 
en is 
(4.15) Ll.-. +I-~ \Ju'_ 
U;_-\ 
dan vindt men hteruit vier waarden voor b met 
(4,16) c\ < D,_ <a<. b"!.. < c\11 • 
2. Op de lijn \o+ p' = 1 geldt ook nog: 
(lf ,17) ~~ p _ p' 
.. 
en door vier waarden voor 'p - p' te kiezen vindt men dus vier 
waarden voor ~ . 
De vier waarden voor ~ (resp. ~ ) moeten nu nog zo gekozc 1. 
worden, dat voldaan is aan (4.4). 
Nu zal men in de regel de vier waarden symmetrisch kiezen., 
d.w.z. zo, dat 
(4.18) 
P-~.,, - \l'-· 
Dat wil dus zeggen, dat voor de vier waarden voor b moet gelden 
b'1:: - ~, 
(4.19) 
en voor u. 
(4.20) u., u.~ 'Ii,. '-l.:t, U.i, 
Is voldaan aan (4.18), dan gaat (4.4) over in: 
~ -a B' 
(4.21) 
Opmerking. 
In het bovenstaande is ondersteld, dat p en p' constant 
zijn, d.w.z. voor iedere stap van het precede dezelfde waarde 
aannemen. Dit is echteP niet noodzakelijk. Bij de sequente toets 
van SOBEL en WALD is vereist, dat de grootheden oc. alle hetzpl + 
_.,. 
de gemiddelde hebben. Dit komt er in ons geval dus op neer, dat, 
als p~ en p~ de l<ansen op succes zijn voor de twee processen bi,j 
de A.'t stap van het onderzoek, \jp:..~ -v~>,4, constant meet zijn 
( z i e u~ . "1 ;) • 
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