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Abstract
In recent years, cross-modal hashing (CMH) has at-
tracted increasing attentions, mainly because its potential
ability of mapping contents from different modalities, espe-
cially in vision and language, into the same space, so that
it becomes efficient in cross-modal data retrieval. There are
two main frameworks for CMH, differing from each other in
whether semantic supervision is required. Compared to the
unsupervised methods, the supervised methods often enjoy
more accurate results, but require much heavier labors in
data annotation. In this paper, we propose a novel approach
that enables guiding a supervised method using outputs pro-
duced by an unsupervised method. Specifically, we make
use of teacher-student optimization for propagating knowl-
edge. Experiments are performed on two popular CMH
benchmarks, i.e., the MIRFlickr and NUS-WIDE datasets.
Our approach outperforms all existing unsupervised meth-
ods by a large margin.
1. Introduction
Recently, with the rapid increase of multimedia data,
cross-modal retrieval [37, 46, 18, 47, 7, 1, 10, 25, 22] has
attracted more and more attentions in both academia and in-
dustry. The goal is to retrieve instances from one modality
using a query instance from another modality, e.g., finding
an image with a few textual tags. One of the most pop-
ular pipeline for this purpose, named cross-modal hashing
(CMH) [1, 19, 23, 47, 7], involves mapping contents in dif-
ferent modalities into a common hamming space. By com-
pressing each instance into a fixed-length binary code, the
storage cost can be dramatically reduced and the time com-
plexity for retrieval is constant since the indexing structure
∗This work was done when the first author was an intern at Huawei
Noah’s Ark Lab.
†Corresponding author.
WL? ER? KD?
DCMH [17] X
SSAH [20] X
UCH [21] X
UGACH [45] X X
UKD X X X
Table 1. The difference between our approach and some recent
cross-modal hashing methods. Here, ‘WL’ indicates that training
without using labels, ‘ER’ indicates that the method utilizes ex-
tensive relevance information rather than only the pairwise infor-
mation, and ‘KD’ indicates utilizing knowledge distillation in the
training process.
is built with hashing codes.
State-of-the-art CMH methods can be roughly catego-
rized into two parts, namely, supervised and unsupervised
methods. Both of them learn to shrink the gap between
the distributions of two sets of training data (e.g., using
adversarial-learning-based approaches [20, 21, 13]), but
they differ from each other in whether an instance-level an-
notation is provided during the training stage. From this
perspective, the supervised CMH methods [1, 25, 22, 34,
44], receiving additional supervision, often produce more
accurate results, and the unsupervised counterparts, while
achieving lower performance, are relatively easier to deploy
to real-world scenarios.
This paper combines the benefits of both methods by
a simple yet effective idea, known as creating something
from nothing. The core idea is straightforward: the su-
pervised methods do not really require each instance to be
labeled, but they use the labels to estimate the similarity be-
tween each pair of cross-modal data. Such information, in
case of no supervision, can also be obtained from calculat-
ing the distance between their feature vectors, with the fea-
tures provided by a trained unsupervised CMH method. Our
approach, unsupervised knowledge distillation (UKD),
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contains an unsupervised CMH module followed by another
supervised one, both of which can be freely replaced by new
and more powerful models in the future.
Our research paves the way towards an interesting di-
rection that using an unsupervised method to guide a su-
pervised method, for which CMH is a good scenario to test
on. We perform experiments on two popular cross-modality
retrieval datasets, i.e., MIRFlickr and NUS-WIDE, and
demonstrate state-of-the-art performance, outperforming
existing unsupervised CMH methods by a significant mar-
gin. Moreover, we delve deep into the benefits of supervi-
sion, and point out a few directions for future research.
The remainder of this paper is organized as follows. Sec-
tion 2 briefly reviews the preliminaries of cross-modal re-
trieval and hashing, and Section 3 describes the unsuper-
vised knowledge distillation approach. Experimental re-
sults are shown in Section 4 and conclusions are drawn in
Section 5.
2. Related Work
2.1. Cross-Modal Retrieval and Hashing
Cross-modal retrieval aims to search semantically sim-
ilar instances in one modality using a query from another
modality [37, 39]. Throughout this paper, we consider the
retrieval task between vision and language, i.e., involving
images and texts. To map them into the same space, two
models need to be trained, one for each modality. The goal
is to make the image-text pairs with relevant semantics to
be close in the feature space. To train and evaluate the map-
ping functions, a dataset with image-text pairs is present.
The dataset is further split into a training set and a query
set, i.e., the testing stage is performed on the query set.
In the past decade, many efforts were made on this
topic [18, 46, 37]. However, most of them suffered from
high computation costs in real-world, high-dimensional
data. To scale up these models to real-world scenarios, re-
searchers often compressed the output of these models into
binary vectors of a fixed length [1, 19, 10, 24], i.e., Hash-
ing codes. In this situation, this task is often referred to as
cross-modality hashing.
2.2. Supervised Cross-Modal Hashing Methods
The fundamental challenges of cross-modal hashing lie
in learning reliable mapping functions to bridge the modal-
ity gap. Supervised methods [25, 47, 38, 20, 39, 7] achieved
this goal by exploiting semantic labels to capture rich cor-
relation information among data from different modalities.
Traditional supervised learning methods were mostly based
on handcrafted features, and aimed to understand the se-
mantic relevance in the common space. SePH [22] pro-
posed a semantics-preserving hashing method which aimed
to approximate the distribution of semantic labels with
hash codes on the Hamming space via minimizing the KL-
divergence. Wang et al. [34] proposed to leverage list-
wise supervision into a principled framework of learning
the hashing function.
With the rapid development of deep learning, researchers
started to build supervised methods upon more powerful yet
discriminative features. DCMH [17] proposed a deep cross-
modal hashing method by integrating feature learning and
binary quantization into one framework. SSAH [20] im-
proved this work by proposing a self-supervised approach,
which incorporated adversarial learning into cross-modal
hashing. Zhang et al. [47] also investigated a similar idea by
proposing an adversarial hashing network with an attention
mechanism to enhance the measurement of content-level
similarities. These supervised methods achieved superior
performance, arguably by acquiring correlation information
from the semantic labels of both images and texts. How-
ever, acquiring a large amount of such labels is often ex-
pensive and thus intractable, which makes the supervised
approaches infeasible in the real-world applications.
2.3. Unsupervised Cross-Modal Hashing Methods
Compared with the supervised counterparts, unsuper-
vised cross-modal hashing methods [8, 45, 13, 36] only
relied on the correlation information from the paired data,
making it easier to be deployed to other scenarios. These
methods usually learned hashing codes by preserving inter-
and intra-correlations. For example, Song et al. [32] pro-
posed inter-media hashing to establish a common Hamming
space by maintaining inter-media and intra-media consis-
tency. Recently, several works introduced deep learning to
improve unsupervised cross-modal hashing. UGACH [45]
utilized a generative adversarial network to exploit the un-
derlying manifold structure of cross-modal data. As an im-
provement, UCH [21] coupled the generative adversarial
network to build two cycled networks in an unified frame-
work to learn common representations and hash mapping
simultaneously.
Despite the superiority in reducing the burden of data
annotation, the accuracy of unsupervised cross-modal hash-
ing methods is often below satisfaction, in particular, much
lower than the supervised counterparts. The main reason
lies in lacking the knowledge of pairwise similarity for the
training data pairs. On the other hand, we notice that the
output of an unsupervised model contains, though some-
what inaccurate, such semantic information. This motivates
us to guide a supervised model by the output of an unsu-
pervised model. This is yet another type of research which
distills knowledge to assist model training.
3. Our Approach
In this work, we focus on the idea named creating some-
thing from nothing, i.e., a supervised cross-modal hash-
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Figure 1. The proposed UKD framework which involves training a teacher model in an unsupervised manner, constructing the similarity
matrix S by distilling knowledge from the teacher model, and using S to supervise the student model. Each dot represents an intermediate
feature. Please zoom in to see the details of this figure.
ing method can be guided by the output of an unsupervised
method, which reveals the similarity between training data
pairs. Figure 1 shows the framework of the proposed UKD.
In what follows, we first explain the motivation of our ap-
proach, and then introduce the proposed pipeline, unsuper-
vised knowledge distillation, from two aspects, namely,
how to distill similarity from an unsupervised model, and
how to utilize it efficiently to optimize a supervised model.
3.1. Supervised and Unsupervised Baselines
Throughout this paper, we consider the case that the
training set contains paired data, i.e., D = {vIn,vTn}Nn=1,
whereN is the number of image-text pairs. Here, vIn ∈ RDI
be an image and vTn ∈ RDT be a text, where the superscripts
I and T denote ‘images’ and ‘texts’, and DI and DT denote
the dimensionality of the feature spaces, respectively. DI
and DT can be different, e.g., as in our experiments. The
models that map them into the same space are denoted as
f In
.
= f I
(
vIn;θ
I
)
∈ RK and fTn .= fT
(
vTn ;θ
T
)
∈ RK ,
respectively, where K is the dimensionality of the common
feature space, and θI and θT are model parameters. The
compressed hashing code for images and texts are denoted
by bIn
.
= sgn
(
f In
)
and bTn
.
= sgn
(
fTn
)
, respectively, i.e.,
both bIn and b
T
n fall within {−1,+1}K .
The key to cross-modal hashing lies in recognizing
which pairs of image-text data are semantically relevant
while other are not, so that the model can learn to pull the
features of relevant pairs closer in the common space. A
straightforward idea is to define all paired image and text
instances to be relevant and all others irrelevant. However,
this strategy produces a very small positive set and a much
larger negative set, which often causes data imbalance dur-
ing the training stage. A generalized yet more effective so-
lution is to define a similarity matrix S ∈ {0, 1}N×N , so
that when Si,j = 1 defines a positive pair (i, j) and vice
versa. The original sampling strategy is equivalent to S ≡ I.
Given S, the objective of training involves minimizing
the total distance with respect to θI and θT, i.e.,
θI,?,θT,? = arg min
θI,θT
=
∑
i,j
Si,j ·
∣∣f Ii − fTj ∣∣ . (1)
Therefore, the definition of S forms the major challenge of
the learning task. According to whether extra labels of im-
ages and texts, besides the paired information, are used, ex-
isting methods can be categorized into either supervised or
unsupervised learning. In the supervised setting, instance-
level annotations (e.g., classification tags) are used to mea-
sure whether two instances are relevant, while in the unsu-
pervised setting, no additional labels are available and thus
the raw features are the only source of judgment. Obviously,
the former provides more accurate estimation on S than the
latter and, consequently, stronger models for cross-modal
hashing. However, collecting additional annotations, even
at the instance level, can be a large burden especially when
the dataset is very large. Hence, we focus on improving the
performance of unsupervised learning methods which are
easier to be deployed to real-world scenarios.
3.2. Unsupervised Knowledge Distillation
Our idea originates from the fact that, as shown above,
the difference between supervised and unsupervised cross-
modal hashing algorithms is not big, but supervised meth-
ods often report much higher accuracy than the unsuper-
vised counterparts. Moreover, the supervised algorithms do
not require real supervision, namely, the manually labeled
image/text tags, but only need to know, or estimate, the sim-
ilarity between any pair of data, i.e., elements in S. Beyond
the unsupervised baseline that estimates S using raw im-
age/text features (extracted from a pre-trained deep network
or computed using bag-of-words statistics), we seek for the
possibility that a cross-modal retrieval model, after trained
in an unsupervised manner, can produce a more accurate es-
timation of S. We illustrate an example in Figure 2. Later,
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Function new image text P@1000 P@5000
Si,j =
(
2− ∣∣vIi − vIj∣∣2) /2 X 74.6% 64.4%
Si,j =
(
2− ∣∣vTi − vTj ∣∣2) /2 X 57.1% 55.6%
Si,j =
(
2− ∣∣f Ii − f Ij ∣∣2) /2 X X 84.6% 74.6%
Si,j =
(
2− ∣∣fTi − fTj ∣∣2) /2 X X 75.9% 67.9%
Si,j =
(
4− ∣∣f Ii − f Ij ∣∣2 − ∣∣fTi − fTj ∣∣2) /4 X X X 83.9% 73.4%
Table 2. Comparison among different functions to measure the similarity between image-text pairs. All the results are computed using
features extracted from a UGACH [45] model trained on the MIRFlickr dataset. Here we consider four properties: ‘new’ means that the
new feature space, learned by the teacher model, is used; ‘image’ and ‘text’ means the corresponding features used, and ‘indiv’ means
image and text features are used individually. P@1000/P@5000 indicate the accuracy rates among the top 1000/5000 retrieved pairs.
Baseline:
• ball, bird, people, dog, water 
• dog, baby, room, light, white
• kite, plane, clouds, man, blue
O
urs:
• grass, sky, clouds, dog, green
• husky, gray, leaves, tree, sun
• night, sky, dogs, oldman, moon
• house, women, sofa, cat, TV
• keyboard, phone, cats, toy, pens
• bag, clock, papers, man 
• wooden, cat, light, room
• floor, chair, person, cigaret, cat
• kitty, grass, boy, yellow, sky
Baseline:
O
urs:
Figure 2. Knowledge distilled from an unsupervised model (best
viewed in color). Compared to the retrieval results in the original
feature space, our approach produces more accurate information
about the tag of an image and, more importantly, better estimation
on the relevance of image-text pairs.
we will show in experiments, with the help of oracle an-
notations, that the updated estimation of S is indeed more
accurate in terms of finding relevant pairs.
Note that the estimated S can be used to train either su-
pervised or unsupervised models, with the formulations de-
tailed above. When S is used for unsupervised learning, the
only effect is to provide a better sampling strategy, so as to
increase the portion of true-positive image-text pairs in the
chosen training set. This alleviates the risk that the model
learns to pull the features of actually irrelevant pairs. When
it is used for supervised learning, we are actually creating
something from nothing, i.e., guiding a supervised model
with the output of an unsupervised model.
The proposed framework, unsupervised knowledge
distillation (UKD), works as follows. After the teacher
model has been trained, we obtain both f I
(
·;θI
)
and
fT
(
·;θT
)
for image and text feature embedding, respec-
tively. It remains to determine each element of S. Without
loss of generality, we assume that the feature vectors ex-
tracted from either modality, i.e., f In or f
T
i , have a `2-norm.
This is to ease the following calculations.
First, we point out that Si,i ≡ 1 for all i. When i 6= j,
Si,j takes four vectors, f Ii , f
T
i , f
I
j and f
T
j , into considera-
tion. The design of Si,j can have various forms. For ex-
ample, it can consider both image and text features so that
Si,j =
(
4− ∣∣f Ii − f Ij ∣∣2 − ∣∣fTi − fTj ∣∣2) /4, where |f1 − f2|2
is the Euclidean distance between two vectors which lies
in the range of [0, 2] for two normalized vectors. Also, it
is possible for Si,j to consider only single-modal informa-
tion, e.g., Si,j =
(
2− ∣∣f Ii − f Ij ∣∣2) /2 in which only image
features are used for measuring similarity.
Here, we take several definitions of Si,j into considera-
tion, and compare their performance in finding true-positive
pairs. Results are shown in Table 2. We can observe several
important properties that are useful for similarity measure-
ment. First, the features trained for cross-modal hashing
are indeed better than those without being fine-tuned; Sec-
ond, measuring similarity in the image feature space is more
accurate than that in the text feature space; Third, directly
combining image and text similarity into one does not im-
prove accuracy beyond using image similarity alone, though
we expect that text features to provide auxiliary informa-
tion. Motivated by these results, we use image features and
text features to retrieve two lists of relevant pairs and then
merge them into one. This strategy reports a precision of
76.1% at top-5000 instances, surpassing that using image
and text features alone. We fix this setting throughout the
remainder of this paper.
3.3. Models and Implementation Details
We first illustrate the supervised and unsupervised meth-
ods we have used. We take DCMH [17] as an example of su-
pervised learning. Here we utilize the framework of DCMH
but modify its architecture for higher accuracy. This model
contains two deep neural networks, designed for the image
modality and the text modality, respectively. The image
modality network consists of 19 layers, the first eighteen
layers are the same as those in VGG19 network [31], and the
last layer maps features into the Hamming space. For the
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text modality, a multi-scale fusion model from SSAH [20]
which consists of multiple average pooling layers and a 1×1
convolutional layer is used to extract the text features. Then,
a hash layer follows to map the text features into the Ham-
ming space.
On the other hand, we investigate UGACH [45], a rep-
resentative unsupervised learning method as the teacher
model. It consists of a generative module and a discrimina-
tive module. The discriminator receives the data selected by
the generator as negative instances, and take the data sam-
pled using S as positive instances. Then a triplet loss is
used to optimize to obtain better discriminate ability for the
discriminator. Both the generative and discriminative mod-
ules have a two-pathway architecture, each of which has
two fully-connected layers. We set the dimension of repre-
sentation layer to 4096 in our experiments. The dimension
of the hash layer is same as the hash code length.
For the supervised model, we take the raw pixels as in-
puts. In pre-processing, we resize all images into 256×256
and crop a 224× 224 patches randomly. We select relevant
instances for the student model by using the teacher model
with the highest precision (128 bits in all experiments). We
set the number of relevant instances to be 10,000 for the su-
pervised student model, and 20 for the unsupervised student
model. We train our approach in a batch-based manner and
set the batch size to 256. We train the model using an SGD
optimizer with a weight decay of 0.01. For the compared
methods, we apply the same implementations as provided
in the original work.
3.4. Relationship to Previous Work
Our method is related to knowledge distillation [29,
43, 33], which was proposed to extract knowledge from a
teacher model to assist training a student model. Hinton et
al. [15] suggested that there should be some ‘dark knowl-
edge’ that can be propagated during this process. Recently,
many efforts were made to study what the dark knowledge
is [41, 40], and/or how to efficiently take advantage of such
knowledge [11, 42, 35, 2]. In particular, DarkRank [5] dis-
tilled knowledge for deep metric learning by matching two
probability distributions over ranking, while our approach
utilized knowledge by selecting relevant instances. On the
other hand, both [42] and [27] transferred knowledge to im-
prove the student models by designing a distillation loss,
while our approach enables guiding a supervised method
by an unsupervised method, in which no extra loss is used.
We also notice the connection between our approach and
the self-learning algorithms for semi-supervised learning,
e.g., medical image analysis [48]. The shared idea is to
start with a small part of labeled data (in our case, labeled
image-text pairs) and try to explore the unlabeled part (in
our case, other image-text pairs with unknown relevance),
but the methods to gain additional supervision are differ-
ent. Also, the idea that ‘training a stronger model at the
second time’ is related to the coarse-to-fine learning ap-
proaches [14, 49] which often adopted iteration for larger
improvements.
Our approach shares the same idea with some prior work
that guided a supervised model with the output of an unsu-
pervised model. DeepCluster [3] groups the features with
a standard clustering algorithm and uses the subsequent as-
signments as supervision to update the weights of the net-
work. Gomez et al. [12] performed self-supervised learning
of visual features by mining a large scale corpus of multi-
modal (text and image) documents. Differently, our ap-
proach makes use of teacher-student optimization to com-
bine the supervised and unsupervised models. Experiment
results show the effectiveness of knowledge distillation.
4. Experiments
4.1. Datasets, Evaluation, and Baselines
We evaluate our approach on two benchmark datasets:
MIRFlickr and NUS-WIDE. MIRFlickr-25K [16] consists
of 25,000 images downloaded from Flickr. Each image is
associated with text tags and annotated with at least one
among 24 pre-defined categories. Following UGACH [45],
we use 20,015 image-text pairs in our experiments, where
2,000 are preserved as the query set and the rest are used for
retrieving. We represent each image by a 4096-dimensional
feature vector, extracted from a pre-trained VGGNet [31]
of 19 layers, and each text by a 1386-dimensional bag-of-
words features.
NUS-WIDE [6] is much larger than MIRFlickr, which
contains 269,498 images and the associated text tags from
Flickr. It defined 81 categories, but there are considerable
overlaps among them. Still, following UGACH [45], 10
largest categories and the corresponding 186,577 image-
text pairs are used in the experiments. We preserve 1% of
data as the query database and use the rest as the retrieval
set. Each image is represented by a 4096-dimensional fea-
ture vector extracted from the same VGGNet, and each text
by a 1000-dimensional bag-of-words vector.
Following the convention, we adopt the mean Average
Precision (mAP) criterion to evaluate the retrieval perfor-
mance of all methods. The mAP score is computed as the
mean value of the average precision scores for all queries.
We compare our approach against 9 previous meth-
ods. 4 of them used additional supervision (CMSSH [1],
SCM [44], DCMH [17], and SSAH [20]), and while 5
others (CVH [19], PDH [28], CMFH [9], and CCQ [26]),
and UGACH [45]) did not. Following our direct baseline,
UGACH, we use a 19-layer VGGNet [31] pre-trained on
the ImageNet dataset [30] to extract deep features and, for
a fair comparison, use them to replace the features used in
other baselines, including those using handcrafted features.
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Task Method MIRFlickr-25K NUS-WIDE16 32 64 128 16 32 64 128
image→ text
CMSSH [1] 0.611 0.602 0.599 0.591 0.512 0.470 0.479 0.466
SCM [44] 0.636 0.640 0.641 0.643 0.517 0.514 0.518 0.518
DCMH [17] 0.677 0.703 0.725 - 0.590 0.603 0.609 -
SSAH [20] 0.797 0.809 0.810 - 0.636 0.636 0.637 -
CVH [19] 0.602 0.587 0.578 0.572 0.458 0.432 0.410 0.392
PDH [28] 0.623 0.624 0.621 0.626 0.475 0.484 0.480 0.490
CMFH [9] 0.659 0.660 0.663 0.653 0.517 0.550 0.547 0.520
CCQ [26] 0.637 0.639 0.639 0.638 0.504 0.505 0.506 0.505
UGACH [45] 0.676 0.693 0.702 0.706 0.597 0.615 0.627 0.638
UKD-US 0.695 0.703 0.705 0.707 0.606 0.621 0.634 0.643
UKD-SS 0.714 0.718 0.725 0.720 0.614 0.637 0.638 0.645
text→ image
CMSSH [1] 0.612 0.604 0.592 0.585 0.519 0.498 0.456 0.488
SCM [44] 0.661 0.664 0.668 0.670 0.518 0.510 0.517 0.518
DCMH [17] 0.705 0.707 0.724 - 0.620 0.634 0.643 -
SSAH [20] 0.782 0.797 0.799 - 0.653 0.676 0.683 -
CVH [19] 0.607 0.591 0.581 0.574 0.474 0.445 0.419 0.398
PDH [28] 0.627 0.628 0.628 0.629 0.489 0.512 0.507 0.517
CMFH [9] 0.611 0.606 0.575 0.563 0.439 0.416 0.377 0.349
CCQ [26] 0.628 0.628 0.622 0.618 0.499 0.496 0.492 0.488
UGACH [45] 0.676 0.692 0.703 0.707 0.602 0.610 0.628 0.637
UKD-US 0.704 0.707 0.715 0.714 0.621 0.625 0.640 0.647
UKD-SS 0.715 0.716 0.721 0.719 0.630 0.656 0.657 0.663
Table 3. The mAP scores of our approach and state-of-the-art competitors, in two datasets and four different code lengths. In each half, the
four rows above the horizontal line contain supervised learning algorithms, while the right rows below contain unsupervised ones.
4.2. Unsupervised Student vs. Supervised Student
In Table 3, we list the accuracy, in terms of mAP, of our
approach as well as other methods for comparison. On two
benchmark datasets MIRFlickr and NUS-WIDE. We use
‘image → text’ to denote the task that images are taken
as the query to retrieval the instances in the text database,
and ‘text → image’ the task in the opposite direction.
Our approach is denoted by ‘UKD-US’ and ‘UKD-SS’,
with ‘US’ and ‘SS’ indicating ‘unsupervised-student’ and
‘supervised-student’, respectively.
We observe interesting results. Regarding the image →
text task, UKD-SS outperforms UKD-US significantly on
the MIRFlickr dataset, but the advantage on the NUS-
WIDE dataset becomes much smaller. This is explained by
noting that the impact brought by supervision is different
between these two datasets. We consider SSAH [20] and
UGACH [45], the supervised and unsupervised models we
used as the students. SSAH typically outperforms UGACH
by 9% on MIRFlickr, but the number is quickly shrunk to
1%–4% on NUS-WIDE. This is partially due to the larger
variance of the images in NUS-WIDE, which makes it dif-
ficulty for the labeled tags to provide accurate and valuable
supervision. From this perspective, the reduced advantage
of UKD-SS over UKD-US is reasonable, considering that
SSAH is the upper-bound of UKD-SS.
On the other hand, by introducing extra supervision, (in
particular, by checking the distance between the features
extracted from an unsupervised model), considerable noise
(e.g., inaccurate similarity measurement) is also introduced
to the supervised student model. Hence, there is a trade-
off between the quality and impact of these self-annotated
pairs. Most often, the latter can be measured by the advan-
tage of the supervised student model over the unsupervised
one, if both can be obtained in a small reference dataset.
4.3. Comparison to the State-of-the-Arts
From Table 3, one can observe that our approach, UKD,
significantly outperforms all existing unsupervised cross-
modal hashing methods on both datasets, and under any
length of hash code. In particular, compared to our base-
line (UGACH, which is also the strongest model that ever
reported results with VGGNet-19 features), UKD enjoys
3.9%, 2.5%, 2.1% and 1.3% gains (averaged over image→
text and text → image) under 16, 32, 64 and 128 bits on
the MIRFlickr dataset, and the corresponding numbers on
the NUS-WIDE dataset are 2.3%, 3.4%, 2.0% and 1.7%, re-
spectively. Given such a high baseline, these improvements
clearly demonstrate the effectiveness of distilling knowl-
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Task Method MIRFlickr-25K16 32 64 128
image→ text
GEN-0 0.676 0.693 0.702 0.706
GEN-1 0.695 0.703 0.705 0.707
GEN-2 0.698 0.705 0.708 0.712
text→ image
GEN-0 0.676 0.692 0.703 0.707
GEN-1 0.704 0.707 0.715 0.714
GEN-2 0.705 0.712 0.716 0.719
Table 4. Results of training in generations for unsupervised student
model on MIRFlickr-25K. ‘GEN-0’ and ‘GEN-1’ are identical to
the UGACH and UKD-US models reported in Table 3, respec-
tively.
Method Task MIRFlickr-25K16 32 64 128
UKD-SS image→ text 0.711 0.704 0.711 0.720
text→ image 0.692 0.702 0.705 0.706
Table 5. Results of using a 16-bit teacher to guide the supervised
student model on MIRFlickr-25K.
edge from the teacher model, although it is trained in an
unsupervised manner. Moreover, the accuracy gain in more
significant in the low-bit scenarios, arguably because richer
information is provided by the teacher model which has 128
bits. On the other hand, the amount of supervision saturates
with the increasing number of compressed bits. We also
tried to use full-precision models to serve as the teacher, but
achieved marginal gain.
4.4. Does Iteration Help?
Motivated by the consistent improvement from the
teacher to the student, a question is straightforward: is it
possible to further improve the performance if we continue
distilling knowledge from the student, so as to guide a ‘new
student’? We investigate this option, and results are summa-
rized in Table 4. We find that, compared to the significant
gain brought by the first knowledge distillation, the gain of
the second round is mostly marginal, e.g., the average gain
on the image → text task is 0.33% compared to 0.60% of
the first round.
We owe this to the limited improvement of our student
model in intra-modal learning – recall that we have used
intra-modal similarities to choose relevant pairs. Unlike the
accuracy of cross-modal retreival performance, that of intra-
model retrieval, from the teacher to the student, is hardly
improved. This is to say, the new batch of image-text pairs
for either supervised or unsupervised learning do not have a
clear advantage over the previous batch, and so the quality
of training data mostly remains unchanged.
Task Method MIRFlickr-25K16 32 64
image→ text
UGACH [45] 0.603 0.607 0.616
UCH [21] 0.654 0.669 0.679
UKD-US 0.667 0.674 0.677
UKD-SS 0.678 0.680 0.679
text→ image
UGACH [45] 0.590 0.632 0.642
UCH [21] 0.661 0.667 0.668
UKD-US 0.676 0.683 0.680
UKD-SS 0.688 0.687 0.694
Table 6. Accuracy (mAP) comparison on MIRFlickr-25K, with
UGACH and UCH as the baselines. To observe how a stronger
teacher model (128-bit) teaches a weaker student model, we only
report 16-bit, 32-bit and 64-bit results.
4.5. Diagnostic Experiments
• Knowledge Distillation with a Weaker Teacher
In order to show that UKD can work under a rela-
tively weaker teacher signal, we use a 16-bit model of
UGACH [45] as the teacher. As shown in Table 5, we
still achieve consistent accuracy gain beyond the baseline.
However, the gain is reduced compared to using a 128-bit
teacher, since the benefit of UKD is mostly determined by
the quality of the similarity matrix S, and a weaker teacher
often leads to a weaker S, e.g., the precision of the top-
ranked list of pairs is reduced.
• Transferring to Other Features
To verify that our approach is generalized to other fea-
tures, we apply it to UCH [21], a recently published un-
supervised cross-modal hashing method, using features ex-
tracted from a pre-trained CNN-F model [4] (same as in
the original paper). Table 6 shows the comparison between
UCH and our approach in terms of mAP values on MIR-
Flickr. Note that our baseline is still UGACH, with the fea-
tures replaced, since the authors of UCH did not provide the
code. One can see that both UKD-US and UKD-SS outper-
form UGACH (and also, UCH), and UKD-SS works better
than UKD-US, i.e., the same phenomena we have observed
previously.
• Sensitivity to the Number of Selected Pairs
Next, we analyze how the performance of cross-modal
hashing is related to the number of relevant pairs selected
during the training process. In Figure 3, one can observe
a trend of accuracy gain as the number of selected pairs
increases, but when the number goes to a relatively large
value, it tends to saturate and even goes down a little bit.
This is related to the total number of relevant pairs in the
dataset and, of course, the ability of the model in choosing
relevant pairs.
We also compare our approach with the baseline in terms
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Figure 3. The mAP value with respect to the number of relevant
pairs selected (tested on the MIRFlickr dataset, teacher is a 128-bit
model, student is a 16-bit model).
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Figure 4. The top-K precision curves with respect to the number
of relevant pairs selected (tested on the MIRFlickr dataset, teacher
is a 128-bit model).
of the precision of the top-ranked, selected instance pairs.
From Figure 4, we can see that UKD enjoys a significant
advantage over UGACH, our direct baseline. Nevertheless,
we see a rapid drop in precision when the number of se-
lected pairs grows, implying that non-top-ranked pairs can
introduce noise to the model. Again, this is a tradeoff be-
tween quantity and quality.
• Qualitative Studies
Finally, we qualitatively compare the results of our ap-
proach and the baseline. Figure 5 shows two typical ex-
amples. The text → image query (dog) is relatively sim-
ple, but in the original paired training set, there are no suf-
ficient amount of labeled data for the algorithm to learn the
vision-language correspondence. This is compensated with
the enlarged set found by an unsupervised teacher model.
In comparison, the image → text query contains compli-
cated semantics that are even more difficult to learn, but our
1.sun, sunrise, fridaymorning, sky, myfavorites
2.unterbrunn, gauting, oberbayern,
anawesomeshot, photographerawards, 
bavaria, germany, bayern, supershot
3.sunset, orange, sun, sky, sombras, paisaje, 
naturaleza, mholm, colores, 
4.crowsnest, mountain, rocky, rockies, cloud, 
clouds, grass, photomatix, tree, pine, frank, 
5.canada, winter, novascotia, pollution
1.color, lakeozette, washingtonstate,
imagetype, photospecs, sky, landscape
2.toronto, mapleleaf, canada, fall, autumn
3.infrared, tree, trees, reed, grass, mountain
4.sanjuanvalley, farm, farmland, crate, 
crates, agriculture, agrarian, field, harvest, 
harvesting, valley, hills, trees, wooded, 
5.woodmere, water, clouds
OURS:
UGACH:
Text Query: casey, benji, video, dogs
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Figure 5. Qualitative comparison (top: a text query with top-5 re-
trieved instances; bottom: an image query with top-5 retrieved in-
stances) between our approach and UGACH (16-bit hashing), our
direct baseline. Red frames and words indicate relevant images or
words in the retrieved results. Note that the image query is much
more difficult, as it contains semantically complicated concepts
which even requires aesthetic perception to understand.
model, by making use of image-level similarity, mines extra
training data from other sources (see the examples in Fig-
ure 5 which is also related to these tags). Consequently, the
prediction of our approach is much better.
5. Conclusions
In this paper, we propose a novel approach to improve
cross-modal hashing which enables guiding a supervised
method using the outputs produced by an unsupervised
method. We make use of teacher-student optimization
for propagating knowledge. Superior performance can be
achieved for the supervised student model by utilizing the
extensive relevance information exploited from the outputs
of the unsupervised teacher model. We evaluate our ap-
proach on two benchmarks MIRFlickr and NUS-WIDE,
and the experiment results show that our method outper-
forms the state-of-the-art methods.
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