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Abstract
The hi-end tools available to today's sound designers give them almost limitless control
over audio processing. Devices such as Yamaha's new digital mixers and Digidesign's
Pro-Tools computerized editing workstations allow users in a small studio to accomplish
tasks which would have required racks full of gear only seven years ago in a professional
studio. However, the evolution of the interfaces used with these systems have not kept
pace with the improvements in functionality. With all of their complexity, the new
digital mixing consoles still look like the old analog mixers, with the addition of an LCD
screen. This thesis will introduce a new type of concept called Multi-Modal Mixing that
aims to enhance current systems and point to a new standard of audio control.
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1 Introduction
Ever since Leon Theremin played the first note on his new instrument in the 1920's and
Max Mathews began playing around with computers and music a few decades later,
electronics and computers have come to play a role in all aspects of music. Electronic
music synthesizers, first introduced to the market in the 1960's, have influenced and even
spawned many different genres of music. With the addition of Musical Instrument
Digital Interface (MIDI) in the 1980's, it has been possible for a musician on a limited
budget to link MIDI synthesizers, effects and controllers with computers and significantly
expand the bounds of new interfaces for sound control.
1.1 Hyperinstruments
The earliest and most successful attempts at using technology to expand musical
capability were the Hyperinstruments projects done at the Media Lab in Professor Tod
Machover's group. The initial projects (1986-1991) were designed to augment traditional
instruments used by professional musicians through sensors and custom-written software
which interpreted a performance and used that information to control, modify and
enhance the resulting music. Some of these early projects pushed the limits of the
performers involved and led to the development of many new sensing techniques
[Machover 92].
The next generation of Hyperinstruments (1991-1997) focused on giving an average
person who had not spent years mastering an instrument a way to experience higher
levels of musical creativity by allowing them to produce coherent and intelligent-
sounding music that was not merely computer-controlled but rather computer-assisted.
With these new hyperinstruments, amateur users could create musical results that would
normally require a skilled musician to reproduce. In essence, the computer was the
virtuoso, and the user was giving it specific instructions on the different aspects of the
musical output. An appropriate analogy would be a conductor telling a flutist to play
with rubato.
1.1.1 Expert Systems
A prime example of this was the piece Begin Again Again, composed by Machover for
the cellist Yo-Yo Ma.
For this piece, sensors [Paradiso 95] were placed on both the cello and the performer. The
performer wore a sensor that measured how much his wrist was bending at any given
moment. The bow had two RF receivers on either end that picked up a signal outputted
by an antenna mounted to the bridge of the cello. By looking at the strength of the
signals on the bow receivers, it was possible to track bow position. The cello also had
acoustic pickups mounted on the bridge that sent an audio signal of what was being
played to a computer where pitch and timbre were analyzed in real time.
All of this information was used to create a full accompaniment to the cello part that was
controlled by the subtle nuances of how the performer was playing. This allowed an
expert player like Yo-Yo Ma to take his talent to another level of control [Hong 92].
1.1.2 Systems for Amateurs
Two early examples of systems built for non-expert musicians include Joystick Music
[Rigopulos 94] and Harmonic Driving, one of the instruments developed for the Brain
Opera project, a large scale interactive music project done here at the Media Lab
[Machover 96], [Machover 98]. Joystick Music presented the user with two joysticks
which acted as a fun way to direct a piano melody overlaid on Herbie Hancock's
Chameleon, as well as manipulate a piano solo played over a twelve-bar blues
progression. The joysticks afforded the user control over such aspects as rhythmic
density, syncopation, dissonance and melodic direction. The Harmonic Driving
experience used an arcade-style driving interface which allowed the user to move through
a landscape where their driving choices affected the harmony of the music being
generated.
1.2 Related Work
No paper on interesting types of musical controllers would be complete without first
mentioning Leon Theremin's most famous creation. The theremin was a simple interface
that used the position of the player's two hands to control volume and pitch.
Fig 1: Leon Theremin playing his creation
One of the next big steps in the field of interactive music was the GROOVE system
developed at Bell Labs in 1968 [Mathews 70]. GROOVE was a way to give performers
new types of control over electronic music. An interface consisting of a series of knobs
and a spatially-tracked wand allowed the performer to input seven channels of continuous
control data to a computer. This information could be stored and used to control analog
synthesizers. Mathews described using the system as "closer to that of a conductor to an
orchestra than that of a player to an instrument" [Mathews 70].
More recently, work in the area of using hand gestures to influence musical parameters
have been done by Laetitia Sonami with her "Lady Glove" and by Dutch composer
Michel Waisvisz at Steim in Holland.
Fig 2: Laetitia Sonami's Lady's Glove
Built in the Netherlands by Bert Bongers, The Lady's Glove measures the bend of
Sonami's fingers, the raising and lowering of her arm and the touching together of the
fingers to control computer-generated and processed sounds. As both an innovator and a
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composer, she has written many pieces using The Lady's Glove. When asked about the
glove, she said, "This is for me the ultimate instrument in dealing with expressivity in
electronic music -- if you move one finger, everything else moves. It's multiple controls
to multiple variables in the sound."
Michel Waisvisz is famous for his digitized gloves, which he uses with a computer to
play with a rich array of quasi-orchestral textures in a live setting through gestural
control.
Considerable research in the area of musical mappings for new controllers is being done
at the Center for New Music and Audio Technologies, U.C. Berkeley [Wessel 79].
Working with a Wacom Tablet [Wacom], a 2D interface where a puck-shaped device is
moved over a control space, they have come up with many interesting musical mappings
[Wright 98]. For example, they have been able to create a digital tambura interface as
well as a mode that mimics the playing of a stringed instrument and a mode that maps
timbre to space navigation [Wessel 79].
2 Audio Control in Past Systems
There have been many past projects here at the Media Lab which have addressed some
aspects of sound mixing in non-traditional ways.
2.1 Bug Mudra
One of the first bold attempts at alternative ways of mixing live music was done here at
the Media Lab. In 1990, Bug-Mudra utilized an Exos glove, a controller that tracked the
movement of the player's hand and fingers, to dynamically mix the timbres and volumes
of the different acoustic and electronic channels. The performance involved two
guitarists and a MIDI mallet player who fed information into a control computer that
reshaped the guitar sounds and synthesized other sounds based on what was being played.
This system made use of the first MIDI-controlled mixers produced by Yamaha. These
devices were the predecessors of the modern automated consoles that we see today.
2.2 095 at VOX 3
One of the first projects I worked on at the Media Lab in the spring of 1994 was the final
project for Professor Machover's Music and Media class [Machover 94b]. The whole
event was called VOX3, but the part on which I worked most significantly was the
mixing room in 095. Here, the person in the room was literally the mixer. Using electric
field sensing [Paradiso 95] with a transmitter on the floor and four receivers on the walls,
the computer tracked the location of the person in the room and used that data to control
the mix of music they heard. Five different pieces of music were composed by students
in the class, and as a person walked around the room, their position controlled the blend
they heard. The mapping of the sensor data in the room was a very simple one. Position
was directly coupled to the volume of each piece, making the 'control space' of the
experience equivalent to five volume adjustments. A more complex mapping could have
involved additional control of the submix of the five individual pieces, as the user walked
around in an area where one piece dominated the mix. This was the first time I had done
something that mixed sound in a nontraditional way, and the experience was what first
inspired me to think about new ways of mixing.
2.3 Brain Opera Live
In the summer of 1996, Tod Machover and his group at the Media Lab undertook what
became one of the largest installations of interactive music ever realized. The Brain
Opera project allowed the public to come in and experiment with many different types of
interactive stations, where they could manipulate various aspects of music (harmony,
melody, etc) in an area called the Mind Forest. After a period of time set aside for
exploration of the Mind Forest, there was a live performance that brought together all of
the fragments of music that had been manipulated prior to the performance.
The Brain Opera performance system consisted of three live performers, along with eight
tracks of prerecorded audio. Each of the live instruments had at least five synthesizers
hooked up to them. Two eight-bus, twenty-four channel mixers were needed to mix a
performance. There were two speakers on each side of the stage and two in the back
corners. This allowed the performances to be mixed in surround sound. Having
personally mixed over two hundred Brain Opera performances, I was able to analyze and
think deeply about he problems of mixing so many sound sources with so many different
types of textures.
There were many things that I wanted to do, but could not, because of the mixer in front
of me. The mixer allowed me to use four speakers, but because of the limitations of its
design, there was no way to fade from the front of the room to the back. That aspect was
controlled by a button. All that was required was some sort of joystick controller, but
none was available.
Different parts of the Brain Opera used different effects on various channels. Having the
ability to play with these live would have been useful, but adjusting effect processors
involved scrolling through different pages, pressing buttons, and turning
knobs-definitely a two-handed job, and I needed to have at least one hand free to do the
actual mix.
With so many channels, at times it was necessary to have some of them turned down to
keep the mix from getting too muddled. I often imagined a computer-aided mixing
system in which the different tracks had information stored concerning how well they
blended with other tracks. This system, in conjunction with a digital console and some
sort of new interface, could have allowed for a much richer mix, where all the different
tracks could be faded in and out and moved around the room without the worry of
clashing with any other track. This was something that I thought considerably about, but
it was just not possible to achieve this with two hands and an analog mixing console.
Even though I was not able to do any nontraditional mixing, there were several times
during the performance where the onstage instruments were in modes that allowed the
performers themselves to have some mixing control.
2.3.1 Sensor Chair
During parts of the first movement, the person playing the Sensor Chair (namely
Professor Machover or myself) could blend or highlight different audio tracks by moving
the position of his hand. The particular track being accented, was spatially mapped to a
position in the chair's control space.
Fig 3: Professor Machover plays the Sensor Chair during a Brain Opera Performance
2.3.2 Gesture Wall/Rhythm Tree
During certain sections of the piece, the Gesture Wall/Rhythm Tree (a combination of a
gestural and percussive interface) player would trigger samples using the Rhythm Tree,
and could spatialize the sound output in the room through the Gesture Wall interface.
The Rhythm Tree also afforded the player control over the volume of the samples they
were triggering through the velocity with which they struck the pads.
Fig 4: Teresa Marrin (left) plays the Digital Baton and Maribeth Back (right) performing on the
Gesture Wall/Rhythm Tree
3 Prior Multi-Parameter Interfaces
Central to the ideas put forth in this thesis are multi-parameter input devices. Over the
course of my career at the Media Lab, I have worked on numerous types of these
interfaces. This experience has given me a good sense for what aspects of these
interfaces work well, as discussed as below.
3.1 Digital Baton
The Digital Baton [Marrin 96], [Marrin 97] was developed as one of the Brain Opera
performance instruments. I worked closely on this project, constructing the first
prototype [fig 5], as well as helping with the design of the final version [fig 6].
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Fig 5: An early diagram of the original Digital Baton prototype that I helped build.
The baton probably outputs more control data than any other multi-parameter controller
that our group has worked on. It has five continuous pressure sensors built into it, three
axes of accelerometer data, and (xy) position data that is relayed by a photodiode camera
that tracks the IR LED at the tip of the baton. Although the baton produced more sensor
data than either of the other two on-stage instruments, the Sensor Chair and the Gesture
Wall, it ended up being the least useful of the three. Too much effort was expended in
worrying about how much information could be obtained from it, and not enough time
was spent in coming up with good ways to make use of it. Also, the lack of
interdependence among the parameters that the Baton did control made it very
counterintuitive to use.
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Fig 6: A representation of the final baton hardware.
3.2 Melody Easel
The Melody Easel was one of the instruments in the lobby part of the Brain Opera. Its
interface consisted of a touch screen facing upwards and suspended three feet off the
floor. In this case, the problem was almost the opposite of the baton. There was not
enough control information. The touch screens gave the (xy) position of a finger
touching it as well as some limited pressure information. The screen would become
"confused" if more than one finger pressed on it. By pressing on the screen, the user
would have an effect on the part of the image below his or her finger while
simultaneously triggering a melody. By moving the finger around, the user would effect
how the melody was played. With so little sensor information, it was hard to come up
with compelling mappings. Thus, it was not obvious to the users exactly what they were
controlling.
3.3 Sensor Chair
One of the most compelling musical interfaces to recently come out of the Media Lab has
been the Sensor Chair, which arose in response to a collaborative effort between the
Hyperinstruments Group and the Rip-Off artists Penn & Teller. The goal of this
collaboration was to do a creative technology, music and magic performance for the
Media Lab's 1994 Digital Expression colloquium.
3.3.1 Hardware Design
The original Penn and Teller Seance System Hardware developed in the summer of 1994
by Dr. Joe Paradiso with myself working with him as an undergraduate researcher.
At the heart of the system is the "Fish" electric field sensing evaluation board [Paradiso
95] developed in the MIT Media Lab's Physics and Media Group. It has the name Fish
because the sensing mode that it uses is similar to that or certain fish, who use electric
fields to sense objects around them. The Fish system is very well suited for use in
musical interface applications:
The sensors are low power (milliwatts), high resolution (millimeter), low cost
(a few dollars per channel), have low latency (millisecond), high update rate (1kHz),
high immunity to noise (<72dB), are not affected by clothing, surface texture or
reflectivity, and can operate on length scales from microns to meters. [Zimmerman 95]
The Fish boards that we were using were equipped with MIDI outputs so that they could
interface directly to the computer through the same interface that we were using to control
the synthesizers [Paradiso 97].
The way the chair worked [Paradiso 95] was that an electrode hooked up to the transmitter
was placed on the seat of the chair, using four receiving electrodes, two each on two poles
in front of the user, so that they were in a square configuration. When the user sat on the
chair, they coupled into the transmit electrode, and essentially became a transmitter
themselves. As any part of the seated person's body (usually the hands) neared one of the
receivers, that receiver would see a stronger signal. The signals from these four receivers
were converted into 7-bit digital values and sent to a host computer through MIDI. It was
then planned to interpret the incoming data to get a 3 dimensional position value of the
user's hand.
AD
Legend:
A: Copper plate on chair top to transmit 70 kHz carrier signal into occupant
B: Four illuminated pickup electrodes to sense hand positions
C: Two pickup electrodes to detect left and right feet
D: Two footswitches for generating sensor-independent triggers
E: Four lights under chair platform, nominally controlled by foot sensors
Figure 7: The Brain Opera's Sensor Chair; diagram (left) and in performance (right)
Problems
Due to the geometry of the setup, the incoming sensor values were not very linear. This
combined with the limitation of only having seven bits for each sensor value made the
range very small, and the data much more difficult to use. Joe Paradiso found a way
around this by adding four log amplifiers before the digital stage of the Fish. This served
to make the incoming data much more linear and easy to deal with.
The only problem now was that for each channel there were now four separate parameters
to tweak to get the optimal performance. Fortunately once the hardware was in a stable
state, and the lengthy configuration process was finished, the system would stay close to
that stable state, and small drifts could be dealt with in software.
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Figure 8: interpolated data from the Sensor Chair
Other Features
Also included in the original Sdance system were additional Fish channels that were used
to detect the player's feet. There were also two mechanical foot switches and a driver for
a small two character LED display, as well as two LEDs that were used to pass along
tempo to the player.
3.3.2 Defining the Control Space
Once the hardware was finished, and the data was linearized, it was necessary to write
software that would best take in the four sensor values, and give the best 3D position
possible. This was done by Peter Rice,, who was then a junior, working on the project as
a undergraduate, Eran Ergozy and Joe Paradiso. They came up with a calibration routine
that involved having the user put their hand in nine different positions in the sensing plane
while the computer took a reading at each place. The computer would then run the
calibration algorithm and the appropriate calibration for that user could be saved. This
was very useful, as there were many different people playing the chair. However due to
the discrepancy in size between Penn and Teller, there had to be a hardware setting,
known as the Penn Bit, that would reduce the transmit level when Penn was playing.
Different Modes
Once the basic infrastructure of the Sensor Chair interface had been built and
programmed, the next step was to come up with musical ways to use it. These "modes" as
they are referred to, started off very simple, and got more complex as we got a better feel
of the chair's capabilities.
Mosquito Mode
This was the simplest mode. Using a Morpheus synthesizer, we had the computer play
one note, and mapped the Z-axis to volume, the Y-axis to pitch, and the X-axis to timbre.
This was not the most interesting of modes, but it gave the player a very clear idea of
where the whole control space was, and how their movement affected what they were
hearing.
Z Trigger Mode
In this mode a note is triggered when a predetermined Z threshold is met. The note that
gets triggered is determined by where in the X-Y plane the player goes past the Z
threshold. Once a note has been triggered, another could not be played until the player has
pulled back out past the Z threshold. The first mode like this used the six notes of a blues
scale.
Zone Based Triggering
The next mode tried was similar to the Z Trigger mode, except after the first note was
triggered, it was possible to play more notes while in the control space by moving from
one zone to another within the control space. Unless the number of zones was very small,
it was difficult to play this mode with a great degree of repeatability. This mode worked
best when the sounds triggered were of a percussive nature.
Combining the Modes
All of the above modes worked fine, and demonstrated what the chair could do, but were
not very musically interesting by themselves. It was by combining different aspects of the
initial modes, and giving the computer more control over what could be played that many
new and exciting modes evolved.
Fig 9: Professor Machover tries out one of the new modes
3.3.3 Penn's Sensor Solo
Since "Penn's Sensor Solo", the first piece to be composed for the chair, was to be a solo
piece, the new modes needed to be musically interesting enough to so sound good on their
own. This piece, which was composed by Professor Machover and programmed by Peter
Rice and Eran Egozy had seven modes total, each one played in a different way from the
others. The modes were advanced by the foot switches, foot sensors, or sometimes
automatically by the computer. In some of the modes, the computer was programmed
with a sequence of notes that the player could trigger, and once a note was triggered it was
possible to move around the control space and adjust the timbre of the note. Another
mode allowed the player to trigger notes in a predetermined scale. As the mode
progressed, the user could go through a set of key changes by using the foot pedal.
Another presented the player with a set number of samples. Each one could be triggered
only once, through a striking motion by the player, and when all of the samples had been
played, the computer would advance into a percussion mode.
In this mode, there was a 20 by 20 grid of zones in the (x,y) plane Fig 8, each zone having
a percussion sound associated with it. Moving from one zone to another would trigger the
sample. Different types of drum sounds were placed in different areas of the grid, and
temporal quantization was performed on the output by the computer to make the playing
sound better. This gave the player a virtual drum kit with 400 sounds to choose from, as
well as two bass drums triggered by the foot pedals.
The next mode, referred to as "Zig-Zag-Zug" involved the computer triggering a note
over and over, at a rate of several per second, with the player's motion in y controlling the
pitch, and in x changing actual instrument, or patch, that the synthesizer was playing. The
next mode was similar to this, but it involved a series of large string chords that were
triggered by one of the foot pedals. As each one of these chords was triggered, the pitches
that the computer would trigger would be restricted to notes in the key of the chord that
was just played.
3.3.4 Brain Opera Performance
In the Brain Opera performance, the Sensor Chair was part of a trio of instruments
playing along with many layers of pre-recorded audio. In a context where the chair was
no longer a solo instrument, there was much more freedom for the different modes that
would fit into the piece. One of the new modes included in the Brain Opera performance
was a mode where the Chair played a bass line during the latter part of the second
movement. During the first movement there was a mode where the chair mixed between
many different layers of music to create interesting musical collages that blended in well
with the other parts. Another new mode involved blending in vocal accompaniment to
the main vocal part in the first section on the second movement.
3.4 Lessons Learned
Working on, and performing with these different interfaces taught me a lot about what
was good and bad about them. The Sensor Chair is an excellent interface for interacting
with music, however since it only has two foot switches, and must rely heavily on the
computer for controlling its modality, it would not make a good multi-purpose controller
for audio. The Melody Easel is a good example of where there is not enough control, or
good enough feedback to the user about what they are doing. Simply having two axis of
position with only limited pressure information mapped to so many parameters made for
an experience where the user could tell that they were having an effect on the music, but
could never really quite figure out what exactly was going on. As a result it was not
really an instrument that one could master.
The Digital Baton used force-sensing resistors, but these were embedded in hard
urethane, which did not afford any actual compression of the area of the baton that was
being squeezed. Because of this limitation, it was very difficult to know how hard each
area was being squeezed. Had there been some sort of compressible material above the
sensor, there would have been much better intrinsic feedback to the user as to the force of
the squeeze.
4 Inventing a New Controller
Having worked on all these projects and given a lot of thought to new types of high-level
audio control, I was compelled to think about elegant new designs for multi-parameter
controllers.
4.1 Prototypes
The first time I had the opportunity to apply some of my ideas was in Hiroshi Ishii's
Tangible Interface class at the Media Lab(Fall 1998). These early prototypes[Hammond,
Wisneski 1998] helped lead me to the final design concept for a new controller. For the
class, Craig Wisneski and I built a sound spatialization device that allowed the user to
move a handheld object around a space over a table [fig 10a]. The (xy) coordinates
controlled the location in the room from which the sound emanated, and the (z)
coordinate controlled volume. This type of interface never felt right because there was
no haptic feedback on your location in the control space. This limitation made it very
awkward to use and difficult to get used to. The only feedback that this system had was
via sound, which was not enough to make the system very usable. Later, a non-working
conceptual prototype was developed that had the input device suspended in a cube of
elastic bands. This interface had a much better feel to it, as the restoring force from the
bands gave a sense of where the center of the control space was. However, the bands
made it feel like one was reaching into a spider web to grab the egg sack in the middle;
this obstruction made it somewhat cumbersome to use.
Fig 10a, b The two prototypes produced for Prof. Ishii's class
4.2 Basic Design Principles
After working on these different controllers, I came up with four basic design principles
that the final controller is based on:
1. Keep the number of parameters as small as possible. When there are too
many parameters being measured, the device can become too confusing to
use.
2. Anywhere pressure sensors are used, there must be some type of haptic
feedback, or it is too difficult for the user to tell if/how hard they are pushing
on an area.
3. It should be obvious to the user through both vision and touch where they are
supposed to put their hand, and where the pressure-sensitive areas are.
4. Handheld devices that do not have any visual feedback in regard to the spatial
location of the device, are difficult to use with any great degree of accuracy.
4.3 Multi-Modal Mixer (MMM)
The final prototype I designed and built was called the Multi-Modal Mixer. The MMM is a
multi-parameter controller that allows a user to make full use of his or her fingers and palm
for the simultaneous control of multiple parameters in different types of audio processes-the
type of control that a slider or a mouse does not afford. At the center of the MMM is a hard-
molded, ergonomically designed core, with semi-hollowed out areas where the fingers and
palm can press.
In the process of arriving at this final shape, I studied many different handheld devices
ranging from the Digital Baton to commercially-available wireless computer mice. Working
with clay, I came up with several different shapes and experimented with the locations of the
control areas. After many iterations and input from others, I made a mold for the final shape.
Force sensing resistors were mounted in the control areas. Stiff foam, cut to match the shape
of these areas, were mounted above the force sensing resistors. Choosing the firmness of the
foam was almost as difficult as finalizing the shape. Not only did it have to have the right
feel (too firm and it hurts after five minutes of use, too soft and there is not enough haptic
feedback) but it also had to be compatible with the levels of pressure in which the force
sensing resistors were most sensitive. Finally, a tough layer of rubber was sealed over the
whole device. The shape of the MMM and the tactile sense of the compressible areas was
able to give the user a clear indication of where to place the hand and which areas to squeeze
to control different parameters.
Fig 11: initial prototype, known as "the bunny slipper" with fabric covered foam
over the pressure sensitive areas
The electronics behind the MMM are actually quite simple. A five volt DC signal is run
through the force sensing resistors, which is then run through an analog to digital converter.
A PIC controller then converts this to serial data, which is sent to the computer.
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Fig 12: The electronics behind the MMM
The data from the MMM had much the same problem as the data from the Sensor Chair
initially had-it was not linear enough to be used. By doing some data smoothing in MAX,
and customizing the sensitivity for each of the sensors (it is much easier to push with your
palm than with your pinky) I was able to get the type of feel I was aiming for.
5 Multi-Modal Mixing
Just having a good controller is only the beginning. How the data from the MiMM is used
is what makes this project interesting. Multi-Modal Mixing is a new general mixing
theory that reduces the number of control parameters a sound mixer will have to worry
about for many common audio processes.
5.1 Problems with Existing Systems
With the mixers and effects available today, it is possible to "tweak" every single
parameter. Some reverbs can have dozens of different controllable values that affect all
aspects of the sound. This is fine if you are an expert in the studio and have time to play
with all of them to create the perfect reverb for what you are mixing. The process can be
very confusing and frustrating if you are not an expert, however, or if you want to control
something live and don't have time to deal separately with dozens of parameters to get
the desired effect.
5.2 Defining a Higher Level of Control
In the sound industry, it is common to use high level terms to describe different aspects
of audio. If an audio engineer is asked to make a track less "muddy," he or she wouldn't
reach for the "muddy" knob on the mixer, as such a thing does not exist. Instead, from
experience they would know which knobs and sliders to turn to attenuate the right
frequencies in the low end to get this effect. The same types of terms are used in all
different modes of audio processing. What does it mean to make a reverb sound
"darker," to make a bass drum sound less "boomy" and more "punchy" or to help make a
vocal track sound "thicker" and "stand out" more from the guitar? While it would never
be possible to have one knob to do each of these things, there are other approaches to the
problem.
5.2.1 Examining Parameter Interdependence
To get the desired effect described by the high level terms mentioned above , many
different parameters need to be changed. However, in many of these cases, there are
varying levels of interdependence between these different parameters. The first step
behind realizing Multi-Modal Mixing is to examine many of these high level types of
control that a sound mixer would want to have over an audio process and then determine
the individual parameters that are involved. The next step is to look at how these
parameters relate to one another for the overall effect. Adjusting reverbs is a good
example of this. There are dozens of parameters that go into how a specific reverb will
sound. When playing with one parameter to try and change one aspect of the sound, you
will almost always have to then tweak another one because your original adjustment
almost always affects some other aspect of the effect that you did not want to change.
5.2.2 Compressing the Control Space
By taking a close look at how these many different parameters are interdependent and
linking the control of these related parameters, it is possible to lower the number of
control channels needed. By reducing the control space of an audio process and mapping
these higher levels of control to the MMM, I hope to have created a powerful tool that
will make many aspects of mixing audio much easier and faster to control.
5.2.3 Concrete Examples
A good area of audio control where these techniques can be readily applied is in the area
of dynamics control. A careful analysis of dynamics control techniques categorizes the
levels of parameter control and groups these parameters hierarchically. A typical use of
the system might be as follows: to adjust the envelope(s) of loudness as a function of (a)
overall loudness, (b) rise time of loudness, (c) decay time of loudness, and (d) range of
change of loudness, as well as many functions such as (a) compression of dynamic range,
(b) maintaining a specific maximum level, (c) gating out of certain low level signals, and
(d) the expansion of the dynamic range across a desired range of loudness. A good
mapping for this type of control is be to have compression controlled by squeezing with
the index and middle finger, as well as the palm, with threshold being controlled as a
function of relative pressure of palm vs. fingertips. Pressing down with just the index
and middle finger controls expansion, with threshold controlled by the ratio of index vs.
middle pressure. Attack time is controlled by the thumb, and release time is a function
of pinkie pressure.
6 Specific Applications
There have been several different projects where different aspects of Multi-Modal
Mixing have been applied in many different ways.
6.1 Resurrection
In the spring of 1999 in Houston I had the opportunity to mix the performances of
Professor Tod Machover's new opera, Resurrection. This involved a full orchestra and
over 16 different electronic sound devices that were mixed out of 10 speakers that were
in the orchestra pit with the musicians, as well as on stage, hidden in the sets. The idea
behind this speaker system was that the electronic sounds should come from the pit along
with all the sounds of the acoustic instruments. An orchestra is laid out in a specific way
so that different types of sound come from specific areas. Normally when any type of
electronics are used, they are amplified through a set of two speakers on either side of the
orchestra. This limiting arrangement always produces a less than optimal blend of the
acoustic and electronic sounds. Based on knowledge of what types of sounds were
coming from the different synthesizers, I could control the location in the pit from which
the sounds would emanate.
The mixing for this piece was done with two Yamaha 03D digital mixers. Using them in
surround sound mode, I was able to have five different outputs that went to different
speakers spanning the orchestra pit. These Yamaha mixers were fully MIDI controllable,
and I built a series of patches using MAX, a high level graphical programming
environment, that is very good appropriate for setting up custom MIDI control systems.
These patches allowed the MMM to control different aspects of the 03D's operation such
as surround sound, EQ, dynamics, and volume control over grouped channels. The
system was designed to take input from the main computer running the hyper-aspects of
the music. The control computer would pass on information about what section the piece
was currently in, as well as what synths were playing at that time, and which ones were
about to play in the next mode. The computer running MAX could then make sure that
the correct channels were on, and could adjust the spatialization as the voices coming
from the synths changed automatically. It would also serve to switch the functionality of
the MMM to be the most compelling for the types of electronic sounds that were part of
each section. By automating the changes that needed to be made between sections, it
took many of the boring aspects of mixing the piece out of my control, and left me free to
worry about more subtle aspects of the mix, and to make better use of the MMM.
MIDI Data from the three keyboards is
sent and recieved from the master
Computer in the back of the hall.
Five separate audio streams are fed to nine different speakers in
the pit from the mixing station in the back of the hall.
Fig 13: The setup in the Orchestra Pit
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Fig 14: The setup at the back of the hall
Unfortunately, there were problems with the control software development, and it was
not until the dress rehearsal that the opera was actually run through with the electronics
sounding. This left no time to integrate the system I had worked on, and no rehearsals for
me to learn what all the electronic sounds were. So in the end, Professor Machover
actually had to sit in the back with me with his score and notes telling me which sections
were coming up and what synths/sounds to be ready for. Keeping track of all that, and
making sure basic levels were set right, and learning which sounds were coming from
each synth did not really leave any time to make significant use of the MMM in the piece.
6.2 Future Music Blender
For the final version of the Brain Opera in the House of Music in Vienna, it was decided
to add a new interactive music experience call the Future Music Blender (FMB). This
would be its own room that people would go through after visiting the Mind Forest, and
trying the various Brain Opera hyperinstruments. In the FMB, people can mold their own
samples at special kiosks, and then add these sounds to the whole "collection" of samples
available in the room. One person at a time is then able to create musical collages with
these samples using an interface based on the Sensor Chair.
6.2.1 Original Concept
The original musical interface for the FMB was to be a combination of the Sensor Chair
and the Multi-Modal Mixer. The sensor chair part of the FMB would serve as the main
method of triggering samples. Different types of samples would be grouped spatially in
front of the user. Using the right hand, with the chair, the user would trigger different
samples by moving through that area of space. Over time, what these samples are and
how they are grouped would change as new ones are chosen or created by other people
currently in the Brain Opera. Changes might even be effected by contributions made
through the Brain Opera web-site.
The left hand was intended to control the MMM, which would have adjusted the mix in
the room. All of the important parameters that a real sound mixer would be controlling if
he or she were doing the mixing in the room would be able to be controlled in some way
with the MMM. To do this, it was necessary to look at the different parameters that are
most important and study how many of them are interdependent. Once this is
established, the control space of the mix can be compressed into fewer, higher-level types
of control. These are controlled by the MMM in two different ways. The first involves
simple continuous control mapped directly to the pressure at the different areas of the
MMM. The second way is through gesture recognition. By looking at specific ways that
people might grasp or hit the MMM, such as suddenly pushing down on all five areas, or
suddenly hitting the top palm area, different "mix events" are triggered.
These events would activate different spatialization patterns, turn on different effects, or
adjust the blend with the background textures that were being generated by the computer.
By making these events repeatable and very obvious when they happen, it is very clear to
the user what they are doing, encouraging them to try and find other more complicated
gestures that would affect the mix in other ways.
The following is a description of a typical user experience with the Sensor Chair and
MMM in the Future Music Blender:
After walking through the Mind Forest part of the Brain Opera, Steve walks into the
Future Music Blender room. He goes to a station where he can look at all of the different
types of samples that there are to choose from (material from the Internet, samples taken
in the Mind Forest), chooses the ones that he likes most, and sits down in the chair in the
center of the room. He puts his left hand on the Multi-Modal-Mixer and starts to
move his right hand through the space in front of him. As soon as he does this, he starts
triggering many different samples, and he notices that different types of samples are
clustered in different areas in front of him and are coming from many different sound
sources around the room. He now starts to squeeze the MMM in different ways and
notices that different gestures affect the sound of the samples he is triggering with
his right hand. Applying a little pressure with his ring finger causes the sounds to swirl
around him in different ways. He can control how dense the sample collage he is
creating becomes by pressing down with his palm. Squeezing with his index and middle
finger invokes reverb/echo effects on many of the samples and changes the intensity of
the Doppler effect he hears on the samples as they swirl around him. His thumb can
make many of the samples in front of him much more percussive sounding. After playing
for a little while, he takes his hand off the MMM for a moment as he keeps playing with
his right hand. He puts his left hand back down hard, and as his palm hits, he triggers a
bunch of samples that he has not heard before. They swirl around him with many strange
effects on them. After a few minutes or so he really starts to get the feel of the whole
system, and he is making full use of both of his hands to have total control over the
experience.
6.2.2 Final Version
For the final version of the Future Music Blender, it was decided that having the MMM
interface as well as the Sensor Chair interface resulted in too much modality for a public
installation. Since the average visitor would be playing the chair for only a few minutes,
it was unrealistic to expect them to familiarize themselves enough with the entire system
to have a meaningful musical experience.
As a result of these limitations, the audio aspects of the music produced had to be
automatically controlled by the computer. Things that the MMM would have affected
such as sample density, sample duration, volume, and envelope, now had to be pre-
optimized for each individual mode by the performance computer.
From past experience in observing the public playing the Sensor Chair, it has always
been the case that the mode that people have instantly understood and enjoyed most is the
percussion mode where they were able to trigger sound samples mapped spatially to an
x,y grid. Because this mode was so successful with the public, it became the primary
mode of interaction used with the Future Music Blender. However, to make for a more
compelling experience, five separate grids, each featuring different categories of samples,
were implemented, instead of just the one percussion grid.
When the user first sits down, he or she is presented with a "main" grid, which features
all five of the different types of sounds grouped in spatial regions. In order to assist the
user in finding and exploring these regions, there is a visual representation projected on a
screen in front of the chair. In these visuals, different polygons representing the
individual samples are animated when a particular sample is triggered.
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Fig 15: The graphical representation of the main grid that the chair player sees.
By playing a lot in a particular region, the user is able to switch into a full grid with
sounds from that region. The amount of time the grid remains active is based on user
activity in that mode. Eventually, it reverts back to the main grid, allowing the user to
then choose a new course of action.
7 Conclusions and Future Research
Although the MLMM never actually got to be used in any real performances or
installations, through building and testing the system, I feel that I learned a lot from the
work I did in building the interface, and working on how to use it in so many different
applications. This was especially true in evaluating the differences between how one
needs to apply the concepts of Multi-Modal Mixing to an expert system where I would be
using it as a professional mixing aid, and a public installation with people who had
probably never touched a mixing board.
7.1 Future Applications
In the future, it would be interesting to create commercial devices based on the MMM. If
new digital consoles existed-with the ability to hook up a new interface and have it
immediately be recognized, such as how a mouse plugs into a computer-it could really
change the way that many audio process are controlled, for both professional sound
engineers and the general public.
With digital signal processing (DSP) power getting advancing in leaps and bounds, DSP
programmers are able to create increasingly more interesting and better-sounding audio
plug-in software. As these plug-ins get more complicated, so can the number parameters
needed to control them. If the designers of these plug-ins were to keep in mind some of
the concepts put forth in this thesis, they could release the plug-ins with multiple types of
externally controllable parameters. There would be the expert mode, which is still
essential to have, as there are times when it is really necessary to be able to get at every
little parameter to reach the "perfect effect." However if there were also MMM enabled
modes, it would allow both expert and novice users to get a much quicker grasp on what
the plug-in does and what are some interesting ways to control it.
7.2 Performance Applications
The traditional ways of mixing in live environments are probably still the best way of
getting the ideal mix. I doubt that the sound guy at an AC/DC concert would find a
MMM very useful (the author of this thesis did much field research in this area).
However, as new types of music are starting to take more advantage of new studio gear,
or synths, the problem of taking this music from the studio to the stage is an increasingly
difficult one.
As the music gets more complex, and there are more and more layers of sound to worry
about, the person doing the mix becomes just as much of a performer as the people
playing the instruments on stage. The more rich and complex the music gets, the less
clear it becomes as to what the "idea mix" should sound like. Two different sound
engineers might mix the same performance in entirely separate ways, and both mixes
could come out sounding great.
This new generation of audio engineers, or hyper-mixers as they might be called will
need a new toolkit to fully realize this new level of control. I believe that interfaces such
as the MMM are a good first step in that direction.
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