Most of privacy protection studies for textual data focus on removing explicit sensitive identifiers. However, personal writing style, as a strong indicator of the authorship, is often neglected. Recent studies on writing style anonymization can only output numeric vectors which are difficult for the recipients to interpret. We propose a novel text generation model for authorship anonymization. Combined with a semantic embedding reward loss function and the exponential mechanism, our proposed auto-encoder can generate differentially-private sentences that have a close semantic and similar grammatical structure to the original text while removing personal traits of the writing style. It does not require any conditioned labels or paralleled text data during training. We evaluate the performance of the proposed model on the real-life peer reviews dataset and the Yelp review dataset. The result suggests that our model outperforms the state-of-the-art on semantic preservation, authorship obfuscation, and stylometric transformation.
two datasets as a reference to compare the change in writing style. Also, the user has to make all the final modification decisions. SynTF [42] represents a line of research that protects the privacy of the numeric vector representation of textual data. It adopts the exponential mechanism for privacy guarantee, but the output is only an opaque term frequency vector, not an interpretable sentence in natural language. Furthermore, its token substitution approach does not consider the grammatical correctness and semantic.
Style transfer is another line of research that tries to generate text with controllable attributes [36, 16, 35, 44, 5] . Representative models [16, 25] can control the sentiment and tense of the generated text. However, they do not modify the personal traits in writing. Their applications on sentiment and word-reordering correspond to the content of the text more than the writing style. We argue that their definition of styles, such as sentiment or tense, is different from the personal linguistic writing characteristics that raise privacy concern. A4NT [37] is a generative neural network that sanitizes the writing style of the input text. However, it requires text samples to be labeled with known author identities. It is not applicable to any textual data. Without using any privacy model, A4NT does not provide any privacy guarantee.
To address the aforementioned issues, we propose an Embedding Reward Auto-Encoder (ER-AE) to generate differentially-private text. It protects the author's identity through document distinguishability. ER-AE does not assume any labels nor any parallel data. Relying on differential privacy, its privacy guarantee is independent of the adversary's background knowledge and does not assume any specific adversarial scenarios. ER-AE receives the original text as input, extracts latent features, and generates a new text using the exponential mechanism. Inspired by the REINFORCE algorithm [39] , we include a semantic embedding reward loss function. It is able to keep the generated sentence a close semantic and sentiment similarity to the original while providing a guarantee that one can hardly recover the original author's identity. Unlike the aforementioned authorship anonymization works, ER-AE produces human-friendly text in natural language. Our key contributions are summarized as follows:
• This is the first differentially-private authorship anonymization model that is able to generate human-friendly text in natural language, instead of a numeric vector. • We present a combination of the exponential mechanism with a sequential text generator that provides privacy guarantee through a sampling process. • We propose a new semantic reward function that is able to better preserve the semantic and sentiment similarity between the original and the generated text. • Comprehensive evaluations on two real-life datasets, namely NeurIPS & ICLR peer reviews and Yelp product reviews, show that ER-AE is effective in both anonymizing the writing styles and preserving the semantics of the original text.
All the source code and data are publicly accessible for reproducibility and transferability. 1 2 Related Work Differential Privacy Recently, differential privacy has received a lot of attention in the machine learning community. The differentially-private deep learning model [2] and the deep private autoencoder [31] are designed to preserve the training data privacy. Their purpose is to guarantee that publishing the trained model does not reveal the privacy of individual records. Our purpose is different. We publish the differentially-private data generated by the model, rather than the model itself. Most existing models for differentially-private data release, such as [6, 9] , focus on different types of data rather than text. One recent work [42] aims to protect privacy in text data using the exponential mechanism. However, it releases the term frequency vectors instead of a readable text. This approach limits the utility of published data to only the applications that assume term frequency as features. In contrast, our goal is to generate differentially-private text in a natural language without compromising individual privacy.
Controllable Text Generation
Text generation is a trending topic in machine learning. It aims at generating a text sample with changed attributes. Sennrich et al. [35] propose a model to change the degree of politeness while generating text. Hu et al. [16] combine the variational auto-encoders (VAE) with generative adversarial network (GAN) to generate a sentence with different sentiment and tense. A4NT [37] is able to control the gender and age attribute of the generated text data through a GAN model. Most of the literature on this direction name different attributes, such as sentiment and tense, as style. However, these attributes correspond more to the content itself, rather than the personal writing style. Our focus is different.
Writing Style Transfer Studies on writing style transferal try to change the writing style revealed from the text according to a given author. Shetty et al. [37] design a GAN to transfer Obama's text to Trump's style. A sequence to sequence (seq2seq) model is proposed by Jhamtani et al. [18] to transfer modern English into Shakespearean English. Shen et al. [36] design a model with a cross-alignment method to control the sentence sentiment while preserving semantic. These models can also be applied in writing style anonymization. However, these studies require the data to be labeled with authorship identity. They assume a number of known authors. In contrast, our differentially-private solution does not assume any label information.
Writing Style Obfuscation Writing Style obfuscation studies try to hide the identity of the author. Anonymouth [27] is a tool that utilizes JStylo to generate writing attributes. It gives users suggestions on which way they are able to anonymize their text according to two reference dataset. Kacmarcik and Gamon [20] also propose a similar architecture to anonymize text, however, instead of directly changing the text, they all work on the term frequency vector, whose real-life utility is limited. Compared with semi-automatic methods that require users to make a decision, our approach directly learns from end to end.
Preliminaries and Problem Definition
Differential privacy [13] is a framework that provides a rigorous privacy guarantee on a dataset. It demands inherent randomness of a sanitization algorithm or generation function: Definition 3.1. Differential Privacy Two datasets are considered as adjacent if there is only one single element is different. Let privacy buget > 0, a randomized algorithm A : D n − → Z. The algorithm A is said to preserve -differential privacy if for any two adjacent datasets D 1 , D 2 ∈ D n , and for any possible set of output Z ∈ im(A):
It guarantees that the result from a given algorithm A is not sensitive to the additional or removal of any single data record in D. denotes the privacy budget, the allowed degree of sensitivity. Compared to k-anonymity [40] and -diversity [26] , differential privacy does not assume any known labels. A large implies a higher risk to privacy. However, is a relative value that implies different degrees of risk given different problems [27] . Some studies use a large [32] , while the others use a smaller value [6] . With the concept of differential privacy, we further define our problem: Definition 3.2. Differentially-private Text Generation Let D denote a text dataset that contains a list of sentences where x ∈ D is one of them and |x|, the length of the sentence, is bound by l. Given D with a privacy budget , for each x the model generates another sentencex dp that satisfies l-differential privacy.
The generated sentencex dp is expected to have a close semantic similarity to x. This problem definition is similar to the use scenario defined in SynTF [42] , but our target is text in natural language rather than numeric vectors. This problem is challenging because the sampling process typically used in the differentially-private algorithms, such as SynTF, does not consider the contextual information and grammatical structure.
ER-AE for Differentially-private Text Generation
In this section, we present our ER-AE model (see Figure 1 ). ER-AE contains an encoder and a generator. Its encoder receives a sequence of tokens as input and generates a latent vector to represent the semantic features. The generator, combined with an exponential mechanism, is able to produce differentially-private text according to the latent vector. ER-AE is trained by combining a reconstruction loss function and a novel embedding loss function.
Our ER-AE model starts with a basic sequence-to-sequence (seq2seq) auto-encoder structure. Given a sentence x, its tokens x 1 . . . x l are firstly converted into a sequence of embedding vectors Em(x 1 ) . . . Em(x l ) by Em : V → R m1 , where V is the vocabulary across the dataset and m 1 is the embedding dimension. On its top, we apply a bi-directional recurrent neural network with Gated Recurrent Unit (GRU) [7] that leverages both the forward and backward information. GRU achieves a comparable performance to LSTM but less computational overhead [7] . Then, the produced final state vectors from both directions, s f and s b , are concatenated and linearly transformed to be a latent vector E(x). m is the hidden state dimension for the GRU function.
The generator is another recurrent neural network with GRU. It generates a sentence token-by-token. For each timestamp i, it calculates a logit weight z iv for every candidate token v ∈ V, conditioned on the latent vector, last original token x i−1 , and the last hidden state s i−1 of the GRU function.
Letx i denote the random variable for the generated token at timestamp i. Its probability mass function is proportional to each candidate token's weight z ti . This is modeled through a typical softmax function:
A typical seq2seq model generates a sentence by applying argmax v∈V P r[x i = v] for each timestamp i. However, this process does not protect the privacy of the original data.
Differentially-private Text Sampling
To protect an individual's privacy and hide the authorship of the original input text, we couple the exponential mechanism [28] with the above sampling process in the generator. The exponential mechanism can be applied to both numeric and categorical data [15] . It has been shown to be effective in various sampling process for discrete data. It guarantees privacy protection by injecting noise into the sampling process: Definition 4.1. Exponential Mechanism Let M and N be two enumerable sets. Given a privacy budget > 0, a rating function ρ: M × N → R. The probability density function of the random variable ε ,ρ (m) is described as:
where ∆, the sensitivity, means the maximum difference of rating function values between two adjacent datasets, and m ∈ M, n ∈ N .
The exponential mechanism protects privacy through disturbing the distribution of rating function using , and the data is randomly sampled based on the disturbed distribution. This sampling process is -differentially private. Following Fernandes et al. [15] and by swapping both M and N with our vocabulary V, we define any combination of two tokens as adjacent datasets. Assuming arbitrary two tokens v, w ∈ V, our rating function and its sensitivity for arbitary timestamp i can be described as:
The rating function seeks alternative tokens w to the input token v by considering the logit weight values from Eq. 2. It does not directly rate w based on v. Instead, it rates w by considering the current context and encoded latent features shared by v. By adopting this rating function, the sampling process considers both the grammartical and semantic context to find an alternative token that can preserve one's privacy. It is timestamp-specific, and its sensitivity is bounded by 1. Let ε ,ρi (x i ) denote the random variable for the generated token at timestamp i. By plugging our rating function into the exponential mechanism defined in Eq. 4, we have the probability mass function for ε ,ρi (x i ):
This function models the disturbed probability distribution for all the alternative token v to replace the original variablex i . According to Definition 4.1, sampling from ε ,ρi (x i ) for each timestamp i is -differentially private. Recall that in Definition 3.1, the timestamp is bound by l. To generate a full sentencex dp , the generator samples a token for each timestamp i through Equ. 6:
The composition theorem [14] (Theorem 3.16) is an extension to differential privacy. By repeating n -differentially-private algorithms, the complete process achieves an n-differential privacy. Theorem 1. Differetially-Private Text Sampling Given a privacy budget > 0, a sequence length l > 0, the generator's sampling function in Equ. 7 is l-differentially-private.
Proof. At the generation stage, for each timestamp i, our model generates a token by sampling from Eq. 6, which follows the form of exponential mechanism. This process achieves -differential privacy as in Definition 4.1. Every input of the generator is the original input data x i−1 (see Equ. 2), which indicates that the outputs of our generator are independent. Therefore, Equ. 7 satisfies the sequential composition theorem. By repeating this process l times, the complete sampling function provides l-differential privacy.x dp is l-differentially private.
Reconstruction Loss
In order to generate a human-friendly sentence that has a close semantic to the original one, we need to have a high-quality rating function ρ i for Equ. 5. This is achieved by training the ER-AE model's encoder to extract semantic information, and its generator to learn the relationships among the tokens for prediction. We follow an unsupervised learning approach since we do not assume any label information. First, we adopt the reconstruction loss function:
It maximizes the probability of observing the original token x i itself for the random variablex i . In the recent controllable text generation models, the reconstruction loss function plays an important role to preserve grammar structure and semantics of input data [37, 36] when combined with the other loss functions.
Training with Embedding Reward
Diving into the optimization aspect of the softmax function, the reconstruction loss function above encourages the model to produce a higher probability on the original token while ignoring the rest candidates. It does not consider the other tokens that may have a similar meaning under a given context. This issue significantly limits the variety of usable alternative tokens. Additionally, this loss function relies on a single softmax function for multi-object learning, it cannot provide the expressiveness required by the language model [43] . We inspect the candidates and in most of the cases, only the top-ranked token fits the context in the sentence. This is problematic, because the exponential mechanism for our sampling process also relies on the other candidates to generate a sentence, as required by Equ. 6.
To address the above issue, we propose a novel embedding reward function using the pre-trained word embeddings. Word representation learning models [29] show that discrete text tokens' semantic can be embedded into a continuous latent vector space. The distance between word embedding vectors can be a reference to measure the similarity between different words. To encourage our rating function ρ i to learn richer and better substitute tokens, we propose a reward function that leverages the semantics learned from the other corpus. The text dataset to be anonymized and released can be small, and the extra semantic knowledge learned from the other corpus can provide additional reference for our rating function. This reward function is inspired by the Policy Gradient loss function proposed by Sutton et al. [39] :
Generally, this reward function assigns credits to the under-rated tokens in the reconstruction loss function. Recall that D is the original dataset and x is one of its sentences. At time step i, first, this reward function assigns rewards to the top-k selected tokens, denoted as E k (x i ), according to probability estimates for random variablex i in Equ. 3. The rewards are proportional to their semantic relationship to the original token x i . It is defined as a function γ :
The min function avoids the generator only focusing on the original token. By assigning rewards to E k (x i ), it encourages the other candidates also having a close semantic relationship to the targeted one. However, it would fail to reach less frequent tokens. Therefore, in the second part of the reward function, we encourage the model to explore less frequent tokens by random sampling candidates as V k . This design can be interpreted as balancing the exploitation (top-k) and the exploration (V k ) in reinforcement learning [38] .
During training, the model will be firstly pre-trained by minimizing the reconstruction loss in Equ. 8 through the Adam optimizer, and adopts the embedding reward loss later. Then, the total loss is:
Specifically, the reconstruction loss can lead the model to generate grammar correct sentence, and the embedding reward loss encourages the model to focus more on semantically similar tokens. To better fine-tune the model, the balance of the two loss functions are controlled by λ recon and λ embed .
Experiment
All the experiments are carried out on a Windows Server equipped with two Xeon E5-2697 CPUs (36 cores), 384 GB of RAM, and four NVIDIA TITAN XP GPU cards. We evaluate ER-AE on two different datasets with respect to its effectiveness for privacy protection and utility preservation.
• Yelp Review Dataset 2 : All the reviews and tips that come from the top 100 reviewers ranked by the number of published reviews and tips. It contains 76,241 reviews and 200,940 sentences written by 100 authors. • Academic Review Dataset: All the public reviews from NeurIPS (2013-2018) and ICLR (2017) based on the original data and the web crawler provided by [21] . It has 17,719 reviews, 268,253 sentences, and the authorship of reviews is unknown.
Each dataset is divided into 70/10/20 for train/dev/evaluation respectively. As mentioned in Section 2, most of the controllable text generation and style transferal studies rely on known authorship or other labels. They are not applicable to our problem. Therefore, we pick SynTF [42] and different generation and sampling models for evaluation:
• Random Replacement (Random-R): This method generates a new document by replacing each token in the document by randomly picking substitution from the vocabulary. • Auto-encoder (AE): A bidirectional auto-encoder trained using the reconstruction loss in Equ. 8.
• AE with Differential Privacy (AE-DP): Extended version of AE with the added exponential mechanism for text generation. It does not include the embedding reward from Equ. 9. • SynTF [42] : We directly generate the tokens through SynTF's differentially-private sampling function, without further extraction of the frequency vector. For ER-AE, we adopted a two-layers stacked GRU network for both the encoder and the generator.
There are 512 cells in each GRU layer. The vocabulary size in all experiments is 20,000, separately built for each dataset. All the word embeddings in our model come from the pre-trained BERT embeddings provided by [10] , which has a dimension of 768 for each embedding. The maximum input length of our model is 50, the learning rate is 0.001, the k for embedding reward loss function is 5, the λ recon is 1, the λ embed is 0.5, and the batch size is 128. ER-AE is implemented in TensorFlow [1] , and it uses the tokenizer in the NLTK library. All the models are evaluated from three aspects: semantic preservation, privacy protection, and stylometric changes:
• Semantic Preservation (USE): A pre-trained Universal Sentence Embedding Similarity (USE) model 3 from Google. It can embed a sentence into a latent vector that represents its semantics [4] . It is widely used for supervised NLP tasks such as sentiment analysis [23] . We measure the degree of semantic preservation using the cosine similarity between the latent vector of the original document and one of the generated document. • Privacy Protection (Authorship): One of the state-of-the-art authorship identification neural network model [34] is adopted to identify the authorship of generated text. The model is firstly trained on the training dataset, and the performance is evaluated on the testing set. The author's privacy is protected if s/he cannot be identified using authorship identification techniques. • Stylometric Changes: Well-established stylistic context-free features such as sentence length and a number of function words. We adopt StyloMatrix [12] for an aggregation of features in [17, 45] . The feature vector change before/after generation is measured by the difference in L2 norm.
Quantitative Evaluation (Table 1 ) With a USE score around 0.2 for both the Yelp review dataset and the academic review dataset, SynTF and Random-R generate grammatically incorrect sentence and completely change the meaning of the original one. Compared to SynTF and Random-R, the sentences generated by ER-AE achieves a significantly higher utility score over 0.79 for Yelp reviews and 0.74 for academic reviews. SynTF and Random-R perform better on authorship obfuscation and stylometric changes due to the fact that the generated sentences are almost irrelevant to the original.
AE and AE-DP generate sentences that have a high utility score around 0.9, but the chance of a successful authorship identification attack is also high. With 100 candidate authors in the Yelp dataset, the authorship identification model achieves around 20% accuracy, which only drops around half compared to the original 55% accuracy. The generated sentences are very close to the original. In contrast, ER-AE achieves a significantly lower authorship identification score of 0.07%, which is significantly lower than the original accuracy. It indicates that ER-AE hides the author's writing style much better than AE and AE-DP under the same settings. 
Impact of Embedding Reward
We look into the top five candidates when the generator sample a token for our model and the original auto-encoder. Table 3 shows that the embedding reward plays an important role in selecting semantically similar candidates for substitution. AE assigns a large probability to the original token and a tiny probability to the others. If applied with the exponential mechanism, it needs a large value to sample the other tokens than the original. ER-AE shows a smoother distribution on the vocabulary and assigns higher probabilities to several top-ranked semantically relevant tokens. Its generated candidates are better. Table 3 shows that both SynTF and Random-R cannot generate human-friendly text. Due to the issue of reconstruction loss function [8] , AE and AE-DP generate samples that rarely change the original. ER-AE, powered by embedding reward, can substitute some tokens with semantically similar ones: "asian" is replaced by "portuguese", and the whole sentence still makes sense. Besides, it can preserve the grammatical structure of the input sentence. However, due to some missing information from word embeddings, the model fails to generate good candidates for sampling. The last sample replaces "reduce" with "dig", which changes the semantics of the input.
Case Study
Utility v.s. Privacy The privacy budget controls the trade-off between privacy and utility. A larger implies better utility but worse privacy. The optimal for Yelp dataset is 30 and for peer reviews dataset is 32. However, there is still room for decreasing the privacy budget, since a 12% authorship identification error is already not reliable.
Conclusion
In this paper, we propose a novel model, ER-AE, to protect an individual's privacy for text data release. We are among the first to fuse the exponential mechanism into the sequence generation process. We demonstrate the effectiveness of our model on the Yelp review dataset and NeurIPS & ICLR peer reviews dataset. However, we also find that ER-AE performs not very well on long sentences due to the privacy budget accounting issue. Our future research will focus on improving the performance on long sentences with a better approach for budget allocation.
