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A NEW TYPE OF IDENTIFICATION PROBLEMS:
OPTIMIZING THE FRACTIONAL ORDER
IN A NONLOCAL EVOLUTION EQUATION
JU¨RGEN SPREKELS∗ AND ENRICO VALDINOCI†
Abstract. In this paper, we consider a rather general linear evolution equation of fractional
type, namely a diffusion type problem in which the diffusion operator is the sth power of a positive
definite operator having a discrete spectrum in R+. We prove existence, uniqueness and differen-
tiability properties with respect to the fractional parameter s. These results are then employed to
derive existence as well as first-order necessary and second-order sufficient optimality conditions for
a minimization problem, which is inspired by considerations in mathematical biology.
In this problem, the fractional parameter s serves as the “control parameter” that needs to be
chosen in such a way as to minimize a given cost functional. This problem constitutes a new class of
identification problems: while usually in identification problems the type of the differential operator
is prescribed and one or several of its coefficient functions need to be identified, in the present case
one has to determine the type of the differential operator itself.
This problem exhibits the inherent analytical difficulty that with changing fractional parameter
s also the domain of definition, and thus the underlying function space, of the fractional operator
changes.
Key words. Fractional operators, identification problems, first-oder necessary and second-order
sufficient optimality conditions, existence, uniqueness, regularity.
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1. Introduction. Let Ω ⊂ Rn be a given open domain and, with a given T > 0,
Q := Ω × (0, T ). We consider in Ω the evolution of a fractional diffusion process
governed by the s−power of a positive definite operator L. In this paper, we study,
for a given L ∈ (0,+∞) ∪ {+∞}, the following identification problem for fractional
evolutionary systems:
(IP) Minimize the cost function
J(y, s) :=
1
2
∫ T
0
∫
Ω
∣∣y(x, t)− yQ(x, t)∣∣2 dx dt + ϕ(s) (1.1)
with s in the interval (0, L), subject to the fractional evolution problem
∂ty + Lsy = f in Q, (1.2)
y(·, 0) = y0 in Ω. (1.3)
In this connection, yQ ∈ L2(Q) is a given target function, and ϕ ∈ C2(0, L) is a
nonnegative penalty function satisfying
lim
s↘0
ϕ(s) = +∞ = lim
s↗L
ϕ(s). (1.4)
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Examples of penalty functions which fulfill (1.4) are
ϕ(s) =
1
s (L− s) for s ∈ (0, L), if L 6= +∞
and ϕ(s) =
es
s
for s ∈ (0, L), if L = +∞.
(1.5)
The properties of the right-hand side f and of the initial datum y0 will be specified
later.
Problem (IP) defines a class of identification problems which, to the authors’ best
knowledge, has never been studied before. Indeed, while there exists a vast literature
on the identification of coefficient functions or of right-hand sides in parabolic and
hyperbolic evolution equations (which cannot be cited here), there are only but a few
contributions to the control theory of fractional operators of diffusion type. In this
connection, we refer the reader to the recent papers [1], [2], [3] and [4]. However, in
these works the fractional operator was fixed and given a priori. In contrast to these
papers, in our case the type of the fractional order operator itself, which is defined by
the parameter s, is to be determined.
The fact that the fractional order parameter s is the “control variable” in our
problem entails a mathematical difficulty, namely, that with changing s also the do-
main of Ls changes. As a consequence, in the functional analytic framework also the
underlying solution space changes with s. From this, mathematical difficulties have
to be expected. For instance, simple compactness arguments are likely not to work if
existence is to be proved. In order to overcome this difficulty, we present in Section 4
(see the compactness result of Lemma 6) an argument which is based on Tikhonov’s
compactness theorem.
Another feature of the problem (IP) is the following: if we want to establish
necessary and sufficient optimality conditions, then we have to derive differentiability
properties of the control-to-state (s 7→ y) mapping. A major part of this work is
devoted to this analysis.
In this paper, the fractional power of the diffusive operator is seen as an “opti-
mization parameter”. This type of problems has natural applications. For instance,
a biological motivation is the following: in the study of the diffusion of biological
species (see, e.g., [6, 8, 12, 11] and the references therein) there is experimental evi-
dence (see [18, 9]) that many predatory species follow “fractional” diffusion patterns
instead of classical ones: roughly speaking, for instance, suitably long excursions may
lead to a more successful hunting strategy. In this framework, optimizing over the
fractional parameter s reflects into optimizing over the “average excursion” in the
hunting procedure, which plays a crucial role for the survival and the evolution of
a biological population (and, indeed, different species in nature adopt different frac-
tional diffusive behaviors).
In this connection1, the solution y to the state system (1.2), (1.3) can be thought
1As a technical remark, we point out that, strictly speaking, in view of their probabilistic and
statistical interpretations, many of the experiments available in the literature are often more closely
related to fractional operators of integrodifferential type rather than to fractional operators of spectral
type, and these two notions are, in general, not the same (see e.g. [15]), although they coincide, for
instance, on the torus, and are under reasonable assumptions asymptotic to each other in large
domains (see e.g. Theorem 1 in [14] for precise estimates). Of course, the problem considered in this
paper does not aim to be exhaustive, and other types of operators and cost functions may be studied
as well, and, in fact, in concrete situations different “case by case” analytic and phenomenological
considerations may be needed to produce detailed models which are as accurate as possible for “real
life” applications.
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of as the spatial density of the predators (where the birth and death rates of the
population are not taken into account here, but rather its capability of adapting to the
environmental situation). In this sense, the minimization of J is related to finding the
“optimal” distribution for the population (for instance, in terms of the availability of
resources, possibility of using favorable environments, distributions of possible preys,
favorable conditions for reproduction, etc.). Differently from the existing literature,
this optimization is obtained here by changing the nonlocal diffusion parameter s,
where, roughly speaking, a small s corresponds to a not very dynamic population and
a large s to a rather mobile one.
The growth condition (1.4) has to be understood against this biological back-
ground: in nature, neither a complete immobility of the individuals (i. e., the choice
s = 0) nor an extremely fast diffusion (observe that even the extreme case s = L =
+∞ is allowed in our setting) are likely to guarantee the survival of the species. In this
connection, we may interpret the target function yQ as, e. g., the spatial distribution
of the prey. To adapt their strategy, the predators must know these seasonal distribu-
tions a priori; however, this is often the case from long standing experience. We also
remark that in nature the prey species in turn adapt their behavior to the strategy
of the predators; it would thus be more realistic to consider a predator-prey system
with two (possibly different) values of s. Such an analysis, however, goes beyond the
scope of this work in which we confine ourselves to the simplest possible situation.
The remainder of the paper is organized as follows: in the following section,
we formulate the functional analytic framework of our problem and prove the basic
well-posedness results for the state system (1.2), (1.3), as well as its differentiability
properties with respect to the parameter s. Afterwards, in Section 3, we study the
problem (IP) and establish the first-order necessary and the second-order sufficient
conditions of optimality. Some elementary explicit examples are also provided, in
order to show the influence of the boundary data and of the target distribution on
the optimal exponent.
The final section then brings an existence result whose proof employs a com-
pactness result (established in Lemma 6), which is based on Tikhonov’s compactness
theorem.
2. Functional analytic setting and results for the solution operator.
The mathematical setting in which we work is the following: we consider an open
and bounded domain Ω ⊂ Rn and a differential operator L acting on functions map-
ping Ω into R, together with appropriate boundary conditions. We generally assume
that there exists a complete orthonormal system (i. e., an orthonormal basis) {ej}j∈N
of L2(Ω) having the property that each ej lies in a suitable subspace D of L2(Ω),
and such that ej is an eigenfunction of L with corresponding eigenvalue λj ∈ R, for
any j ∈ N (notice that in this way the boundary conditions of the differential opera-
tor L can be encoded in the functional space D). In this setting, we may write, for
any j ∈ N,
Lej = λjej in Ω, ej ∈ D.
We also generally assume that
λj > 0 for any j ∈ N.
The prototype of operator L that we have in mind is, of course, (minus) the Laplacian
in a bounded and smooth domain Ω (possibly in the distributional sense), together
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with either Dirichlet or Neumann homogeneous boundary conditions (in these cases,
for smooth domains, one can take, respectively, either D := H2(Ω) ∩H10 (Ω) or D :=
H2(Ω)).
For any v, w ∈ L2(Ω), we consider the scalar product
〈v, w〉 :=
∫
Ω
v(x)w(x) dx.
In this way, we can write any function v ∈ L2(Ω) in the form
v =
∑
j∈N
〈v, ej〉 ej ,
where the equality is indented in the L2(Ω)-sense, and, if
v ∈ H1 :=
{
v ∈ L2(Ω) : {λj 〈v, ej〉}j∈N ∈ `2
}
then
Lv =
∑
j∈N
λj 〈v, ej〉 ej .
For any s > 0, we define the s-power of the operator L in the following way. First,
we consider the space
Hs := {v ∈ L2(Ω) : ‖v‖Hs < +∞} , (2.1)
where we use the notation
‖v‖Hs :=
(∑
j∈N
λ2sj
∣∣〈v, ej〉∣∣2)1/2. (2.2)
Notice that the notation of the space Hs has been chosen in such a way that Hs,
for s = 1, reduces to the space H1 that was introduced above. This notation is
reminiscent of, but different from, the notation for fractional Sobolev spaces (roughly
speaking, s = 1 in our notation forces the Fourier coefficients to be in `2 weighted
by one power of the eigenvalues; in the case of second order operators this would
correspond to Sobolev spaces of order two, rather than one, and this difference in
the notation is the main reason for which we chose to use calligraphic fonts for our
functional spaces).
We then set, for any v ∈ Hs,
Lsv :=
∑
j∈N
λsj 〈v, ej〉 ej . (2.3)
We are ready now to define our notion of a solution to the state system: given y0 ∈
L2(Ω) and f : Ω × [0, T ] → R such that f(·, t) ∈ L2(Ω) for every t ∈ [0, T ], we say
that y : Ω × [0, T ] → R is a solution to the state system (1.2), (1.3), if and only if
the following conditions are satisfied:
y(·, t) ∈ Hs for any t ∈ (0, T ], (2.4)
lim
t↘0
〈y(·, t), ej〉 = 〈y0, ej〉 for all j ∈ N, (2.5)
for every j ∈ N, the mapping (0, T ) 3 t 7→ 〈y(·, t), ej〉 is (2.6)
absolutely continuous,
and it holds ∂t〈y(·, t), ej〉+ λsj〈y(·, t), ej〉 = 〈f(·, t), ej〉, (2.7)
for every j ∈ N and almost every t ∈ (0, T ).
4
We remark that conditions (2.4), (2.5), (2.6) and (2.7) are precisely the functional
analytic translations of the functional identity in (1.2), (1.3).
We begin our analysis with a result that establishes existence, uniqueness and
regularity of the solution to the state system (1.2), (1.3).
Theorem 2.1. Suppose that f : Ω × [0, T ] → R satisfies f(·, t) ∈ L2(Ω), for
every t ∈ [0, T ], as well as∑
j∈N
f2j < +∞, where fj := sup
θ∈(0,T )
∣∣〈f(·, θ), ej〉∣∣ . (2.8)
Then the following holds true:
(i) If y0 ∈ L2(Ω), then there exists for every s > 0 a unique solution y(s) := y
to the state system (1.2), (1.3) that fulfills the conditions (2.4)–(2.7) and belongs to
L2(Q). Moreover, with the control-to-state operator S : s 7→ y(s), we have the explicit
representation
S(s)(x, t) = y(s)(x, t) =
∑
j∈N
yj(t, s) ej(x) a. e. in Q, (2.9)
where, for j ∈ N and t ∈ [0, T ], we have set
yj(t, s) := 〈y0, ej〉 e−λsj t +
∫ t
0
〈f(·, τ), ej〉 eλsj(τ−t) dτ. (2.10)
(ii) If y0 ∈ Hs/2, then
y(s) ∈ H1(0, T ;L2(Ω)) ∩ L∞(0, T ;Hs/2) ∩ L2(0, T ;Hs) , (2.11)
and
∂ty(s) =
∑
j∈N
∂tyj(·, s) ej . (2.12)
Moreover, we have the estimate
‖∂ty(s)‖2L2(Q) + ‖y(s)‖2L∞(0,T ;Hs/2) + ‖y(s)‖2L2(0,T ;Hs) (2.13)
6 T
∑
j∈N
sup
θ∈(0,T )
|〈f(·, θ), ej〉|2 + ‖y0‖2Hs/2 .
Remark: We point out that formula (2.10) is of classical flavor and related to
Duhamel’s Superposition Principle. In our setting, this kind of explicit representation
is an auxiliary tool used to prove the regularity estimates with respect to the fractional
parameter s that will be needed later in this paper.
Proof of Theorem 2.1: (i): We first prove that the series defined in (2.9)
represents a function in L2(Q). To this end, we show that {∑nj=1 yj(·, s) ej}n∈N
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forms a Cauchy sequence in L2(Q). Indeed, we have, for every n, p ∈ N, the identity∥∥∥∑n+pj=1 yj(·, s) ej − ∑nj=1 yj(·, s) ej∥∥∥2
L2(Q)
(2.14)
=
∫ T
0
∥∥∥∑n+pj=n+1 yj(t, s) ej∥∥∥2
L2(Ω)
dt =
∫ T
0
n+p∑
j=n+1
|yj(t, s)|2dt .
Now, for any τ ∈ (0, t), we have that eλsj(τ−t) 6 1, since λj > 0. Accordingly,∣∣∣∣∫ t
0
〈f(·, τ), ej〉 eλsj(τ−t) dτ
∣∣∣∣ 6 ∫ t
0
∣∣〈f(·, τ), ej〉∣∣ eλsj(τ−t) dτ
6
∫ t
0
∣∣〈f(·, τ), ej〉∣∣ dτ 6 T sup
θ∈(0,T )
|〈f(·, θ), ej〉|.
Thus, it follows from (2.10) that for every j ∈ N and t ∈ [0, T ] it holds
|yj(t, s)| 6 |〈y0, ej〉| + T sup
θ∈(0,T )
|〈f(·, θ), ej〉| .
Since y0 ∈ L2(Ω), we have
∑
j∈N |〈y0, ej〉|2 = ‖y0‖2L2(Ω), and it readily follows from
(2.8) that the sequence {∑nj=1 ∫ T0 |yj(t, s)|2dt}n∈N is a Cauchy sequence in R, which
proves the claim.
Next, we observe that
sup
θ∈(0,T )
‖f(·, θ)‖2L2(Ω) = sup
θ∈(0,T )
∑
j∈N
∣∣〈f(·, θ), ej〉∣∣2 (2.15)
6
∑
j∈N
sup
θ∈(0,T )
∣∣〈f(·, θ), ej〉∣∣2,
which is finite, thanks to (2.8). Consequently,∫ T
0
‖f(·, t)‖2L2(Ω) dt < +∞
and
∫ T
0
‖f(·, t)‖L2(Ω) dt < +∞.
(2.16)
Now, we prove the asserted existence result by showing that the function y(s),
which is explicitly defined by (2.9), (2.10) in the statement of the theorem, fulfills for
every s > 0 all of the conditions (2.4)–(2.7). To this end, let s > 0 be fixed. We set,
for j ∈ N and t ∈ [0, T ],
vj(t, s) := 〈y0, ej〉 e−λsj t, wj(t, s) :=
∫ t
0
〈f(·, τ), ej〉 eλsj(τ−t) dτ. (2.17)
Since y(s) ∈ L2(Q), we conclude from (2.9) and (2.10) that for every j ∈ N and
t ∈ [0, T ] it holds that
〈y(s)(·, t), ej〉 = lim
n→∞
n∑
k=1
〈yk(t, s) ek, ej〉 (2.18)
= yj(t, s) = vj(t, s) + wj(t, s).
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Moreover, for any t ∈ (0, T ], we set
κ(t) := sup
r>0
(
re−rt
)
.
Notice that κ(t) < +∞ for any t ∈ (0, T ], and
λsj |vj(t, s)| 6 λsj
∣∣〈y0, ej〉∣∣ e−λsj t 6 κ(t) ∣∣〈y0, ej〉∣∣ .
Since y0 ∈ L2(Ω), we therefore have
{λsj vj(t, s)}j∈N ∈ `2, for any t ∈ (0, T ]. (2.19)
In addition, it holds that
λsj |wj(t, s)| 6
∫ t
0
∣∣〈f(·, τ), ej〉∣∣λsj eλsj(τ−t) dτ
6 sup
θ∈(0,T )
∣∣〈f(·, θ), ej〉∣∣ ∫ t
0
λsj e
λsj(τ−t) dτ
= sup
θ∈(0,T )
∣∣〈f(·, θ), ej〉∣∣ (1− e−λsj t)
6 sup
θ∈(0,T )
∣∣〈f(·, θ), ej〉∣∣,
and we infer from (2.8) that also {λsj wj(t, s)}j∈N ∈ `2 , for any t ∈ (0, T ]. Combining
this with (2.18) and (2.19), we see that also the sequence {λsj 〈y(s)(·, t), ej〉}j∈N be-
longs to `2, for any t ∈ (0, T ]. Thus, by (2.1) and (2.2), we conclude that y(s)(·, t) ∈
Hs for any t ∈ (0, T ], and this proves (2.4).
Next, we point out that (2.5) follows directly from (2.10), and thus we focus on
the proof of (2.6) and (2.7). To this end, fix t ∈ (0, T ). If |h| > 0 is so small that
t+ h ∈ (0, T ), then we observe that
wj(t+ h, s)− wj(t, s) (2.20)
= e−λ
s
j(t+h)
∫ t+h
t
〈f(·, τ), ej〉 eλsjτ dτ
+
(
e−λ
s
jh − 1) ∫ t
0
〈f(·, τ), ej〉 eλsj(τ−t) dτ.
On the other hand, if we set
gj(t, s) := 〈f(·, t), ej〉 eλsj t,
then we have that
‖gj(·, s)‖L1(0,T ) 6 eλ
s
jT
∫ T
0
∣∣〈f(·, t), ej〉∣∣ dt
6 eλsjT
∫ T
0
‖f(·, t)‖L2(Ω) dt,
which is finite, thanks to (2.16). Hence,
gj(·, s) ∈ L1(0, T ),
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and so wj(·, s) is absolutely continuous, and, by the Lebesgue Differentiation Theorem
(see e.g. [13] and the references therein),
lim
h→0
1
h
∫ t+h
t
〈f(·, τ), ej〉 eλsjτ dτ = lim
h→0
1
h
∫ t+h
t
gj(τ, s) dτ
= gj(t, s) = 〈f(·, t), ej〉 eλsj t,
for almost every t ∈ (0, T ). From this and (2.20), we infer that
lim
h→0
wj(t+ h, s)− wj(t, s)
h
= 〈f(·, t), ej〉 − λsj
∫ t
0
〈f(·, τ), ej〉 eλsj(τ−t) dτ,
for almost every t ∈ (0, T ). Since also vj(·, s) is obviously absolutely continuous,
we thus obtain that yj(·, s) is absolutely continuous and thus differentiable almost
everywhere in (0, T ), and we have the identity
∂t〈y(s)(·, t), ej〉 = ∂tyj(t, s)
= −λsj 〈y0, ej〉 e−λ
s
j t + 〈f(·, t), ej〉 − λsj
∫ t
0
〈f(·, τ), ej〉 eλsj(τ−t) dτ
= −λsj yj(t, s) + 〈f(·, t), ej〉
= −λsj 〈y(s)(·, t), ej〉 + 〈f(·, t), ej〉, for almost every t ∈ (0, T ) .
This proves (2.6) and (2.7).
As for the uniqueness result, we again fix s > 0 and assume that there are two
solutions y(s), y˜(s) ∈ L2(Q). We put y∗(s) := y(s)− y˜(s), and, adapting the notation
of (2.10), y∗j (t, s) := 〈y∗(s)(·, t), ej〉, for j ∈ N. Then, using (2.5), (2.6), and (2.7),
we infer that for every j ∈ N the mapping t 7→ y∗j (t, s) is absolutely continuous in
(0, T ), and it satisfies
∂ty
∗
j (t, s) + λ
s
j y
∗
j (t, s) = 0 for almost every t ∈ (0, T ), (2.21)
as well as
lim
t↘0
y∗j (t, s) = 0. (2.22)
Owing to the absolute continuity of y∗j (·, s), we obtain (see, e.g., Remark 8 on page 206
of [5]) that y∗j (·, s) ∈ W 1,1(0, T ), so that we can use the chain rule (see, e.g., Corol-
lary 8.11 in [5]). Thus, if we define ζj := ln
(
1 + (y∗j (·, s))2
)
and make use of (2.21),
we have that
∂tζj =
2y∗j (·, s) ∂ty∗j (·, s)
1 + (y∗j (·, s))2
=
−2λsj (y∗j (·, s))2
1 + (y∗j (·, s))2
6 0 a. e. in (0, T ).
Integrating this relation (see, e.g., Lemma 8.2 in [5]), we find that, for any t1 < t2 ∈
(0, T ),
ζj(t2) 6 ζj(t1).
Thus, from (2.22),
ζj(t2) 6 lim
t1↘0
ζj(t1) = lim
t1↘0
ln
(
1 + (y∗j (t1, s))
2
)
= ln(1) = 0,
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for any t2 ∈ (0, T ). Since also ζj > 0, we infer that ζj vanishes identically, and thus
also y∗j (·, s). This proves the uniqueness claim.
It remains to show the validity of the claim (ii). To this end, let again s > 0 be
fixed and assume that y0 ∈ Hs/2, which means that y0 ∈ L2(Ω) and∑
j∈N
λsj |〈y0, ej〉|2 < +∞.
Now recall that ∂tyj(t, s) +λ
s
j yj(t, s) = 〈f(·, t), ej〉, for every j ∈ N and almost every
t ∈ (0, T ). Squaring this equality, we find that
|∂tyj(t, s)|2 + λsj
d
dt
|yj(t, s)|2 + λ2sj |yj(t, s)|2 = |〈f(·, t), ej〉|2 , (2.23)
and integration over [0, τ ], where τ ∈ [0, T ], yields that for every j ∈ N we have the
identity ∫ τ
0
|∂tyj(t, s)|2dt + λsj |yj(τ, s)|2 +
∫ τ
0
λ2sj |yj(t, s)|2dt (2.24)
= λsj |〈y0, ej〉|2 +
∫ τ
0
|〈f(·, t), ej〉|2dt ,
whence, for every n ∈ N ∪ {0}, p ∈ N, and τ ∈ [0, T ],∫ τ
0
n+p∑
j=n+1
|∂tyj(t, s)|2dt +
n+p∑
j=n+1
λsj |yj(τ, s)|2 +
∫ τ
0
n+p∑
j=n+1
λ2sj |yj(t, s)|2dt (2.25)
6
n+p∑
j=n+1
λsj |〈y0, ej〉|2 + T
n+p∑
j=n+1
sup
θ∈(0,T )
|〈f(·, θ), ej〉|2 .
We remark that we exchanged here summations and integrals: since, up to now, we are
only dealing with a finite summation, this exchange is valid due to the finite additivity
of the integrals (in particular, we do not need here any fine result of measure theory).
Now, using the same Cauchy criterion argument as in the beginning of the proof
of (i), we can therefore infer that the series∑
j∈N
∂tyj(·, s) ej ,
∑
j∈N
λ
s/2
j yj(·, s) ej , and
∑
j∈N
λsj yj(·, s) ej ,
are strongly convergent in the spaces L2(Q), L∞(0, T ;L2(Ω)), and L2(Q), in this
order. Consequently, we have y(s) ∈ L∞(0, T ;Hs/2)∩L2(0, T ;Hs), and also ∂ty(s) ∈
L2(0, T ;L2(Ω)).
We now show that (2.12) holds true, where we denote the limit of series on the
right-hand side by z. From the above considerations, we know that, as n→∞,
n∑
j=1
yj(·, s) ej → y(s),
n∑
j=1
∂tyj(·, s) ej → z, strongly in L2(Q) .
Hence, there is a subsequence {nk}k∈N ⊂ N such that, for every test function φ ∈
C∞0 (Q),
φ
nk∑
j=1
yj(·, s) ej → φ y(s), φ
nk∑
j=1
∂tyj(·, s) ej → φ z, as k →∞,
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pointwise almost everywhere in Q. Using Lebesgue’s Dominated Convergence Theo-
rem and Fubini’s Theorem twice, we therefore have the chain of equalities∫ T
0
∫
Ω
φ(x, t) z(x, t) dx dt = lim
k→∞
∫
Ω
nk∑
j=1
ej(x)
∫ T
0
φ(x, t) ∂tyj(t, s) dt dx
= − lim
k→∞
∫
Ω
nk∑
j=1
ej(x)
∫ T
0
∂tφ(x, t) yj(t, s) dt dx
= −
∫ T
0
∫
Ω
∂tφ(x, t) y(s)(x, t) dx dt ,
for every φ ∈ C∞0 (Q), that is, we have z = ∂ty(s) in the sense of distributions. Since
z ∈ L2(Q), it therefore holds y(s) ∈ H1(0, T ;L2(Ω)) with ∂ty(s) = z, as claimed.
Finally, we obtain the estimate (2.13) from choosing n = 0 and letting p→∞ in
(2.25), which concludes the proof of the assertion. 
Next, we prove an auxiliary result on the derivatives of a function of exponential
type that will play an important role in the subsequent analysis. To this end, we
define, for fixed λ > 0 and t > 0, the real-valued function
Eλ,t(s) := e
−λst for s > 0, (2.26)
and denote its first, second, and third derivatives with respect to s by E′λ,t(s), E
′′
λ,t(s),
and E′′′λ,t(s), respectively. We have the following result.
Lemma 2.2. There exist constants Ĉi > 0, 0 6 i 6 3, such that, for all λ > 0,
t ∈ (0, T ], and s > 0,∣∣Eλ,t(s)∣∣ 6 Ĉ0, ∣∣E′λ,t(s)∣∣ 6 s−1 Ĉ1 (1 + | ln(t)|),∣∣E′′λ,t(s)∣∣ 6 s−2 Ĉ2 (1 + | ln(t)|2), ∣∣E′′′λ,t(s)∣∣ 6 s−3 Ĉ3 (1 + | ln(t)|3) .
Proof: Obviously, we may choose Ĉ0 = 1, and a simple differentiation exercise
shows that the first three derivatives of Eλ,t are given by
E′λ,t(s) = −λs t e−λ
st ln(λ), E′′λ,t(s) = λ
s t e−λ
st (λst− 1) (ln(λ))2,
E′′′λ,t(s) = λ
s t e−λ
st
(
3λst− 1− (λst)2) (ln(λ))3.
Now, observe that
ln(λst)− ln(t)
s
=
ln(λs) + ln(t)− ln(t)
s
= ln(λ).
Accordingly, we may substitute for ln(λ) in the above identities to obtain that
E′λ,t(s) = −s−1λst e−λ
st
(
ln(λst)− ln(t)), (2.27)
E′′λ,t(s) = s
−2λst e−λ
st (λst− 1) ( ln(λst)− ln(t))2,
E′′′λ,t(s) = s
−3λst e−λ
st
(
3λst− 1− (λst)2) ( ln(λst)− ln(t))3 .
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Thus, we may consider r := λst as a “free variable” in (2.27). Using the fact that
| ln(r)− ln(t)|k 6 2k (| ln(r)|k + | ln(t)|k) for 1 6 k 6 3,
and introducing the finite quantities
M1 := sup
r>0
(
r e−r | ln(r)|) ,
M2 := sup
r>0
(
r e−r
)
,
M3 := sup
r>0
(
r e−r |r − 1| 4 | ln(r)|2) ,
M4 := sup
r>0
(
r e−r 4 |r − 1|) ,
M5 := sup
r>0
(
r e−r
∣∣3r − 1− r2∣∣ 8 | ln(r)|3) ,
M6 := sup
r>0
(
r e−r 8
∣∣3r − 1− r2∣∣) ,
we deduce from (2.27) the estimates∣∣E′λ,t(s)∣∣ 6 s−1(M1 +M2 | ln(t)|),∣∣E′′λ,t(s)∣∣ 6 s−2(M3 +M4 | ln(t)|2),∣∣E′′′λ,t(s)∣∣ 6 s−3(M5 +M6 | ln(t)|3),
whence the assertion follows. 
We are now in the position to derive differentiability properties for the control-to-
state mapping S. As a matter of fact, we will focus on the first and second derivatives,
but derivatives of higher order may be taken into account with similar methods. In
detail, we have the following result:
Theorem 2.3. Suppose that that f : Ω× [0, T ]→ R satisfies f(·, t) ∈ L2(Ω), for
every t ∈ [0, T ], as well as the condition (2.8). Moreover, let y0 ∈ L2(Ω). Then the
control-to-state mapping S is twice Fre´chet differentiable on (0,+∞) when viewed as
a mapping from (0,+∞) into L2(Q), and for every s ∈ (0,+∞) the first and second
Fre´chet derivatives DsS(s) ∈ L(R, L2(Q)) and D2ssS(s) ∈ L(R,L(R, L2(Q))) can be
identified with the L2(Q)–functions
∂sy(s) :=
∑
j∈N
∂syj(·, s) ej , ∂2ssy(s) :=
∑
j∈N
∂2ssyj(·, s) ej , (2.28)
respectively. More precisely, we have, for all h, k ∈ R,
DsS(s)(h) = h ∂sy(s) and D2ssS(s)(h)(k) = h k ∂2ssy(s) . (2.29)
Moreover, there is a constant Ĉ4 > 0 such that for all s ∈ (0,+∞) it holds that
‖DsS(s)‖L(R,L2(Q)) = ‖∂sy(s)‖L2(Q) 6
Ĉ4
s
, (2.30)
∥∥D2ssS(s)∥∥L(R,L(R,L2(Q))) = ‖∂2ssy(s)‖L2(Q) 6 Ĉ4s2 . (2.31)
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Proof: Let s ∈ (0,+∞) be fixed. We first show that the functions defined in (2.28)
do in fact belong to L2(Q). To this end, we first note that
eλ
s
j(τ−t) 6 eλsj(t−τ) for 0 6 τ < t,
and that for 1 6 k 6 3 the functions
φk(t) := 1 + | ln(t)|k, ψk(t) :=
∫ t
0
(
1 + | ln(t− τ)|k) dτ, t ∈ (0, T ],
belong to L2(0, T ).
To check this fact, we use the substitution θ = − ln(t) and we observe that∫ T
0
| ln(t)|k dt 6
∫ T+1
0
| ln(t)|k dt
6
∫ 1
0
| ln(t)|k dt+
∫ T+1
1
| ln(T + 1)|k dt
=
∫ +∞
1
θk e−θ dθ + T | ln(T + 1)|k 6 C(k, T ),
for some C(k, T ) ∈ (0,+∞). Accordingly,∫ T
0
|φk(t)|2 dt 6 4
∫ T
0
(
1 + | ln(t)|2k) dt 6 4T + 4C(2k, T ),
hence φk ∈ L2(0, T ).
Similarly, for any t ∈ (0, T ],∫ t
0
| ln(t− τ)|k dτ =
∫ t
0
| ln(ϑ)|k dϑ 6
∫ T
0
| ln(ϑ)|k dϑ 6 C(k, T ),
and therefore
|ψk(t)| 6 T + C(k, T ),
which gives that ψk ∈ L∞(0, T ) ⊂ L2(0, T ), as desired.
Next, we infer from (2.17) and Lemma 2.2 that, for every t ∈ (0, T ], j ∈ N, and
1 6 k 6 3, the estimates∣∣∣∣ ∂k∂sk vj(t, s)
∣∣∣∣ 6 |〈y0, ej〉| ∣∣∣∣ dkdsk Eλj ,t(s)
∣∣∣∣ 6 Ĉks k φk(t) |〈y0, ej〉| ,∣∣∣∣ ∂k∂sk wj(t, s)
∣∣∣∣ 6 ∫ t
0
|〈f(·, τ), ej〉|
∣∣∣∣ dkdsk Eλj ,τ−t(s)
∣∣∣∣ dτ
6 Ĉk s−k ψk(t) sup
θ∈(0,T )
|〈f(·, θ), ej〉| .
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Therefore, recalling (2.18), we find that, for every p ∈ N, n ∈ N∪ {0}, and 1 6 k 6 2,
∥∥∥∥∥∥
n+p∑
j=n+1
∂k
∂sk
yj(t, s) ej
∥∥∥∥∥∥
2
L2(Q)
6
n+p∑
j=n+1
∫ T
0
∣∣∣∣ ∂k∂sk yj(t, s)
∣∣∣∣2 dt
6 2
n+p∑
j=n+1
∫ T
0
∣∣∣∣ ∂k∂sk vj(t, s)
∣∣∣∣2 dt + 2 n+p∑
j=n+1
∫ T
0
∣∣∣∣ ∂k∂sk wj(t, s)
∣∣∣∣2 dt
6 2 Ĉ2k s−2k
∫ T
0
φ2k(t) dt
n+p∑
j=n+1
|〈y0, ej〉|2
+
∫ T
0
ψ2k(t) dt
n+p∑
j=n+1
sup
θ∈(0,T )
|〈f(·, θ), ej〉|2
 −→ 0 ,
as n → ∞. The Cauchy criterion for series then shows the validity of our claim.
Moreover, taking n = 0 and letting p→∞ in the above estimate, we find that (2.30)
and (2.31) are valid provided that (2.29) holds true.
It remains to show the differentiability results. To this end, let 0 < |h| < s/2.
Then 1s−|h| <
2
s , and, invoking Lemma 2 and Taylor’s Theorem, we obtain for all
j ∈ N and t ∈ (0, T ] the estimates
∣∣∣Eλj ,t(s+ h)− Eλj ,t(s)− hE′λj ,t(s)∣∣∣ = 12 h2 ∣∣∣E′′λj ,t(ξh)∣∣∣
6 1
2
Ĉ2 ξ
−2
h φ2(t)h
2 6 2 Ĉ2 s−2 φ2(t)h2,∣∣∣E′λj ,t(s+ h)− E′λj ,t(s)− hE′′λj ,t(s)∣∣∣ = 12 h2 ∣∣∣E′′′λj ,t(ηh)∣∣∣
6 4 Ĉ3 s−3 φ3(t)h2,
with suitable points ξh, ηh ∈ (s− |h|, s+ |h|). By the same token,
∫ t
0
∣∣∣Eλj ,τ−t(s+ h)− Eλj ,τ−t(s)− hE′λj ,τ−t(s)∣∣∣ dτ
6 2 Ĉ2 s−2
∫ t
0
φ2(t− τ) dτ h2,
∫ t
0
∣∣∣E′λj ,τ−t(s+ h)− E′λj ,τ−t(s)− hE′′λj ,τ−t(s)∣∣∣ dτ
6 4 Ĉ3 s−3
∫ t
0
φ3(t− τ) dτ h2 .
From this, we conclude that with suitable constants Ki > 0, 1 6 i 6 4, which depend
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on s but not on 0 < |h| < s/2, j ∈ N, and t ∈ (0, T ], we have the estimates
|vj(t, s+ h)− vj(t, s)− h ∂svj(t, s)|2 6 K1 φ22(t) |〈y0, ej〉|2 h4, (2.32)∣∣∂svj(t, s+ h)− ∂svj(t, s)− h ∂2ssvj(t, s)∣∣2 (2.33)
6 K2 φ23(t) |〈y0, ej〉|2 h4,
|wj(t, s+ h)− wj(t, s)− h ∂swj(t, s)|2 (2.34)
6 K3
∫ T
0
φ22(t)dt sup
θ∈(0,T )
|〈f(·, θ), ej〉|2 h4,
∣∣∂swj(t, s+ h)− ∂swj(t, s)− h ∂2sswj(t, s)∣∣2 (2.35)
6 K4
∫ T
0
φ23(t)dt sup
θ∈(0,T )
|〈f(·, θ), ej〉|2 h4 .
From (2.32) and (2.34), we infer that there is a constant K5 > 0, which is independent
of 0 < |h| < s/2, such that∥∥∥y(s+ h)− y(s)− h∑
j∈N
∂syj(·, s) ej
∥∥∥2
L2(Q)
6 lim
n→∞
n∑
j=1
∫ T
0
|yj(t, s+ h)− yj(t, s)− h ∂syj(t, s)|2 dt
6 K5
(∑
j∈N
|〈y0, ej〉|2 +
∑
j∈N
f2j
)
h4 .
Hence, S is Fre´chet differentiable at s as a mapping from (0,+∞) into L2(Q), and
the Fre´chet derivative is given by the linear mapping
h 7→ DsS(s)(h) = h
∑
j∈N
∂syj(·, s) ej ,
as claimed. The corresponding result for the second Fre´chet derivative follows sim-
ilarly employing the estimates (2.33) and (2.35). This concludes the proof of the
assertion. 
3. Optimality conditions. In this section, we establish first-order necessary
and second-order sufficient optimality conditions for the control problem (IP). We do
not address the question of existence of optimal controls, here; this will be the subject
of the forthcoming section. We have the following result.
Theorem 3.1. Suppose that that f : Ω× [0, T ]→ R satisfies f(·, t) ∈ L2(Ω), for
every t ∈ [0, T ], as well as condition (2.8). Moreover, let y0 ∈ L2(Ω) be given. Then
the following holds true:
(i) If s ∈ (0, L) is an optimal parameter for (IP) and y(s) is the associated (unique)
solution to the state system (1.2)–(1.3) according to Theorem 1, then∫ T
0
∫
Ω
(y(s)− yQ) ∂sy(s) dx dt + ϕ′(s) = 0, (3.1)
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where ∂sy(s) is given by (2.28).
(ii) If s ∈ (0, L) satisfies condition (3.1) and, in addition,∫ T
0
∫
Ω
[
(∂sy(s))
2 + (y(s)− yQ) ∂2ssy(s)
]
dx dt + ϕ′′(s) > 0, (3.2)
where ∂2ssy(s) is defined in (2.28), then s is optimal for (IP).
Proof: By Theorem 2.3, the “reduced” cost functional s 7→ J (s) := J(y(s), s) is
twice differentiable on (0, L), and it follows directly from the chain rule that
J ′(s) = d
ds
J(y(s), s) = ∂yJ(y(s), s) ◦DsS(s) + ∂sJ(y(s), s)
=
∫ T
0
∫
Ω
(y(s)− yQ) ∂sy(s) dx dt + ϕ′(s) .
Moreover,
J ′′(s) =
∫ T
0
∫
Ω
[
(∂sy(s))
2 + (y(s)− yQ) ∂2ssy(s)
]
dx dt + ϕ′′(s) .
The assertions (i) and (ii) then immediately follow. 
Remark: In our framework, optimizers s can be found by minimizing methods
(see Theorem 4.1): in this setting, the conditions in (1.4) assure that the optimal
parameter s lies in the open interval (0, L). Also, if ϕ′(s) blows up near 0 faster than
1/s (as it happens in the examples given in (1.5)), solutions of (3.1) do not accumulate
near 0, since, by (2.13) and (2.30),∣∣∣∣∣
∫ T
0
∫
Ω
(y(s)− yQ) ∂sy(s) dx dt
∣∣∣∣∣ 6 ‖y(s)− yQ‖L2(Q) ‖∂sy(s)‖L2(Q) 6 Cs ,
for some C > 0.
Remark: It is customary in optimal control theory to formulate the first-order
necessary optimality conditions in terms of a variational inequality (which encodes
possible control constraints) and an adjoint state equation, while second-order suf-
ficient condition also involve the so-called “τ–critical cone” (see, e. g., the textbook
[17]). In our situation, we can avoid these abstract concepts, since we have explicit
formulas for the relevant quantities at our disposal. Indeed, in order to evaluate
y(s) , ∂sy(s) , ∂ssy(s), we can use the series representations given in (2.9) and (2.28).
In practice, this amounts to determining the eigenvalues λj and the associated eigen-
functions ej up to a sufficiently large index j, and then to making use of the differenta-
tion formulas for the functions (2.26) for λ = λj that are provided at the beginning
of the proof of Lemma 2.2. Using a standard technique (say, Newton’s method), we
then can easily find an approximate minimizer of the cost functional. Also in the case
that control constraints −∞ < a 6 s 6 b < +∞ are to be respected, this strategy
would still work to find interior minimizers s¯ ∈ (a, b), while the value of the cost at a
and b can also be calculated.
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Remark: We recall that in infinite dimensional setting conditions like (3.2) are
not necessarily sufficient conditions, see Example 3.3 in [7]. On the other hand, this
is the case in finite dimensions.
To clarify Theorem 3.1, we now present two simple explicit examples that outline
the behavior of the optimal exponent s (recall (3.1) and (3.2)). To make the argu-
ments as simple as possible, we assume that ϕ is strictly convex and that the forcing
term f is identically zero (as a matter of fact, the functions ϕ presented in (1.5) as
examples fulfill also this convexity assumtpion). Notice that under these assumptions
on ϕ the function ϕ has a unique critical point s0 ∈ (0,+∞), which is a minimum
(see Figure 3.1). The examples are related to the fractional Laplacian in one variable,
Figure 3.1. The natural cost function ϕ and its derivative.
namely, the case of homogeneous Neumann data and the case of homogeneous Dirich-
let data on an interval. We will see that, in general, the optimal exponent s differs
from the minimum s0 of ϕ (and, in general, it can be both larger or smaller). In a
sense, this shows that different boundary data and different target distributions yQ
influence the optimal exponent s and its relation with the minimum s0 for ϕ.
Example 1. Consider as operator L the classical −∆ on the interval (0, pi) with
homogeneous Neumann data. In this case, we can take as eigenfunctions ej(x) :=
cj cos(j x), where cj ∈ R \ {0} is a normalizing constant, and j = 0, 1, 2, 3, . . . . The
eigenvalue corresponding to ej is λj = j
2.
Now let, with a fixed j0 ∈ N, where j0 > 1, and  ∈ R,
y0(x) := 1 +  ej0(x) ∀x ∈ [0, pi].
Then it is easily verified that for every s > 0 the unique solution to (1.2), (1.3) is
given by
y(s)(x, t) = 1 +  ej0(x) e
−j2s0 t ∀ (x, t) ∈ Q.
We now make the special choice yQ(x, t) := 1 for the target function. We then observe
that
∂sy(s)(x, t) = −2 j2s0 ln(j0) t ej0(x) e−j
2s
0 t,
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Figure 3.2. The optimal exponent s in Example 1.
and therefore, using the substitution ϑ := j2s0 t,∫ T
0
∫
Ω
(y(s)− yQ) ∂sy(s) dx dt
= −22 j2s0 ln(j0)
∫ T
0
∫
Ω
t e2j0(x) e
−2j2s0 t dx dt
= −22 j2s0 ln(j0)
∫ T
0
t e−j
2s
0 t dt
= −22 j−2s0 ln(j0)
∫ j2s0 T
0
ϑ e−2ϑ dt.
As a consequence, condition (3.1) becomes, in this case,
ϕ′(s) = 22 j−2s0 ln(j0)
∫ j2s0 T
0
ϑ e−2ϑ dt. (3.3)
If  = 0 (and when j0 → +∞), then the identity in (3.3) reduces to ϕ′(s) = 0; that is,
in this case the “natural” optimal exponent s0 coincides with the optimal exponent s
given by the full cost functional (that is, in this case the external conditions given by
the exterior forcing term and the resources do not alter the natural diffusive inclination
of the population).
But, in general, for fixed  6= 0 and j0 > 1, the identity in (3.3) gives that ϕ′(s) >
0. This, given the convexity of ϕ, implies that s > s0, i. e., the optimal exponent
given by the cost functional is larger than the natural one (see Figure 3.2).
Example 2. Now we consider as operator L the classical −∆ on the interval (0, pi)
with homogeneous Dirichlet data. In this case, we can take as eigenfunctions ej(x) :=
cj sin(j x), where cj ∈ R \ {0} is a normalizing constant, and j = 1, 2, 3, . . . . The
eigenvalue corresponding to ej is λj = j
2.
For fixed j0 ∈ N with j0 > 1, and  ∈ R, we set
y0(x) :=  ej0(x) ∀x ∈ [0, pi] .
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Figure 3.3. The optimal exponent s in Example 2.
Then, for every s > 0, the corresponding solution is given by
y(s)(x, t) =  ej0(x) e
−j2s0 t ∀ (x, t) ∈ Q .
Now, let yQ(x, t) :=  ej0(x) for (x, t) ∈ Q. We have
∂sy(s)(x, t) = −2 j2s0 ln(j0) t ej0(x) e−j
2s
0 t,
and therefore, using the substitution ϑ := j2s0 t,∫ T
0
∫
Ω
(y(s)− yQ) ∂sy(s) dx dt
= −22 j2s0 ln(j0)
∫ T
0
∫
Ω
t e2j0(x)
(
e−j
2s
0 t − 1) e−j2s0 t dx dt
= −22 j2s0 ln(j0)
∫ T
0
t
(
e−j
2s
0 t − 1) e−j2s0 t dt
= −22 j−2s0 ln(j0)
∫ j2s0 T
0
ϑ
(
e−ϑ − 1) e−ϑ dϑ.
So, in this case, condition (3.1) becomes
ϕ′(s) = 22 j−2s0 ln(j0)
∫ j2s0 T
0
ϑ
(
e−ϑ − 1) e−ϑ dϑ. (3.4)
If  = 0 (and when j0 → +∞), then the identity in (3.4) reduces to ϕ′(s) = 0, which
boils down to s = s0. But if  6= 0 and j0 > 1, then the identity in (3.4) gives
that ϕ′(s) < 0. By the convexity of ϕ, this implies that s < s0, i. e., the optimal
exponent given by the full cost functional is in this case smaller than the natural one
(see Figure 3.3).
We observe that, in the framework of Examples 1 and 2, the effect of a larger s is
to “cancel faster” the higher order harmonics in the solution y; since these harmonics
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are related to “wilder oscillations”, one may think that the higher s becomes, the
bigger the smoothing effect is. In this regard, roughly speaking, a larger s “matches
better” with a constant target function yQ and a smaller s with an oscillating one
(compare again Figures 3.2 and 3.3).
We also remark that when j0 > 2 in Example 2 (or if  is large in Example 1),
the solution y is not positive. On the one hand, this seems to reduce the problem,
in this case, to a purely mathematical question, since if y represents the density of a
biological population, the assumption y > 0 seems to be a natural one. On the other
hand, there are other models in applied mathematics in which the condition y > 0
is not assumed: for instance, if y represents the availability of specialized workforce
in a given field, the fact that y becomes negative (in some regions of space, at some
time) translates into the fact that there is a lack of this specialized workforce (and,
for example, non-specialized workers have to be used to compensate this lack).
The use of mathematical models to deal with problems in the job market is indeed
an important topic of contemporary research, see e.g. [16] and the references therein.
The models arising in the (short time) job market also provide natural examples
in which the birth/death effects in the diffusion equations are negligible.
4. Existence and a compactness lemma. In this section, we establish an
existence result for the identification problem (IP). We make the following general
assumption for the initial datum y0:
sup
s∈(0,L)
‖y0‖Hs < +∞. (4.1)
Remark: We remark that the condition (4.1) can be very restrictive if L is large.
Indeed, we obviously have λ2sj 6 1 for λj 6 1, and for λj > 1 the function s 7→ λ2sj
is strictly increasing. From this it follows that (4.1) is certainly fulfilled for a finite L
if only ‖y0‖HL < +∞, that is, if y0 ∈ HL.
For an example, consider the prototypical case when L = −∆ with zero Dirichlet
boundary condition. Then the choice L = 12 leads to the requirement y0 ∈ H10 (Ω),
while for the choice L = 1 we must have y0 ∈ H2(Ω) ∩ H10 (Ω): indeed, if {λj}j∈N
are the corresponding eigenvalues with associated orthogonal eigenfunctions {ej}j∈N,
normalized by ‖ej‖L2(Ω) = 1 for all j ∈ N, then it is readily verified that the set
{λ−1/2j ej}j∈N forms an orthonormal basis in the Hilbert space
(
H10 (Ω), 〈·, ·〉1
)
with
respect to the inner product 〈u, v〉1 :=
∫
Ω
∇u · ∇v dx. Therefore, if y0 ∈ H10 (Ω), it
follows from Parseval’s identity and integration by parts that
+∞ > ‖y0‖2H10 (Ω) =
∑
j∈N
∣∣∣〈y0, λ−1/2j ej〉1∣∣∣2
=
∑
j∈N
1
λj
∣∣∣∫
Ω
∇y0 · ∇ej dx
∣∣∣2 = ∑
j∈N
1
λj
∣∣∣−∫
Ω
y0 ∆ej dx
∣∣∣2
=
∑
j∈N
λj |〈y0, ej〉|2 = ‖y0‖2H1/2 .
The case L = 1 is handled similarly. It ought to be clear that with increasing L the
condition (4.1) imposes ever higher regularity postulates on y0. On the other hand,
(4.1) is obviously satisfied for every finite L > 0 if y0 belongs to the set of finite linear
combinations of the eigenfunctions {ej}j∈N, that is, on a dense subset of L2(Ω).
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We now give sufficient conditions that guarantee the existence of a solution to the
optimal control problem (IP).
Theorem 4.1. Suppose that f : Ω × [0, T ] → R satisfies f(·, t) ∈ L2(Ω), for
every t ∈ [0, T ], as well as condition (2.8). Moreover, let y0 ∈ L2(Ω) satisfy the
condition (4.1). If λj ↗ +∞ as j → +∞, then the control problem (IP) has a
solution, that is, J attains a minimum in (0,+∞).
Before proving the existence result, we establish an auxiliary compactness lemma,
which is of some interest in itself, since it acts between spaces with different fractional
coefficients s.
Lemma 4.2. Assume that the sequence {λk}k∈N of eigenvalues of L satisfies
λk ↗ +∞ as k → ∞, and assume that the sequence {sk}k∈N ⊂ (0,+∞) satisfies
sk → s as k →∞, for some s ∈ (0,+∞)∪{+∞}. Moreover, let a sequence {yk}k∈N
be given such that yk ∈ L2(0, T ;Hsk) and ∂tyk ∈ L2(Q), for all k ∈ N, as well as
sup
k∈N
(
‖yk‖L2(Q) + ‖yk‖L2(0,T ;Hsk )
)
< +∞, and (4.2)
sup
k∈N
‖∂tyk‖L2(Q) < +∞.
Then {yk}k∈N contains a subsequence that converges strongly in L2(Q).
Proof: For fixed j ∈ N, we define
yk,j(t) :=
∫
Ω
yk(x, t) ej(x) dx.
Notice that ∫ T
0
|∂tyk,j(t)|2 dt 6
∫ T
0
(∫
Ω
|∂tyk(x, t)| |ej(x)| dx
)2
dt
6
∫ T
0
(∫
Ω
|∂tyk(x, t)|2 dx
)
dt = ‖∂tyk‖2L2(Q),
which is bounded uniformly in k, thanks to (4.2).
Hence, we obtain a bound in H1(0, T ) for yk,j , which is uniform with respect
to k ∈ N, for every j ∈ N. Owing to the compactness of the embedding H1(0, T ) ⊂
C1/4([0, T ]), the sequence {yk,j}k∈N thus forms for every j ∈ N a compact subset Cj
of C1/4([0, T ]).
Therefore, the infinite string
({yk,1}k∈N, {yk,2}k∈N, . . . ) lies in C1 × C2 × . . . ,
which, by virtue of Tikhonov’s Theorem, is compact in the product space
C1/4([0, T ])× C1/4([0, T ])× . . . .
Hence, there is a subsequence (denoted by the index km), which converges in this
product space to an infinite string of the form
(
y∗1 , y
∗
2 , . . .
)
. More explicitly, we have
that y∗j ∈ C1/4([0, T ]), for any j ∈ N, and
lim
m→∞ ‖ykm,j − y
∗
j ‖C1/4([0,T ]) = 0 for every j ∈ N. (4.3)
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We then define
y∗(x, t) :=
∑
j∈N
y∗j (t) ej(x)
and claim that
ykm → y∗ strongly inL2(Q). (4.4)
To prove this claim, we fix  ∈ (0, 1) and choose j∗ ∈ N so large that
λj > −1 for any j > j∗. (4.5)
Then, by (4.3), we may also fix m∗ ∈ N large enough, so that for any m > m∗ it holds
that
skm > min
{
1,
s
2
}
=: σ,
as well as
‖ykm,j − y∗j ‖C1/4([0,T ]) 6

j∗ + 1
for every j < j∗.
Now, let t ∈ (0, T ) be fixed. Then, for any m > m∗,
‖y∗(·, t)− ykm(·, t)‖2L2(Ω) =
∑
j∈N
|y∗j (t)− ykm,j(t)|2 (4.6)
6
∑
j∈N
j<j∗
|y∗j (t)− ykm,j(t)|2 + 4
∑
j∈N
j>j∗
(|y∗j (t)|2 + |ykm,j(t)|2)
6 + 4
∑
j∈N
j>j∗
(|y∗j (t)|2 + |ykm,j(t)|2).
Moreover, by (4.5), for any ` ∈ N,∑
j∈N
j∗6j6j∗+`
|ykm,j(t)|2 6
∑
j∈N
j∗6j6j∗+`
2skmλ
2skm
j |ykm,j(t)|2 (4.7)
6 2σ ‖ykm‖2Hskm 6 2σM,
for some M > 0, where the last inequality follows from (4.2). Hence, by virtue of
(4.3), taking limit as m→∞, we obtain that∑
j∈N
j∗6j6j∗+`
|y∗j (t)|2 6 2σM. (4.8)
Therefore, letting `→∞ in (4.7) and (4.8), we find that∑
j∈N
j>j∗
|ykm,j(t)|2 6 2σM and
∑
j∈N
j>j∗
|y∗j (t)|2 6 2σM.
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Insertion of these bounds in (4.6) then yields that
‖y∗(·, t)− ykm(·, t)‖2L2(Ω) 6 + 82σM,
as long as m > m∗. By taking  arbitrarily small, we conclude the validity of (4.4)
and thus of the assertion of the lemma. 
Proof of Theorem 4.1: The proof is a combination of the Direct Method with
the regularity results proved in Theorem 1 and the compactness argument stated
in Lemma 6. First of all, we observe that J (L2 ) < +∞ if 0 < L < +∞, whileJ ( 12 ) < +∞ if L = +∞. Hence, owing to (1.4), we have
0 < inf
0<s<L
J (s) < +∞.
Now, we pick a minimizing sequence {sk}k∈N ⊂ (0, L) and consider, for every k ∈ N,
the (unique) solution yk := S(sk) = y(sk) to the state system (1.2), (1.3) associated
with s = sk. We may without loss of generality assume that
J (sk) 6 1 + J (s∗) ∀ k ∈ N,
where s∗ := L2 if L < +∞ and s∗ := 12 otherwise. We then infer that
‖yk‖L2(Q) + ϕ(sk) 6 C1 ∀ k ∈ N, (4.9)
where, here and in the following, we denote by Ci, i ∈ N, constants that may depend
on the data of the problem but not on k. In particular, by (1.4), the sequence
{sk}k∈N is bounded, and we may without loss of generality assume that sk → s for
some s ∈ (0, L).
Also, by virtue of (2.13) and (4.1), we obtain that
‖∂tyk‖L2(Q) + ‖yk‖L2(0,T ;Hs) 6 C2 , (4.10)
whence, in particular,∑
j∈N
∫ T
0
|〈∂tyk(·, t), ej〉|2 dt 6 C3 ∀ k ∈ N. (4.11)
Thus, using the compactness result of Lemma 6, we can select a subsequence, which
is again indexed by k, such that there is some y ∈ H1(0, T ;L2(Ω)) satisfying
yk → y strongly in L2(Q) and pointwise a. e. in Q, (4.12)
yk → y weakly in H1(0, T ;L2(Ω)).
Therefore, we can infer from (4.11) that
∑
j∈N
∫ T
0
|〈∂ty(·, t), ej〉|2 dt 6 C3. (4.13)
We now claim that y = y(s), that is, that y is the (unique) solution to the state
system associated with s = s. To this end, it suffices to show that y satisfies the con-
ditions (2.5)–(2.7), since then the claim follows exactly in the same way as uniqueness
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was established in the proof of Theorem 1; in this connection, observe that for this
argument the validity of (2.4) was not needed.
To begin with, we fix j ∈ N. We conclude from (4.11) that it holds that∫ T
0
|∂t〈yk(·, t), ej〉|2 dt 6 C4 ∀ k ∈ N .
Hence, the sequence formed by the mappings t 7→ 〈yk(·, t), ej〉 is a bounded subset
of H1(0, T ). Hence, its weak limit, which is given by the mapping t 7→ 〈y(·, t), ej〉,
belongs to H1(0, T ) and is thus absolutely continuous, which implies that (2.6) holds
true for y.
Moreover, by virtue of the continuity of the embedding H1(0, T ) ⊂ C1/2([0, T ]),
we can infer from the Arzela`–Ascoli Theorem that the convergence of the sequence
{〈yk(·, t), ej〉}k∈N is uniform on [0, T ]. Therefore, to any fixed  > 0 there exists some
k ∈ N such that, for k > k,∣∣〈y(·, t), ej〉 − 〈y0, ej〉∣∣
6
∣∣〈y(·, t), ej〉 − 〈yk(·, t), ej〉∣∣ + ∣∣〈yk(·, t), ej〉 − 〈y0, ej〉∣∣
6
∣∣〈yk(·, t), ej〉 − 〈y0, ej〉∣∣ + .
Hence, taking the limit in t, and then letting ↘ 0, we obtain that y fulfills (2.5).
Now we use the fact that the mapping t 7→ 〈yk(·, t), ej〉 belongs to H1(0, T ) to
write (2.7) in the weak sense. We have, for any test function Ψ ∈ C∞0 (0, T ),
−
∫ T
0
〈yk(·, t), ej〉 ∂tΨ(t) dt+ λskj
∫ T
0
〈yk(·, t), ej〉Ψ(t) dt
=
∫ T
0
〈f(·, t), ej〉Ψ(t) dt.
Passage to the limit as k →∞ then yields the identity
−
∫ T
0
〈y(·, t), ej〉 ∂tΨ(t) dt+ λsj
∫ T
0
〈y(·, t), ej〉Ψ(t) dt
=
∫ T
0
〈f(·, t), ej〉Ψ(t) dt.
This, and the fact that the mapping t 7→ 〈y(·, t), ej〉 belongs to the space H1(0, T ),
give (2.7) (recall, for instance, Theorem 6.5 in [10]).
In conclusion, it holds y = y(s), and thus the pair (s, y) is admissible for the
problem (IP). By the weak sequential semicontinuity of the cost functional, s is a
minimizer of J . This concludes the proof of the assertion. 
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