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Bereits 1876 erkannte Ernst Abbe [1], daß das erreichbare Auﬂo¨sungsvermo¨gen
eines idealen aberrationsfreien Lichtmikroskops durch die Beugung begrenzt wird.
Die Punktauﬂo¨sungsgrenze
d ≈ 0, 6 λ
n sin θ
ha¨ngt von der Wellenla¨nge λ des Lichts, dem Brechungsindex n des Materials
zwischen Objekt und Objektiv und dem halben Aperturwinkel θ des Objektivs
ab. Je gro¨ßer die numerische Apertur n sin θ des Mikroskops ist, desto besser ist
seine Auﬂo¨sung 1/d. Die verwendeten Kontakto¨le zwischen Objekt und Objektiv
weisen einen Brechungsindex n zwischen 1 und 2 auf. Die theoretisch erreich-
bare Auﬂo¨sung eines Lichtmikroskops liegt daher etwas unterhalb der Lichtwel-
lenla¨nge.
Die vor der ersten Ha¨lfte des 19. Jahrunderts gebra¨uchlichen Linsen wiesen jedoch
so hohe Farb– und O¨ﬀnungsfehler auf, daß die nutzbare Apertur auf wenige Grad
beschra¨nkt war. Deshalb lag die Auﬂo¨sung damaliger Mikroskope bei einem Viel-
fachen der Lichtwellenla¨nge. Bereits Anfang des 19. Jahrunderts gelangen Ross
und Amici die Entwicklung spezieller dreilinsiger Objektive mit deutlich verrin-
gertem O¨ﬀnungsfehler. Die nutzbare Apertur konnte hiermit auf u¨ber 60 Grad
gesteigert werden. Fu¨r monochromatisches Licht wa¨re mit diesen Objektiven be-
reits eine Punktauﬂo¨sung im Bereich der Lichtwellenla¨nge mo¨glich gewesen.
Einen wesentlichen Fortschritt stellen die von Abbe 1879 [2] eingefu¨hrten Apo-
chromaten dar, die außer dem O¨ﬀnungsfehler auch den Farbfehler u¨ber den ge-
samten Wellenla¨ngenbereich des sichtbaren Lichts sehr gut kompensieren. Durch
die Korrektur des Farbfehlers ist die Brennweite eines Apochromaten unabha¨ngig
1
2 KAPITEL 1. EINLEITUNG
von der Wellenla¨nge des Lichts. Mit Hilfe eines Apochromaten gelang es Abbe
bereits vor mehr als einhundert Jahren, auch fu¨r eine polychromatische Beleuch-
tung (zum Beispiel Sonnenlicht) die theoretische Auﬂo¨sungsgrenze des Lichtmi-
kroskops von etwas weniger als der Lichtwellenla¨nge zu erreichen.
Da fu¨r UV–Licht mit Wellenla¨ngen unterhalb von etwa 150 nm bislang kein Mate-
rial mit einem genu¨gend hohen Brechungsindex zur Fertigung von Linsen bekannt
ist, lassen sich mit einem Lichtmikroskop keine besseren Auﬂo¨sungen als 100 nm
erzielen.
Ein Ausweg aus diesem Dilemma zeichnete sich 1924 ab, als Louis de Broglie in
seiner Dissertation [3] zeigte, daß Materieteilchen wie beispielsweise Elektronen
auch als Materiewellen aufgefaßt werden ko¨nnen. Die Wellenla¨nge der Elektronen
ist bereits bei einer Energie von einigen Kiloelektronenvolt um mehrere Zehner-
potenzen kleiner als die des sichtbaren Lichts. Drei Jahre spa¨ter beschrieb Hans
Busch [4], daß ein statisches rotationssymmetrisches Magnetfeld auf einen Elek-
tronenstrahl wie eine Linse wirkt. Auf diesen physikalischen Grundlagen basiert
das erste von Ernst Ruska 1933 gebaute Elektronenmikroskop [5], das mit einer
Elektronenenergie von 75 keV bereits die Auﬂo¨sung des Lichtmikroskops u¨bertraf.
Wie von Otto Scherzer 1936 gezeigt wurde [6], ist sowohl der O¨ﬀnungsfehler als
auch der Farbfehler fu¨r beliebige Anordnungen statischer, raumladungsfreier, ro-
tationssymmetrischer Elektronenlinsen stets positiv deﬁnit. Aus diesem Grund
gibt es im Gegensatz zur Lichtoptik in der Elektronenoptik kein nur aus Rund-
linsen bestehendes System, dessen O¨ﬀnungsfehler korrigiert ist. Die Qualita¨t der
Objektive selbst von modernen Elektronenmikroskopen ist daher verglichen mit
modernen korrigierten Objektiven in der Lichtoptik sehr schlecht. Ihre Gu¨te ist
mit der Gu¨te der ersten Lichtmikroskope vergleichbar. Durch den großen O¨ﬀ-
nungsfehler der Objektivlinse wird im Elektronenmikroskop die nutzbare Apertur
auf etwa
θ ≈ 10 mrad
begrenzt. Deshalb kann die theoretisch mo¨gliche Auﬂo¨sung im Bereich der Wel-
lenla¨nge λ der Elektronen (einige Picometer) nicht erreicht werden. Moderne
Elektronenmikroskope weisen eine Punktauﬂo¨sungsgrenze von ungefa¨hr 100 · λ
auf. Die Auﬂo¨sung ist daher zwei Gro¨ßenordnungen kleiner als die reziproke Elek-
tronenwellenla¨nge.
Bereits von Scherzer wurden 1947 Mo¨glichkeiten zur Korrektur des O¨ﬀnungsfeh-
lers vorgeschlagen [7]. Der seiner Ansicht nach aussichtsreichste Weg basiert auf
der Verwendung unrunder Elemente (Multipole), mit deren Hilfe sich negative
Farb– und O¨ﬀnungsfehlerkoeﬃzienten erzielen lassen.
3In vielen Versuchen konnte tatsa¨chlich die Mo¨glichkeit der O¨ﬀnungsfehler– und
Farbfehlerkorrektur mit unrunden Elementen experimentell gezeigt werden (zum
Beispiel [8]). Eine Auﬂo¨sungsverbesserung durch den Einbau solcher Korrektoren
konnte jedoch bis vor wenigen Jahren nicht nachgewiesen werden. Dies lag vor al-
lem daran, daß die technologischen Anforderungen an die Pra¨zision des Aufbaus,
der Justierung und der elektrischen Versorgung unterscha¨tzt wurden.
Der Durchbruch in einem Transmissionselektronenmikroskop gelang 1997 einer
Arbeitsgruppe um Max Haider am Europa¨ischen Mikrobiologischen Institut in
Heidelberg mit einem O¨ﬀnungsfehlerkorrektor, der auf Hexapolelementen basiert
[9, 10]. Dieser wurde 1981 von Rose [11, 12] vorgeschlagen. Entscheidend fu¨r den
Erfolg war unter anderem die Entwicklung eines Verfahrens zur automatisier-
ten, computergesteuerten Justierung des Korrektors durch Stephan Uhlemann.
Die Punktauﬂo¨sungsgrenze eines kommerziellen Transmissionselektronenmikro-
skops mit einer Elektronenenergie von 200 keV konnte mit Hilfe des Korrek-
tors von 2,6 A˚ auf 1,2 A˚ verbessert werden. Die Auﬂo¨sungsgrenze wird hierbei
nicht mehr durch den O¨ﬀnungsfehler sondern durch den Farbfehler des Systems
aus Objektiv und Korrektor in Kombination mit der endlichen Energiebreite der
Elektronenquelle bestimmt.
Eine weitere Steigerung der Auﬂo¨sung erfordert entweder eine Verbesserung der
Monochromasie des Beleuchtungssystems oder aber – wie im Falle der Lichtop-
tik – die Entwicklung eines apochromatischen Objektivsystems mit Hilfe eines
zusa¨tzlichen Farbfehlerkorrektors. Wie jedoch von Uhlemann gezeigt wurde [13],
sind fu¨r einen Farbfehlerkorrektor die Anforderungen an die Stabilita¨t der Stro¨me
und die Pra¨zision der Justierung mit der heutigen Technologie keinesfalls zu
erfu¨llen.
Um bei einer Beschleunigungsspannung von 200 kV eine Punktauﬂo¨sungsgrenze
von 0,8 A˚ zu erreichen, darf die Halbwertsbreite (FWHM) der Energieverteilung
des Beleuchtungssystems 0,3 eV nicht u¨berschreiten. Bislang ist es nicht gelun-
gen, Elektronenquellen zu entwickeln, die bei ausreichendem Strahlstrom diesen
Anforderungen genu¨gen. Weit aussichtsreicher erscheint hingegen eine Reduzie-
rung der Energiebreite bereits existierender thermischer Feldemissionsquellen mit
Hilfe eines nachgeschalteten Energieﬁlters, eines sogenannten Monochromators.
Der im Rahmen dieser Arbeit entwickelte Monochromator vereinigt eine hohe
Dispersion in der Filterebene mit einem sehr kompakten Design, das nur ei-
ne geringe Verla¨ngerung der Mikroskopsa¨ule notwendig macht. Der Einﬂuß der
Coulomb–Wechselwirkung innerhalb des Strahls konnte durch geeignete Wahl des
Strahlengangs im Vergleich zu fru¨heren Designvorschla¨gen [14, 15, 16] reduziert
werden.
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Zur Simulation der einzelnen Elemente des Systems wird ein weiterentwickeltes
Ersatzladungsverfahren zur Berechnung elektrostatischer Felder vorgestellt, das
eine pra¨zise Bestimmung auch der ho¨heren Bildfehler ermo¨glicht. Insbesonde-
re zur Simulation von komplexen dreidimensionalen Elektrodengeometrien und
du¨nnen Blenden werden deutlich weniger Ladungselemente beno¨tigt als bei der
Feldsimulation mit Hilfe von Punktladungen.
Der hier vorgestellte Monochromator kann zum einen die Punktauﬂo¨sungsgrenze
eines Transmissionselektronenmikroskops mit O¨ﬀnungsfehlerkorrektor auf 0,8 A˚
reduzieren, zum anderen ist er auch fu¨r Mikroskope mit abbildendem Energieﬁl-
ter geeignet, die einen hohen Strahlstrom bei geringer Energiebreite der Quel-
le beno¨tigen. Mit einem solchen Gera¨t la¨ßt sich ortsaufgelo¨ste Spektroskopie




2.1 Grenzen der Auﬂo¨sung
2.1.1 Aufbau eines TEM
In einem Transmissions–Elektronenmikroskop (TEM) formt ein Kondensorsys-
tem aus magnetostatischen Rundlinsen ein paralleles Strahlenbu¨ndel aus Elek-
tronen, die von einer Elektronenquelle emittiert werden. Mit dem Strahlenbu¨ndel
wird der zu untersuchende Objektbereich beleuchtet. Beim Durchtritt durch das
Objekt werden die Elektronen elastisch oder inelastisch gestreut. Die aus dem
Objekt austretenden Elektronen werden anschließend von einem Objektivsystem
aus magnetostatischen Rundlinsen in die Bildebene abgebildet (Abbildung 2.1).
Jedes Elektron des Beleuchtungsstrahls kann durch eine einzelne ebene Wellen-
front beschrieben werden, die auf das Objekt triﬀt. Eine reale Elektronenquelle
ist nicht ideal punktfo¨rmig, sondern weist eine gewisse laterale Ausdehnung auf.
Daher treﬀen die ebenen Wellen der einzelnen Elektronen das Objekt unter unter-
schiedlichen Winkeln β zur Objektnormalen. Durch die Energiebreite der Quelle
weisen die Elektronen zudem unterschiedliche Energieabweichungen ∆E von der
Sollenergie E0 auf. Da aufgrund ihres Fermionencharakters nicht mehr als zwei
Elektronen denselben Zustand besetzen ko¨nnen, verschwinden alle Interferenzter-
me zwischen den Wellen verschiedener Elektronen durch die zeitliche Mittelung
u¨ber die Beobachtungszeit. Daher ergibt sich die Gesamtbildintensita¨t aus der
Summe u¨ber die Wahrscheinlichkeitsstromdichte der einzelnen Elektronen in der
Bildebene (inkoha¨rente Superposition).
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Abbildung 2.1: Funktionsschema eines TEM
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2.1.2 Linsenfehler und Defokussierung
Fu¨r Elektronen, die vom Objekt aus auf der optischen Achse unter einem sehr
kleinen Winkel θ starten, la¨ßt sich die Bewegungsgleichung in sehr guter Na¨he-
rung linearisieren. Dies wird als Gaußsche beziehungsweise paraxiale Na¨herung
bezeichnet. Die Ebene, in der die Elektronen im Rahmen der paraxialen Na¨herung
wieder die optische Achse schneiden, deﬁniert dabei die Gaußsche Bildebene.
Nach Scherzer [6] werden Elektronen, die vom Objekt aus unter einem Winkel θ
zur optischen Achse hin starten, von einer magnetostatischen Rundlinse stets
so stark gebrochen, daß ihre Bahnen die optische Achse na¨her bei der Linse
schneiden als die paraxiale Na¨herung voraussagt. Je gro¨ßer der Startwinkel θ
gewa¨hlt wird, desto na¨her liegt der Schnittpunkt bei der Linse. Deshalb passieren
reale Elektronen die Gaußsche Bildebene mit einer lateralen Abweichung ∆ρ vom











Abbildung 2.2: Auswirkung des O¨ﬀnungsfehlers
Falls das Objekt im Gaußschen Fokus liegt, entha¨lt die Entwicklung von ∆ρ
nach θ nur ungerade Potenzen dritter und ho¨herer Ordnungen. Defokussiert man
das Objekt, indem man es um die Strecke ∆f na¨her zur Linse ru¨ckt (Abbil-
dung 2.1) , so tritt zusa¨tzlich ein linearer Entwicklungsterm auf. Fu¨r die Ent-
wicklung der Abweichung ∆ρ ergibt sich
∆ρ
M
= C1 θ + C3 θ
3 + . . . (2.1)
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mit
C1 = −∆f . (2.2)
Der O¨ﬀnungsfehlerkoeﬃzient niedrigster Ordnung ist C3. Die Abweichung in der
Bildebene wird hierbei auf die Objektebene ru¨ckbezogen. Die Konstante M be-
zeichnet die Vergro¨ßerung zwischen Objekt– und Bildebene.
Die Brennweite von Magnetlinsen ha¨ngt von der Energie E der Elektronen ab.
Die Lage der Gaußschen Bildebene der Linse variiert daher proportional zur re-
lativen Energieabweichung κ = ∆E/E0 der Elektronen von der Sollenergie E0
(Abbildung 2.3). Dies entspricht einer zusa¨tzlichen energieabha¨ngigen Defokus-
sierung




des Objekts, die zur beabsichtigten Defokussierung ∆f fu¨r Elektronen der Soll-










Abbildung 2.3: Auswirkung des Farbfehlers
Der Einﬂuß der Defokussierung sowie des Farb– und des O¨ﬀnungsfehlers kann
durch eine zusa¨tzliche Phasenschiebung der Elektronenwelle in der Beugungsebe-
ne der Objektivlinse beru¨cksichtigt werden [17, 18, 19]
exp (−iγ˜(q,∆f, C3, Cc,∆E)) (2.4)
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wobei man sich normalerweise auf die niedrigste auftretende O¨ﬀnungsfehlerkon-
stante C3 beschra¨nkt. Da im Rahmen dieser Arbeit Mikroskope behandelt werden,
deren O¨ﬀnungsfehlerkonstante C3 korrigiert ist, muß auch der Beitrag sechster
Ordnung in der Raumfrequenz q zur Phasenschiebung mit beru¨cksichtigt werden:
exp (−iγ(q,∆f, C3, C5, Cc,∆E)) (2.6)



















Die Raumfrequenz q entspricht in der Beugungsebene dem lateralen Ab-
stand ρ = qλf von der optischen Achse, wobei f die Brennweite der Objektivlinse
und λ die Elektronenwellenla¨nge bezeichnet.
2.1.3 Auswirkung der Linsenfehler auf die Bildenstehung
Im Rahmen dieser Arbeit ist es fu¨r das generelle Versta¨ndnis der Bildentstehung
ausreichend, sich auf schwache Phasenobjekte zu beschra¨nken. Ein Phasenobjekt
a¨ndert beim Durchtritt nur die Phase, nicht aber die Amplitude oder die Frequenz
der ebenen Elektronenwellen. Bei einem Phasenobjekt treten daher nur elastische
Streuprozesse auf. Seine Wirkung kann durch eine Transmissionsfunktion der
Form
T (ρ) = exp(iχ(ρ )) (2.8)
beschrieben werden. Hierbei ist ρ der Koordinatenvektor in der Objektebene. Die
Phasenschiebung eines schwachen Phasenobjekts ist so klein, daß seine Transmis-
sionsfunktion durch
T (ρ) ≈ 1 + iχ(ρ ) (2.9)
angena¨hert werden kann. Fu¨r die nachfolgenden U¨berlegungen nehmen wir fu¨r



























an. Der Betrag des Vektors β gibt hierbei den Kippwinkel bezu¨glich der Ob-
jektnormalen, seine Richtung die Kipprichtung der Wellenfront an. Bei einem
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Kippwinkel von β1/2 ist die Winkelverteilung gerade auf die Ha¨lfte ihres Ma-
ximalwertes abgefallen. Die Energieverteilung weist eine Halbwertsbreite (Full–
Width–Half–Maximum, FWHM) von ∆E1/2 auf und hat ihren Schwerpunkt bei
der Sollenergie E0. Es la¨ßt sich zeigen [20, 21, 22], daß fu¨r diese Verteilungen die
Fouriertransformierte I(q ) des Bildes fu¨r schwache Phasenobjekte durch
I(q ) = F (q ) · L(q) (2.12)
gegeben ist. Dabei ist F die Objektstreuamplitude und L die Phasen–Konstrast–
U¨bertragungs–Funktion (PKU¨F),
L(q) =− A(q) sin (γ0(q,∆f, C3, C5))
×H∆E(q, Cc) ·Hβ(q,∆f, C3, C5)
(2.13)
































Die Konstante m0 gibt die Ruhemasse des Elektrons an. Eine kreisfo¨rmige Aper-






heraus. Die Wirkung der Blende wird durch die Aperturfunktion A(q) beschrie-
ben, die fu¨r q < q0 den Wert Eins und ansonsten Null annimmt. Die Raum-
frequenz q entspricht gerade einer periodischen Objektstruktur mit einer Peri-
odenla¨nge von 1/q.
In der Praxis kommen zur Elektronenstatistik noch das Rauschen des Detektors
sowie zusa¨tzlich die Da¨mpfung durch Instabilita¨ten der Linsenstro¨me und Deju-
stierungen der Elemente hinzu. Deshalb ist eine genaue theoretische Vorhersage
fu¨r den Wert der PKU¨F, oberhalb dessen die Raumfrequenzen in einem realen
TEM noch mit ausreichendem Signal–Rausch–Verha¨ltnis u¨bertragen werden, sehr
schwierig. Nach empirischen Untersuchungen an einem Philips CM 200 FEG [23]
kann
L(q) > 0, 3 (2.16)
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als realistische Detektionsschwelle angenommen werden.
Man erkennt am Argument des Sinus in (2.13), daß die Linsenfehler und eine
gewisse Defokussierung sogar beno¨tigt werden, um u¨berhaupt einen Bildkontrast
im Falle eines schwachen Phasenobjekts erzielen zu ko¨nnen. Fu¨r eine ideale Linse
und ideale Fokussierung verschwa¨nde sin(γ0) und der Kontrast la¨ge bei Null. Die
Phasenschiebung in der Beugungsebene durch die Bildfehler und die Defokussie-
rung wirkt analog zur Zernikeschen Phasenplatte [24] in der Lichtoptik.
Bei modernen Mikroskopen bewegen sich die O¨ﬀnungsfehlerkonstanten C3 und C5
in der Gro¨ßenordnung einiger Millimeter. Bei u¨blichen Elektronenenergien von
100 keV bis zu 300 keV ist daher die Phasenschiebung durch C5 fu¨r Raumfrequen-
zen bis weit u¨ber (1 A˚)−1 vernachla¨ssigbar klein gegenu¨ber derjenigen durch C3.
Der O¨ﬀnungsfehler dritter Ordnung geht mit der vierten Potenz der Raumfre-
quenz q in die Phasenschiebung ein. Daher beginnt der Sinus jenseits der er-
sten Nullstelle immer rascher zu oszillieren. Zwischen den U¨bertragungslu¨cken
in Umgebung der Nullstellen werden Objektdetails abwechselnd mit positivem
und negativem Kontrast u¨bertragen, was zu Artefakten im Bild fu¨hrt. Um diese
Scheinstrukturen zu vermeiden, ist es naheliegend, die Defokussierung ∆f so zu
wa¨hlen, daß die erste Nullstelle von sin(γ0) bei einer mo¨glichst hohen Raumfre-
quenz qmax liegt und gleichzeitig das davorliegende Frequenzband mit mo¨glichst
hohem Kontrast u¨bertragen wird. Die Aperturblende wa¨hlt man gerade so, daß
nur Raumfrequenzen bis qmax durchgelassen werden.
Bereits 1949 wurde von Scherzer [17] unter Annahme eines idealen Punktstreu-






max = 1, 4 · (λ3C3)−1/4 (2.17)
sowie fu¨r maximalen Kontrast




max = 1, 56 · (λ3C3)−1/4 (2.18)
berechnet. Der Fokus fu¨r den optimalen Kontrast wird in der Literatur als Scher-







≈ 0, 64 · 4
√
λ3C3 (2.19)
an. Dies ist der kleinste periodische Objektabstand, der noch ohne Kontrastum-
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kehr abgebildet wird. Fu¨r die Mikroskopparameter
C3 = 1, 2 mm , Cc = 1, 3 mm
∆E1/2 = 0.7 eV , β1/2 = 0, 2 mrad
E0 = 200 keV , λ = 2.51× 10−12 m
(2.20)
eines Philips CM 200 FEG Mikroskops ergibt sich ein Scherzer–Fokus von
∆fSch = 66 nm . (2.21)
Im Scherzer–Fokus erha¨lt man eine Punktauﬂo¨sungsgrenze von
dmin ≈ 95 · λ = 2, 37 A˚ , (2.22)
also nahezu dem Hundertfachen der Wellenla¨nge. Die Ausnutzung der theoretisch
mo¨glichen Auﬂo¨sung im Bereich der Elektronenwellenla¨nge ist allein mit magne-
tostatischen Rundlinsen aufgrund ihrer großen O¨ﬀnungs– und Farbfehler nicht zu
erreichen. In der Lichtoptik hingegen sind dank fehlerkorrigierter Linsensysteme
Punktauﬂo¨sungsgrenzen im Wellenla¨ngenbereich des Lichts mo¨glich.
Die PKU¨F L(q) sowie die Da¨mpfungsenveloppen (2.14) Hβ und H∆E, die sich
aus der lateralen Ausdehnung und der Energiebreite der Quelle ergeben, sind fu¨r
die Mikroskopparameter (2.20) in Abbildung 2.4 aufgetragen. Durch die Da¨mp-
fungsenveloppen wird das Informationslimit vorgegeben. Das Informationslimit
bezeichnet die ho¨chste durch das System u¨bertragbare Raumfrequenz qil. Fu¨r die
Mikroskopparameter (2.20) ergibt sich unter Verwendung des Kriteriums (2.16)
das Informationslimit
qil = 6, 1 nm
−1 , (2.23)
das einer Auﬂo¨sungsgrenze von 1, 6 A˚ entspricht. Wie man erkennt, wird das
Informationslimit in diesem Fall durch die laterale Breite der Quelle beschra¨nkt.
Ausgehend von der PKU¨F lassen sich mehrere Lo¨sungsstrategien zur weiteren
Erho¨hung der Auﬂo¨sung ﬁnden.
2.2 Mo¨glichkeiten zur Auﬂo¨sungssteigerung
2.2.1 Erho¨hung der Elektronenenergie
Die auf den ersten Blick einfachste Methode zur Steigerung der Auﬂo¨sung besteht
in einer Verkleinerung der Wellenla¨nge λ durch Erho¨hung der Energie E0 der
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Abbildung 2.4: Die PKU¨F L(q) sowie die Da¨mpfungsenveloppen fu¨r die Mikro-
skopparameter (2.20) unter Scherzer–Fokus.
abbildenden Elektronen. Ein solches Ho¨chstspannungsmikroskop mit 1250 kV
Beschleunigungsspannung wurde 1993 am MPI fu¨r Metallforschung in Stuttgart
installiert [25]. Seine Punktauflo¨sungsgrenze liegt nahe bei 1 A˚ .
Der Aufwand zum Betrieb eines solchen Mikroskops ist im Vergleich zu einem mo-
dernen 200 kV TEM groß, da wegen der technologisch aufwendigeren Hochspan-
nungsversorgung ein eigenes Großraumlabor beno¨tigt wird. Aus diesem Grund
ist es etwa zehnmal teurer als ein modernes 200 kV Gera¨t.
Ein gravierender Nachteil der Ho¨chstspannungsmikroskopie ist die Zersto¨rung
der meisten biologischen und materialwissenschaftlichen Proben bei der Auf-
nahme. Der Grund liegt in der niedrigen
”
knock–on“ Schwelle von 150–300 kV.
Prima¨rlelektronen mit Energien oberhalb der
”
knock–on“ Schwelle versetzen Ato-
me innerhalb der Probe oder schlagen sie heraus. Mit zunehmender Elektro-
nenenergie nimmt daher bei konstant gehaltenem Signal–Rausch–Verha¨ltnis die
Strahlenscha¨digung der Probe drastisch zu. Daher ist das Anwendungsgebiet des
Ho¨chstspannungsmikroskops auf einige wenige strahlenresistente anorganische
Objekte beschra¨nkt. Aus diesen Gru¨nden ist eine Erho¨hung der Elektronenenergie
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u¨ber 200 kV zur Auﬂo¨sungsverbesserung fu¨r viele wichtige Anwendungsgebiete
ungeeignet.
2.2.2 Defokusserien
Nimmt man eine Serie von Aufnahmen mit jeweils unterschiedlicher Defokus-
sierung auf, so liegen bei jeder Aufnahme die U¨bertragungslu¨cken an anderen
Stellen. Daher kann man aus einer Defokusserie die Raumfrequenzinformationen
vom Scherzerlimit qmax bis hinauf zum Informationslimit rekonstruieren. Zur de-
taillierteren Erla¨uterung dieses Verfahrens wird auf [26, 27, 28] verwiesen. Das
Verfahren stellt erho¨hte Anforderungen an die Langzeitstabilita¨t der Abbildungs-
parameter sowie der Probenposition innerhalb des Mikroskops, da eine ganze Se-
rie von Aufnahmen unter gleichen Abbildungsbedingungen und wohldeﬁnierten
Defokusunterschieden beno¨tigt wird. Aus diesem Grund ist auch die Objektbe-
lastung fu¨r ein zufriedenstellendes Signal–Rausch–Verha¨ltnis im Vergleich zum
normalen TEM deutlich ho¨her.
2.2.3 Oﬀ-axis Elektronenholographie
Bei der oﬀ–axis Elektronenholographie passiert nur ein Teil der ebenen Welle
das Objekt, der andere Teil la¨uft ungestreut am Objekt vorbei. Mit Hilfe eines
elektrostatischen Biprismas kurz vor der Endbildebene wird die Objektwelle mit
der ungesto¨rten Referenzwelle zur Interferenz gebracht.
Bildet man die Fouriertransformation des Bildes, so erha¨lt man außer einem
Zentralbereich, der die Interferenz der Streuwelle mit sich selbst entha¨lt, noch
zwei Seitenba¨nder. Diese Seitenba¨nder entstehen durch die lineare U¨berlagerung
von Objekt– und Referenzwelle. Weiterfu¨hrende Details ko¨nnen beispielsweise in
[22, 29, 30, 31, 32, 34] nachgelesen werden.
Die ra¨umliche Trennung der Seitenba¨nder bewirkt, daß in der PKU¨F
L(q) = −A(q) exp (−iγ0(q,∆f, C3)) ·H∆E(q, Cc) ·Hβ(q,∆f, C3) (2.24)
fu¨r ein solches Seitenband anstelle des Sinus die komplexe Exponentialfunktion
auftritt. Es wird ein Mikroskop mit unkorrigierter O¨ﬀnungsfehlerkonstante C3
vorausgesetzt und deshalb der Beitrag von C5 vernachla¨ssigt. Da der Kontrast,
mit der ein periodisches Objektdetail u¨bertragen wird, proportional zum Be-
trag |L(q)| der PKU¨F ist, treten keinerlei U¨bertragungslu¨cken mehr bis zum In-
formationslimit auf.
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Kennt man den Defokus ∆f und die O¨ﬀnungsfehlerkonstante C3, so la¨ßt sich
die Amplitude und die Phase der Wellenfunktion unmittelbar hinter dem Objekt
rekonstruieren, indem man mit Hilfe des Computers die Fouriertransformierte
des Bildes (2.12) durch die PKU¨F dividiert und eine Fourierru¨cktransformation
durchfu¨hrt.
Im Falle der Elektronenholographie wird anstelle des Scherzer–Fokus der soge-
nannten Lichte–Fokus [33]
∆fL = 0, 75C3λ
2q2L (2.25)
gewa¨hlt, der in dem Raumfrequenzbereich von 0 bis qL, der bei der Rekonstrukti-
on beru¨cksichtigt werden soll, die A¨nderungsgeschwindigkeit |∂γ0/∂q| der Phase
der PKU¨F minimiert:




Die Anzahl der zur hinreichend genauen Diskretisierung der PKU¨F notwendigen
Samplepunkte ist dann am kleinsten.
Daru¨ber hinaus minimiert der Lichte–Fokus die Da¨mpfung durch die Quellbreite
im Raumfrequenzbereich von 0 bis qL und schiebt so die Begrenzung des Infor-
mationslimits durch die Quellausdehnung zur Raumfrequenz qL hinaus. Leider
ist dies nicht beliebig weit mo¨glich, da Hβ im Inneren des Raumfrequenzbe-
reichs [0, qL] um so sta¨rker einbricht, je gro¨ßer qL gewa¨hlt wird.
Daher ist es zum Beispiel im Falle der Mikroskopparameter (2.20) nicht sinn-
voll, fu¨r qL das durch die Energiebreite der Quelle vorgegebene Informationsli-
mit qil,∆E = 9, 3 nm
−1 zu wa¨hlen (siehe Abbildung 2.4). Bei dieser Wahl bricht
na¨mlich Hβ bis auf die Detektionsschwelle von 0,3 ein und es entsteht eine U¨ber-
tragungslu¨cke. Sinnvoll ist eine Beschra¨nkung auf etwa qL = 8 nm
−1. In die-
sem Fall erha¨lt man die in Abbildung 2.5 aufgetragenen Da¨mpfungsenveloppen.
Das Informationslimit unter Lichte–Fokus liegt dann bei qil = 8 nm
−1, was einer
Auﬂo¨sung von 1,25 A˚ entspricht. Fu¨r das normale Ruhbildmikroskop erscheint
der Lichte–Fokus jedoch wegen der großen Zahl von U¨bertragungslu¨cken wenig
sinnvoll.
2.2.4 O¨ﬀnungsfehlerkorrektur
Wie zuvor bereits dargelegt wurde, ist fu¨r die Auﬂo¨sungsbeschra¨nkung
magnetostatischer Rundlinsen in erster Linie die große positive
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Abbildung 2.5: Der Imagina¨rteil der PKU¨F fu¨r Elektronenholographie sowie die
Da¨mpfungsenveloppen fu¨r die Mikroskopparameter (2.20) unter Lichte–Fokus.
O¨ﬀnungsfehlerkonstante C3 verantwortlich. Ist C3 mit Hilfe eines Korrekturele-
ments frei einstellbar, so kann man C3 und ∆f simultan unter Beibehaltung
des Scherzer–Fokus (2.18) soweit verkleinern, daß die erste Nullstelle der PKU¨F
mit dem chromatischen Informationslimit qil,∆E u¨bereinstimmt. Aufgrund der
Abha¨ngigkeit der Enveloppen Hβ (2.14) von ∂γ0/∂q wird durch die Reduktion
von O¨ﬀnungsfehler und Defokussierung auch die Da¨mpfung durch die laterale
Quellbreite sehr viel schwa¨cher, so daß die erreichbare Auﬂo¨sung mit O¨ﬀnungs-
fehlerkorrektur nur noch durch das chromatische Informationslimit begrenzt
wird.
Nach dem Scherzer–Theorem [17] weisen rotationssymmetrische, raumladungs-
freie elektro– oder magnetostatische elektronenoptische Systeme stets einen posi-
tiven O¨ﬀnungsfehler auf, sofern entlang der Achse das elektrische Potential stets
gro¨ßer als das Kathodenpotential ist. Eine Zone mit einem kleineren elektrische
Potential wirkt wie ein Spiegel, an dem der Elektronenstrahl reﬂektiert wird. Zur
O¨ﬀnungsfehlerkorrektur kommen daher nur unrunde Systeme oder rotationssym-
metrische Elektronenspiegel in Frage.
2.2. MO¨GLICHKEITEN ZUR AUFLO¨SUNGSSTEIGERUNG 17
Mit Hilfe eines Elektronenspiegels lassen sich tatsa¨chlich sowohl negative O¨ﬀ-
nungs– als auch Farbfehler zur Korrektur der Linsenaberrationen erzeugen
[35, 36]. Leider la¨ßt sich dieses Prinzip aufgrund der begrenzten Isolationsfa¨hig-
keit des Vakuums nur im Mittelspannungsbereich bis etwa 60 keV Elektronen-
energie einsetzen. Ein mit Hilfe eines solchen Spiegels korrigiertes
”
Low–Energy–
Electron–Microscope“ (LEEM) wird zur Zeit im Rahmen eines vom Bundesmi-
nisterium fu¨r Bildung und Forschung gefo¨rderten Verbundprojekts gebaut und
getestet [37, 38].
Auf Hexapolelementen basierende O¨ﬀnungsfehlerkorrektoren fu¨r ho¨here Elektro-
nenenergien wurden unter anderem 1988 von Shao [39] und 1981 von Rose [11, 12]
vorgeschlagen. Beide Systeme erzeugen eine runde Abbildung und besitzen einen
negativen O¨ﬀnungsfehler. Im Gegensatz zum System von Shao gelingt es dem De-
sign von Rose, durch innere Symmetrien die fu¨r die Abbildung genu¨gend großer
Objektbereiche hinderlichen außeraxialen Fehler klein zu halten.
Dieser Korrektor wurde im Rahmen des SA˚TEM–Projekts (Sub–A˚ngstro¨m–
TEM) von einer Arbeitsgruppe unter der Leitung von Haider am Europa¨ischen
Mikrobiologischen Institut in Heidelberg gebaut. In einem konventionellen Mi-
kroskop des Typs Philips CM 200 FEG konnte mit dem Hexapolkorrektor 1997
erstmals erfolgreich eine Auﬂo¨sungsverbesserung nachgewiesen werden [9, 10].
Die Parameter des Mikrokops im unkorrigierten Zustand sind in (2.20) aufgefu¨hrt.
Der Hexapolkorrektor erho¨ht den Farbfehler Cc um zirka 30% von 1,3 mm auf
1,7 mm, wodurch das maximale chromatische Informationslimit qil,∆E auf 8 nm
−1
sinkt. Dies entspricht einer Auﬂo¨sung von etwa 1,25A˚. Fu¨r die Werte C3 = 21 µm
und ∆f = 8, 2 nm wird die PKU¨F bis zum chromatischen Informationslimit
optimiert (Abbildung 2.6). Die O¨ﬀnungsfehlerkonstante C5 = 4 mm des Systems
mit Korrektor beeinﬂußt fu¨r Raumfrequenzen u¨ber (1A˚)−1 die Form der PKU¨F
bereits merklich.
Die Da¨mpfung durch die laterale Quellbreite ist durch den sehr kleinen O¨ﬀnungs-
fehler C3 bis weit unterhalb von 1 A˚ vernachla¨ssigbar klein, so daß das Infor-
mationslimit nur noch durch die Energiebreite der Quelle begrenzt wird (Ab-
bildung 2.6). Im Experiment konnte die theoretisch mo¨gliche Verbesserung der
Auﬂo¨sung bis hinauf zum Informationslimit nachgewiesen werden [9].
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Abbildung 2.6: PKU¨F, sowie die Da¨mpfungsenveloppen fu¨r das CM 200 FEG mit
Hexapolkorrektor.
2.2.5 Monochromatisierung der Beleuchtung und O¨ﬀ-
nungsfehlerkorrektur
Um die Auﬂo¨sung auf Werte unterhalb von 1 A˚ zu steigern, ist zusa¨tzlich zum
Hexapolkorrektor eine deutliche Verringerung der Farbfehlerkonstanten Cc oder
der Energiebreite der Quelle notwendig.
Mo¨gliche Korrekturverfahren fu¨r die Farbfehlerkonstante der Objektivlinse in
einem Hochauﬂo¨sungs–TEM wurden von Uhlemann in seiner Dissertation [13]
untersucht. Die fu¨r einen solchen Korrektor notwendigen Anforderungen an die
Stromstabilita¨ten sowie die erforderlichen Feldsta¨rken innerhalb der einzelnen
Korrektorelemente sind mit heutiger Technologie in keinem Fall zu erfu¨llen.
Daher ist eine Auﬂo¨sungssteigerung nur durch die Verringerung der Energie-
breite des Elektronenstrahls zu erreichen. Um eine Auﬂo¨sung von deutlich un-
ter 1 A˚ zu erhalten, ist jedoch ein FWHM ∆E1/2 der Energieverteilung von
ho¨chstens 0,3 eV erforderlich. Als chromatisches Informationslimit erha¨lt man
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dann etwa 0,8 A˚. Die PKU¨F fu¨r die hierfu¨r optimalen Mikroskopeinstellungen
C3 = 1, 31 µm und ∆f = 3.51 nm ist in Abbildung 2.7 zusammen mit der PKU¨F
fu¨r ∆E1/2 = 0, 7 eV aufgetragen. Ein erfreulicher Nebeneﬀekt der weiteren Ver-






L(q) mit ∆E1/2=0,7 eV
L(q) mit ∆E1/2=0,3 eV
Abbildung 2.7: Optimierte PKU¨F fu¨r das SA˚TEM fu¨r 0,7 eV und 0,3 eV Ener-
giebreite der Quelle.
kleinerung von C3 und ∆f ist eine abermalige Verringerung der Da¨mpfung durch
die laterale Quellbreite. Man kann fu¨r schwache Phasenobjekte fu¨r den Halbwerts-
radius β1/2 der Beleuchtungswinkelverteilung Werte von bis zu β1/2 = 2 mrad zu-
lassen, ohne daß sich die Quellbreitenda¨mpfung nennenswert bemerkbar macht.
Das entspricht dem zehnfachen Halbwertsradius des Philips CM 200 FEG, daß
als Grundlage fu¨r den Prototyp des SA˚TEM verwendet wird.
Die natu¨rliche Energiebreite sowohl von thermischen als auch von kalten Feld-
emissionskathoden und die zusa¨tzliche Energieverbreiterung durch die Elektron–
Elektron–Wechselwirkung in Kathodenna¨he (Boersch–Eﬀekt) [65, 66] bei hinrei-
chend großen Stro¨men (einige Nanoampere) setzen der weiteren Optimierung der
Energiebreite Grenzen. Ein FWHM von 0,5 eV - 0,6 eV wird fu¨r beide Quellty-
pen als gerade noch realisierbar betrachtet. Auch neuere Entwicklungen wie z. B.
die Quelle von Fink [40], die koha¨rente Elektronen aus einer monoatomaren Spitze
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emittiert, sind noch weit von der industriellen Einsatzreife entfernt. Im Dauer-
betrieb gibt es große technische Probleme beim Erzielen eines hinreichend hohen
Strahlstroms und bei der Haltbarkeit der Spitze. Eine aussichtsreichere Mo¨glich-
keit ist eine nachtra¨gliche Monochromatisierung bestehender Quellen durch einen




Falls man die Elektron–Elektron–Wechselwirkung innerhalb des Strahls ver-





eines Elektronenstrahls entlang der optischen Achse konstant, sofern keine Be-
schleunigung der Elektronen entlang der Achse erfolgt und keine dispersiven Ele-
mente oder beugenden Blenden im Strahlengang vorkommen [41, 42]. Der Richt-
strahlwert gibt an, wieviel Strom von einem von der Achse senkrecht durchsetzten
inﬁnitesimalen Fla¨chenelement dA in den inﬁnitesimalen Raumwinkel dΩ in Rich-
tung der Achse emittiert wird. Dies gilt auch fu¨r Systeme mit Abbildungsfehlern,
da die Erhaltung des Richtstrahlwerts nur die Gu¨ltigkeit der Hamiltonschen Be-
wegungsgleichungen und konservative Kra¨fte voraussetzt.
Die charakteristische Gro¨ße fu¨r die Gu¨te einer Elektronenquelle im Elektronen-





der angibt, wieviel Strom von der endlichen eﬀektiven Fla¨che ∆A der Quelle
in den endlichen Raumwinkel ∆Ω emittiert wird. Um das Objekt mo¨glichst ho-
mogen auszuleuchten, begrenzt man mit Hilfe einer Stromselektrionsblende den
O¨ﬀnungswinkel des Emissionswinkelraumwinkels ∆Ω auf einige Millirad. Dann
sind fu¨r moderne thermische Feldemissionsquellen die Leuchtdichte u¨ber die ef-
fektiven Quellﬂa¨che ∆A und der Winkelstrom u¨ber den Emissionsraumwinkel
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∆Ω nahezu konstant. Vernachla¨ssigt man die Abbildungsfehler, so bleibt der ge-
mittelte Richtstrahlwert ebenfalls entlang der Achse erhalten und die Ausleuch-
tung bleibt homogen. Bei Anwesenheit von Abbildungsfehlern werden hingegen
die Zwischenbilder der Quelle durch die Fehlerkaustik verformt und aufgeweitet.
Hierdurch geht die Homogenita¨t der Beleuchtung verloren und der gemittelte
Richtstrahlwert sinkt. Daher muß der Einﬂuß der Abbildungsfehler beim Design
eines Monochromators mitberu¨cksichtigt werden.
Der Raumwinkel ∆ΩObj, unter dem man ein Objektfeld vorgegebener Gro¨ße aus-
leuchten muß, um ausreichend Strahlstrom zu erhalten, ist umgekehrt proportio-









Da durch die O¨ﬀnungsfehlerkorrektur der noch zula¨ssige Semikonvergenzwinkel
um den Faktor 10 gegenu¨ber dem des unkorrigierten Mikroskops liegt (siehe vor-
hergehender Abschnitt), darf der Monochromator im Falle des SA˚TEM den Richt-
strahlwert der Quelle allerho¨chstens um den Faktor 100 verkleinern.
Es ist jedoch geplant, den Monochromator nicht nur in Mikroskopen mit O¨ﬀ-
nungsfehlerkorrektor sondern auch in Gera¨ten mit einem neuartigen abbildenden
Energieﬁlter (MANDOLINEN–Filter [43, 44]) einzusetzen. Aufgrund der hohen
Dispersion dieses Filters erlaubt ein solches Mikroskop ortsaufgelo¨ste Spektrosko-
pie im Sub–eV Bereich. Die erreichbare Energieauﬂo¨sung wird dabei durch die
Energiebreite des Beleuchtungssystem begrenzt.
Da in der ersten Ausbaustufe dieses Mikroskops der Einsatz eines O¨ﬀnungsfehler-
korrektors nicht vorgesehen ist, sind im Gegensatz zum SA˚TEM die Anforderun-
gen an die laterale Koha¨renz der Quelle nicht reduziert. Deshalb sollte der Verlust
an Richtstrahlwert durch den Monochromator so klein wie mo¨glich gehalten wer-
den. Um mit Hilfe eines Filtermikroskops auch seltene Anregungsprozesse bei
akzeptabler Beleuchtungszeit untersuchen zu ko¨nnen, sollte der Monochromator
auch in der Lage sein, große Beleuchtungsstro¨me zu liefern.
In der Praxis erfa¨hrt der Elektronenstrahl hinter der Quelle nochmals eine Ener-
gieverbreiterung von etwa ∆E
(B)
1/2 = 0, 2 eV durch die Instabilita¨t der Haupt-
beschleunigungsspannung. Daher muß ein Monochromator, der zwischen Quelle
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und Hauptbeschleunigung eingebaut wird, die Halbwertsbreite der Energievertei-
lung mindestens auf ∆E
(M)
1/2 = 0, 2 eV reduzieren, damit die Halbwertsbreite der











= 0, 28 eV (3.5)
unterhalb von der in Abschnitt 2.2.5 geforderten Halbwertsbreite
von ∆E1/2 = 0, 3 eV bleibt. Die Quelle oder ihr Zwischenbild sollten dabei
vom Monochromator stigmatisch abgebildet werden.
Fu¨r die Objektbeleuchtung nach der Filterung sollte ein Mindeststrom von 1 nA
bis 3 nA im Falle des SA˚TEM beziehungsweise von 20 nA bis 30 nA m Falle eines
Filtermikroskops zur Verfu¨gung stehen. Zur Filterung beno¨tigt der Monochroma-
tor Elemente mit mo¨glichst hoher Dispersion, um die Elektronen unerwu¨nschter
Energie mit Hilfe von Kreis– oder Schlitzblenden entfernen zu ko¨nnen. Hierbei ist
zu beachten, daß die Fertigung von Blenden unter 3 µm Durchmesser sehr auf-
wendig ist. Deshalb sollten kleinere Blendendurchmesser vermieden werden. Um
eine Energiebreite von 0,3 eV zu erreichen, muß die Dispersion in der Filterebene
daher mindestens 10 µm/eV betragen.
Aus diesem Grund ist es sinnvoll, einen Monochromator unmittelbar hinter der
Quelle bei einer Beschleunigungsspannung von einigen Kilovolt vor der Hauptbe-
schleunigung auf 200 kV einzusetzen. Alternativ dazu kann ein energieretardieren-
des und nach der Filterung wieder beschleunigendes Design verwendet werden.
Das bedeutet, daß zumindest der Abschnitt des Monochromators, bei dem die
Elektronen auf einige Kiloelektronenvolt abgebremst werden, bei einem Potential
von nahezu 200 kV gegen Erde arbeiten muß.
Um einen Richtstrahlwertverlust zu vermeiden, muß der Monochromator in der
Ausgangsebene sowohl orts– als auch winkeldispersionsfrei sein. Ansonsten wu¨rde
das Quellbild in Dispersionsrichtung nach der Energieabweichung sortiert ausein-
andergezogen und die Elektronen wu¨rden je nach Energieabweichung in einen
anderen Raumwinkel emittiert. Durch die nach Energien lateral sortierte Emissi-
on wa¨re der Einfallswinkel der Elektronen auf das Objekt proportional zu ihrer
Energieabweichung. Dies wu¨rde zu Bildartefakten fu¨hren.
Ein großes Problem bei niedrigen Elektronenenergien und vielen stigmatischen
Crossovern im Strahlengang sind Sto¨ße zwischen den Elektronen durch Coulomb–
Wechselwirkung in der Umgebung der Crossover. Im Laborsystem fu¨hrt dies zu
einem Energieu¨bertrag zwischen den Elektronen (energetischer Boersch–Eﬀekt)
und zu einer Winkelverkippung ihrer Bahn (lateraler Boersch–Eﬀekt). Intensive
theoretische Analysen dieser Problematik ﬁnden sich in [66].
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Die nachtra¨gliche Energieverbreiterung durch den Boersch–Eﬀekt ist jedoch nicht
der einzige kritische Eﬀekt. Nach dem Boersch–Stoß weist ein Elektron eine fu¨r
seinen Bahnpunkt falsche Energie auf, so daß dieses Elektron nach dem Durchlau-
fen des Monochromators eine Restdispersion besitzt. Hierdurch wird das Quellbild
auf die gleiche Weise verbreitert wie bei einem System mit nicht verschwindender
Dispersion.
Fu¨r ein realistisches System, bei dem die Verteilung der Energieabweichungen
durch den Boersch–Eﬀekt eine Halbwertsbreite von 0,1 eV aufweist, erho¨ht sich im
schlimmsten Fall die Halbwertsbreite der geﬁlterten Energieverteilung von 0,2 eV
auf etwa √
0, 12 + 0, 22 eV ≈ 0, 22 eV . (3.6)
In diesem Fall erha¨lt man eine Halbwertsbreite nach der Hauptbeschleuni-
gung von ∆E1/2 = 0, 3 eV, was nach Abschnitt 2.2.5 fu¨r eine Auﬂo¨sungsgrenze
von 0,8 A˚ ausreicht.
Hingegen liegt das Bild von Elektronen, die in Umgebung der Filterebene durch
den Boersch–Eﬀekt um ±0,05 eV an Energie gewinnen, bei einer realistischen
Restdispersion von 10 µm/eV in der Ausgangsbildebene des Monochromators
um ±500 nm gegenu¨ber der Sollposition versetzt.
Um welchen Faktor hierdurch der Quelldurchmesser anwa¨chst, ha¨ngt von der
Vorvergro¨ßerung der Quelle vor dem Monochromator ab. Je ho¨her die Vorver-
gro¨ßerung ist, desto geringer sind die relative Boersch–Verbreiterung im Verha¨lt-
nis zum Quelldurchmesser und damit der Richtstrahlwertverlust. Wu¨rde man
den eﬀektiven Crossover einer Feldemissionsquelle, dessen Durchmesser in der
Gro¨ßenordnung von 20 nm liegt, um den Faktor 10 vorvergro¨ßern, so wu¨rde sich
im obigen Fall der Durchmesser des Quellbildes in Dispersionsrichtung durch den
Boersch–Eﬀekt von 200 nm auf etwa 1200 nm vergro¨ßern. Dadurch wu¨rde der
Richtstrahlwert auf 17 % des Ausgangswerts sinken. Falls man die Quelle hin-
gegen ohne Vorvergro¨ßerung in den Monochromator abbilden wu¨rde, ﬁele der
Richtstrahlwert auf etwa 2 % des Ausgangswertes ab.
Die Energieselektion funktioniert nur, wenn die zur Selektion in die Filterebene
abgebildete Quelle kleiner als die Selektionsschlitzbreite bleibt. Daher begrenzt
der durch die angestrebte Energieverbreiterung vorgegebene Durchmesser der Se-
lektionsblende von 3 µm die Quellvergro¨ßerung. Fu¨r die obigen Beispielwerte
betra¨gt die maximal zula¨ssige Vorvergro¨ßerung etwa 150.
Außerdem sollte die Gesamtla¨nge des Monochromators einschließlich des vorge-
schalteten Kondensorlinsensystems 10 cm bis 15 cm mo¨glichst nicht u¨berschrei-
ten, um die Empﬁndlichkeit der Mikroskopsa¨ule gegenu¨ber Schwingungen nicht
3.1. BISHER VORGESCHLAGENE MONOCHROMATOREN 25
zu sehr zu erho¨hen. Daher sollte das Kondensorsystem idealerweise nur aus einer
Linse bestehen, die mo¨glichst dicht vor dem Monochromator sitzt. Die erreichbare
Vorvergro¨ßerung der Quelle wird hierdurch auf etwa 10 beschra¨nkt.
3.1 Bisher vorgeschlagene Monochromatoren
3.1.1 Wien–Filter
In einem Wien–Filter heben sich fu¨r Elektronen der Sollenergie die transversale
Kraftwirkung von zueinander senkrechten elektrischen und magnetischen Dipol-
feldern auf, so daß die optische Achse gerade bleibt und trotzdem fu¨r Elektronen
mit einer Energie von einigen Kiloelektronenvolt eine hohe Dispersion im Bereich
von 15 cm bis 30 µm/eV erreicht wird.
Zur Korrektor des Farb- und des O¨ﬀnungsfehlers in Niederspannungs–Elektronen-
mikroskopen wurde von Rose [14] ein inhomogenes Wien–Filter mit elektrischen
und magnetischen Quadrupolfeldern vorgeschlagen. Dieses System eignet sich
auch als Monochromator, da in seiner Ausgangsebene die Dispersion verschwin-
det. In der Mittelebene wird die Dispersion hingegen maximal, so daß die Ener-
gieﬁlterung dort erfolgen kann.
Von Nachteil ist die Verwendung magnetischer Elemente. Da der Monochromator
bei einem Potential von nahezu 200 kV gegen Erde arbeitet, mu¨ssen die beno¨tig-
ten Konstantstromquellen bei nahezu 200 kV gegen Erde betrieben werden. Der
hierfu¨r notwendige technologische Aufwand ist weit ho¨her als der Betrieb von
Konstantspannungsquellen fu¨r elektrostatische Elemente. Daher sind Monochro-
matordesigns vorzuziehen, die auf rein elektrostatischen Elementen basieren.
Ein weiterer Nachteil ist die große Baula¨nge. Um die mindestens notwendige
Dispersion von 10 µm/eV bei einer Beschleunigungsspannung von 3 kV zu errei-
chen, muß der Abstand zwischen Eintritts– und Austrittsquellbild bereits 13,3 cm
betragen. Hierbei ist die La¨nge des Kondensorsystem noch nicht mitberu¨cksich-
tigt. Eintritts– und Austrittsquellbild liegen dabei in der Eingangs– beziehungs-
weise Ausgangsebene des Wien–Filters, wie in Abbildung 3.1 gezeigt. Insgesamt
treten innerhalb des Filters drei stigmatische Quellcrossover auf.











Abbildung 3.1: Wien–Filter als Monochromator
3.1.2 Monochromator von Plies
Von Plies wurde 1978 ein rein elektrostatischer Monochromator vorgeschlagen,
der auf einem einzelnen Zylinderspiegelanalysator basiert [15]. Da die Filterung
bei diesem Design jedoch hinter dem Analysator erfolgt, verschwindet die Disper-
sion nicht wie gefordert in der Ausgangsebene.
Zusammen mit dem Monochromator wurde von Plies ein elektrostatisches Ener-
gieﬁlter vorgeschlagen, daß zwei Zylinderspiegelanalysatoren verwendet. Die opti-
sche Achse ist bei diesem System nicht mehr gerade, sondern weist die Form eines
Omegas ohne Taillierung auf (Abbildung 3.2). Die Dispersion ist in der Symme-
trieebene des Omegas am gro¨ßten und verschwindet am Ausgang, so daß sich
dieses System auch als Monochromator eignet. Bei einer Elektronenenergie von 3
kV ist bereits ein Abstand von 11 cm zwischen Eintritts– und Austrittsquellbild
notwendig nur um die geforderte Mindestdispersion von 10 µm/eV zu erreichen.
Die Ebenen von Eintritts– und Austrittsquellbild fallen wie beim Wien–Filter
mit den Ein– und Ausgangsebenen des Systems zusammen (Abbildung 3.2). Das
System weist fu¨nf stigmatische Strahlcrossover auf.
3.1.3 Monochromator von Rose
Von Rose [16] wurde ebenfalls ein rein elektrostatischer Monochromator vorge-
schlagen. Er besteht aus vier Kondensatoren aus je zwei konzentrisch angeordne-
ten Halbkugeln. Die optische Achse wird in Form eines Omegas gekru¨mmt. Im
Gegensatz zum Monochromator von Plies ist die Omegaform jedoch stark tail-
liert (Abbildung 3.3). Das System weist fu¨nf stigmatische Strahlcrossover auf.
Die Dispersion ist in der Omega–Symmetrieebene maximal und verschwindet in











Abbildung 3.2: Plies–Filter als Monochromator.
der Ausgangsebene.
Das Eintritts– und das Austrittsquellbild sind virtuell. Beide Bilder liegen in der
Symmetrieebene des Omegas, so daß im Gegensatz zum Wien–Filter und dem
Monochromator von Plies außer dem Abstand zwischen Quelle und Eintritts-
quellbild keine eﬀektive Verla¨ngerung des Mikroskops durch den Monochromator
mehr hinzukommt (Abbildung 3.3). Die Dispersion in der Symmetrieebene ist
zudem mit 40 µm/eV bei einer Baula¨nge von nur 6 cm deutlich gro¨ßer als bei
den anderen Designs. Die Baula¨nge ist der Abstand zwischen der Eingangs– und
der Ausgangsebene des Monochromators.
Bislang wurde das System nur unter Verwendung der Kastenfeldna¨herung unter-
sucht, bei der die realistischen Randfelder der Elemente vernachla¨ssigt werden.
Im Rahmen dieser Na¨herung beru¨hren sich die entgegengesetzt geladenen Elek-
troden der Kugelkondensatorelemente. Dies erschwert die bautechnische Reali-
sierung dieses Vorschlags betra¨chtlich. Zur Zeit wird von der Arbeitsgruppe von










Abbildung 3.3: Rose–Filter als Monochromator.
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3.2 Elektrostatischer Monochromator mit
astigmatischem Strahlengang
Allen bisher diskutierten Designs gemeinsam sind stigmatische Zwischenbilder
der Quelle im Strahlengang. Durch den Boersch–Eﬀekt sind diese Designs daher
im Strahlstrom auf einige 10 nA begrenzt, wenn der Richtstrahlwertverlust nicht
zu groß sein soll.
Um diese Beschra¨nkung zu u¨berwinden, weist das in den folgenden Kapiteln
vorgestellte Design ausschließlich astigmatische reelle Zwischenbilder der Quelle
auf. Die Ein– und Austrittsbilder der Quelle sind virtuell. Da die Stromdichte in
astigmatischen Zwischenbildern sehr viel niedriger ist als in stigmatischen, ist eine
sehr viel kleinere Energieverbreiterung durch den Boersch–Eﬀekt zu erwarten.
Daru¨ber hinaus erfu¨llt es alle sonstigen Anforderungen wie verschwindende Aus-
gangsdispersion, hohe Dispersion in der Filterebene sowie verschwindender Ab-
stand zwischen virtuellem Eintritts– und Austrittsquellbild. Die optische Achse
verla¨uft wie im stigmatisch abbildenden Monochromator von Rose in Form ei-
nes Omegas. Die hierzu verwendeten elektrostatischen Sektorablenkelemente wei-
sen genu¨gend große Absta¨nde voneinander auf, so daß das System bautechnisch
weitaus weniger Probleme aufwirft, als das im vorherigen Abschnitt beschriebene
System von Rose.
Die Randfelder wurden bei der Berechnung der Elektrodengeometrien mitberu¨ck-
sichtigt. Durch eine Monte–Carlo Simulation konnte außerdem die Reduzierung





In diesem Kapitel wird die Coulomb–Wechselwirkung innerhalb des Elektronen-
strahls vernachla¨ssigt. Ihr Einﬂuß wird in Kapitel 10 gesondert behandelt. Die
Bahn jedes Elektrons wird dann allein durch die a¨ußeren elektrischen und/oder
magnetischen Felder der elektronenoptischen Elemente des Gera¨tes bestimmt.
Im folgenden werden elektronenoptische Elemente mit zeitlich konstanten elek-
trischen und magnetischen Feldern vorausgesetzt. Somit kann nicht nur das elek-







= 0 und rot E = 0 (4.1)
durch ein Skalarpotential ψ mit B = −gradψ beziehungsweise ϕ mit E = −gradϕ
beschrieben werden.
Die Bahn eines Elektrons, das entlang der Symmetrieachse mit der Sollener-
gie E0 aus der ideal justierten Quelle austritt, deﬁniert die optische Achse des
Gesamtsystems (Abbildung 4.1). Bei Vorhandensein von elektrischen und/oder
magnetischen Dipolfeldern ist die optische Achse gekru¨mmt. Eine Fla¨che, die die
Achse entha¨lt, wird in der Elektronenoptik als Schnitt bezeichnet. Eine senkrecht
zur Achse stehende Fla¨che heißt Ebene.
In elektronenoptischen Systemen liegt der O¨ﬀnungswinkel des Strahlbu¨ndels
gewo¨hnlich in der Gro¨ßenordnung von 1 mrad bis 10 mrad, der maximale Bu¨ndel-
durchmesser u¨bersteigt u¨blicherweise 100 µm nicht. Deshalb ist eine Entwicklung
der Bewegungsgleichung der Elektronen um die optische Achse sinnvoll. Hierzu
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Abbildung 4.1: Deﬁnition der optischen Achse
bedarf es eines der Achse angepaßten krummlinigen orthogonalen Koordinaten-
systems.
4.1 Orthogonales Koordinatensystem um eine
gekru¨mmte Achse
Die optische Achse eines beliebigen Systems sei gegeben durch die Raumkurve
R(z˜) ∈ R3 , (4.2)
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(z˜) = et(z˜) : Tangentenvektor
det
dz˜
(z˜) = κ(z˜)en(z˜) : Normalenvektor
et(z˜)× en(z˜) = eb(z˜) : Binormalenvektor
(4.3)
deﬁnierten, zueinander orthogonalen Einheitsvektoren et(z˜), en(z˜) und eb(z˜) be-
zeichnet man als Frenetsches Dreibein [45]. Hierbei bedeutet κ(z˜) die lokale
Kru¨mmung der Achse. Der Kru¨mmungsradius ist durch *(z˜) := 1/κ(z˜) gegeben.
U¨blicherweise wird κ(z˜) positiv gewa¨hlt, so daß der Normalenvektor en stets
zum lokalen Kru¨mmungsmittelpunkt hin zeigt. Zwischen den Vektoren des Fre-
netschen Dreibeins gelten die Beziehungen
det
dz˜
(z˜) = κ(z˜)en(z˜) ,
den
dz˜
(z˜) = −κ(z˜)et(z˜) + τ(z˜)eb(z˜) , (4.4)
deb
dz˜
(z˜) = −τ(z˜)en(z˜) .
Die Torsion τ(z˜) ist hierbei ein Maß fu¨r die Verwindung der Achse. Mit Hilfe des
Frenetschen Dreibeins wird ein Raumpunkt
r(x˜, y˜, z˜) := R(z˜) + x˜en(z˜) + y˜eb(z˜) (4.5)
in unmittelbarer Na¨he der Achse durch die Koordinaten x˜, y˜, z˜ eindeutig beschrie-
ben. Die Tangentenvektoren an die Koordinatenlinien
∂r
∂z˜




















= x˜τ , (4.7)
nur fu¨r verschwindende Torsion τ orthogonal. Zur Konstruktion eines orthogona-
len Koordinatensystems aus (4.5) verwendet man als Ansatz fu¨r einen beliebigen
Raumpunkt
r(x, y, z) := R(z) + xex(z) + yey(z) mit z = z˜ (4.8)
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, ez := et . (4.9)





= 0 fu¨r i 	= j , i, j ∈ {1, 2, 3}
x1 := x , x2 := y , x3 := z
(4.10)
fu¨r orthogonale Koordinatensysteme die Diﬀerentialgleichung
dϑ
dz˜
(z˜) = τ(z˜) und damit ϑ(z˜) = ϑ0 +
∫ z˜
0
τ(z) dz . (4.11)
Die Funktion ϑ(z) beschreibt also einen Drehwinkel, der gerade die durch die
Torsion bedingte Verdrillung des Koordinatensystems (4.5) kompensiert. Fu¨r die
Koordinatenableitungen des Ortsvektors, den metrischen Tensor gij sowie das
Linienelement ds des orthogonalen Systems (4.8) erha¨lt man
∂r
∂z











, i, j ∈ {1, 2, 3} , (4.13)
g :=

1 0 00 1 0
0 0 (1− κρ · en)2

 , ρ := xex + yey , (4.14)
ds2 = dx2 + dy2 + (1− κρ · en)2dz2 . (4.15)
Fu¨r die nachfolgenden U¨berlegungen ist der U¨bergang zur komplexen Schreib-
weise
w := x+ iy , x =
1
2
(w + w¯) ,
w¯ := x− iy , y = 1
2i
(w − w¯) ,
(4.16)
Γ := κ exp (iϑ) : komplexe Kru¨mmung (4.17)









(∂x + i∂y) , ∂y = i (∂w − ∂w¯) ,
(4.18)
4.2. MULTIPOLENTWICKLUNG DER SKALARPOTENTIALE 33









g11 = 1 , g2 :=
√
g22 = 1
h = g3 :=
√
g33 = 1− Re {Γw¯} = 1− κρ · en
ds2 = dwdw¯ + h2dz2 .
(4.20)
Der Realteil einer komplexen Gro¨ße F wird mit Re {F} bezeichnet.
4.2 Multipolentwicklung der Skalarpotentiale
Zur Aufstellung der linearisierten Bewegungsgleichung der Elektronen im Koor-
dinatensystem (4.8) beno¨tigt man die Entwicklung des elektrostatischen Poten-
tials ϕ und des magnetostatischen Potentials ψ in diesem System bezu¨glich der
kleinen Absta¨nde w und w¯ zur optischen Achse. Mit Hilfe der Beziehungen (4.16,













































in komplexer Darstellung. Im ladungsfreien Raum gelten die Laplace–Gleichungen
ϕ = 0 und ψ = 0 (4.24)
fu¨r die beiden Potentiale. Die Lo¨sung der Laplace–Gleichung (4.24) la¨ßt sich fu¨r
den Laplace–Operator (4.23) in eine Potenzreihe
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entwickeln. Die unbekannten Entwicklungskoeﬃzienten bλµ(z) sind komplexwer-
tige Funktionen von z. Da das Potential ϕ eine reelle Gro¨ße ist, mu¨ssen sie die
Relation
b¯λµ = bµλ (4.26)
erfu¨llen. Setzt man den Ansatz (4.25) in den Laplace–Operator (4.23) ein, so
erha¨lt man fu¨r die Koeﬃzienten die Rekursionsformel
4(λ+ 1)(µ+ 1)bλ+1,µ+1 + b
′′




















ΓΓ¯2(λ− 4µ− 1 + 6λµ)bλ−1,µ
− Γ¯(µ+ 1)(6λ+ 1)bλ,µ+1 − Γ(λ+ 1)(6µ+ 1)bλ+1,µ
+ Γ¯2(µ+ 1)(3λ− 2)bλ−1,µ+1 + Γ2(λ+ 1)(3µ− 2)bλ+1,µ−1
− 1
4





Hierbei sind alle Koeﬃzienten mit negativem Index Null zu setzen. Ein Strich
an einer Gro¨ße bedeutet deren Ableitung nach z. Falls die Koeﬃzientenfunktio-
nen b0λ = b¯λ0 bekannt sind, ko¨nnen alle u¨brigen Koeﬃzienten mit Hilfe von (4.27)
aus diesen bestimmt werden. Mit Hilfe der Beziehung (4.26) und der Ersetzung







(ww¯)λRe {aνλw¯ν} mit (4.28)
aνλ = (2− δ0ν)bλ,ν+λ . (4.29)
Hierbei bedeutet δij das Kronecker–Symbol. Setzt man fu¨r w die komplexe Po-







ρνRe {aνλ exp(−iνφ)} (4.30)
bringen. Der Wert des zu aνλ geho¨renden Feldanteils weist eine ν–fache Peri-
odizita¨t bezu¨glich des Drehwinkels φ auf. Dies wird u¨blicherweise als ν–za¨hlig
bezeichnet. Vom Achsenabstand ρ = |w| ha¨ngt der Feldanteil mit (2λ+ν)–facher
Potenz ab. Die Koeﬃzienten
Φν := aν0 = (2− δ0ν)b0,ν (4.31)
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werdenMultipolmomente ν–ter Ordnung genannt. Das Potential entlang der Ach-
se ist gegeben durch Φ := Φ0, das Dipolmoment durch Φ1 und so fort. Alle Koeﬃ-
zienten der Feldanteile mit λ > 0 ko¨nnen mit Hilfe von (4.27) und (4.29) durch die
Multipolmomente Φν und ihre Ableitungen nach z ausgedru¨ckt werden. Fu¨r die
Entwicklung des elektrischen Potentials bis zur vierten Potenz im Achsabstand ρ,
erha¨lt man den Ausdruck
ϕ = Re
{









































































Hierbei bezeichnet Φ[n] die n–te Ableitung von Φ nach z. Die entsprechende Dar-
stellung fu¨r das skalare magnetische Potential ψ ergibt sich durch die Substitu-
tionen ϕ→ ψ und Φν → Ψν in dieser Reihe.
Das in der Elektrodynamik u¨bliche Vektorpotential A und das skalare magneti-
sche Potential ψ sind u¨ber
B = −gradψ = rot A (4.33)



















1 : fu¨r ηµν zyklisch
−1 : fu¨r ηµν antizyklisch
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in krummlinigen orthogonalen Koordinatensystemen [46] und der komplexen No-
tation
A := Ax + iAy (4.36)
fu¨r die laterale Komponente des Vektorpotentials, ergibt sich unter Beachtung
von (4.16) bis (4.20) fu¨r die Beziehung −gradψ = rot A zwischen magnetischem
Skalar– und Vektorpotential in komplexer Schreibweise










Das Vektorpotential ist durch die Gleichungen (4.37) nicht eindeutig bestimmt.
Aufgrund der Beziehung rot(gradχ) = 0 kann es durch Addition des Gradienten
eines beliebigen skalaren Feldes χ
A→ A+ gradχ (4.38)
umgeeicht werden. Es gibt daher beliebig viele Mo¨glichkeiten, aus der Reihenent-
wicklung (4.32) des Skalarpotentials eine Reihenentwicklung fu¨r das Vektorpo-
tential zu konstruieren. Das in [49] verwendete Konstruktionsverfahren erscheint
hierbei am einfachsten.
4.3 Bewegungsgleichung des Elektrons
Die Wellenfunktion ψ eines einzelnen Elektrons mit relativistischer Geschwindig-
keit wird, solange man quantenelektrodynamische Eﬀekte wie Wechselwirkung
mit dem eigenen elektromagnetischen Feld vernachla¨ssigt, durch die Dirac–Glei-
chung [47] beschrieben. Im Falle der Elektronenoptik sind Spineﬀekte der Elektro-
nen durch Kopplung an die a¨ußeren, langsam vera¨nderlichen elektromagnetischen
Felder der elektronenoptischen Elemente vernachla¨ssigbar klein. Ebenso ko¨nnen
Quanteneﬀekte vernachla¨ssigt werden. Daher wird das Elektron hier als klassi-
sches relativistisches Teilchen ohne innere Freiheitsgrade betrachtet. Fu¨r seine











Hierbei bezeichnet v die Geschwindigkeit des Elektrons. Der Betrag der elektri-
schen Elementarladung wird mit e bezeichnet.
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Nach dem Hamiltonschen Prinzip erfolgt die Bewegung eines Teilchens zwischen
zwei Punkten r0 = r(t0) und r1 = r(t1) entlang derjenigen Bahn r(t) = R(t), die
das Funktional
w[r(t), v(t), t] :=
∫ t1
t0
L(r(t), v(t), t) dt (4.40)
extremalisiert. Die Funktion




wird Wirkungsfunktion genannt. Die Lo¨sung des Extremwertproblems ist a¨qui-














= 0 , i ∈ {1, 2, 3} . (4.42)












, E = −∇ϕ (4.43)
fu¨r klassische relativistische Teilchen mit der Ladung −e. Fu¨r den kanonische




⇒ p = pkin − e A , pkin := m(v)v . (4.44)
Da die Lagrange–Funktion (4.39) nicht explizit von der Zeit abha¨ngt, ist
H := p · v − L






eine Erhaltungsgro¨ße [50]. Trotz geschwindigkeitsabha¨ngigem Potential ist H
identisch mit der Gesamtenergie E des Teilchens. Schreibt man den Ausdruck
als Funktion der Variablen (r, p), so erha¨lt man die Hamiltonfunktion
H = H(r, p) =
√
(p+ e A)2c2 +m20c
4 − eϕ = E = const. . (4.46)
Dies ist identisch mit der relativistischen Energie–Impulsbeziehung
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− eϕ = m0c2 = ERuhe (4.48)
gerade gleich der Ruheenergie ERuhe des Elektrons. Aus (4.48) erha¨lt man
pkin = m(v)v =
√







Hierbei wird ϕ∗ als relativistisch korrigiertes Potential bezeichnet, da man im




2em0ϕ∗ev − e A . (4.50)
Der Einheitsvektor ev := dr/ds zeigt tangential zur Bahn in Richtung der Teil-
chengeschwindigkeit.
Eine gegebene Lagrange–Funktion kann man durch Hinzuaddieren der totalen
Zeitableitung einer beliebigen Funktion umeichen, ohne die Lo¨sung des Hamil-






















(E(t− t0)) = E = H (4.52)
geschrieben werden. Als modiﬁzierte Lagrangefunktion erha¨lt man
L˜ = L+H = pv . (4.53)




L˜ dt = Extr.
∫ t1
t0
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n ds , (4.56)
wobei s die Bogenla¨nge entlang einer beliebig gewa¨hlten Bahn zwischen r0 und r1
bezeichnet. Die Funktion n ist das elektronenoptische Analogon zum Brechungs-






von Vakuumlichtgeschwindigkeit c und Ausbreitungsgeschwindigkeit cp(r ) des
Lichtes im optischen Medium deﬁniert. U¨bertra¨gt man diese Deﬁnition auf die
Elektronenoptik, so erha¨lt man unter Beachtung der De–Broglie Beziehungen
zwischen Teilchen– und Wellenbild
E = Ekin = hν , p = k , cp = λν (4.58)
und der Deﬁnition der Teilchenwellenla¨nge λ






⇒ λ = 2π
kev
(4.59)











welcher mit (4.55) identisch ist. Die auf den ersten Blick ungewohnte Deﬁniti-
on (4.59) ru¨hrt daher, daß bei Anwesenheit eines Magnetfeldes die Trajektorien
der Teilchenbahnen nicht mehr senkrecht auf den Fla¨chen S = const. konstanter
Wellenphase stehen, da
∇S = p = m(v)v − e A ∦ v (4.61)
gilt. Hierdurch ist der ku¨rzeste Abstand 2π/k zwischen zwei Wellenﬂa¨chen glei-
cher Phase fu¨r A 	= 0 keine Strecke entlang einer Teilchentrajektorie mehr [51].
Es ist jedoch sinnvoller, die Wellenla¨nge wie in der Lichtoptik als Abstand von
zwei Wellenﬂa¨chen gleicher Phase entlang einer Teilchentrajektorie zu messen,
wobei sich der Ausdruck (4.59) anstelle von λ = 2π/k ergibt. Das Extremalprin-
zip (4.56) ist das elektronenoptische A¨quivalent zum Fermatschen Prinzip der
Lichtoptik, gema¨ß dem das Licht genau den Weg zwischen zwei Punkten nimmt,
der den optischen Weg zwischen diesen Punkten extremalisiert.
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Die Trajektorie des Referenzelektrons, die die optische Achse des Systems deﬁ-
niert, ist im krummlinigen orthogonalen Koordinatensystem (4.8) durch r(0, 0, z)










Mit Hilfe der sich aus (4.20) ergebenden Beziehung
ds =
√
w′w¯′ + h2 dz , h = 1− Re {Γw¯} (4.63)







= hez + x
′ex + y′ey (4.64)















4Bϕ∗(h2 + w′w¯′)− 2cB{hAz +Re{A¯w′}} . (4.65)















in den komplexen Variablen w = x+ iy und w¯ = x− iy. Die zur komplexen Va-
riablen w korrespondierende Euler–Lagrange Gleichung ist gerade die zu (4.67)
komplex konjugierte Gleichung. Der Real– und der Imagina¨rteil von (4.67) liefert
ein System aus zwei gekoppelten Diﬀerentialgleichungen fu¨r die unabha¨ngigen
reellen Bahnkoordinaten x(z) und y(z). Diese Diﬀerentialgleichungen sind ihm
Rahmen der klassischen relativistischen Mechanik exakt.
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Diese Diﬀerentialgleichung entha¨lt sowohl w′′ als auch w¯′′. Fu¨r die Entwicklung
der Lo¨sung in eine Potenzreihe ist jedoch eine Form der Diﬀerentialgleichung
sinnvoll, in der nur w′′ vorkommt. Zu diesem Zweck ersetzt man w¯′′ mit Hilfe
der konjugiert komplexe Gleichung von (4.68). Man erha¨lt fu¨r die Bewegungs-
gleichung




























Sie gilt fu¨r beliebige krummlinige orthogonale Koordinatensysteme, ist relativi-
stisch korrekt und beru¨cksichtigt sowohl elektrische als auch magnetische Felder.
Die Energie der Elektronen ist dabei durch das vorgegebene Potential ϕ∗ fest-
gelegt. Die Bewegungsgleichung fu¨r ein Elektron mit einer um den Betrag ∆E
von der Sollenergie E0 abweichenden Energie erha¨lt man aus (4.69) durch die
Substitution






Hierbei haben die Elektronen, die in der Eintrittsebene zi mit der Sollenergie E0
entlang der Achse ﬂiegen, genau die Beschleunigungsspannung
U = Φ(zi) = ϕ(w = 0, w¯ = 0, zi) (4.71)
durchlaufen. Die Gro¨ße κ beschreibt die relative Energieabweichung eines Elek-
trons von der Sollenergie.
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4.4 Potenzreihenentwicklung
4.4.1 Linearisierte Bewegungsgleichung
Fu¨r die folgenden U¨berlegungen wird die Kompaktschreibweise
g[w, . . . ] := g(w, w¯, w′, w¯′, . . . ) (4.72)
fu¨r beliebige von w, w¯, w′, w¯′ abha¨ngige Funktionen verwendet. Fu¨hrt man die
Substitution (4.70)
f˜ [w, z]
ϕ→ϕ+κU−→ f [w, κ, z] (4.73)
in der rechten Seite der exakten Bewegungsgleichung (4.69) durch und entwickelt
das Ergebnis f in eine Potenzreihe










in den betragsma¨ßig kleinen Gro¨ßen w, w¯, w′, w¯′ und κ, so erha¨lt man mit Hilfe der
Multipolentwicklung der Potentiale (4.32) die taylorentwickelte Bahngleichung
L[w, z] = σ[w, κ, z] =
∞∑
r=0
σ(r)[w, κ, z] . (4.75)
Der in w, w¯, w′, w′′ lineare Anteil ist durch











































gegeben. Hierbei werden die Abku¨rzungen














ist die Geschwindigkeit eines Elektrons der Sollenergie auf der Achse.
Die Potenzreihe in w, w¯, w′, w¯′ und κ










∂rβf [βw, βκ, z]
)} ∣∣∣∣
β=0
− L[w, z] ,
(4.79)
entha¨lt aufgrund der Subtraktion von L[w, z] nur noch linearen Terme in κ. Alle
Entwicklungsglieder r–ter Potenz in w, w¯, w′, w¯′ und κ sind im Term σ(r)[w, κ, z]
zusammengefasst.
Stimmt die Achse des Systems mit der Bahn eines Referenzelektrons der Sollener-
gie u¨berein, muß w′′ = w′ = w¯′ = w = w¯ = 0 Lo¨sung der Bahngleichung (4.75)
fu¨r κ = 0 sein. Da dies in der entwickelten Bahngleichung fu¨r alle Potenzen
gro¨ßer oder gleich Eins in w′′, w′, w¯′, w, w¯ und κ trivialerweise erfu¨llt ist, ist diese




(Φ1 + iv0Ψ1)− Γ = 0 (4.80)
von σ[w, κ, z]. Die Kru¨mmung der Achse wird somit allein durch die elektrischen
und magnetischen Dipolmomente bestimmt.




(r) einer beliebigen Funktion in w, w¯, w′, w¯′ und κ durch,
so kommen zusa¨tzliche lineare Glieder σ(0)ζ(1) zu L[w, z] hinzu. Verschwindet
die nullte Ordnung σ(0) nicht, so ist die als paraxiale Bahngleichung bezeichnete
linearisierte Bewegungsgleichung L[w, z] = 0 nicht mehr eindeutig bestimmt.
Eine ebenfalls ha¨uﬁg verwendete Methode zur Herleitung der paraxialen Bahn-
gleichung entwickelt zuerst µ in eine Taylorreihe und wendet danach erst den
Euleroperator auf die Taylorentwicklung von µ an. Bei diesem Verfahren erha¨lt
man einen linearen Anteil, bei dem die letzte Zeile von (4.76) fehlt. Diese Zeile
– und damit auch die Unterschiede in den paraxialen Bahngleichungen beider
Methoden – verschwindet genau dann, wenn die Achse mit einer Elektronenbahn
u¨bereinstimmt.
Um solche Mehrdeutigkeiten bei der paraxialen Bahngleichung zu vermeiden,
wird im folgenden eine Elektronenbahn als Achse vorausgesetzt und die komple-
xe Kru¨mmung Γ mit Hilfe von (4.80) durch die Dipolmomente ersetzt. Fu¨r die
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paraxiale Bahngleichung L[w, z] = 0 erha¨lt man in diesem Fall


































4.4.2 Paraxiale Abbildung und Fundamentalbahnen
Der Real– und der Imagina¨rteil der komplexen linearen homogenen Diﬀerential-
gleichung (4.81) bilden ein System aus zwei reellwertigen, im allgemeinen Falle
gekoppelten, linearen Diﬀerentialgleichungen zweiter Ordnung. Daher existieren
vier linear unabha¨ngige Lo¨sungen wα, wβ, wγ, wδ, die den gesamten Lo¨sungsraum
w(1)(α, β, γ, δ) = αwα + βwβ + γwγ + δwδ (4.82)
aufspannen. Diese komplexwertigen Lo¨sungsfunktionen wα, wβ, wγ, wδ werden
oft auch als Fundamentalbahnen des Systems bezeichnet. Die reellen Konstan-
ten α, β, γ, δ legen den Anfangsort– und die Anfangssteigung der Bahn in der
Startebene zi fest. Ha¨uﬁg wird ein spezieller Satz von Anfangsbedingungen
wαi := wα(zi) = 0, w
′
αi := wα
′(zi) = 1 ,
wβi := wβ(zi) = 0, w
′
βi := wβ
′(zi) = i ,
wγi := wγ(zi) = 1, w
′
γi := wγ
′(zi) = cγ ,
wδi := wδ(zi) = i, w
′
δi := wδ
′(zi) = icδ ,
(4.83)
fu¨r die Fundamentalbahnen in der Startebene zi des Systems gewa¨hlt. Fu¨r die
folgenden U¨berlegungen wird dieser Satz von Fundamentalbahn verwendet.
U¨blicherweise werden die Bahnen wα und wβ axiale Bahnen, die Bahnen wγ
und wδ Feldbahnen genannt. Die Anfangssteigungen cγ und cδ der Feldbahnen
werden ebenfalls ha¨uﬁg zu Null gewa¨hlt. Da es jedoch manchmal sinnvoll ist,
hierfu¨r von Null verschiedene Werte zu wa¨hlen, werden die Werte der Feldbahn-
steigungen nicht festgelegt. In denjenigen Ebenen zbc, in denen wα(zbc) = 0 gilt,
werden alle Strahlen, die von einem bestimmten Punkt w0 = γ + iδ der Ebene zi
aus starten, zu einer Linie fokussiert (Abbildung 4.2). Der Mittelpunkt des Lini-
enfokus liegt hierbei an der Position γwγ(zbc)+δwδ(zbc). Seine Winkelorientierung
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ist gleich dem Azimuth der wβ–Bahn in der Ebene zbc. Analog hierzu entsteht in
allen Ebenen zbs, in denen die wβ–Bahn verschwindet, ein Linienfokus mit einer
















Abbildung 4.2: Astigmatische Abbildung
von wα und wβ zusammenfallen (zb = zbc = zbs) erha¨lt man den Spezialfall der
stigmatischen Abbildung. Alle von einem Punkt γ + iδ in der Ausgangsebene zi
ausgehenden Bahnen laufen wieder im Bildpunkt γwγ(zb) + iδwδ(zb) in der Bil-
debene zb zusammen.
4.4.3 Helmholtz–Lagrange Sa¨tze
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u¯e−2iχ = 0 .
(4.85)
Durch die Drehung exp(−iχ) wird gerade die Larmordrehung der Elektronen
durch das Magnetfeld B(z) = −Ψ′(z) auf der Achse kompensiert. Die neue Dif-
ferentialgleichung ist von der Struktur
u′′ + Tu−Gu¯ = 0 (4.86)
mit reellem Vorfaktor T . Außerdem kommt die erste Ableitung von u nicht mehr
vor. Zwei beliebige voneinander linear unabha¨ngige Lo¨sungen uµ und uν erfu¨llen
die Gleichungen
u′′µ + Tuµ = Gu¯µ , (4.87)
u¯′′ν + T u¯ν = G¯uν . (4.88)
Die zweite Gleichung ist dabei die zu (4.86) konjugiert komplexe Diﬀerentialglei-
chung. Multipliziert man die erste Gleichung mit u¯ν , die zweite mit −uµ und
addiert beide, so erha¨lt man
u′′µu¯ν − u¯′′νuµ = Gu¯µu¯ν − G¯uµuν = 2iIm {Gu¯µu¯ν} . (4.89)
Der Imagina¨rteil einer komplexen Gro¨ße F wird hierbei mit Im{F} bezeichnet.
Bildet man den Realteil von (4.89) und beachtet, daß sich die linke Seite als
totales Diﬀerential






















= 0 . (4.91)





= Cµν = −Cνµ (4.92)
mit den reellen Helmholtzkonstanten Cµν . Da die Diﬀerentialgleichung (4.86)
insgesamt vier linear unabha¨ngige Lo¨sungen besitzt, existieren sechs Lagrange–
Helmholtzsche Beziehungen. Dru¨ckt man die Lo¨sungen uν von (4.85) wieder durch









Fu¨r den Fundamentalbahnsatz mit den Anfangsbedingungen (4.83) erha¨lt man
Cαγ = −Cγα =
√
U∗ , Cαβ = −Cβα = 0 ,
Cβδ = −Cδβ =
√
U∗ , Cαδ = −Cδα = 0 ,
Cγδ = −Cδγ = − 2χ′(zi)
√
U∗ , Cβγ = −Cγβ = 0
(4.94)
als Helmholtz–Konstanten, wobei
U∗ = Φ∗(zi) (4.95)
das relativistisch korrigierte Potential auf der Achse in der Ebene zi bezeich-
net. Falls das axiale Magnetfeld B = −Ψ′ in der Startebene zi verschwindet,
verschwindet wegen χ′(zi) = 0 auch die Konstante Cγδ.
4.4.4 Nichtlinearer Anteil der Abbildung
Zur Berechnung der nichtlinearen Bahnanteile verwendet man das Verfahren der
sukzessiven Approximation. Ausgehend vom Fundamentalbahnsystem der par-




(ai +Gi[aj, κ, z]) · wi(z) . (4.96)
Hierbei werden die Parameter α, β, γ, δ und die Bahnen wα, wβ, wγ , wδ mit ai be-
ziehungsweise mit wi, i = 1, 2, 3, 4 bezeichnet. Zur kompakteren Darstellung wird
die abku¨rzende Schreibweise
g˜[aj, . . . ] := g˜(a1, a2, a3, a4, . . . ) (4.97)
fu¨r Funktionen der Parameter a1, a2, a3, a4 verwendet. Die reellen Variationsfunk-
tionen Gi werden formal in eine Potenzreihe





i [aj, κ, z] (4.98)
entwickelt, wobei die G
(r)
i homogene Polynome der Stufe r in den Entwicklungs-
parametern a1, a2, a3, a4 und κ sind. Die Summe der Exponenten von a1, a2, a3, a4
innerhalb eines Monoms wird als Seidelsche Ordnung und die Summe der Expo-
nenten von a1, a2, a3, a4 und κ als Stufe bezeichnet [52, 53].
Falls die optische Achse mit einer Elektronenbahn u¨bereinstimmt, verschwindet
der Term nullter Stufe G
(0)
i in der Summe (4.98). Der Vollsta¨ndigkeit halber
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werden jedoch bei der Beschreibung des allgemeinen Verfahrens auch mit einer
Elektronenbahn nicht u¨bereinstimmende Achsen mitbehandelt. Mit der Reihen-
entwicklung (4.98) ergibt sich als Potenzreihenentwicklung fu¨r w nach den Ent-
wicklungsparametern a1, a2, a3, a4 und κ
w[aj, κ, z] =
∞∑
r=0










Das homogene Polynom r–ter Ordnung w(r) wird mit Bahnsto¨rung r–ter Stufe
bezeichnet. Es besteht aus
Nr =
(




einzelnen Monomen. Die z–abha¨ngigen Koeﬃzienten der Monome bezeichnet man
als Fehlerbahnen. Es gibt 15 Fehlerbahnen 2. Stufe und 35 Fehlerbahnen 3. Stufe.
Das Polynom w(2) hat beispielsweise die Gestalt
w(2) = wαα α
2 + wαβ αβ + wαγ αγ + wαδ αδ + wακ ακ
+ wββ β
2 + wβγ βγ + wβδ βδ + wβκ βκ+ wγγ γ
2
+ wγδ γδ + wγκ γκ+ wδδ δ
2 + wδκ δκ+ wκκ κ
2 .
(4.102)
Es existiert eine Erweiterung dieses Verfahrens [54], das als zusa¨tzliche Entwick-
lungsparameter εi die Sta¨rken von Sto¨rmultipolen durch die Dejustierungen der
elektronenoptischen Elemente beru¨cksichtigt. In diesem verallgemeinerten Fall
wird die Summe der Exponenten eines Monoms in in a1, a2, a3, a4, κ und den
Sto¨rparametern εi als Rang bezeichnet. Zur Bestimmung der Entwicklungskoef-
ﬁzienten von (4.99) existieren zwei unterschiedliche analytische Verfahren.
Bahnmethode
Die Bahnmethode geht von der Taylorentwicklung der exakten Bewegungsglei-
chung (4.75) aus. Setzt man die Reihenentwicklung (4.99) in die Diﬀerential-


















s(r)[w(0), . . . , w(r−1), κ, z] .
(4.103)
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Die Terme s(r) enthalten dabei alle diejenigen Produkte von w(0), . . . , w(r−1)
und κ, die genau r–ter Stufe sind. Terme, in denen w(r) linear auftritt, kom-
men in s(r) nicht vor, da diese bereits in L[w(r), z] beru¨cksichtigt werden. Diese
Bedingungsgleichung muß fu¨r jede Entwicklungsordnung erfu¨llt sein:
L[w(r), z] = s(r)[w(0), . . . , w(r−1), κ, z] , r = 0, . . .∞ . (4.104)
Fu¨hrt man durch die Substitution
{ ai → βai , κ→ βκ } ⇒ w(r) → βrw(r) (4.105)





u¨ber. Der Sto¨rterm s(r) entspricht dem Taylorglied r–ter Ordnung der Entwick-

























Es werden nur Entwicklungsordnungen σ(k) mit k ≤ r beru¨cksichtigt, da nur diese






























erha¨lt man fu¨r die Taylorentwicklung von σ(k) nach den Variablen




























σ(k)[w(1), κ, z] .
(4.110)
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Innerhalb der Exponentialfunktion wird nur bis zur Stufe r − k + 1 summiert,
da alle Summenglieder mit h > r − k + 1 nur Terme mit gro¨ßerer Stufe als r
erzeugen.
Setzt man (4.100) in (4.104, 4.76) ein und beachtet die Linearita¨t von L[w, z] in






























= s(r)[w(0), . . . , w(r−1), κ, z] .
(4.112)
Der Real– und der Imagina¨rteil dieser komplexen Diﬀerentialgleichung bilden ein





der vier reellen Variationsfunktionen. Dieses System ist unterbestimmt,
so daß wir noch zwei zusa¨tzliche reelle oder eine komplexe Diﬀerentialgleichung




frei vorgeben ko¨nnen. Sinnvollerweise wa¨hlt







wi = 0 , (4.113)















wi = 0 (4.115)
eine mo¨glichst einfache Gestalt annimmt. Subtrahiert man das Produkt von
Gleichung (4.115) mit dem Faktor
√
Φ∗(w¯′µ + 2iχ
′w¯µ) vom Produkt von (4.114)
mit
√
Φ∗w¯µ, so erha¨lt man ein komplexes Gleichungssystem, dessen Realteil sich
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Fu¨r beliebige Fundamentalbahnen muß man die Matrix Cνµ invertieren, um die




zu isolieren. Im Fall der gewa¨hlten
Fundamentalbahnen mit den Anfangsbedingungen (4.83) sind nur die Helmholtz-
konstanten Cαγ = −Cγα =
√
U∗ und Cβδ = −Cδβ =
√
U∗ von Null verschieden,
falls die Startebene zi innerhalb eines magnetfeldfreien Bereiches liegt. In diesem










































Beachtet man bei der Integration dieser Gleichungen, daß die Bahnsto¨run-
gen r–ter Stufe w(r) fu¨r alle r 	= 1 in der Startebene zi verschwinden sollen, so











































+ δr1 (αwα + βwβ + γwγ + δwδ) .
(4.118)
Mit Hilfe dieser Formel la¨ßt sich die Bahnsto¨rung r–ter Stufe aus allen
vorhergehenden Bahnsto¨rungen niedrigerer Stufe w(0), . . . , w(r−1) berechnen.
Falls die Achse mit einer Elektronenbahn u¨bereinstimmt, so verschwindet we-
gen s(0) = σ(0) = 0 die Bahnsto¨rung nullter Ordnung w(0), die ja gerade die Ab-
weichung der wahren Bahn eines mit Sollenergie in der Startebene zi axial ein-
fallenden Elektrons von der optischen Achse beschreibt. Mit









Uκ =: s˜(1)κ (4.119)
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erha¨lt man fu¨r die Bahnsto¨rung erster Stufe













































Die Bahn κwκ beschreibt die Abweichung von der optischen Achse axial in
der Ebene zi startender Elektronen (w(zi) = 0, w
′(zi) = 0), deren Energie sich
um κE0 von der Sollenergie E0 unterscheidet. Sie ist nur bei Vorhandensein elek-
trischer und/oder magnetischer Dipolfelder von Null verschieden.
Eikonalmethode
Im Gegensatz zur Bahnmethode wird bei der Eikonalmethode zuerst die reelle
Variationsfunktion µ (4.65) nach Durchfu¨hrung der Substitution (4.70) in eine
Potenzreihe
µ[w, κ, z] =
∞∑
r=0
µ(r)[w, κ, z] (4.122)








auf (4.122) angewendet. Jede Entwicklungsordnung µ(r) muß dabei die Gleichung
(Eµ)(r) = Eµ(r+1) = 0 , r = 0, . . . ,∞ (4.124)









Hierbei wurde L[w, z] so normiert, daß der Vorfaktor vor w′′ Eins ist. Aufgrund
der Struktur der reellen Funktion µ treten keine linearen Anteile in w¯′ und w¯′′
auf. Mit der Deﬁnition
µE := µ− µ(2)|κ=0 (4.126)
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erha¨lt man fu¨r die Taylorentwicklung der exakten Bahngleichung




EµE[w, κ, z] . (4.127)
In µE sind alle in w, w¯, w
′, w¯′ linearen Terme von µ beseitigt. Die lineare
Ordnung L[w, z] der Eikonalmethode unterscheidet sich durch das Fehlen der
letzten Zeile vom L[w, z] (4.76) der Bahnmethode. Falls die Achse mit ei-
ner Elektronenbahn u¨bereinstimmt, verschwindet diese Zeile im Ausdruck fu¨r
das L[w, z] der Bahnmethode. Dann ergeben sich fu¨r beide Methoden die gleiche
paraxiale Bahngleichung (4.81) und somit auch das gleiche Fundamentalbahnsy-
stem wi, i = 1, 2, 3, 4.
Wie bei der Bahnmethode wird die exakte Lo¨sung formal nach Potenzen der
Anfangsposition und –steigung ai, i = 1, 2, 3, 4 in der Startebene zi sowie der re-
lativen Energieabweichung κ entwickelt. Setzt man (4.99) in µ ein und sortiert





m(r)[ai, κ, z] (4.128)


















Mit der sich aus




ergebenden Beziehung ∂w/∂w(1) = 1 erha¨lt man fu¨r die Euler–Lagrange Glei-
chung
Eµ = E (1)µ =
∞∑
r=0
E (1)m(r) , (4.131)
mit dem dem Diﬀerentialoperator







Da E (1) die Stufe gerade um eins vermindert, ergibt sich die r–te Stufe von Eµ zu
(Eµ)(r) = E (1)m(r+1) = 0 , r = 0, . . . ,∞ . (4.133)
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Die r–te Stufe des Terms Eµ(2)|κ=0 entha¨lt die linearen Glieder in w(r) und la¨ßt
sich aus m(2) durch
(Eµ(2)|κ=0)(r) =
{
E (1)D(r)m(2) fu¨r r > 1
E (1)m(2)|κ=0 fu¨r r = 1
(4.134)
bestimmen. Der Diﬀerentialoperator D(r) ersetzt in allen in m(2) vorkommenden
Produkten, die nur die Bahngro¨ßen w(1), w¯(1), . . . sowie κ in erster Stufe enthal-
ten, eine Gro¨ße w(1) durch w(r). Die anschließende Anwendung von E (1) sorgt
wegen r 	= 1 dafu¨r, daß alle entstandenen Anteile mit w(r)κ, w¯(r)κ, . . . wegfallen
und aus den Anteilen mit w(r)w(1), w(r)w(1), . . . in w(r) lineare Terme entstehen.
Dieser Mechanismus zur Aussortierung von in κ linearen Anteilen funktioniert
jedoch nicht im Falle r = 1, weswegen die obige Fallunterscheidung notwendig
wird.









E (1)m(1) = σ(0) (4.135)
ist identisch mit dem Term nullter Ordnung (4.80) der Bahnmethode. Nur falls
































das gleiche Resultat (4.119) wie im Falle der Bahnmethode. Im Falle r > 1 ergibt
sich fu¨r die r–te Stufe der Bahngleichung (4.127)
L[w(r), z] = S(r)[w(0), . . . , w(r−1), κ, z] , (4.137)
wobei der Sto¨rterm














wie s(r) im Falle der Bahnmethode nur von den Bahnsto¨rungen bis zur Stu-
fe (r − 1) abha¨ngt. Aus m(r+1)E werden durch Subtraktion von D(r+1)m(1) alle
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Terme linear in w(r+1) entfernt, da diese durch Anwendung des Operators E (1)
ohnehin wegfallen.
Analog zur Vorgehensweise in der Bahnmethode gelangt man u¨ber die Variati-
on der Konstanten zur Gleichung (4.116), bei der s(r) durch S(r) ersetzt wird.
Integriert man die entstehende Gleichung u¨ber z und fu¨hrt man zusa¨tzlich ei-



























Die obere Grenze des Randterms liefert keinen Beitrag zur Bahnsto¨rung r–ter
Stufe [56] und wird daher weggelassen. Mit Hilfe der Beziehungen
∂aµw




(r+1) fu¨r h 	= 1 und h 	= r
(4.140)























Hierbei braucht man nur bis r−1 zu summieren, weil aus mE bereits alle Terme,






erha¨lt man unter Beru¨cksichtigung der Beziehung
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Da sa¨mtliche Bahnsto¨rungen w(h) mit h > 1 und deren Ableitungen w(h)
′
so
gewa¨hlt werden, daß sie fu¨r beliebige Werte der aµ, µ = 1, 2, 3, 4 in der Startebene
identisch verschwinden, gilt auch
∂aµw¯
(h)|z′=zi = 0 . (4.146)
Deshalb verschwindet der zweite Randterm an der unteren Integrationsgren-
ze z′ = zi in (4.145). Der zweite Randterm an der oberen Integrationsgrenze z′ = z
tra¨gt zu Bahnsto¨rungen dritter und ho¨herer Stufe bei, falls sa¨mtliche niedrigeren
Bahnsto¨rungen nicht identisch verschwinden. Liegt die Startebene zi in einem
feldfreien Bereich und verschwindet dort die Kru¨mmung der Achse, erha¨lt man













Dieser Randterm tra¨gt nur zum Farbfehler bei. Fu¨r den Satz von Fundamen-











(α + γw′γi)wα − (β + δw′δi)wβ
}
, (4.148)
da auch die Ableitung der Dispersionsbahn in der Startebene z′ = zi verschwin-
det. Alle mit dem Index i versehenen Gro¨ßen geben den zugeho¨rigen Wert in der
Startebene an.
Die Eikonalmethode hat den Vorteil, daß sich abgesehen von den Farbfehlern
alle Bahnsto¨rungen niedrigster Ordnung als
”
Gradient“ eines reellen Polynoms
ergeben. Dadurch lassen sich lineare Zusammenha¨nge zwischen den komplexen
Fehlerbahnen ableiten lassen, die beispielsweise zur U¨berpru¨fung von berechneten
Fehlerbahnen sehr nu¨tzlich sind. Bei ho¨heren Stufen stellt jedoch die Randterm-
behandlung eine mo¨gliche Fehlerquelle dar, so daß sich der Einsatz der Bahn-
methode empﬁehlt. Durch den Einsatz moderner Computeralgebrasysteme wie
Maple c© oder Mathematica c© ko¨nnen Flu¨chtigkeitsfehler bei der Berechnung der




Um das Design mo¨glichst einfach zu halten, ist es sinnvoll, sich auf eine tor-
sionsfreie optische Achse zu beschra¨nken. Diese liegt dann im Raum innerhalb
einer Ebene, die wir als xz–Ebene unseres Koordinatensystems wa¨hlen. Damit
ein Elektron, das la¨ngs der optischen Achse ﬂiegt, die xz–Ebene nicht verla¨ßt,
muß die y–Komponente des elektrischen Feldes verschwinden. Dies ist nur dann
erfu¨llt, wenn in diesem System fu¨r das Potential
ϕ(x, y, z) = ϕ(x,−y, z) (5.1)
gilt. Diese Symmetrie wird als Einschnittsymmetrie bezeichnet und ist in Abbil-
dung 5.1 verdeutlicht.
5.1 Aufbau und Anordnung der Ablenkelemen-
te
Der Monochromator sollte aus Gru¨nden der technischen Realisierbarkeit nur aus
elektrostatischen Komponenten bestehen (vergleiche Kapitel 3). Er muß aus di-
spersiven Elementen aufgebaut sein, da die Elektronen nach ihrer Energie ra¨um-
lich getrennt werden mu¨ssen, um eine Filterung zu ermo¨glichen. In einem rein
elektrostatischen System tritt starke Dispersion nur bei Anwesenheit von Dipol-
feldern auf (siehe Gleichungen (4.119) und (4.121)). Die optische Achse ist daher
gekru¨mmt.
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Mit Hilfe der Potentialentwicklung (4.32) la¨ßt sich zeigen, daß fu¨r Systeme mit
Einschnittsymmetrie aufgrund der Beziehung (5.1) sa¨mtliche Multipolkomponen-
ten Φi entlang der optischen Achse reell sind.
Aus Gru¨nden der Stabilita¨t der Mikroskopsa¨ule sowie der Justierung des Mi-
kroskops sollte der Monochromator geradsichtig sein, so daß die optische Achse
des Systems durch den Monochromator weder versetzt noch in ihrer Richtung
gea¨ndert wird. Die Kru¨mmungen und Versetzungen der optischen Achse inner-
halb des Monochromators mu¨ssen daher in der Ausgangsebene wieder kompen-
siert sein.
Um die Bildfehler des Monochromators mo¨glichst klein zu halten ist es sinnvoll,
die Elektroden symmetrisch zu einer Ebene senkrecht zur Ebene der Einschnitt-
symmetrie anzuordnen. Als Grundaufbau fu¨r den Monochromator wurde die in
Abbildung 5.2 skizzierte Anordnung aus zwei Paaren elektrostatischer Sektor-
feldablenker gewa¨hlt. Beide Paare sind jeweils symmetrisch zu der gemeinsamen
Symmetrieebene zs angeordnet. Das Dipolfeld eines Ablenkers lenkt Elektronen
der Sollenergie und damit auch die optische Achse um den Winkel φ von der
urspru¨nglichen Richtung ab. Die Ablenker sind dabei relativ zueinander so po-
sitioniert, daß die Achse die Form eines Omegas aufweist. Die Ebene, die die
Achse entha¨lt, ist die Ebene der Einschnittsymmetrie. Sie wird im folgenden als
horizontaler Ω–Schnitt bezeichnet.

































Abbildung 5.2: Aufbau des Monochomators.
5.2 Sektorfeldablenker in SCOFF–Na¨herung
Fu¨r einen toroidfo¨rmigen Ablenker mit Einschnittsymmetrie (Abbildung 5.3) ist
die Potentialverteilung um seine Mittelachse rotationssymmetrisch. Als Entwick-
lungsachse fu¨r das Potential wa¨hlt man zweckma¨ßigerweise einen Kreis in der
Ebene der Einschnittsymmetrie mit dem Radius R und dem Mittelpunkt auf der
Mittelachse. Aufgrund der Rotationssymmetrie sind das Achspotential Φ und alle
ho¨heren Multipolmomente Φi, i > 0 entlang dieser Achse konstant.
In Kapitel 4 wurde gefordert, daß die Entwicklungsachse auch gleichzeitig eine
mo¨gliche Bahn fu¨r Elektronen der Sollenergie E0 = eU sein soll. Daher mu¨ssen
die Potentiale auf den Elektroden so gewa¨hlt werden, daß entlang der Entwick-
lungsachse ϕ = Φ = U gilt. Außerdem ist das notwendige Dipolmoment Φ1 durch











60 KAPITEL 5. GRUNDAUFBAU DES MONOCHROMATORS
durch den Radius R und das Achspotential Φ = U festgelegt.
Schneidet man einen Sektor als Ablenker aus dem Toroiden heraus, bleibt in
der inneren Zone des Sektorablenkelements – fern von der Eintritts– und der
Austrittskante – das Potential in guter Na¨herung gleich dem Potential des Voll-
toroiden. Bei der Sharp Cut–Oﬀ Fringe Field Na¨herung (SCOFF) nimmt man
an, daß das Potential im Sektor zwischen Ein– und Austrittskante mit dem des
Volltoroiden u¨bereinstimmt. An den Kanten geht das Potential abrupt in das als














Abbildung 5.3: Toroidfo¨rmiger Ablenker.
Der Ablenker wird so justiert, daß die optische Achse des Systems gerade im Ab-
stand R vom Mittelpunkt des Ablenkers senkrecht auf die Eintrittsebene triﬀt.
Dann geht die Achse im Rahmen der SCOFF–Na¨herung an der Eintrittsebene
unmittelbar in einen Kreisbogen mit Radius R u¨ber. Die Achse verla¨ßt den Ab-
lenker wieder senkrecht zur Austrittsebene und im Abstand R zum Mittelpunkt
des Ablenkers. Die optische Achse setzt sich daher in SCOFF–Na¨herung aus Ge-
raden und Kreisbo¨gen zusammen wie in Abbildung 5.2 gezeigt. Das Potential
entlang der Achse bleibt dabei konstant.
Die Form des Querschnittsproﬁls der Elektroden bestimmt die Multipolkompo-
nenten ho¨herer Ordnung entlang der optischen Achse und damit auch die pa-
raxialen Abbildungseigenschaften des Systems.
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5.3 Berechnung der Elektrodenformen
Fu¨r den Spezialfall konstanter Multipolmomente Φi = const. entlang einer Achse
mit konstanter komplexer Kru¨mmung Γ = const. lassen sich nach [57] explizi-
te Ausdru¨cke fu¨r die Koeﬃzienten bµν der Potentialentwicklung (4.25) aus der
Rekursionsformel (4.27) gewinnen. Allerdings sind die in [57] angegebenen Aus-
dru¨cke fu¨r die Entwicklungskoeﬃzienten bµν fehlerhaft. Die korrekten Koeﬃzien-


































wobei bµν = b¯νµ gilt. Die Koeﬃzienten fu¨r µ = 0 oder ν = 0 sind durch die Bezie-
hung (4.31) mit den Multipolmomenten verknu¨pft.
Der Spezialfall konstanter reeller Kru¨mmung Γ = κ = 1/R und konstanter re-
eller Multipolmomente entlang der Achse entspricht gerade dem toroidfo¨rmigen
Ablenker mit Einschnittsymmetrie und kreisfo¨rmiger Entwicklungsachse aus dem
















mit den normierten reellen Koeﬃzienten




































Das konstante Potential entlang der Achse ist hierbei mit Φ(z) = U bezeichnet.














wird die Potentialberechnung vereinfacht. Sie erfolgt unabha¨ngig von der abso-
luten geometrischen Gro¨ße und vom Potential entlang der Achse. Die Lo¨sung
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des normierten Potentialproblems fu¨r jeden Ablenker kann nachtra¨glich mit Hilfe
von (5.6) auf eine beliebige geometrische Gro¨ße und ein beliebiges Achsenpoten-
tial skaliert werden.
Die geometrische Form einer Elektrode des Toroidablenkers ist durch die nor-









eindeutig bestimmt. Sollen beispielsweise Elektrodenspannungen von
Uˆ
(±)
E = (U ±∆U)/U verwendet werden, so wa¨hlt man als Elektrodenoberﬂa¨chen
die aus der expliziten Reihenentwicklung (5.4) folgenden A¨quipotentialﬂa¨chen
fu¨r ϕˆ = Uˆ
(±)
E .
5.4 Sektorfeldablenker mit realen Randfeldern
In der Realita¨t geht das rotationssymmetrische Toroidpotential im Inneren des
Ablenkers allma¨hlich in das konstante Potential ϕ = U im Außenraum u¨ber.
Der Ablenker weist im Betrieb eine endliche Gesamtladung auf. Das Potential
des Ablenkers klingt deshalb nur langsam in großer Entfernung mit dem Inversen
des Abstands auf Null ab.
In der Praxis ist es sinnvoll, das Feld eines Ablenkers mit einem auf dem Poten-
tial U liegenden Geha¨use abzuschirmen, so daß die Felder zweier Ablenker sich
gegenseitig nicht beeinﬂussen. Vor der Eintritts– und nach der Austrittskante
beﬁnden Feldblenden mit runden O¨ﬀnungen, um den Elektronenstrahl durchzu-
lassen. Jeder Ablenker kann somit als unabha¨ngiges Element behandelt werden.
Dies reduziert die Rechenzeit und den Speicherplatz fu¨r die Feldsimulation und
die Berechnung der elektronenoptischen Eigenschaften deutlich. Das Randfeld
kann durch Vera¨nderung des Abstands der Blenden von den Kanten der Ablen-
ker beeinﬂußt werden.
In den Randfeldzonen geht die reale Achse nicht abrupt sondern allma¨hlich von
der Geraden in die Kreisbahn u¨ber. Hierbei verla¨ßt ein axiales Elektron auch die
A¨quipotentialﬂa¨che ϕ = U . Deshalb weicht das Achspotential Φ im Randfeldbe-
reich leicht vom Sollpotential U ab. Bei der Aufstellung der paraxialen Bahnglei-
chung und der Bestimmung der Bildfehler ho¨herer Ordnung wird daher Φ nicht
als konstant angenommen.
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Ohne Feldblenden wird die Achse durch das weit herausquellende Randfeld zu
stark abgelenkt. Daher ist die Gesamtumlenkung der Achse gro¨ßer als der Sek-
torwinkel φ. Um die optische Achse auf die Kreisbahn mit Radius R im Inneren
des Ablenkers einzufa¨deln, muß man wie in Abbildung 5.4 skizziert unter einem
endlichen Winkel und Abstand zur SCOFF–Achse in den Ablenker einstrahlen.
Durch geeignete Wahl des Abstandes d der Feldblenden von den Sektorkanten
und der lateralen Position der kreisfo¨rmigen Blendeno¨ﬀnungen gegenu¨ber der
SCOFF–Achse kann das Randfeld so stark geda¨mpft werden, daß die Achse beim
Eintritt in den Ablenker zwar mit einem Versatz δx, jedoch parallel zur SCOFF–
Achse verla¨uft (Abbildung 5.5). Der Umlenkwinkel der optischen Achse ist dann
gerade gleich dem Sektorwinkel. Hierdurch wird die elektronenoptische Justierung
betra¨chtlich erleichtert. Zur Bestimmung des beno¨tigten Blendenabstandes d und
des Strahlversatzes δx ist eine numerische Simulation des Randfeldes notwendig.
Positioniert man den zweiten Ablenker so, daß seine SCOFF–Achse gegenu¨ber
der SCOFF–Achse des ersten Ablenkers um δx1+δx2 versetzt ist (Abbildung 5.6),
bleibt die Omega–Form der Achse erhalten.
Diejenige Ebene vor der Eintrittsblende des ersten Ablenkers, in der das Ablenk-
feld gerade auf ein vernachla¨ssigbares Maß (Φˆ1 < 10
−5) abgeklungen ist, wird im
folgenden als Eingangsebene des Monochromators bezeichnet (Abbildung 5.6).
Die zur Symmetrieebene zs spiegelsymmetrische Ebene unmittelbar hinter der
Austrittsblende des vierten Ablenkers heißt Ausgangsebene. Die Positionen der
Eingangs– und der Ausgangsebene werden mit ze beziehungsweise za bezeichnet.
















Abbildung 5.5: Optische Achse in einem Ablenker mit justierter Feldblende.



















Abbildung 5.6: Justierung der Ablenker zur Fa¨delung der Achse.




6.1 Paraxiale Bahngleichungen bei Einschnitt-
symmetrie
Zur Beschreibung der Teilchenbewegung wird im folgenden das mit der optischen
Achse mitgefu¨hrte Koordinatensystem aus Abschnitt 4.1 verwendet. Die Orientie-
rung der Koordinatenachsen ist in der Abbildung 5.2 sowohl fu¨r den Ω–Schnitt als
auch die Elektrodenquerschnitte eingezeichnet. Innerhalb des zweiten Ablenkers
zeigt die x–Achse vom Kru¨mmungsmittelpunkt der Bahn weg. Diese von der in
Abschnitt 4.1 eingefu¨hrten Konvention abweichende Orientierung ist notwendig,
um einen stetigen U¨bergang des Koordinatensystems vom ersten zum zweiten
Ablenker zu gewa¨hrleisten. Auch im mitbewegten Koordinatensystem fa¨llt der
xz–Schnitt stets mit dem horizontalen Ω–Schnitt zusammen.
Aufgrund der niedrigen Elektronenenergien von einigen Kilovolt kann nichtrela-
tivistisch gerechnet werden. Mit Hilfe der Substitutionen
Φ∗ → Φ , Λ→ 1 (6.1)
erha¨lt man aus der in Kapitel 4 entwickelten relativistisch korrekten Theorie den






















w¯ = 0 . (6.2)
67
68 KAPITEL 6. PARAXIALER STRAHLENGANG UND DISPERSION
Hierbei ist beru¨cksichtigt, daß aufgrund der Einschnittsymmetrie sowohl das Di-
polmoment Φ1 als auch das Quadrupolmoment Φ2 reell sind.
Geht man mit Hilfe von (4.16) zur reellen Schreibweise u¨ber, so ergeben sich zwei
































y = 0 .
(6.3)
Fu¨r jeden Schnitt existieren somit zwei linear unabha¨ngige Fundamentallo¨sungen
xα und xγ beziehungsweise yβ und yδ. Hierbei bestehen die Beziehungen
wα := xα , wγ := xγ , wβ := iyβ , wδ := iyδ (6.4)
zwischen den komplexen und den reellen Fundamentallo¨sungen. Die Entkopp-
lung der Schnitte ist vorteilhaft fu¨r die Formulierung der Bedingungen fu¨r den
astigmatischen Strahlengang.
Fu¨r die dispersive Bahn (4.121) erha¨lt man
















xα dz˜ . (6.5)
Die dispersive Bahn xκ verla¨uft dabei vollsta¨ndig im xz–Schnitt. Hierbei wur-
de ein Fundamentalbahnsatz vorausgesetzt, der die Bedingungen (4.94) an die
Helmholtzkonstanten erfu¨llt.
Zur Formulierung der elektronenoptischen Bedingungen ist es sinnvoll, auch die
Fundamentalbahnen symmetrisch oder antisymmetrisch zur Ω–Symmetrieebe-
ne zs zu wa¨hlen.
6.2 Dispersive Bahn und Filterebene
Vor der Eingangsebene ze des Monochromators entspricht die dispersive Bahn
der optischen Achse, da dort keinerlei Dipolfelder auftreten. Da der Monochro-
mator insgesamt dispersionsfrei sein soll, muß die dispersive Bahn auch hinter
der Ausgangsebene za wieder mit der optischen Achse u¨bereinstimmen. Dies be-
deutet, daß in der Ausgangsebene sowohl die dispersive Bahn selbst wie auch ihre
erste Ableitung verschwinden mu¨ssen. Da der Monochromator in der Symmetrie-
ebene zs eine mo¨glichst große Dispersion aufweisen soll, ist dies nur durch eine
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bezu¨glich der Symmetrieebene symmetrische dispersive Bahn zu erfu¨llen. Dies ist
gleichbedeutend mit der Forderung
xκ
′(zs) = 0 , xκ(zs) 	= 0 . (6.6)
Der geforderte qualitative Verlauf der dispersiven Bahn ist in Abbildung 6.1 dar-









Abbildung 6.1: Verlauf der dispersiven Bahn.
6.3 Virtuelle stigmatische Abbildung mit astig-
matischem Strahlengang
Der Monochromator soll ein Zwischenbild der Quelle mit der Vergro¨ßerung Eins
abbilden. Da außerdem zur Minimierung des Boersch–Eﬀekts das stigmatische
Eintrittsquellbild virtuell sein soll, muß die Ebene zi des Eintrittsquellbildes in-
nerhalb des Monochromators liegen. Die Kondensorlinse bildet die Quelle dabei
in eine Ebene mit dem Abstand L hinter der Eingangsebene ze ab, die aber vom
realen Strahl aufgrund der Ablenkfelder des Monochromators nie erreicht wird.
Die Nullstellen der axialen Bahnen legen nach Abschnitt 4.4.2 die Positionen der
Zwischenbilder fest. Die Bahnen xα und yβ verlaufen daher vor Eingangsebene so,
daß ihre asymptotischen Fortsetzungen beide die Mikroskopachse im Abstand L
hinter der Eingangsebene schneiden. Dies ist in Abbildung 6.2 skizziert.
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Um die Energieﬁlterung in der Symmetrieebene zs durchfu¨hren zu ko¨nnen, ist es
notwendig, daß dort zumindest im xz–Schnitt ein Bild der Quelle liegt. Daher
muß die Bedingung
xα(zs) = 0 (6.7)
gelten. Die xα–Bahn verla¨uft somit antisymmetrisch bezu¨glich der Symmetrie-
ebene zs. Die gerade Ru¨ckprojektion des hinter dem Monochromator liegenden
Abschnitts der xα–Bahn schneidet die Mikroskopachse in einer Ebene zf , die sich
im Abstand L vor der Ausgangsebene beﬁndet.
Um in dieser Ebene ein virtuelles stigmatisches Austrittsquellbild zu erhalten,
muß auch die Ru¨ckprojektion der yβ–Bahn dort eine Nullstelle aufweisen. Dies
ist genau dann erfu¨llt, wenn die yβ–Bahn bezu¨glich der Selektionsebene entweder
antisymmetrisch oder symmetrisch verla¨uft. Mo¨chte man eine stigmatische Abbil-
dung der Quelle in die Symmetrieeben vermeiden, muß die yβ–Bahn symmetrisch
verlaufen. Dies ist gleichbedeutend mit der Forderung
yβ
′(zs) = 0 . (6.8)
Damit ist auch yβ(zs) 	= 0 sichergestellt. Der prinzipielle Verlauf der axialen
Bahnen an den Schlu¨sselstellen ist in Abbildung 6.2 ausschnittweise skizziert.














Abbildung 6.2: Verlauf der axialen Bahnen.
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6.4 Runde Emissionscharakteristik der Quelle
Es ist fu¨r die weiteren Analysen sinnvoll, auch die Feldbahnen des Systems sym-
metrisch oder antisymmetrisch zur Symmetrieebene zs zu wa¨hlen. Aufgrund der
linearen Unabha¨ngigkeit von axialer Bahn und Feldbahn ko¨nnen nicht beide in
der gleichen Ebene eine Nullstelle besitzten. Da die xα–Bahn antisymmetrisch
verla¨uft, muß die xγ–Bahn symmetrisch sein. Die yδ–Bahn ist hingegen aufgrund
des symmetrischen Verlaufs der yβ–Bahn antisymmetrisch (Abbildung 6.3).
Zusa¨tzlich zur runden Gesamtabbildung des Systems ist es zweckma¨ßig, bei der
Abbildung auch die rotationssymmetrische Strahlcharakteristik der Quelle zu er-
halten. Der Strahl soll hinter der Ausgangsebene im xz–Schnitt die gleiche Raum-
winkelverteilung aufweisen wie im yz–Schnitt. Ein Fla¨chenelement der virtuellen
Austrittsquelle, das auf der x–Achse in einem Abstand d vom Quellbildmittel-
punkt entfernt liegt, muß dazu unter dem gleichen Winkel zur Achse emittieren
wie ein Fla¨chenelement mit Abstand d auf der y–Achse. Da der Wert der Feldbahn
den Emissionsort und die Steigung der Feldbahn die mittlere Emissionsrichtung










Aufgrund der unterschiedlichen Symmetrien der Feldbahnen wird das virtuelle
Eintrittsquellbild bei der Abbildung an der x–Achse gespiegelt.












Abbildung 6.3: Verlauf der Feldbahnen.





Der Verlauf der optischen Achse wird in SCOFF–Na¨herung durch die in Abbil-
dung 7.1 eingezeichneten sechs Parameter
L, ∆, S, φ, R1, R2 (7.1)
eindeutig festgelegt. Hierbei wird das Vorzeichen von L so gewa¨hlt, daß das Ein-
trittsquellbild fu¨r ein negatives L virtuell ist.
Zur Berechnung der Fundamentalbahnen und zur Formulierung der elektronenop-














, R := R1, φ (7.2)





verwendet. Alle La¨ngen– und Abstandsparameter sind auf die La¨ngeR1 des ersten
Ablenkers normiert. Die Wahl von R1 als Normierungsla¨nge ist rein willku¨rlich.
Wie in den folgenden Abschnitten gezeigt wird, ko¨nnen im Rahmen der SCOFF–
Na¨herung alle Bahnen und Bedingungsgleichungen analytisch angegeben werden.
73
74 KAPITEL 7. ANALYTISCHE LO¨SUNG IN SCOFF–NA¨HERUNG
Durch die Wahl des normierten Parametersatzes kann man unmittelbar erken-
nen, ob eine Gro¨ße von der Skalierung des Systems abha¨ngt. Eine Gro¨ße ist genau
dann unabha¨ngig von der Skalierung, wenn ihr analytischer Ausdruck die Nor-















Abbildung 7.1: Geometrieparameter in SCOFF–Na¨herung.
7.2. PARAXIALE BAHNGLEICHUNGEN 75
Als Nullpunkt der Bogenla¨nge wa¨hlt man die Eintrittskante des ersten Ablenkers.
Die Abschnitte zwischen den Ablenkern und innerhalb der Ablenker entsprechen
den Intervallen
I1 := [−l, 0] : vor dem ersten Ablenker
I2 := [0, φ] : im ersten Ablenker
I3 := [φ, φ+ δ] : zwischen dem ersten
und zweiten Ablenker
I4 := [φ+ δ, δ + (1 + r)φ] : im zweiten Ablenker




entlang der abgewickelten normierten Achse.
7.2 Paraxiale Bahngleichungen
Das Potential entlang der Achse ist in der SCOFF–Na¨herung konstant. Sein Wert
betra¨gt Φ = U . Daher verschwinden alle Terme in der paraxialen Bahngleichung
die Φ′ oder Φ′′ enthalten. Das Dipol– und das Quadrupolmoment sind entlang
der kreisbogenfo¨rmigen Achsabschnitte in den Ablenkern konstant und außerhalb
Null. Außerhalb der Ablenker reduziert sich die paraxiale Bahngleichung somit
auf die Diﬀerentialgleichung fu¨r eine Gerade:
x′′ = 0 . (7.5)
Die paraxialen Bahngleichungen (6.3) fu¨r den xz–Schnitt und den yz–Schnitt im






















, i = 1, 2 . (7.6)
Hierbei wurden die Dipolsta¨rken mit Hilfe der Beziehung (5.2) durch die Radi-
en R1 und R2 der optischen Achse im ersten beziehungsweise zweiten Ablenker
ersetzt.
Ist in der paraxialen Bahngleichung fu¨r einen Schnitt der Koeﬃzient von x oder y
positiv, so erha¨lt man sinus– beziehungsweise cosinusfo¨rmige Bahnen als Funda-
mentallo¨sungen. Das Element wirkt somit in diesem Schnitt fokussierend. Im Falle
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eines negativen Koeﬃzienten defokussiert das Element, da die Lo¨sungen dann Li-
nearkombinationen von sinus–hyperbolicus– und cosinus–hyperbolicus–fo¨rmigen
Bahnen sind.
Ein Ablenkelement, daß nur ein Dipol– aber kein Quadrupolmoment erzeugt,
fokussiert im xz–Schnitt und defokussiert im yz–Schnitt. Um einen mo¨glichst
achsnahen Strahlengang zu gewa¨hrleisten, ist es sinnvoll, das Quadrupolmoment
so zu wa¨hlen, daß beide Ablenkelemente in beiden Schnitten fokussieren. Hieraus













, i = 1, 2 (7.7)
fu¨r die Quadrupolmomente Φ2,i, i = 1, 2 im ersten und im zweiten Ablenker.
Fu¨r die dispersive Bahn (6.5) erha¨lt man in SCOFF–Na¨herung
wκ = xκ = −xα
∫ z
ze








0 : außerhalb der Ablenker
1
R1
: im ersten Ablenker
− 1
R2
: im zweiten Ablenker
. (7.9)
Das negative Vorzeichen im zweiten Ablenker ru¨hrt daher, daß das Dipolmoment
bei der in Abschnitt 6.1 gewa¨hlten Orientierung des mitgefu¨hrten Koordinaten-
systems im zweiten Ablenker negativ ist. Die Radien der Ablenker sind dagegen
stets positive Gro¨ßen.
Fu¨hrt man die normierten Parameter (7.2) ein, so mu¨ssen die paraxialen Bahn-
gleichungen auf Ableitungen bezu¨glich zˆ umgeschrieben werden. Hierbei ist es
zweckma¨ßig, auch die Bahnparameter α, γ, β, δ und κ sowie die zugeho¨rigen Fun-
damentalbahnen geeignet zu normieren.
Bei der Linearkombination (4.82) einer Lo¨sung aus den Fundamentalbahnen ge-
ben die Vorfaktoren der axialen Bahnen α und β die Startwinkel an. Diese sind
invariant gegenu¨ber einer Skalierung des Systems. Die Vorfaktoren γ und δ der
Feldbahnen hingegen haben die Dimension einer La¨nge, da sie den Startabstand
von der Achse festlegen. Sie skalieren somit mit der Gro¨ße des Systems. Die
Bahnparameter werden deshalb unterschiedlich normiert:
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Jede aus den Fundamentalbahnen durch Linearkombination bestimmte Gaußsche
Bahn weist die Dimension einer La¨nge auf und skaliert deshalb ebenfalls mit der
Gro¨ße des Systems. Um dies bei der gewa¨hlten Normierung (7.10) der Bahn-
parameter zu gewa¨hrleisten, mu¨ssen die Feldbahnen dimensionslos sein und die
axialen Bahnen die Dimension einer La¨nge aufweisen. Die Fundamentalbahnen








xˆγˆ(zˆ) := xγ(zˆR) , yˆδˆ(zˆ) := yδ(zˆR) .
(7.11)









, ν = γˆ, δˆ
(7.12)
verwendet. Die Normierung erha¨lt die Helmholtzkonstante, so daß die Vorausset-
































lauten die paraxialen Bahngleichungen im ersten und zweiten Ablenker
xˆ′′ + µ21xˆ = 0 , yˆ









yˆ = 0 . (7.15)
Hierbei wird fu¨r die Quadrupolsta¨rken die Gu¨ltigkeit der Bedingungen (7.7) vor-
ausgesetzt.
Die Koeﬃzienten µ1 und µ2 werden als Brechkra¨fte im xy–Schnitt und ν1 und ν2








2 = 2 , (7.16)
so daß die Angabe der Brechkraft in einem Schnitt ausreicht, um die Abbildungs-
eigenschaften eines Ablenkers in SCOFF–Na¨herung vollsta¨ndig zu beschreiben.
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Die allgemeinen Lo¨sungen fu¨r den xz– und den yz–Schnitt lauten innerhalb des
ersten Ablenkers
xˆ1 = a1 sin(µ1zˆ) + b1 cos(µ1zˆ)
yˆ1 = c1 sin(ν1zˆ) + d1 cos(ν1zˆ)
, a1, b1, c1, d1 ∈ R (7.17)
und innerhalb des zweiten Ablenkers
xˆ2 = a2 sin(
µ2
r




yˆ2 = c2 sin(
ν2
r




, a2, b2, c2, d2 ∈ R . (7.18)

















0 : außerhalb der Ablenker
1 : im ersten Ablenker
−1
r
: im zweiten Ablenker
. (7.21)
7.3 Fundamentalbahnen und dispersive Bahn
Aus den Lo¨sungen der paraxialen Bahngleichungen fu¨r die Einzelabschnitte lassen
sich die Gesamtlo¨sungen von der Eingangs– bis zur Symmetrieebene zs stu¨ckweise
zusammensetzen. An den Ablenkerkanten mu¨ssen die Lo¨sungen stetig diﬀeren-
zierbar ineinander u¨bergehen. Dann ist gewa¨hrleistet, daß die zweiten Ableitun-
gen der Lo¨sungen an den zˆ–Positionen der Ablenkerkanten nur endliche Spru¨nge
aber keine Pole in Form einer Delta–Distribution aufweisen.
Die axialen Bahnen werden so konstruiert, daß sie in der Ebene zi des Eintritts-
quellbildes im Abstand l vor der Eintrittskante des ersten Ablenkers die Achse
schneiden (siehe Abschnitt 6.3). Ein negatives l bedeutet ein virtuelles Eintritts-
quellbild. Beide Bahnen werden so normiert, daß sie in der Ebene zi die Steigung
Eins besitzen.
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Wie in Abschnitt 6.4 gefordert, werden die Feldbahnen symmetrisch beziehungs-
weise antisymmetrisch zur Symmetrieebene zs gewa¨hlt. In der Ebene des Ein-
trittsquellbildes werden beide Bahnen auf den Wert 1 normiert. Mit diesen Bah-
nen ergeben sich die Helmholtzkonstanten (4.94). Diese sind Voraussetzung fu¨r
die Gu¨ltigkeit der Dispersionsformel (7.20).
Die analytischen Ausdru¨cke fu¨r alle Fundamentalbahnen und die dispersive Bahn
sind in Anhang A angegeben.
80 KAPITEL 7. ANALYTISCHE LO¨SUNG IN SCOFF–NA¨HERUNG
7.4 Bedingungsgleichungen
Da die Fundamentalbahnen in der SCOFF–Na¨herung analytisch gegeben sind,
lassen sich auch die vier Bedingungen (6.6), (6.7), (6.8) und (6.9) analytisch
darstellen. Mit den Abku¨rzungen (A.3) und (A.5) erha¨lt man die Gleichungen:











M21 + δMs = 0 (7.22)











Ns +Nc − lν1N12 = 0 (7.23)
3. xˆα(zˆs) = 0 :
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Dies sind vier nichtlineare Gleichungen mit sieben freien Parametern
r, l, δ, s, µ1, µ2, φ . (7.26)
Da keine der Gleichungen die Normierungsla¨nge R = R1 mehr entha¨lt, ist das
Problem von der absoluten Skalierung unabha¨ngig. Um in vertretbarer Zeit alle
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ho¨chste Potenz von:
δ l s r
Bedingung 1 1 0 0 1
Bedingung 2 1 1 0 1
Bedingung 3 1 1 1 2
Bedingung 4 2 0 1 3
Tabelle 7.1: Ho¨chste vorkommende Potenzen der normierten La¨ngen in den Be-
dingungsgleichungen.
mo¨glichen Lo¨sungen berechnen und miteinander vergleichen zu ko¨nnen, ist eine
analytische Auﬂo¨sung des Gleichungssystems wu¨nschenswert.
Multipliziert man die Bedingungsgleichungen aus und beseitigt durch Umformung
alle Bru¨che, so treten in den vier Gleichungen die vier normierten La¨ngen
r, l, δ, s (7.27)
in Polynomform auf. Die Polynomkoeﬃzienten bestehen aus Produkten von
Sinus– und Cosinustermen, deren Argumente die Brechkra¨fte µ1 und µ2 sowie
den Umlenkwinkel φ in unterschiedlichen Kombinationen enthalten. Am aus-
sichtsreichsten erscheint eine Auﬂo¨sung des Systems nach den vier normierten
La¨ngen. Die Brechkra¨fte µ1 und µ2 sowie der Umlenkwinkel φ sind in diesem
Falle die freien Parameter des Systems.
In Tabelle 7.1 ist aufgetragen, mit welcher Potenz jede normierte La¨nge in den
ausmultiplizierten Bedinungsgleichungen ho¨chstens auftritt. Aus der ersten Be-
dinungsgleichung erha¨lt man einen linearen Zusammenhang zwischen δ und r. In
den u¨brigen Gleichungen la¨ßt sich hiermit δ durch r ersetzen. Die so modiﬁzierte
zweite Bedingung liefert eine lineare Beziehung zwischen l und r, mit deren Hilfe
man in Gleichung 3 l durch r ersetzen kann. Aus der dritten Bedingung la¨ßt sich
dann s als Polynom zweiten Grades von r schreiben. Ersetzt mit Hilfe dieser Be-
ziehung in der vierten Gleichung s durch r, so erha¨lt man nach la¨ngerer Rechnung
fu¨r die vierte Bedingungsgleichung eine quadratische Gleichung der Form
A(φ, µ1, µ2)r
2 +B(φ, µ1, µ2)r + C(φ, µ1, µ2) = 0 , (7.28)
Die Koeﬃzienten A,B und C sind Summen von Produkten aus Sinus– und Co-
sinusfunktionen und ha¨ngen von den Brechkra¨ften und dem Umlenkwinkel ab.
Zu jedem Tripel [µ1, µ2, φ] existieren mathematisch zwei Lo¨sungen fu¨r r. Fu¨r
eine gegebene Lo¨sung r sind die u¨brigen Parameter s, l, δ eindeutig bestimmt.
82 KAPITEL 7. ANALYTISCHE LO¨SUNG IN SCOFF–NA¨HERUNG
Sie lassen sich durch Umkehrung des oben skizzierten Weges sukzessive aus r
berechnen.
7.5 Physikalische Bedingungen an die Lo¨sungen
Damit eine Lo¨sung u¨berhaupt physikalisch sinnvoll ist, mu¨ssen die Absta¨nde δ
und s sowie das Radienverha¨ltnis r positiv und reell sein:
δ, s, r ∈ R , δ, s, r > 0 . (7.29)
Da wir eine virtuelle Abbildung der Quelle fordern muß l negativ und reell sein:
l ∈ R , l < 0 . (7.30)
Die Oberﬂa¨che der negativen Elektrode des ersten Ablenkers darf nicht u¨ber die
Symmetrieebene zs hinausragen. Ansonsten durchdringen sich die Innenra¨ume
des ersten und des vierten Ablenkers, was physikalisch sinnlos ist. Um dies zu
vermeiden muß
(1 + r) sinφ+ δ cosφ+ s− rmax > 0 (7.31)
gelten, wobei die normierte Gro¨ße rmax den gro¨ßten auftretenden Radius der
negativen Elektrode des ersten Ablenkers bezeichnet. Die Elektrodenform und
damit auch rmax wird durch die Wahl des Potentials auf der negativen Elek-
trode, der Brechkraft µ1 und der ho¨heren Multipolmomente Φi, i > 2 bestimmt
(Abschnitt 5.3).
Im Hoch– oder Ultrahochvakuum sind in der Praxis alle Potentialgradienten bis
zu 5 kV/mm problemlos beherrschbar. Potentialgradienten zwischen 5 kV/mm
und 10 kV/mm stellen bereits deutlich erho¨hte Anforderungen an die Reinheit
und Gla¨tte der Oberﬂa¨chen sowie an das Vakuum. Aus diesem Grund du¨rfen
bei einer maximalen Baula¨nge von 10 cm von der Eintrittkante des ersten bis zur
Austrittskante des vierten Ablenkers nirgends Potentialgradienten u¨ber 5 kV/mm
auftreten.
Außerdem sollten bei einer maximalen Baula¨nge von 10 cm die Absta¨nde δ und s
zwischen den Ablenkern beziehungsweise zwischen dem zweiten Ablenker und der
Selektionsblende mo¨glichst groß sein, damit genu¨gend Platz fu¨r die Feldblenden
vor und hinter den Ablenkern bleibt.
Um die Anzahl der beno¨tigten Spannungsquellen in vertretbaren Grenzen zu
halten, ist es wu¨nschenswert, fu¨r alle negativen und alle positiven Elektroden
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jeweils die gleiche Spannung gegen Erde zu verwenden. Diese Wahl ist auch aus
Gru¨nden der Betriebsstabilita¨t gu¨nstig, da dann die Spannungen fu¨r die verschie-
denen Ablenker nicht gegeneinander schwanken ko¨nnen. Fordert man konstante
Elektrodenpotentiale, so skaliert die Dimension eines Ablenkers linear mit dem
geforderten Radius R der Bahnkurve. Aus bautechnischen Gru¨nden sollten die
Gro¨ßen der Ablenker nicht zu stark voneinander abweichen. Daher sind Lo¨sungen
vorzuziehen, fu¨r die das Radienverha¨ltnis r mo¨glichst nahe bei 1 liegt.
Die Dispersion in der Symmetrieebene sollte so groß sein, daß die zur Filterung
notwendige Schlitzbreite keine bautechnischen Probleme bereitet. Um die notwen-
dige Dispersion bei mo¨glichst kleiner Baula¨nge zu erreichen, sollte die Dispersion
in der Selektionsebene normiert auf die Baula¨nge des Systems sollte mo¨glichst
groß sein.
Um dem Boersch–Eﬀekt entgegenzuwirken, sind Systeme mit mo¨glichst wenigen
Crossovern vorzuziehen. Zwei astigmatische Crossover in verschiedenen Schnitten
sollten nicht zu dicht aufeinander folgen und die linienfo¨rmigen Zwischenbilder der
Quelle sollten mo¨glichst lang sein, da hierdurch die Stromdichte in den Crossovern
und damit die Stoßwahrscheinlichkeit zwischen den Strahlelektronen sinkt.
7.6 Optimale analytische Na¨herungslo¨sung
Durch die analytische Darstellbarkeit der Lo¨sungen kann der komplette dreidi-
mensionale Lo¨sungsraum in vertretbarer Zeit nach denjenigen Lo¨sungen durch-
sucht werden, die den im vorherigen Kapitel aufgestellten Kriterien genu¨gen. Das
beste gefundene SCOFF–System ist in Abbildung 7.2 gezeichnet.
Betra¨gt der Bahnradius im ersten Ablenker R1 = 28,66 mm, so hat das System
gerade eine Baula¨nge von 10 cm. Bei einer Beschleunigungsspannung der Elek-
tronen von 3 kV erha¨lt man eine Dispersion von





Um die Energiebreite des Strahls auf ∆E = 0,3 eV zu reduzieren, ist eine Schlitz-
breite von D ·∆E = 6, 47 µm notwendig. Fu¨r ∆E = 0,2 eV betra¨gt die Schlitz-
breite 4.31 µm. Diese Schlitzbreiten sind problemlos realisierbar. Bei der Berech-
nung der Elektrodenquerschnittsﬂa¨chen wurden alle Multipolmomente Φi, i > 2
Null gesetzt. Die Fundamentalbahnen des Systems sind zusammen mit der di-
spersiven Bahn in Abbildung 7.3 aufgetragen.

































































































































































8.1 Anforderungen an die Feldsimulation
Um den Einﬂuß der Abbildungsfehler auf die Energieﬁlterung in der Symme-
trieebene und auf die Gro¨ße des virtuellen Austrittsquellbildes zu untersuchen,
beno¨tigt man die Fehlerbahnen (4.100) zweiter und dritter Ordnung des Systems.
Mit Hilfe der Fehlerbahnen dritter Ordnung kann man kontrollieren, wie gut die
Bildfehlerentwicklung im Falle des Monochromators konvergiert. Mit Hilfe der
Fehlerbahnen ist es auch mo¨glich, die Toleranzen fu¨r Fehljustierungen der Quel-
le und der Stromselektionsblende gegenu¨ber dem Monochromator abzuscha¨tzen.
Fehlerbahnen ho¨herer Ordnung sind bei den hier auftretenden Gro¨ßenordnungen
fu¨r den O¨ﬀnungswinkel des Bu¨ndels und die Ausdehnung der Quelle gegenu¨ber
den ersten beiden Fehlerordnungen vernachla¨ssigbar klein.
Die Darstellung (4.69) der Funktion f˜ entha¨lt genau eine Ableitung des Poten-
tials ϕ∗ nach der komplexen Bahnvariablen w. Somit ist die (r + 1)–te Entwick-
lungsordnung des Potentials die ho¨chste Ordnung, die noch zu σ(r) (4.79) und
damit auch zu s(r) (4.107) beitra¨gt. Eine Fehlerbahn r–ter Ordnung (4.100) ha¨ngt
daher von allen Multipolen bis (r + 1)–ter Ordnung ab.
Zur Berechnung der Fehlerbahn dritter Ordnung werden somit alle Multipolmo-
mente bis einschließlich des Oktupols Φ4 beno¨tigt. Wie man mit Hilfe von (4.31)
aus (4.28) erkennt, lassen sich die Multipole bezu¨glich einer Entwicklungsachse
87
88 KAPITEL 8. SEMIANALYTISCHE SIMULATION DER RANDFELDER









bestimmen. Da die Achse in der Ebene der Einschnittsymmetrie liegt, ist nur der
Realteil von Φν von Null verschieden. Schreibt man (8.1) auf Ableitungen nach
x und y um, so erha¨lt man die Beziehungen























Zur Berechnung der Bildfehler dritter Ordnung beno¨tigt man somit alle partiellen
Ableitungen nach x und y bis zur vierten Ordnung einschließlich.
Verwendet man eine auf ﬁniter Integration oder ﬁniten Elementen basierende
Methode zur Feldsimulation, so erha¨lt man nur Werte fu¨r das Potential an dis-
kreten Gitterpunkten. Um alle partiellen Ableitungen bis vierter Ordnung zu be-
stimmen, muß man viermal sukzessiv numerisch diﬀerenzieren. Der numerische
Fehler wa¨chst dabei mit jedem Diﬀerentiationsschritt an, da die zur Ableitung
beno¨tigten Werte zwischen den Gitterpunkten interpoliert werden mu¨ssen. Um
auch noch fu¨r die vierten Ableitungen hinreichend kleine relative Fehler von eini-
gen Prozent zu garantieren, muß das Raumgitter so extrem fein gewa¨hlt werden,
daß die beno¨tigte Rechenzeit drastisch anwa¨chst.
Fu¨r die gegebene Problemstellung ist das Verfahren der Ladungssimulation besser
geeignet, da es eine analytische Lo¨sung fu¨r das Feld im Raum liefert. Die Laplace–
Gleichung ist exakt erfu¨llt, die Randbedingungen jedoch nur na¨herungsweise.
Durch Diﬀerentiation der Ausdru¨cke fu¨r das Potential lassen sich alle beno¨tig-
ten Ableitungen auf der Achse – also weit weg von den Ra¨ndern – mit hoher
Genauigkeit berechnen.
8.2 Ersatzladungsverfahren
Gibt man sich die Potentiale Ui auf den Oberﬂa¨chen der Elektroden Ei vor, ist
die Lo¨sung der Laplace–Gleichung im Vakuum zwischen den Elektroden eindeutig
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bestimmt. Hierbei ist unwichtig, ob das Feld durch die realistische Ladungsdich-
teverteilung auf den Elektrodenoberﬂa¨chen oder durch eine andere, ersatzweise
angenommene ra¨umliche Ladungsverteilung erzeugt wird, solange seine A¨quipo-
tentialﬂa¨chen ϕ = Ui mit den Oberﬂa¨chen der Elektroden Ei u¨bereinstimmen.
Die Ersatzladungsverteilung muß im Inneren der Elektroden liegen, da nach Vor-
aussetzung das Vakuum außerhalb der Elektroden ladungsfrei ist.
Beim Ersatzladungsverfahren wird eine Na¨herungslo¨sung fu¨r das Potential im





qiϕi(r ) , (8.3)
die im Inneren der Elektroden liegen. Falls das Potential an der Position der La-
dungselemente keinen Pol aufweist, ko¨nnen sich die Elemente auch unmittelbar
auf den Elektrodenﬂa¨chen beﬁnden. Die Sta¨rke qi jedes Elements kann zuna¨chst
frei gewa¨hlt werden. Es werden nur solche Ladungselemente verwendet, deren
Potentialverteilung analytisch darstellbar ist. Ha¨uﬁg verwendete Elemente sind
beispielsweise Punktladungen oder – im rotationssymmetrischen Fall – ringfo¨rmi-
ge Ladungen.
Ziel ist es, die Sta¨rke jedes Elements so zu wa¨hlen, daß die Elektrodenoberﬂa¨chen
durch die A¨quipotentialﬂa¨chen von (8.3) mo¨glichst gut approximiert werden.
Hierzu gibt man sich soviele Kontrollpunkte rj auf den Elektrodenoberﬂa¨chen
vor, wie Ersatzladungen existieren. In den Kontrollpunkten fordert man, daß das
Potential gleich der an die jeweilige Elektrode angelegten Spannung ist. Dies ist ei-
ne Spezialisierung des allgemeineren Falls, bei der man in jedem Kontrollpunkt rj




qiϕi(rj) , j = 1, . . . , N . (8.4)
Hiermit ist das Problem auf ein lineares N ×N Gleichungssystem zuru¨ckgefu¨hrt.
Wie gut die Approximation des Potentials ist, ha¨ngt in erster Linie von der ge-
schickten Positionierung der Ersatzladungen im Elektrodeninneren ab. Um im
Falle von Punktladungen und Ringladungen eine hinreichend genaue Approxima-
tion des Potentials auf der Elektrodenoberﬂa¨che zu erreichen, darf der Abstand
der Ersatzladungen ho¨chstens von derselben Gro¨ßenordnung sein wie der Abstand
einer Ersatzladung von der Elektrodenoberﬂa¨che. Bei sinnvoller Wahl der Ersatz-
ladungspositionen ist die Matrix Aij = ϕi(rj) gut konditioniert. Deshalb reicht
selbst bei einigen tausend Ladungen der Gauß–Algorithmus mit Pivotisierung zur
Lo¨sung des Gleichungssystems aus.
90 KAPITEL 8. SEMIANALYTISCHE SIMULATION DER RANDFELDER
Bereits bei rotationssymmetrischen Systemen wie dem elektrostatischen Dioden-
spiegel in [58] werden zirka 3000 Ringladungen zur hinreichend genauen Feldsi-
mulation beno¨tigt. Die Zahl der notwendigen Punktladungen fu¨r die Simulation
eines nicht rotationssymmetrischen Objekts liegt nochmals deutlich u¨ber diesem
Wert. Besonders zur Simulation der Ein– und Austrittsblenden ist eine große An-
zahl von Punktladungen notwendig, da aufgrund der geringen Dicke der Blenden
(einige Millimeter) die Punktladungen nur einen geringen Abstand zur Blendeno-
berﬂa¨che aufweisen du¨rfen. Infolgedessen mu¨ssen sie sehr dicht gewa¨hlt werden.
8.3 Lineare Approximation der Fla¨chenla-
dungsdichte
Um die Anzahl der notwendigen Ladungselemente zu reduzieren, wurde fu¨r die
Feldsimulation der Ablenker ein modiﬁziertes Verfahren verwendet. Die Ober-
ﬂa¨chen der Elektroden, der Feldblenden und der Abschirmungen werden durch
ein Netz aus Dreiecken approximiert. Die Fla¨chenladungsdichte wird durch eine
an den Kanten der Dreiecke stetige und u¨ber die Dreiecksﬂa¨chen lineare Ladungs-
verteilung angena¨hert (Abbildung 8.1). Es sind wesentlich weniger Dreiecke als
Punktladungen notwendig, um das Potential ebener oder schwach gekru¨mmter
Oberﬂa¨chenbereiche mit nur langsam variierender Ladungsdichte zu simulieren.
Dies gilt insbesondere fu¨r du¨nne Blenden, da in diesem Fall die Punktladungen
besonders dicht gewa¨hlt werden mu¨ssen (siehe auf dieser Seite oben).
An die Stelle der Ladungssta¨rke eines Einzelelements treten die Werte der
Fla¨chenladungsdichte in den Vertices (Knotenpunkten) des Dreiecksnetzes. Die-
se bestimmen eindeutig die lineare Verteilung der Fla¨chenladungsdichte eines
Dreiecks. Wie im Verlaufe dieses Kapitels gezeigt wird, existiert ein analytischer
Ausdruck fu¨r das Potential eines einzelnen Dreiecks mit linearer Ladungsvertei-
lung.
Diese Methode der Feldsimulation wurde 1985 von Eupper [59] im Rahmen seiner
Dissertation entwickelt. Allerdings wurden von Eupper nur die zur Bestimmung
des elektrischen Feldes notwendigen ersten Ableitungen angegeben, so daß die
sukzessive Berechnung der Fehlerbahnen zweiter und dritter Ordnung allein mit
diesen Ergebnissen nicht mo¨glich ist.
Das Potential im Raum la¨ßt sich bei Kenntnis der relativen Fla¨chenladungs-
dichten σi in Einheiten einer frei wa¨hlbaren Grundeinheit σ
(0) in den Vertices
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σi · σ(0)
triangulierte Oberﬂa¨che
ri : Knoten des Dreiecksnetzes
Oberﬂa¨chenladungsdichte
an den Vertices:
Abbildung 8.1: Lineare Approximation der Fla¨chenladungsdichte







Basisfunktionen“ ϕi(r ) berechnen. Die i–te Basisfunktion ist das Potential,
daß sich ergibt, wenn die Fla¨chenladungsdichte im Vertex ri den Wert σ(ri) = σ
(0)
annimmt und in den benachbarten sowie allen u¨brigen Vertices 0 C/m2 betra¨gt.
Der Verlauf der Fla¨chenladungsdichte der i–ten Basisfunktion ist in Abbildung 8.2
skizziert.
Die i–te Basisfunktion ist die Summe der Potentiale aller Dreiecke, die den Ver-
tex ri als Eckpunkt besitzen (siehe Abbildung 8.2). Die Fla¨chenladungsdichte
eines solchen Dreiecks betra¨gt im Eckpunkt ri gerade σ
(0) und in den u¨brigen
Eckpunkten 0 C/m2. U¨ber die Dreiecksﬂa¨che verla¨uft die Ladungsdichte line-
ar. Ein Dreieck mit einer solchen Ladungsverteilung wird als Elementardreieck
bezeichnet. Sein Potential ist analytisch angebbar (Abschnitt 8.4).
Als Kontrollpunkte fu¨r das Potential kann man die Vertices ri selbst wa¨hlen, da
das Potential in den Dreiecksecken endlich und wohldeﬁniert ist. Die Werte σi
der relativen Fla¨chenladungsdichten lassen sich dann aus dem linearen N × N











σiϕi(rj) , j = 1, . . . , N (8.6)
bestimmen, wenn man die Potentialwerte ϕj in den Vertices vorgibt.
8.4 Potential eines Elementardreiecks
Die Eckpunkte des Dreiecks seien bezu¨glich des Laborsystems durch die drei
Koordinatenvektoren r1, r2 und r3 gegeben (Abbildung 8.3). Die Vektoren
rij := rj − ri , i 	= j , i, j = 1, 2, 3 (8.7)
sind die Verbindungsvektoren zwischen den Eckpunkten. Fu¨r die Fla¨chenladungs-
dichten in den Ecken wa¨hlt man
σ1 = 0 , σ2 = 0 und σ3 = σ
(0) . (8.8)






























Abbildung 8.3: Wahl der Koordinatensysteme zur Berechnung des Potentials eines
Elementardreiecks.
Das Potential des Dreiecks la¨ßt sich besonders einfach in dem in Abbildung 8.3
eingezeichneten Dreieckssystem ex˜, ey˜, ez˜ beschreiben. Koordinatenangaben im
Dreieckssystem werden mit einer Tilde kenntlich gemacht. Der Ursprung dieses
Systems fa¨llt mit dem Eckpunkt r3 zusammen. Die Basisvektoren ex˜ und ey˜ liegen
innerhalb der Ebene des Dreiecks, der Basisvektor ez˜ steht senkrecht auf der Drei-
ecksebene. Der Vektor ex˜ ist parallel zum Verbindungsvektor r12, der Vektor ey˜




|r2 − r1| , ey˜ =
r13 − (e13 · ex˜)ex˜√
r213 − (e13 · ex˜)2
, ez˜ = ex˜ × ey˜ . (8.9)
Ein Raumpunkt mit einem Ortsvektor R im Laborsystem wird im Dreieckssystem
durch den Ortsvektor
˜R = R− r3 (8.10)
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: innerhalb des Dreiecks
0 : sonst
(8.12)
erfu¨llt die Bedingungen (8.8). Hierbei bezeichnet
d = r13ey˜ =
√
r213 − (r13ex˜)2 (8.13)
den Abstand des Eckpunkts r3 von der Verbindungslinie r12. Aus der Fla¨chen-



































Dieses Integral la¨ßt sich analytisch vollsta¨ndig auswerten, wie in [59] gezeigt wur-
de. Das Ergebnis der Auswertung sowie eine kompakte Methode zur Berechnung
aller partiellen Ableitungen des Potentials bis zur vierten Ordnung sind in An-
hang B aufgefu¨hrt.
8.5 Elektrisches Feld und Multipolmomente
Um die Bahn eines Referenzelektrons durch den Ablenker berechnen zu ko¨nnen,
beno¨tigt man das elektrische Feld E aller Einzeldreiecke im Laborsystem. Hierzu
muß man die partiellen Ableitungen erster Ordnung im Dreickssystem in die




xˆiexˆi = r3 +
3∑
j=1




















(ex˜jexˆi) , i = 1, 2, 3 , (8.16)
fu¨r das elektrische Feld eines Elementardreiecks. Die Koordinaten xˆ, yˆ, zˆ und
x˜, y˜, z˜ im Labor– beziehungsweise Dreieckssystem werden hier mit xˆi, i = 1, 2, 3
und x˜i, i = 1, 2, 3 bezeichnet.
Zur Berechnung der Multipole entlang der optischen Achse mu¨ssen alle partiellen
Ableitungen des Potentials bis vierter Ordnung im mitgefu¨hrten Koordinatensy-
stem aus den partiellen Ableitungen bis vierter Ordnung im Dreieckssystem be-
stimmt werden. Die Umrechnung wird dadurch erschwert, daß die Basisvektoren
ex(z) und ez(z) nicht konstant sind, sondern von der Bogenla¨nge z entlang der
Achse abha¨ngen. Alle partiellen Ableitungen bezu¨glich des mitgefu¨hrten Koor-
dinatensystems ex(z), ey, ez(z) an einer bestimmten Bogenla¨ngenposition z der
Achse sind fu¨r das Potential eines Elementardreiecks durch
∂nϕ(	)







∂x˜i · · · ∂x˜j (exαex˜i) · · · (exβex˜k) , α, . . . , β = 1, 2, 3
(8.17)
mit den partiellen Ableitungen im Dreieckssystem ex˜, ey˜, ez˜ verknu¨pft. Dies la¨ßt
sich durch sukzessive Anwendung der Beziehung (8.16) zeigen, die sowohl im
Laborsystem als auch bei festgehaltener Bogenla¨nge z im mitgefu¨hrten Koor-
dinatensystem gilt. Die partielle Ableitung einer Funktion f nach z ist hierbei
deﬁniert als ihre Ableitung entlang des tangential an der gekru¨mmten Achse ange-
hefteten Basisvektors ez des mitgefu¨hrten Koordinatensystems bei festgehaltener
Bogenla¨nge. Dies ist nicht gleich der totalen Ableitung nach der Bogenla¨nge, da
die A¨nderung der Basisvektoren des mitgefu¨hrten Koordinatensystems durch die
Kru¨mmung der Achse vernachla¨ssigt wird. Aus den partiellen Ableitungen nach
x und y lassen sich die Multipole mit Hilfe von (8.2) berechnen.
Zur Berechnung der Fehlerbahnen zweiter und dritter Stufe wurden mit Hilfe
des Computeralgebrasystems Maple c© die Sto¨rglieder s(2) und s(3) nach Glei-
chung (4.111) bestimmt. Die Sto¨rglieder ha¨ngen außer von den Multipolen








von Φ,Φ1 und Φ2 nach der Bogenla¨nge z ab. Mit Hilfe von
d
dz
ex(z) = −κ(z)ez(z) , d
dz
ey(z) = 0 ,
d
dz
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(	) − lκ∂l−1x ∂my ∂n+1z ϕ(	) .
(8.20)





































































z − ∂2y∂2z − 4κ∂x∂2z + κ∂3x







8.6 Bestimmung der Achse und der Fundamen-
talbahnen
Die Diﬀerentialgleichung
m0¨r(t) = −e E(r(t)) (8.22)
fu¨r die Berechnung einer Elektronenbahn la¨ßt sich zusammen mit den paraxialen
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fu¨r die Dispersionsbahn zu dem linearen Diﬀerentialgleichungssystem erster Ord-
nung in der Zeit t umschreiben:
˙r = v ,
˙v = − e
m0
E(r) ,




















































































































Der Ort r und die Geschwindigkeit v des Referenzelektrons werden im Labor-
system angegeben. Mit Hilfe von (8.5) la¨ßt sich das elektrische Feld aus den
Feldbeitra¨gen (8.15) der einzelnen Elementardreiecke bestimmen.
Die optische Achse des Monochromators liegt in der Ebene der Einschnittsym-
metrie. Das mitgefu¨hrte Koordinatensystem ist so orientiert, daß der Basisvektor
ey senkrecht auf der Ebene der Einschnittsymmetrie steht. Die u¨brigen beiden




, ex = ey × ez . (8.25)
Mit Hilfe dieser Basisvektoren la¨ßt sich der Beitrag eines Elementardreiecks zu
den Multipolmomenten und ihren Ableitungen mittels (8.2), (8.17) und (8.21)







98 KAPITEL 8. SEMIANALYTISCHE SIMULATION DER RANDFELDER
aus den Einzelbeitra¨gen.
Zur Lo¨sung des Diﬀerentialgleichungssystems (8.24) wurde der in [60] beschriebe-





9.1 Parameterabha¨ngige Triangulierung der
Elektroden
Jeder Ablenker ist hinsichtlich seiner Geometrie und damit auch seiner Fla¨chen-
ladungsdichte und Potentialverteilung symmetrisch bezu¨glich des xz–Schnitts
(Ebene der Einschnittsymmetrie) und bezu¨glich der in Abbildung 5.5 eingezeich-
neten Symmetrieebene zm. Deshalb genu¨gt es, den in Abbildung 9.1 skizzierten
Teilbereich zu triangulieren, da man aus ihm die u¨brigen drei Abschnitte durch
Spiegelung erzeugen kann. Es ist zweckma¨ßig, beide Ablenker bei der Simulation
jeweils auf
R = 1 und U = 1 (9.1)
zu normieren. Hierbei bezeichnet R den Radius der SCOFF–Bahn. Die Achse r(z)







, i > 0
(9.2)
aus den Ergebnissen ˆr(zˆ) und wˆ(i)(zˆ), i > 0 fu¨r den normierten Ablenker berech-
net werden. Hierbei bedeutet zˆ = z/R die normierte Bogenla¨nge. Fu¨r die Um-
rechnung der Fundamentalbahnen und der dispersiven Bahn gelten (7.11) und
(7.19).
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Abbildung 9.1: Triangulierter Teilbereich des Ablenkers.
Bei der numerischen Optimierung des Designs mu¨ssen verschiedene Ablenkergeo-
metrien mit voneinander abweichenden Geometrieparametern simuliert werden.
Daher wurde eine Routine entwickelt, die fu¨r beliebige normierte Geometriepara-
meter und Elektrodenpotentiale alle Elektroden und Blenden automatisch trian-
guliert. Eine solche Triangulierung ist fu¨r den ersten Ablenker in den Abbildun-
gen 9.2 und 9.3 dargestellt.
Von der CEOS GmbH in Heidelberg, die zur Zeit den Monochromator realisiert,
wurde gefordert, daß ein Mikroskop auch bei abgeschaltetem Monochromator
noch betrieben werden kann. Hierfu¨r ist es notwendig im ersten Ablenker eine
Bohrung mitzuberu¨cksichtigen. Die Bohrungslo¨cher des ersten und des vierten
Ablenkers weisen den gleichen Durchmesser wie die Blendeno¨ﬀnungen auf. So-
wohl die Bohrungen als auch die Blendeno¨ﬀnungen liegen auf einer Achse. Daher
kann der Strahl den Monochromator auch in ausgeschaltetem Zustand ungehin-
dert passieren. Im Falle des zweiten und dritten Ablenkers sind keine Bohrungen
notwendig. Da fu¨r die Feldberechnung die Symmetrie von Abbildung 9.1 vor-
ausgesetzt wird, muß man bei der praktischen Realisierung des Ablenkers ein
zusa¨tzliches Loch von Durchmesser der Bohrung in die negative Elektrode boh-
ren. Dieses Loch sitzt auf einer Achse mit dem Loch der Austrittsblende. Die
Anordnung der Bohrungslo¨cher ist in Abbildung 9.4 eingezeichnet.
Die obere und die hintere Abschirmung werden ebenso wie die Blende und die ka-
stenfo¨rmige Feldabschirmung vor der Blende auf das Beschleunigungsspannung U
von Elektronen der Sollenergie gelegt. Die Abschirmungen verhindern, daß das
Feld um die Blende herum greift. Die hintere Abschirmung ist weit vom Elek-
tronenbu¨ndel entfernt, so daß ihr Einﬂuß auf das Feld in der Region des Strahls






Abbildung 9.2: Seitenansicht der triangulierten Region des ersten Ablenkers.
vernachla¨ssigbar klein ist. Die exakte Geometrie der Abschirmung ist daher fu¨r
die Feldsimulation nicht relevant. Beim Bau des Monochromators ko¨nnen die
hinteren Abschirmungen nicht auf die in Abbildung 9.2 gezeigte Weise realisiert
werden, da dann die Elektronen im ausgeschalteten Zustand nach Passieren des
Lochs gegen die hintere Abschirmung prallen wu¨rden. Es ist sinnvoller, die Elek-
troden des ersten und des vierten Ablenkers als Ganzes abzuschirmen.
Freie Geometrieparameter sind die Blendendicke, der Abstand d der Blenden von
den Elektrodenﬂa¨chen, der Abstand der Blendeno¨ﬀnungen vom Ablenkermittel-
punkt, die Radien der Blenden und der Bohrungen, die Ho¨he der Elektroden, der
Abstand zwischen den Elektroden und der oberen Abschirmung und der Sektor-
winkel φ. Die Querschnittsform der Elektroden wird mit Hilfe von (5.4) berechnet.
Hierzu beno¨tigt man die Brechkra¨fte µi der Ablenker im xz–Schnitt und die nor-
mierten Elektrodenspannungen Uˆ
(±)
E (5.7). Bei der Berechnung des realistischen









Abbildung 9.3: Unteransicht der triangulierten Region des ersten Ablenkers.









3,15 kV3,45 kV3,75 kV
4,05 kV
4,35 kV
Abbildung 9.4: A¨quipotentiallinien im ersten Ablenker.
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Designs wurden fu¨r beide Ablenker die normierten Elektrodenspannungen
Uˆ
(+)
E = 1, 5 , Uˆ
(−)
E = 0, 5 (9.3)
angenommen. Fu¨r eine Beschleunigungsspannung von U = 3 kV weist die nega-
tive Elektrode eine Potentialdiﬀerenz von 1,5 kV gegenu¨ber der Quelle auf. Im
Falle der positiven Elektrode betra¨gt die Potentialdiﬀerenz zur Quelle 4,5 kV. Es
ist sinnvoll, die Potentialdiﬀerenzen bei beiden Ablenkern gleich zu wa¨hlen, weil
dann zwei Konstantspannungsquellen eingespart werden ko¨nnen.
Die Triangulation der Einzelﬂa¨chen wird mit Hilfe des Programmpaketes triangle
von Shewchuk [61] durchgefu¨hrt. Dieser Triangulator erlaubt die ﬂexible Anpas-
sung der Dreiecksdichte u¨ber die Fla¨che. Dies ist wichtig zur hinreichend genauen
Approximation der Ladungsdichte an den Elektrodenkanten. Nach [62] besteht
in unmittelbarer Umgebung von zwei rechtwinklig aneinanderstoßenden Ober-
ﬂa¨chen die Beziehung
σ ∼ ρ−1/3 (9.4)
zwischen der Ladungsdichte σ und dem Abstand ρ von der Kante. Die Fla¨chenla-
dungsdichte divergiert zur Kante hin. Um die Fla¨chenladungsdichte hinreichend
genau approximieren zu ko¨nnen, muß die Dreiecksdichte dem Verlauf (9.4) an-
gepaßt zu Kanten hin immer dichter gewa¨hlt werden. An allen Kanten der Elek-
troden und der Blende, die dem Bu¨ndel nahe kommen, wird die Triangulierung
auf diese Art verfeinert (siehe Abbildung 9.2 und 9.3) Alle u¨brigen strahlfernen
Kanten werden nicht feiner trianguliert.
Die A¨quipotentiallinien des simulierten Feldes in der Ebene der Einschnittsym-
metrie sind fu¨r den ersten Ablenker in Abbildung 9.4 dargestellt. Fu¨r die Feldsi-
mulation wurde hierbei die Ablenkergeometrie des in Abschnitt 9.4 iterativ be-
stimmten realistischen Designs gewa¨hlt. Die Beschleunigungsspannung U betra¨gt
dabei 3 kV.
9.2 Justierung der optischen Achse
Zur Bestimmung der optischen Achse wird durch numerische Integration des Dif-
ferentialgleichungssystems (8.24) die Bahn eines Elektron der Sollenergie E0 = eU
durch das Feld des Ablenkers berechnet. Um einen symmetrischen Verlauf der
Achse zu garantieren, startet das Elektron auf der SCOFF–Achse von der Sym-
metrieebene zm des Ablenkers aus (siehe Abbildung 9.5). Die Geschwindigkeit ist
dabei tangential zur SCOFF–Achse.
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Wie in Abschnitt 5.4 beschrieben, wird die Position der Blenden von den Elek-
troden solange variiert, bis die reale Bahn parallel zur SCOFF–Bahn mit einem
Versatz δx aus dem Ablenker tritt. Die Justierung erfolgt dabei in zwei Schritten.
Zuerst bleibt die Mitte der Blendeno¨ﬀnung auf die SCOFF–Achse zentriert. Bei
jeder A¨nderung des Abstandes d mu¨ssen die Triangulation der Geometrie und
die Fla¨chenladungsdichte neu berechnet werden. Das Iterationsverfahren zur Be-
stimmung des Abstands basiert dabei auf der Regula falsi.
Im zweiten Schritt wird die Lage der Blendeno¨ﬀnung auf die reale um δx zur
SCOFF–Achse versetzte Achse zentriert, wodurch sich das Feld in Umgebung
der Blende geringfu¨gig a¨ndert. Ausgehend vom berechneten Blendenabstand aus
dem ersten Schritt, wird solange nachiteriert, bis die Achse erneut parallel zur
SCOFF–Achse verla¨uft. Der im zweiten Schritt berechnete Achsversatz unter-
scheidet sich nur unwesentlich (einige Prozent) vom Achsversatz vor der Nachi-
teration mit korrigierter Position der Blendeno¨ﬀnung. Die Zentrierung der Blen-
deno¨ﬀnung auf die reale Achse erleichtert die Justierung des Ablenkers beim Bau
des Monochromators.
Da die Bewegungsgleichung fu¨r rein elektrische Felder invariant gegen Zeitumkehr
ist, durchlaufen Elektronen bei Umkehrung der Flugrichtung dieselbe Flugbahn.
Die optische Achse verla¨uft daher innerhalb des Ablenkers genau dann symme-









Abbildung 9.5: Justierung der Ablenkerachse.
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Lo¨sung des Diﬀerentialgleichungssystems (8.24) liefert außer der optischen Achse
auch alle beno¨tigten Fundamentalbahnen, die dispersive Bahn sowie alle notwen-
digen Multipolkomponenten und deren Ableitungen entlang der Achse. Die An-
fangsbedingungen fu¨r die Fundamentalbahnen und die dispersive Bahn sind dabei
zweckma¨ßigerweise nicht wie in Kapitel 6 gewa¨hlt. Wenn sichergestellt ist, daß
die Fundamentalbahnen in einem Ablenker linear unabha¨ngig sind, lassen sich die
Fundamentalbahnen und die dispersive Bahn auf beliebige Anfangsbedingungen
durch Linearkombination umrechnen. Die Bahnen des gesamten Monochromators






Rλ1 , λ = 1, 2, 4, 3 (9.5)
sind in Abbildung 9.6 fu¨r den ersten Ablenker des in Abschnitt 9.5 vorgestellten
realistischen Designs aufgetragen.
Die normierten Multipolsta¨rken Φˆλ, λ ≥ 0, aus denen bei der Triangulation mit
Hilfe der Potentialentwicklung (5.4) die Oberﬂa¨chen der Elektroden berechnet















− Φˆ2 = 1.40042 ,
Φˆλ = 0 fu¨r λ > 2 .
(9.6)
Da im Innenbereich des Ablenkers der Einﬂuß der Randfelder klein ist, ist zu
erwarten, daß durch die Ladungssimulation die Werte (9.6) in der Symmetrie-
ebene mit hoher Genauigkeit reproduziert werden. Mit Hilfe der Werte in der
Symmetrieebene la¨ßt sich daher die Gu¨te der Feldsimulation testen.
Man erha¨lt aus der Ladungssimulation des Ablenkers fu¨r z = zm die Werte
Φˆ(sim)(zm) = 1, 00044 ,
Φˆ
(sim)
1 (zm) = 1, 99956 ,
Φˆ
(sim)
2 (zm) = 0, 52633 ⇔ µ1 = 1, 40487 ,
Φˆ
(sim)
3 (zm) = 2, 78× 10−3 ,
Φˆ
(sim)
4 (zm) = 3, 70× 10−2 .
(9.7)





























Abbildung 9.6: Normierte Multipole Φˆi, i = 1, 2, 3, 4 entlang der justierten Achse
des ersten Ablenkers. Die Achse ist hier abgewickelt dargestellt.
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Der relative Fehler betra¨gt fu¨r Φˆ und Φˆ1 nur Bruchteile eines Promilles. Die
Brechkraft wird auf 3 Promille genau reproduziert. Das relativ starke Oktupol-
moment Φˆ
(sim)
4 ru¨hrt vom Einﬂuß der oberen Abschirmung her.
Die starken a¨ußeren Hexapol– und Oktupolpeaks entstehen durch den schra¨gen
Verlauf der realen optischen Achse gegenu¨ber der SCOFF–Achse im Bereich des
Randfeldes. Die mit zunehmender Multipolordnung sta¨rker ausgepra¨gten inneren
Peaks werden durch die Bohrungslo¨cher verursacht.
9.3 Synthese des Gesamtsystems
Die Bestimmung des realistischen Designs ist ein iterativer Prozeß. In jedem
Schritt wird aus dem Satz der normierten Geometrieparameter l, δ, s, φ, r, µ1
und µ2 ein Gesamtsystem berechnet und bewertet. Im ersten Schritt sind die
Geometrieparameter durch die SCOFF Lo¨sung gegeben (siehe (7.2), (7.13) und
Abbildung 7.1). Bei einem realen Design kommen noch zusa¨tzliche Konstrukti-
onsgro¨ßen wie die Dicke der Feldblenden, der Durchmesser der Blendeno¨ﬀnungen
oder die Ho¨he der Monochromatorelektroden hinzu. Beim Bau des Monochroma-
tors ist es sinnvoll, fu¨r diese Konstruktionsgro¨ßen
”
glatte“ Werte – beispielsweise
Vielfache eines Millimeters – zu wa¨hlen. Diese sollen auch wa¨hrend der Opti-
mierungsprozedur von der SCOFF–Lo¨sung zum realistischen Design konstant
bleiben.
Die absolute Gro¨ße des Monochromators wird durch zwei Randbedingungen ein-
geschra¨nkt. Zum einen soll die maximale Baula¨nge von der Eintrittskante des er-
sten zur Austrittskante des vierten Ablenkers ca. 10 cm nicht u¨berschreiten. Zum
anderen wird die Ausdehnung senkrecht zur Mikroskopachse durch die Gro¨ße des
Vakuumtopfes der Quelle beschra¨nkt, sofern das Vakuumsystem der Quelle nicht
komplett neu konstruieren werden soll. Der Monochromator wurde bei der Itera-
tion unter Einhaltung dieser Randbedingungen so groß wie mo¨glich gewa¨hlt, um
bei gegebener Beschleunigungsspannung eine mo¨glichst hohe Dispersion in der
Symmetrieebene zs zu erzielen. Wie jedoch in Kapitel 10 gezeigt wird, ist die-
se Strategie wegen der Auswirkungen des Boersch–Eﬀekts nicht in allen Fa¨llen
sinnvoll. Vielmehr sollte die Dispersion nur so groß gewa¨hlt werden, daß die Kon-
struktion des Selektionsschlitzes noch problemlos mo¨glich ist. Die Dispersion des
mit Hilfe dieser Strategie bestimmte Systems (siehe na¨chsten Abschnitt) liegt
jedoch genau in der gewu¨nschten Gro¨ßenordnung.
Mit Hilfe der normierten Geometrieparameter δ, s, φ, r, µ1 und µ2 wird der
gro¨ßtmo¨gliche Radius R1 der SCOFF–Achse des ersten Ablenkers bestimmt,
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der die Randbedingungen noch einha¨lt. Hierbei wird als Na¨herungsannahme die
SCOFF–Geometrie vorausgesetzt. Die Versa¨tze δx1 und δx2 der realen Achsen
gegenu¨ber den SCOFF–Achsen (Abbildung 5.6) werden dabei vernachla¨ssigt, da
sie vor Durchfu¨hrung der Feldsimulation und Justierung der Achse noch nicht
bekannt sind. Da die Versa¨tze in der Gro¨ßenordnung von 0,1 mm liegen, ist der
durch ihre Vernachla¨ssigung gemachte Fehler bei der Bestimmung von R1 klein.
Zur Feldsimulation und zur Justierung der Achse werden beide Ablenker so ska-
liert, daß die SCOFF–Achse jeweils einen Radius von Eins aufweist. Eine fest
















Dies sei im folgenden anhand eines konkreten Beispiels erla¨utert. Die Dicke der
Feldblenden beider Ablenker sei unabha¨ngig von der Geometrie und Skalierung
des Monochromators mit 3 mm fest vorgegeben. Fu¨r eine Geometrie mit einem
Radienverha¨ltnis von r = R2/R1 = 1.14 errechnet man aus den Randbedingun-
gen an die Monochromatorgro¨ße einen maximalen Radius des ersten Ablenkers
von R1 = 21 mm. Die zur Simulation des ersten und des zweiten Ablenkers ver-




= 0, 1429 beziehungsweise t(2) =
3 mm
1, 14 · 21 mm = 0, 1253 .
(9.9)
Mit Hilfe der normierten Geometrieparameter und der normierten Konstrukti-
onsgro¨ßen pˆ
(j)
i , j = 1, 2 ist die Geometrie beider Ablenker vollsta¨ndig deﬁniert.
Die Simulation der Felder, die Bestimmung der Fundamentalbahnen und der dis-
persiven Bahn sowie die Justierung der optischen Achse wird fu¨r beide Ablenker
wie in den beiden vorherigen Kapiteln beschrieben durchgefu¨hrt. Versetzt man
beide Ablenker um den Wert δx1+ δx2 lateral zueinander (siehe Abbildung 5.6),
so verla¨uft auch die reale Achse omegafo¨rmig.
Beru¨cksichtigt man die Versa¨tze, so erfu¨llt das Design mo¨glicherweise die Randbe-
dingungen an die Monochromatorgro¨ße nicht mehr, da bei der Berechnung von R1
die Versa¨tze vernachla¨ssigt werden. Wenn dies der Fall ist, muß das Verfahren mit
einem entsprechend verkleinerten R1 wiederholt werden. Es genu¨gt nicht, einfach
die Ablenker und die Bahnen umzuskalieren, da bei einer A¨nderung von R1 sich
auch die normierten Konstruktionsgro¨ßen p
(j)
i , i = 1, 2 vera¨ndern. Deshalb ist eine
erneute Simulation beider Ablenker erforderlich.
Die Fundamentalbahnen und die dispersive Bahn des zweiten Ablenkers werden
mit Hilfe von (7.11) und (7.19) um den Faktor r skaliert. Anschließend wird
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hieraus durch Linearkombination ein neuer Satz von Fundamentalbahnen und
dispersiver Bahn so bestimmt, daß die Bahnen stetig diﬀerenzierbar an die Bah-
nen des ersten Ablenkers anschließen. Hierbei wird fu¨r den Abstand zwischen den
Elektrodenkanten beider Ablenker δ angenommen.
Im na¨chsten Schritt wird durch Linearkombination aus den so gewonnen Bah-
nen des Gesamtsystems ein neuer Satz von Fundamentalbahnen und dispersiver
Bahn konstruiert, der die in Kapitel 6 beschriebenen Anfangsbedingungen erfu¨llt.
Beide axialen Bahnen schneiden die Mikroskopache im Abstand |l| hinter der Ein-
trittskante des ersten Ablenkers (Ebene des virtuellen Eintrittsquellbildes) und
weisen eine Steigung von Eins auf. Die Feldbahnen xγ und yδ sind symmetrisch
beziehungsweise antisymmetrisch zur Symmetrieebene gewa¨hlt. Sie sind so nor-
miert, daß ihre Asymptoten in der Ebene des virtuellen Eintrittsquellbildes den
Wert Eins aufweisen. Die dispersive Bahn und ihre Steigung verschwindet in der
Eingangsebene des ersten Ablenkers.
Erfu¨llen die Fundamentalbahnen die vier Bedingungen (6.6), (6.7), (6.8) und
(6.9), so ist die vorgebene Geometrie hinsichtlich ihres paraxialen Strahlengangs
als Monochromator tauglich und die Iteration kann abgebrochen werden. Fu¨r
die Startgeometrie der optimalen SCOFF–Lo¨sung ergeben sich jedoch zum Teil
betra¨chtliche Abweichungen der realen Fundamentalbahnen vom geforderten Ver-
lauf.
9.4 Iterative Bestimmung des realistischen De-
signs
Im folgenden werden die Werte der linken Seiten der vier Bedingungsgleichun-
gen (6.6), (6.7), (6.8) und (6.9) mit fi, i = 1, 2, 3, 4 bezeichnet. Die im letzten
Abschnitt dargestellte Prozedur la¨ßt sich mathematisch durch die Funktion
F : (l, δ, s, r, φ, µ1, µ2) −→ (f1, f2, f3, f4) (9.10)
beschreiben. Die Berechnung eines mo¨glichen Monochromatordesigns ist a¨quiva-
lent zur Bestimmung einer Nullstelle dieser Funktion. Hierzu wird ein mehrdi-
mensionales numerisches Newton–Verfahren verwendet [63].
Sei eine einmal stetig diﬀerenzierbare Funktion
f : Rm → Rm (9.11)
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und ein Scha¨tzwert
x(n) ∈ Rm (9.12)
fu¨r eine Nullstelle der Funktion gegeben. Im Falle des Newton–Verfahrens wird
der na¨chste Na¨herungswert
x(n+1) := x(n) +∆x(n) (9.13)
fu¨r die Nullstelle durch Lo¨sen des linearen n× n Gleichungssystems
f(x(n)) + J(x(n))∆x(n) = 0 (9.14)
bestimmt. Die Matrix J ist die Jacobimatrix der Funktion f . Ihre Komponenten
Jij sind durch die partiellen Ableitungen der Komponenten fi, i = 1, . . . , n der





Ist – wie im vorliegenden Fall – keine analytische Darstellung fu¨r die Funktion f
bekannt, werden die partiellen Ableitungen durch die Diﬀerentialquotienten
Jij(x) ≈ fi(x0, . . . , xj +∆xj, . . . , xn)− fi(x0, . . . , xj, . . . , xn)
∆xj
(9.16)
approximiert. Hierbei muß ∆xj entsprechend dem Verhalten der Funktion bei
A¨nderung von xj klein genug gewa¨hlt werden. Ob das Newton–Verfahren konver-
giert, ha¨ngt davon ab, wie gut die Na¨herungslo¨sung gewa¨hlt wurde.
Da die Funktion F nur vier Ergebniswerte liefert, kann man unter den sieben
Funktionsparametern vier zu variierende Parameter fu¨r das Newton–Verfahren
frei wa¨hlen. Die u¨brigen drei bleiben konstant. Die vier gewa¨hlten Parameter
werden im folgenden mit xi, i = 1, 2, 3, 4 bezeichnet. Zur Bestimmung der Jaco-
bimatrix sind fu¨nf Auswertungen der Funktion F an den Positionen
x(0) := (x1, x2, x3, x4)
T
x(i) := (x1, . . . , xi +∆xi, . . . , x4)
T , i = 1, 2, 3, 4 .
(9.17)
des Parameterraums notwendig.
Zur Minimierung der Rechenzeit wa¨re es gu¨nstig, als Variationsparameter xi
die Gro¨ßen l, δ, s, r zu wa¨hlen. Bei den Funktionsauswertungen F ( x(0)) und
F ( x(i)), i ∈ {1, 2, 3, 4} zur Berechnung des Diﬀerentialquotienten fu¨r einen Para-
meter xi ∈ {l, δ, s, r} bleiben die Brechkra¨fte der Ablenker µ1, µ2 und ihr Umlenk-
winkel φ konstant. Wa¨hlt man zusa¨tzlich den Radius R1 fu¨r alle Funktionsauswer-
tungen gleich, bleiben auch die normierten Konstruktionsgro¨ßen konstant. Dies
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bedeutet, daß die Geometrien der einzelnen Ablenker einschließlich der Blenden
bei allen Auswertungen gleich bleiben. Daher ist fu¨r alle Funktionsauswertungen
nur noch eine Justierung der Achse pro Ablenker notwendig.
Die Rechenzeit zur Bestimmung der Fundamentalbahnen und der dispersiven
Bahn des Gesamtsystems aus den Ergebnissen fu¨r die Einzelablenker betra¨gt
auf einer Digital ALPHAStation 500/500 nur wenige Sekunden. Die Justierung
der Achse und die Berechnung der Bahnen und der Multipolmomente fu¨r beide
Ablenker erfordert hingegen eine Rechenzeit von etwa einem Tag.
Bei den Auswertungen F ( x(i)), i = 1, 2, 3, 4 verwendet man den Radius R1, der
sich bei der Auswertung F ( x(0)) aus den Randbedingungen an die Monochro-
matorgro¨ße ergibt. Da sich bei diesen Auswertungen jeweils ein Parameter xi
um ∆xi gea¨ndert hat, werden mo¨glicherweise die Randbedingungen an die Mo-
nochromatorgro¨ße nicht mehr eingehalten. Diese Abweichungen sind jedoch im
allgemeinen vernachla¨ssigbar, da die relative Parametera¨nderung sehr klein gegen
Eins gewa¨hlt wird:
|∆xi|
|xi|  1 . (9.18)
Leider konvergiert das Newton–Verfahren fu¨r die Parameterwahl l, δ, s, r nicht,
wenn man die SCOFF–Lo¨sung als Startwert verwendet. Es zeigt sich, daß das
Newton–Verfahren nur fu¨r die Parameterwahl l, µ1, µ2, φ konvergiert. Da jede
Variation der Parameter µ1, µ2 und φ eine erneute Simulation der Ablenker er-
fordert, wird jeder Newton–Schritt extrem zeitaufwendig. Die Rechenzeit von der
SCOFF–Lo¨sung bis zum realistischen Design liegt in der Gro¨ßenordnung von
Wochen.
Aus konstruktionstechnischen Gru¨nden soll die Ausdehnung des Monochroma-
tors, den die CEOS GmbH baut, senkrecht zur Mikroskopachse 11 cm nicht u¨ber-
schreiten. Wie sich im Verlauf der Newton–Iterationen zeigt, wird die maximale
Gro¨ße durch diese Forderung und nicht durch die Beschra¨nkung der Baula¨nge
auf 10 cm vorgegeben.
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9.5 Berechnetes realistisches Design
Fu¨r die Konstruktionsgro¨ßen
Ho¨he der Elektroden : 35,0 mm
Abstand zwischen Elektroden und oberer Abschirmung : 2,5 mm
Dicke der Blenden : 3,0 mm
Durchmesser der Blendeno¨ﬀnungen : 3,0 mm
Durchmesser der Bohrungen : 3,0 mm
Beschleunigungsspannung U : 3,0 kV
Potential der negativen Elektroden : 1,5 kV
Potential der positiven Elektroden : 4,5 kV
wurde von der SCOFF–Lo¨sung aus startend ein realistisches Design berechnet.
Bei einem Radius des ersten Ablenkers von
R1 = 22.50 mm (9.19)
weist bei diesem Design die Innenﬂa¨che der negativen Elektrode des zweiten Ab-
lenkers einen maximalen Abstand von 10,62 cm von der Mikroskopachse auf. Die
Forderung nach einer maximalen Ausdehnung des Monochromators senkrecht zur
Mikroskopachse von 11 cm ist somit erfu¨llt. Die Baula¨nge von der Eintrittskante
der Eintrittsblende des ersten Ablenkers bis zur Austrittskante der Austrittsblen-
de des vierten Ablenkers betra¨gt 7,45 mm. Die Anordnung der Ablenkerelektro-
den ist in 9.7 abgebildet. Um die Elektroden besser erkennen zu ko¨nnen, sind die
Blenden und die Abschirmungen weggelassen. Die Abbildungen 9.2 und 9.3 zeigen
die zur Ladungssimulation verwendete Triangulierung des ersten Ablenkers.
Die Fundamentalbahnen des realistischen Design sind in Abbildung 9.8 aufgetra-
gen. Die Dispersion in der Symmetrieebene betra¨gt




Wie in Abschnitt 2.2.4 dargelegt wurde, reicht fu¨r das SA˚TEM eine Reduzierung
der Energiebreite des Strahls auf ein FWHM von 0,3 eV aus, um eine Punk-
tauﬂo¨sung von deutlich unter 1 A˚ zu erzielen. Dies entspricht einer Schlitzbreite
von 4,9 µm. Da durch Instabilita¨ten der Beschleunigungsspannung hinter dem
Monochromator noch eine nachtra¨gliche Energieverbreiterung auftreten kann, for-
dern wir im folgenden eine Energiebreite unmittelbar hinter dem Monochromator
von 0,2 eV. Hierfu¨r ist eine Schlitzbreite von 3,2 µm erforderlich. Dies ist tech-
nologisch problemlos beherrschbar. Fu¨r alle nachfolgenden U¨berlegungen gehen
wir von einer Energiebreite nach der Filterung von 0,2 eV aus.
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Abbildung 9.7: Anordnung der Elektroden des realistischen Designs.
9.6 Qualita¨t der Energieﬁlterung
Wie in Kapitel 3 dargelegt, ist die Vorvergro¨ßerung der Quelle bei Verwendung
eines einlinsigen Kondensorsystems auf etwa 10 beschra¨nkt. Das von der CEOS
GmbH in Heidelberg konzipierte Beleuchtungssystem bildet die Quelle mit einer
Vorvergro¨ßerung von 6 in die Ebene zi des virtuellen Eintrittsquellbildes ab.
Der eﬀektive Durchmesser der verwendeten thermischen Feldemissionsquelle be-
tra¨gt etwa 20 nm, solange man nur mit denjenigen Elektronen beleuchtet, die
unter einem Winkel von ho¨chstens einigen Millirad zur Achse emittiert werden.
Das virtuelle Bild der Quelle in der Ebene zi hat nach der Vergro¨ßerung einen
Durchmesser von 120 nm. Deshalb gilt fu¨r die Parameter γ und δ
γ, δ ∈ [−60 nm, 60 nm] . (9.21)
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Abbildung 9.8: Fundamentalbahnen, dispersive Bahn und Positionen der astig-
matischen Crossover des realistischen Systems.
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Da der Monochromator im xz–Schnitt bei der Abbildung von der Ebene zi in die
Ebene zs um den Faktor xγ(zs) = 0, 7 vergro¨ßert, betra¨gt in der Selektionsebe-
ne die Breite des Gaußschen Bildes der Quelle im xz–Schnitt 84 nm. Das sind
nur 2,6 % der Breite des Selektionsschlitzes fu¨r eine Energiebreite von 0,2 eV. In
der Realita¨t weisen die linienfo¨rmigen Bilder der Quelle aufgrund des Einﬂusses
der Bildfehler eine deutlich gro¨ßere Breite auf.
Ist die Breite der linienfo¨rmigen Bilder sehr klein gegenu¨ber der Schlitzbreite, so
besitzt der Strahl nach Passieren der Blende nahezu in Abbildung 9.9 gezeigte
Energieverteilung fu¨r ein ideales, unendlich du¨nnes Linienbild der Quelle. Hier-
bei wurde fu¨r die Quelle eine gaußfo¨rmige Energieverteilung mit einer FWHM













Abbildung 9.9: Energieverteilung nach der Filterung fu¨r eine ideal punktfo¨rmige
Quelle unter Verna¨chla¨ssigung der Bildfehler des Monochromators.
Liegt die Linienbreite dagegen aufgrund der Abbildungsfehler des Monochroma-
tors oder aufgrund der gewa¨hlten Vorvergro¨ßerung in der Gro¨ßenordnung der
Schlitzbreite, so werden dadurch die scharfen Ra¨nder der Energieverteilung auf-
geweicht. Wie in Abbildung 9.13 dargestellt, kann dann auch ein Teil der Elektro-
nen mit einer Energieabweichung |∆E| > 0, 1 eV, deren Gaußsches Bild bereits
vollsta¨ndig auf der Blende liegt, den Schlitz passieren. Dafu¨r werden einige Elek-
tronen mit |∆E| ≤ 0, 1 eV herausgeﬁltert.
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Stimmen die Schlitzbreite und die Breite der Linienbilder gerade u¨berein, pas-
sieren nur noch Elektronen der Sollenergie E0 die Schlitzblende ohne Verluste.
Die Verteilungsfunktion besitzt dann den in Abbildung 9.10 gezeigten Verlauf.
Das FWHM dieser Verteilung liegt dann bei 0,2 eV. Wird die Linienbreite je-
doch deutlich gro¨ßer als die Schlitzbreite, wird die Verteilung breiter und ﬂacher.
Die FWHM der Verteilung wa¨chst dabei drastisch an. Daher muß sichergestellt
sein, daß die Breite der Linienbilder der Quelle von der selben Gro¨ßenordnung
oder kleiner ist als die Breite des Selektionsschlitzes. Diese Problematik wird im









Abbildung 9.10: Reale Energieverteilung nach der Filterung falls die Breite der
linienfo¨rmigen Quellbilder in der Gro¨ßenordnung der Schlitzbreite liegt.
In einem hochauﬂo¨senden TEM wird ein Strom von ein bis drei Nanoampere zur
Beleuchtung des Objekts beno¨tigt. Bei einer Gaußfo¨rmigen Energieverteilung der
Quelle mit einem FWHM von 0,7 eV weisen 74 % der Elektronen eine zu ho-
he Energieabweichung |∆E| > 0, 1 eV auf und werden daher ausgeﬁltert. Somit
beno¨tigt man einen Strom in der Eingangsebene des Monochromators von etwa
Ie = 10 nA um in der Ausgangsebene genu¨gend Strom fu¨r die Beleuchtung des
Objekts zu erhalten. Es muß allerdings sichergestellt sein, daß zwischen dem Mo-
nochromator und dem Objekt kein zusa¨tzlicher Verlust an Strom mehr auftritt.
Es existieren jedoch auch spezielle Abbildungsmodi, fu¨r die ein ho¨herer Beleuch-
tungsstrom von einigen zehn Nanoampere wu¨nschenswert ist. Im Idealfall sollte
der Monochromator daher Eingangsstro¨me von 10 nA bis etwa 100 nA akzeptie-
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ren, ohne daß die Qualita¨t der Filterung negativ beeinﬂußt wird und der Rich-
strahlwert zu stark sinkt.
Fu¨r thermische Feldemissionsquellen la¨ßt sich fu¨r Emissionswinkel im Bereich von
einigen Millirad ein Winkelstrom jΩ von etwa




problemlos erreichen. Blendet man Hilfe einer Stromselektionsblende im Konden-






aus, so erha¨lt man gerade den Strom Ie in der Eingangsebene. Bei einer Vorver-






bei Eintritt in den Monochromator. In Abbildung 9.11 ist das Kondensorsystem
und das Prinzip der Stromselektion schematisch dargestellt.
Bei einem Winkelstrom von (9.22) und einer Vorvergro¨ßerung von M = 6
entspricht ein Eingangsstrom von 10 nA einem Semio¨ﬀnungswinkel
von αmax = 0, 54 mrad. Fu¨r einen Eingangsstrom von 100 nA betra¨gt der
Semio¨ﬀnungswinkel αmax = 1, 72 mrad. Die Parameter α und β sind somit durch
α, β ∈[−0, 54 mrad; 0, 54 mrad] fu¨r Ie = 10 nA beziehungsweise
α, β ∈[−1, 72 mrad; 1, 72 mrad] fu¨r Ie = 100 nA
(9.25)
begrenzt.
9.7 Einﬂuß der Bildfehler bei idealer Justierung
Wie in Kapitel 6 eingefu¨hrt, wird die Eingangsebene des Monochromators mit ze,
die Ausgangsebene mit za, die Ebene des virtuellen Eintrittsquellbildes mit zi, die
Ebene des virtuellen Austrittsquellbildes mit zf und die Symmetrieebene mit zs
bezeichnet. Schreibt man die Beziehung (4.118) auf den reellen Fundamental-
bahnsatz xα, xγ , yβ, yδ des realistischen Designs um, so erha¨lt man fu¨r die reellen















Abbildung 9.11: Vorvergro¨ßerung der Quelle und Stromselektion.












































falls r > 1 gilt. Der Realteil und der Imagina¨rteil von s(r) wurde mit Hilfe des
ComputeralgebrasystemsMaple c© fu¨r r = 2 und r = 3 nach dem in Abschnitt 4.4.4
beschriebenen Verfahren bestimmt. Man erha¨lt jeweils zwei homogene Polynome
der Stufe r in α, γ, β, δ und κ. Die Polynomkoeﬃzienten
kµ...ν(z˜) , µ, . . . , ν︸ ︷︷ ︸
r Parameter
∈ {α, γ, β, δ, κ} (9.27)
ha¨ngen dabei von der Integrationsvariablen z˜ (Bogenla¨nge entlang der Achse) ab.
Sie sind Produkte aus den Multipolkoeﬃzienten Φl, den Bahnsto¨rungen
x(l), y(l) , 1 ≤ l < r (9.28)
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niedrigerer Stufe und den Ableitungen dieser Gro¨ßen. Der Koeﬃzient kαα des






















































Alle anderen Koeﬃzienten sind nach dem gleichen Schema aufgebaut.
Die Fehlerbahnen im xz– und im yz–Schnitt (siehe Abschnitt 4.4.4) lassen sich




























aus den Koeﬃzienten bestimmen. Hierbei steht kµ...ν fu¨r einen Koeﬃzienten des
Polynoms Re{s(r)} und kη...ξ fu¨r einen Koeﬃzienten des Polynoms Im{s(r)}. Fu¨r
den Zusammenhang zwischen den Bahnsto¨rungen und den Fehlerbahnen erha¨lt
man
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x(2) = Cαααα + Cββββ + Cαγαγ + Cβδβδ
+ Cγγγγ + Cδδδδ + Cακακ+ Cγκγκ+ Cκκκκ ,
y(2) = Cαβαβ + Cαδαδ + Cβγβγ + Cγδγδ
+ Cβκβκ+ Cδκδκ ,
x(3) = Cαααααα + Cαββαββ
+ Cααγααγ + Cββγββγ + Cαβδαβδ
+ Cαγγαγγ + Cαδδαδδ + Cβγδβγδ




+ Cακκακκ+ Cγκκγκκ+ Cκκκκκκ ,
y(3) = Cααβααβ + Cββββββ
+ Cααδααδ + Cββδββδ ++Cαβγαβγ
+ Cαγδαγδ + Cβγγβγγ ++Cβδδβδδ
+ Cγγδγγδ + Cδδδδδδ
+ Cαβκαβκ+ Cαδκαδκ
+ Cβγκβγκ+ Cγδκγδκ
+ Cβκκβκκ+ Cδκκδκκ .
(9.31)
Die Werte der Fehlerbahnen in einer bestimmten Ebene werden Fehlerkoeﬃzien-
ten genannt.
Da xα(zs) = 0 und yδ(zs) = 0 gilt, vereinfachen sich die Ausdru¨cke fu¨r die
Fehlerkoeﬃzienten in der Symmetrieebene zu















Die Werte einer Fehlerbahn in der Ebene zf des virtuellen Austrittsquellbildes
werden bestimmt, indem man die Fehlerbahn von der Ausgangsebene za des
Monochromators in die virtuelle Ebene des Austrittsquellbildes zuru¨ckprojiziert.
Dies ist in Abbildung 9.12 am Beispiel der Fehlerbahn Cαα schematisch darge-
stellt.
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Mit Hilfe der Beziehungen
xα(zf ) = 0 , xγ(zf ) = 1 , yβ(zf ) = 0 , yδ(zf ) = −1 (9.33)
erha¨lt man





























Abbildung 9.12: Fehlerbahn in der Ebene zf des virtuellen Austrittsquellbilds.
Die Multipolmomente, die Fundamentalbahnen und alle Ableitungen dieser Gro¨-
ßen verlaufen entweder symmetrisch oder antisymmetrisch zur Symmetrieebene
des Monochromators. Deshalb sind auch die Koeﬃzienten kµν und kηξ der Poly-
nome Re{s(2)} beziehungsweise Im{s(2)} entweder symmetrisch oder antisymme-
trisch zur Symmetrieebene. Teilt man die Polynome in jeweils zwei Anteile mit
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yβ dz˜ = 0 ,
(9.36)
zwischen den Fehlerintegralen bis zur Symmetrieebene und bis zur Ausgangsebe-
ne. Der Index (+) steht dabei fu¨r den symmetrischen, der Index (−) fu¨r den an-
tisymmetrischen Anteil. In der Ebene zf verschwinden daher aufgrund von (9.34)
alle Fehlerbahnen im xz–Schnitt mit symmetrischen Koeﬃzienten k
(+)
µ...ν und al-
le Fehlerbahnen im yz–Schnitt mit antisymmetrischen Koeﬃzienten k
(−)
η...ξ. Die
u¨brigen Fehlerkoeﬃzienten zweiter Stufe ha¨ngen wegen (9.32),(9.34) und (9.36)
u¨ber









mit den Fehlerkoeﬃzienten in der Symmetrieebene zs zusammen.
Die Korrektur mit Hilfe der Symmetrie funktioniert nicht fu¨r die Fehlerbahnen
dritter Stufe, da in die Koeﬃzienten von s(3) auch die Fehlerbahnen zweiter Stufe
eingehen. Diese weisen keine Symmetrie bezu¨glich der Symmetrieebene zs des
Monochromators mehr auf.
Skaliert man das realistische Design aus Abschnitt 9.5 soweit herunter, daß der
Radius R1 der SCOFF–Bahn des ersten Ablenkers Eins betra¨gt, erha¨lt man die in
Anhang C angegebenen normierten Fehlerkoeﬃzienten zweiter und dritter Stufe.
Die Bahnsto¨rungen zweiter und dritter Ordnung fu¨r das realistische System mit
von Eins verschiedenem Radius R1 ergeben sich aus den normierten Fehlerkoef-
ﬁzienten sowie den normierten Bahnparametern
αˆ := α , γˆ :=
γ
R1
, βˆ := β , δˆ :=
δ
R1
, κˆ := κ (9.38)























Mit Hilfe von (9.21),(9.25) und (9.19) la¨ßt sich zeigen, daß fu¨r einen Strom von
100 nA in der Eingangsebene die Betra¨ge der Bahnparameter αˆ, γˆ, βˆ, δˆ durch
max{|αˆ|} = max{|βˆ|} = 1, 72 · 10−3 ,
max{|γˆ|} = max{|δˆ|} = 2.67 · 10−6
(9.40)
beschra¨nkt sind. Fu¨r die folgenden Betrachtungen nehmen wir eine Selektions-
schlitzbreite von 3,2 µm an, was einer Energiebreite von 0,2 eV entspricht. Die
Breite der Liniencrossover im Bereich des Schlitzes sollte mo¨glichst klein ge-
genu¨ber der Schlitzbreite sein. Dann ist sichergestellt, daß die geﬁlterte Ener-
gieverteilung scharfe Ra¨nder besitzt (siehe Abschnitt 9.6). Im Bereich des Selek-
tionsschlitzes betra¨gt die maximale relative Energieabweichung der Elektronen
max{|κˆ|} = 0, 1eV
3000V
≈ 3, 33 · 10−5 (9.41)
Im folgenden werden alle Fehlerkonstanten, die nur von den normierten Winkel
αˆ und βˆ abha¨ngen, als O¨ﬀnungsfehlerkonstanten bezeichnet. Die maximal auf-
tretenden normierten Winkeln sind um den Faktor 1000 gro¨ßer als die maximal
auftretenden normierten Achsabsta¨nden und um den Faktor 50 gro¨ßer als die ma-
ximale relative Energieabweichung. In der Selektionsebene sind zudem sowohl fu¨r
die zweite als auch die dritte Stufe die O¨ﬀnungsfehlerkonstanten deutlich gro¨ßer
als alle u¨brigen Fehlerkonstanten (siehe Anhang C). Fu¨r jede Stufe ko¨nnen daher
alle noch von γˆ, δˆ oder κˆ abha¨ngigen Fehler gegenu¨ber den O¨ﬀnungsfehlern ver-
nachla¨ssigt werden. Der Beitrag der O¨ﬀnungsfehler dritter Stufe betra¨gt nur etwa
1% des Beitrages der O¨ﬀnungsfehler zweiter Stufe. Dies ist ein Indiz dafu¨r, daß
die Fehlerentwicklung konvergiert. Die gro¨ßtmo¨gliche Abweichung ∆x von der
paraxialen Abbildung im xz–Schnitt, die in der Selektionsebene auftreten kann,
ist daher fu¨r einen Eingangsstrom von 100 nA in guter Na¨herung durch
∆x ≈ R1max{|Cˆαˆαˆαˆ2|} = 1, 9 µm (9.42)
gegeben. Die Breite des Liniencrossovers wa¨chst aufgrund des O¨ﬀnungsfehlers
um 2∆x auf etwa 3,8 µm an und ist somit von derselben Gro¨ßenordnung wie
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Abbildung 9.13: Breite eines Liniencrossovers unter Beru¨cksichtigung des O¨ﬀ-
nungsfehlers verglichen mit der Breite des Selektionsschlitzes.
die Breite des Selektionsschlitzes von 3,2 µm. Dies ist nach dem Kriterium von
Seite 117 tolerabel. Die Gro¨ßenverha¨ltnisse sind in Abbildung 9.13 dargestellt.
Bei einem Eingangsstrom von 10 nA hingegen betra¨gt die Linienverbreiterung
mit 0,38 µm nur etwa ein Zehntel der Selektionsschlitzbreite. Die geﬁlterte Ener-
gieverteilung weist daher weit scha¨rfere Ra¨nder bei ±0, 1 eV auf.
Die qualitativ schlechte Filterung bei 100 nA la¨ßt sich nur durch eine Verrin-
gerung der O¨ﬀnungsfehlerkonstanten Cˆαˆαˆ und Cˆβˆβˆ zweiter Stufe in der Selekti-
onsebene verbessern. Ohne die paraxiale Abbildung zu beeinﬂussen, ko¨nnen die
O¨ﬀnungsfehlerkonstanten zweiter Stufe mit Hilfe von Hexapolfeldern beeinﬂußt
werden. Da man zwei O¨ﬀnungsfehlerkonstanten Cˆαˆαˆ und Cˆβˆβˆ beeinﬂussen muß,
beno¨tigt man mindestens zwei frei einstellbare Hexapole. Die beno¨tigen Hexapol-
felder kann man entlang der Achse innerhalb der Ablenker durch entsprechen-
de Formung der Elektrodenquerschnitte erzeugen, ohne daß dadurch zusa¨tzliche
Bauelemente no¨tig sind. Gibt man die normierten Hexapolmomente Φ
(i)
3 , i = 1, 2
fu¨r beide Ablenker vor, so lassen sich die zu ihrer Erzeugung notwendigen Elek-
trodenformen mit der in Abschnitt 5.3 beschriebenen Methode bestimmen.
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Um einen guten Startwert fu¨r die notwendigen normierten Hexapolsta¨rken
Φˆ
(i)
3 , i = 1, 2 beider Ablenker zu erhalten, geht man von den berechneten O¨ﬀ-
nungsfehlern Cαα und Cββ des realistischen unkorrigierten Systems aus und u¨ber-
lagert im Inneren der Ablenker ein konstantes SCOFF–Hexapolfeld:
Φˆ
(SCOFF )




0 : außerhalb des Ablenkers
1 : innerhalb des Ablenkers
, i = 1, 2 .
(9.43)
Da die Fehlerkoeﬃzienten Cαα und Cββ linear von einem zusa¨tzlichen konstanten




αˆαˆ (zs) =Cˆαˆαˆ(zs) + Φˆ
(1)






(zs) =Cˆβˆβˆ(zs) + Φˆ
(1)




zwischen den normierten O¨ﬀnungsfehlerkoeﬃzienten ohne und mit SCOFF–
Hexapolen innerhalb der Ablenker. Aus dem linearen Gleichungssystem
CˆHexαˆαˆ (zs) = 0 und Cˆ
Hex
βˆβˆ
(zs) = 0 lassen sich die Scha¨tzwerte fu¨r die normierten
Multipolsta¨rken unmittelbar bestimmen. Es handelt sich hierbei um eine Na¨he-
rung, da dem durch die Einfu¨hrung der Hexapole gea¨nderten Randfeldverlauf im
Vergleich zu Abbildung 9.6 nicht Rechnung getragen wird.
Verwendet man die so gewonnenen Hexapolsta¨rken und die Parameter des realist-
schen unkorrigierten Systems fu¨r einen weiteren Iterationsprozeß zur Bestimmung
des realistischen Design (siehe Abschnitt 9.4), so erha¨lt man ein System mit um
den Faktor 10 reduzierten O¨ﬀnungsfehlerkonstanten in der Selektionsebene.
Daher weist die Energieverteilung nach der Filterung des korrigierten Systems
auch fu¨r einen Eingangsstrom von 100 nA noch scharfe Ra¨nder auf. Wie im
na¨chsten Abschnitt jedoch dargelegt ist, erfordert das korrigierte System eine
weitaus pra¨zisere Justierung der Quelle und der Stromselektionsblende.
In der Ebene des virtuellen Austrittsquellbildes sind die O¨ﬀnungsfehler zwei-
ter Ordnung aufgrund der Monochromatorsymmetrie fu¨r jedes System korrigiert.
Von den verbleibenden Fehlern dominieren die Beitra¨ge der Farbfehler Cˆαˆκˆαˆκˆ
und Cˆβˆκˆβˆκˆ:
∆x ≈ R1max{|Cˆαˆκˆαˆκˆ|} = 148, 4 nm ,
∆y ≈ R1max{|Cˆβˆκˆβˆκˆ|} = 5, 8 nm .
(9.45)
Die Ausdehnung der virtuellen Quelle vergro¨ßert sich damit in x–Richtung von
120 nm auf 120 nm+2∆x = 416 nm. Die Vergro¨ßerung in y–Richtung ist hingegen
9.8. JUSTIERTOLERANZEN 127
vernachla¨ssigbar klein. Hierdurch vergro¨ßert sich die eﬀektive Quellﬂa¨che etwa
um den Faktor vier. Der Richtstrahlwert hinter dem Monochromator betra¨gt
daher ein Viertel des Richtstrahlwerts vor dem Monochromator, wenn man den
Einﬂuß des Boersch–Eﬀekts zuna¨chst vernachla¨ssigt. Dies ist weit unterhalb der
zula¨ssigen Reduzierung des Richtstrahlwerts im SA˚TEM (vergleiche Kapitel 2).
9.8 Justiertoleranzen
In der Praxis ist es nicht mo¨glich, die Quelle und die Stromselektionsblende be-
liebig genau relativ zum Monochromator zu positionieren.
Liegt das Zentrum der Quelle entlang der x–Achse versetzt in einem Abstand r
von der Mikroskopachse, so liegt der Mittelpunkt des virtuellen Eintrittsquellbil-
des an der Position
γ0 := −M · r (9.46)
außerhalb der Mikroskopachse, wobeiM die Vergro¨ßerung der Quelle in die Ebene
des virtuellen Eintrittsquellbildes bezeichnet. Der Mittelpunkt des Akzeptanzin-
tervalls (9.21) des Monochromators fu¨r den lateralen Abstand γ wird daher um
γ0 verschoben. Dies la¨ßt sich beru¨cksichtigen, indem man in allen Fehlerbahnen
die Ersetzung
γ → γ + γ0 (9.47)
vornimmt. Analog zu einem Quellversatz fu¨hrt ein Versatz des Mittelpunktes der
Stromselektionsblende in x–Richtung von der Achse weg zu einer Verschiebung
des Mittelpunktes des Winkelakzeptanzbereichs fu¨r α (9.25) fu¨r die verschiedenen
Stro¨me um einen Winkel α0. Dies wird durch die Ersetzung
α→ α+ α0 (9.48)
beru¨cksichtigt. Die entsprechenden Dejustierungen entlang der y–Achse werden
durch
δ →δ + δ0
β →β + β0
(9.49)
beschrieben. Eine Abweichung der Beschleunigungsspannung vom Sollwert U um
den Wert ∆U bewirkt eine Verschiebung der relativen Energieabweichung κ eines
Elektrons von der Sollenergie um κ0 = ∆U/U , was durch
κ→ κ+ κ0 (9.50)
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beru¨cksichtigt wird.
Um zu untersuchen, welchen Einﬂuß diese Dejustierungen auf die Qualita¨t der
Filterung ausu¨ben, betrachten wir zuna¨chst nur die Fehlerbahnen zweiter Stufe.
Es genu¨gt, sich auf die Bahnsto¨rung x(2) des xz–Schnitts zu beschra¨nken, da in
diesem Schnitt die Filterung erfolgt. Um die Betrachtung zuna¨chst unabha¨ngig
von der gewa¨hlten Skalierung des Monochromators zu halten, gehen wir zu nor-
mierten Bahnparametern (9.38) und zu normierten Bahnsto¨rungen (9.39) u¨ber.
Fu¨hrt man die obigen Substitutionen im Polynom fu¨r die normierten Bahnsto¨run-
gen xˆ(2) (9.31) durch, erha¨lt man nach Ausmultiplizieren zusa¨tzliche konstante
und lineare Terme in αˆ, γˆ, βˆ, δˆ und κˆ. Der konstante Term weist die Struktur
Xˆ0(αˆ0, γˆ0, βˆ0, δˆ0) + Xˆκ0(αˆ0, γˆ0)κˆ0 + Xˆκˆ0κˆ0κˆ
2
0 (9.51)
auf. Dieser Term gibt den Abstand an, um den das Spektrum in der Selektions-
ebene aufgrund der Dejustierungen verschoben ist. Da der Term von κ0 abha¨ngt,
kann man die Lage des Spektrums im xz–Schnitt durch Variation der Beschleu-
nigungsspannung vera¨ndern. Hiermit la¨ßt sich auch ein lateral nicht exakt posi-
tionierter Selektionsschlitz ausgleichen.
Bei der Diskussion der linearen Terme ist zu beachten, daß die maximal auftre-
tenden normierten Winkel αˆ, βˆ um den Faktor 1000 gro¨ßer als die normierten
Achsenabsta¨nde γˆ, δˆ und um den Faktor 50 gro¨ßer als die relative Energieabwei-
chung κˆ sind (siehe Seite 124).
Die Breite des Liniencrossovers in der Selektionsebene wird deshalb durch die
Terme
Xˆαˆ(αˆ0, γˆ0, κˆ0)αˆ mit Xˆαˆ(αˆ0, γˆ0, κˆ0) = Cˆαˆαˆαˆ0 + Cˆαˆγˆ γˆ0 + Cˆαˆκˆκˆ0
und Xˆβˆ(βˆ0, δˆ0)βˆ mit Xˆβˆ(βˆ0, δˆ0) = Cˆβˆβˆβˆ0 + Cˆβˆδˆ δˆ0
(9.52)
bestimmt. Die u¨brigen linearen Terme sind gegenu¨ber diesen vernachla¨ssigbar.
Der durch den ersten Term hervorgerufene Versatz ist proportional zum Startwin-
kel αˆ in der Ebene der virtuellen Eintrittsquelle. Dies entspricht einem Versatz,
der entsteht, wenn die axiale Bahn xα des xz–Schnitts in der Selektionsebene
keine Nullstelle mehr besitzt. Der erste Term entspricht deshalb einer Defokus-
sierung im xz–Schnitt. Die Gaußsche Bildebene fa¨llt fu¨r diesen Schnitt nicht mehr
mit der Selektionsebene zusammen sondern liegt davor oder dahinter. Um diesen
Fehler auszugleichen muß man durch A¨nderung der Fokussierung der Konden-
sorlinse die Lage der Ebene des virtuellen Eintrittsquellbildes so verschieben, daß
der Monochromator diese Ebene wieder in die Selektionsebene abbildet.
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Der zweite Term erzeugt einen Versatz im xz–Schnitt abha¨ngig von einer A¨nde-
rung des Startwinkels im yz–Schnitt (
”
45 Grad Astigmatismus“). Dieser Fehleran-
teil verkoppelt beide Schnitte und la¨ßt sich nicht durch Fokussierung beseitigen.
Es ist geplant, die Stromselektionsblende beim Bau des Monochromators piezo-
elektrisch verschiebbar auszulegen. Dann la¨ßt sich die axiale Fehljustierung der







bestimmt dann die Justiertoleranzen des Systems. Wie man zeigen kann sind die
aus der dritten Stufe der Fehlerentwicklung entstehenden Justierfehler gegenu¨ber
dem Einﬂuß der Bahnsto¨rung zweiter Stufe vernachla¨ssigbar.
Das System mit na¨herungsweise korrigiertem O¨ﬀnungsfehler weist einen etwa um
den Faktor drei gro¨ßeren normierten Fehlerkoeﬃzienten Cˆβˆδˆ auf als das unkorri-
gierte System. Daher muß die Quelle im Falle des korrigierten Systems um den
Faktor drei genauer positioniert werden als im Falle des unkorrigierten Systems.
Fu¨r das unkorrigierte System aus Abschnitt 9.5 ergibt sich bei einer Vorvergro¨ße-
rung von M = 6 und einem Eingangsstrom von 100 nA ein maximal zula¨ssiger
Versatz der Quelle von 46 µm von der Achse, wenn man fu¨r den Winkelstrom der
Quelle 0,3 mA/srd annimmt. Fu¨r einen Eingangsstrom von 10 nA ist ein deutlich
gro¨ßerer Versatz von 148 µm zula¨ssig. Das korrigierte System erlaubt hingegen
nur Fehljustierungen der Quelle von 16 µm beziehungsweise 49 µm. Leider ist
bislang nicht bekannt, wie genau man die Quelle justieren kann. Deshalb hat
sich die CEOS GmbH zum Bau des unempﬁndlicheren unkorrigierten Systems
entschieden.
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Kapitel 10
Einﬂuß des Boersch–Eﬀekts
10.1 Coulomb–Wechselwirkungen im Strahl
Bisher wurde angenommen, daß man die Coulomb–Wechselwirkung der Elektro-
nen im Strahl untereinander vernachla¨ssigen kann. Diese Annahme ist jedoch
bei niedrigen Elektronenenergien von nur einigen keV insbesondere in der Umge-
bung von Strahlcrossovern nicht mehr gu¨ltig. Dort wird der mittlere Abstand der
Elektronen sehr klein, und bei den niedrigen Energien verweilen die Elektronen
aufgrund ihrer geringen Geschwindigkeit lange in der Wechselwirkungszone.
Um die Auswirkungen der Coulomb–Wechselwirkung zu verstehen, betrachten
wir zuna¨chst ein konvergentes, um die optische Achse rotationssymmetrisches
Elektronenbu¨ndel im feldfreien Raum. In der Ebene des Strahlcrossovers weist
der Strahl seinen kleinsten Durchmesser auf (siehe Abbildung 10.1). Wir grei-
fen nun zwei Elektronen heraus, die vor Passieren des Crossovers die gleiche
kinetische Energie besitzen und betrachten den Coulomb–Stoß in ihrem Schwer-
punktsystem. Im Schwerpunktsystem haben die Geschwindigkeiten der beiden
Elektronen stets den gleichen Betrag und zeigen in entgegengesetzte Richtung.
Damit im Laborsystem beide Elektronen die gleiche Energie aufweisen, mu¨ssen
ihre Geschwindigkeitsvektoren im Schwerpunktsystem senkrecht auf dem Vektor
der Schwerpunktsgeschwindigkeit stehen.
Durch den Stoß wird im Schwerpunktsystem zwar nicht der Betrag der Geschwin-
digkeitsvektoren gea¨ndert, wohl aber ihre Richtung. Transformiert man nach dem
Stoß zuru¨ck ins Laborsystem, so weisen beide Teilchen unterschiedliche Energi-
en auf. Ebenso hat sich der Winkel zur optischen Achse gea¨ndert, unter dem die
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Geschwindigkeit des Schwerpunktes im Laborsystem
e−
nach dem Stoßvor dem StoßStoß
Abbildung 10.2: Energieu¨bertrag und Winkelverkippung durch den Boersch–
Eﬀekt.
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Die A¨nderung der kinetischen Energie wird in der Literatur mit energetischem be-
ziehungsweise longitudinalem Boersch–Eﬀekt bezeichnet. Die Winkelverkippung
heißt lateraler Boersch–Eﬀekt.
10.1.1 Lateraler Boersch–Eﬀekt
Da die Strahlverkippung in unmittelbarer Umgebung des Crossovers erfolgt,
a¨ndern sich im wesentlichen nur die Winkel der Elektronen zur Achse nicht aber
ihre Durchtrittsorte durch die Crossoverebene. Da die Crossover innerhalb des
Monochromators in die Ebene des virtuellen Austrittsquellbildes abgebildet wer-
den, hat der laterale Boersch–Eﬀekt nahezu keine Auswirkungen auf die Breite
der virtuellen Quelle. Durch die Strahlverkippung wird jedoch der Raumwinkel
vera¨ndert, in welchen die Elektronen von der virtuellen Quelle emittiert werden.












Abbildung 10.3: Vera¨nderung des Emissionsraumswinkels durch Strahlverkip-
pung.
Mit Hilfe einer von Weidenhausen, Spehr und Rose [64] abgeleiteten analytischen
Na¨herungsformel fu¨r stigmatische Crossover erha¨lt man als Scha¨tzwert fu¨r die
134 KAPITEL 10. EINFLUSS DES BOERSCH–EFFEKTS
Wurzel der mittleren quadratischen Winkelverkippung√
〈∆α2〉 ≈ 0, 036 · α0 , (10.1)
wenn man eine Beschleunigungsspannung von U = 3 kV, einen Strom von
100 nA, einen Crossoverdurchmesser von 120 nm und einen Semio¨ﬀnungswin-
kel des konvergenten Bu¨ndels von α0 = 1, 72 mrad annimmt. Der Einﬂuß des
lateralen Boersch–Eﬀekts auf den Richtstrahlwert ist fu¨r diesen Crossover ver-
nachla¨ssigbar, da die Aufweitung des Emissionswinkels nur in der Gro¨ßenordnung
einiger Prozent liegt.
Die verwendeten Parameter stimmen mit dem konvergenten Bu¨ndel u¨berein, daß
fu¨r einen Eingangsstrom von 100 nA in den Monochromator eintritt (siehe Ab-
schnitt 9.6). Da die realen Crossover im Inneren des Monochromators a¨hnliche
Einstrahlwinkel bei einer deutlich verringerten Stromsta¨rke aufweisen, stellt die
obige Abscha¨tzung eine obere Grenze fu¨r die Aufweitung des Emissionswinkels




Theoretische Analysen zum longitudinalen Boersch–Eﬀekt wurden von Rose und
Spehr [65, 66] und von Jansen und Leeuwen [67, 68] fu¨r stigmatische und gekreuz-
te astigmatische Crossover im feldfreien Raum durchgefu¨hrt. Von Spehr wurden
1985 die abgeleiteten analytischen Abscha¨tzungsformeln beider Arbeitsgruppen
u¨bersichtlich zusammengestellt [69].
Um eine Obergrenze fu¨r die Auswirkung des Boersch–Eﬀekts auf die Energiebreite
zu bestimmen, betrachten wir zuna¨chst das stigmatische System von Rose [16].
Aufgrund der geringeren Stromsta¨rken in den astigmatischen Zwischenbildern
ist der longitudinale Boersch–Eﬀekt des im Rahmen dieser Arbeit vorgestellten
Monochromatortyps auf alle Fa¨lle kleiner als der des Systems von Rose.
Wie in Abschnitt 9.6 gezeigt wurde, entspricht ein Strom von 100 nA bei einer
Vorvergro¨ßerung der Quelle vonM = 6 einem Semio¨ﬀnungswinkel des konvergen-
ten Bu¨ndels von αmax = 1, 72 mrad. Hierbei wurde ein Winkelstrom der Quelle
von jΩ = 0, 3 mA/srd angenommen. Der Durchmesser dQ des virtuellen Eintritts-
quellbildes betra¨gt 120 nm fu¨r einen eﬀektiven Quelldurchmesser von 20 nm.
Wa¨hlt man den ersten und den zweiten Halbkugelkondensator des Systems von
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Rose gleich groß, so weist das reelle Bild der Quelle in der Selektionsebene den
gleichen Durchmesser und den gleichen Semikonvergenzwinkel auf. Fu¨r die Wur-
zel aus dem Erwartungswert der quadrierten Energieabweichung erha¨lt man mit
den Formeln von Spehr und Rose√
〈(∆E)2〉 ≈ 0.72 eV . (10.2)
Wie von Spehr und Rose gezeigt wurde, weist die Energieverteilung durch den
Boersch–Eﬀekt einen sehr breiten Sockel auf, da ein geringer Anteil der Elek-
tronen sehr stark gestreut wird. Diese Elektronen tragen aufgrund der Quadrie-
rung der Energieabweichung zu
√〈(∆E)2〉 u¨berproportional stark bei. Sinnvoller
erscheint hingegen die Angabe eines Energieintervalls ∆En%, innerhalb dessen
sich n % aller Elektronen beﬁnden. Sowohl von Spehr und Rose als auch von




50% ≈ 0, 28 eV ,
∆E
(Jansen)
50% ≈ 0, 20 eV .
(10.3)
Zieht man den breiten Sockel der sehr stark gestreuten Elektronen ab, so ist der
Verteilung na¨herungsweise gaußfo¨rmig. Fu¨r eine Gaußverteilung ergibt sich die
Halbwertsbreite ∆E1/2 (FWHM) zu
∆E1/2 ≈ 1, 75∆E50% . (10.4)
Man erha¨lt somit die Abscha¨tzungen
∆E
(Spehr)
1/2 ≈ 0, 49 eV ,
∆E
(Jansen)
1/2 ≈ 0, 35 eV
(10.5)
fu¨r die Halbwertsbreite der Energieverteilung durch den Boersch–Eﬀekt im Cros-
sover in der Selektionsebene fu¨r den Monochromator von Rose.
Die Halbwertsbreite der Energieverteilung (FWHM) durch den Boersch–Eﬀekt ist
deutlich gro¨ßer als die angestrebte Breite der Verteilung in der Ausgangsebene.
Der Eﬀekt der Filterung wird somit im Rahmen der verwendeten analytischen
Na¨herung durch den Boersch–Eﬀekt wieder zunichte gemacht.
Bei dieser Betrachtungsweise wurde jedoch der Einﬂuß der Dispersion in der Fil-
terebene vernachla¨ssigt, durch die die stigmatischen Quellbilder nach der Energie
sortiert auseinandergezogen werden. Hierdurch sinkt die Stromdichte in der Selek-
tionsebene und ein verringerter Boersch–Eﬀekt ist zu erwarten. Leider existieren
jedoch keine analytischen Na¨herungsformeln fu¨r diesen Fall, so daß keine Aussa-
ge mo¨glich ist, ob die zu erwartende Reduktion des Boersch–Eﬀekts groß genug
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ausfa¨llt, um noch eine Filterung auf ein FWHM von 0,2 eV bei einem Strom in
der Eintrittsebene von 100 nA zu ermo¨glichen. Um eine genauere Abscha¨tzung
des Boersch–Eﬀekts zu erhalten, die auch die Wirkungen der ablenkenden Fel-
der und der dispersiven Bahn mit einschließt, ist eine Monte–Carlo Simulation
notwendig.




1/2 ≈ 0, 1 eV ,
∆E
(Jansen)
1/2 ≈ 0, 07 eV .
(10.6)
Durch den longitudinalen Boersch Eﬀekt kann somit die Halbwertsbreite der
Energieverteilung nach der Filterung von 0,2 eV ho¨chstens auf
∆E1/2 ≈
√
0, 22 + 0, 12 eV = 0.22 eV (10.7)
anwachsen. Die Energieverbreiterung durch den longitudinalen Boersch–Eﬀekt
ist daher bei solch kleinen Strahlstro¨men vernachla¨ssigbar.
Vergro¨ßerung der Quellﬂa¨che
Die Energieverbreiterung durch den Boersch–Eﬀekt kann nicht nur die Energie-
ﬁlterung wieder zunichte machen, sondern auch die Fla¨che der virtuellen Quelle
in der Quellaustrittsebene des Monochromators deutlich vergro¨ßern, was einen
Richtstrahlwertverlust zur Folge hat.
Der Monochromator ist so konstruiert, daß die dispersive Bahn hinter der Aus-
gangsebene identisch verschwindet. Ein Elektron, daß mit einer Energieabwei-
chung ∆E von der Sollenergie entlang der optischen Achse in den Monochro-
mator eintritt, tritt auch wieder entlang der optischen Achse aus dem System
aus (Abbildung 10.4). Hierdurch wird eine Aufweitung des Quellbildes durch Di-
spersion vermieden, allerdings nur unter der Voraussetzung, daß die Energie der
Elektronen entlang ihrer Flugbahnen konstant bleibt.
Erfolgt zwischen zwei Elektronen eine Coulomb–Streuung beim Durchtritt durch
ein Zwischenbild der Quelle, so a¨ndern dort beide ihre Energie. Dadurch ﬂie-
gen die Elektronen nicht mehr entlang ihrer Solltrajektorien sondern entlang von
parasita¨ren dispersiven Bahnen. Eine solche Bahn startet vom Ort des Stoßes
aus mit der Richtung der Solltrajektorie. Sie verschwindet im Gegensatz zur di-
spersiven Bahn des Monochromators hinter der Ausgangsebene nicht. Dies ist in
Abbildung 10.4 skizziert.











Abbildung 10.4: Vergro¨ßerung der Fla¨che der virtuellen Austrittsquelle durch den
longitudinalen Boersch–Eﬀekt.
Die zu einem Zwischenbild in der Ebene zp geho¨rende parasita¨re dispersive Bahn
xκ
(p) la¨ßt mit Hilfe der Linearkombination
xκ
(p) = xκ + α
(p)xα + γ
(p)xγ (10.8)
aus der dispersiven Bahn und den Fundamentalbahnen des xz–Schnitts bestim-
men. Die Koeﬃzienten α(p) und γ(p) ergeben sich aus den Bedingungen
x(p)κ (zp) = 0 und xκ
(p)′(zp) = 0 . (10.9)
Das virtuelle Austrittsquellbild von Elektronen, die durch den Boersch–Eﬀekt
eine Energiea¨nderung um ∆E(B) erfahren, besitzt den Abstand ∆E(B) · xκ(p)(zf )
von der optischen Achse (Abbildung 10.5). Die mittlere Emissionsrichtung dieses
Quellbildes ist dabei gegenu¨ber der optischen Achse um den Winkel xκ
(p)′(zf )
verkippt.
Die Verbreiterung der Quelle im xz–Schnitt wird durch die Halbwertsbreite der
Energieverteilung aufgrund des Boersch–Eﬀekts und den Wert der parasita¨ren
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dispersiven Bahn in der Ebene des Austrittsquellbildes bestimmt. Ein Design











Abbildung 10.5: Zusammenhang zwischen der parasita¨ren dispersiven Bahn und
der Position und Emissionsrichtung des virtuellen Quellbildes.
sollte deshalb nur so groß gewa¨hlt werden, daß der Selektionsschlitz von seiner
Breite her noch problemlos realisiert werden kann. Ein System gro¨ßer zu wa¨hlen
ist nicht sinnvoll, selbst wenn die bautechnischen Randbedingungen dies zulassen
sollten. Zusammen mit der Dispersion in der Selektionsebene nehmen na¨mlich
auch die parasita¨ren Dispersionen in der Ebene des Austrittsquellbildes linear
mit der absoluten Gro¨ße des Monochromators zu.
Fu¨r das in Abschnitt 9.5 vorgestellte unkorrigierte System erha¨lt man fu¨r die
vier Liniencrossover bis zur Selektionsebene die in Tabelle 10.1 angegebenen pa-
rasita¨ren Orts– und Winkeldispersionen in der Ebene der virtuellen Austritts-
quelle. Die Crossover sind dabei nach der Reihenfolge ihres Auftretens von der
Eingangsebene aus durchnumeriert. Der vierte Crossover liegt in der Selektions-
ebene. Die Ortsdispersion Dr und die Winkeldispersion Dα sind mit der para-












verknu¨pft. Es genu¨gt, sich auf die Crossover bis zum Selektionsschlitz zu be-
schra¨nken, da aufgrund des stark verringerten Strahlstroms hinter der Selekti-
onsebene der Beitrag der Crossover hinter dem Selektionsschlitz gegenu¨ber dem
Beitrag der Crossover in der ersten Ha¨lfte des Monochromators vernachla¨ssigt
werden kann.
Eine Abscha¨tzung fu¨r die gro¨ßte u¨berhaupt mo¨gliche Aufweitung des Emissions-
winkels der virtuellen Austrittsquelle durch die parasita¨re Winkeldispersion ist















Tabelle 10.1: Parasita¨re Orts– und Winkeldispersionen des unkorrigierten Sy-
stems der vier Liniencrossover bis zum Selektionsschlitz.
durch
∆αmax ≈ ∆E(Spehr)1/2 ·D(3.Crossover)α = 0, 08 mrad (10.11)
gegeben. Dies ist gegenu¨ber einem Semio¨ﬀnungswinkel des Quellbu¨ndels von
1,72 mrad vernachla¨ssigbar. Der Emissionswinkel der Quelle bleibt somit durch
die auftretenden Winkeldispersionen nahezu unbeeinﬂußt.
Das Quellbild fu¨r Elektronen, die durch den Boersch–Eﬀekt eine Energieverschie-
bung von nur 0,05 eV erfahren, liegt hingegen bereits in einem Abstand von
∆d ≈ 0, 05 eV · 25, 0µm
eV
= 1250 nm (10.12)
von der optischen Achse entfernt, wenn der Energieu¨bertrag im Crossover der Se-
lektionsebene erfolgt ist. Dies ist etwa das zehnfache des Quellbilddurchmessers
ohne Beru¨cksichtigung des Boersch–Eﬀekts. Nimmt man fu¨r die Verteilung der
Energieabweichungen durch den Boersch–Eﬀekt eine Halbwertsbreite von 0,05 eV
an, fu¨hrt das zu einer Vergro¨ßerung der Quellﬂa¨che um eine Gro¨ßenordnung. Hier-
durch wird auch der Richtstrahlwert um den Faktor 10 kleiner. Die Vergro¨ßerung
der Quellﬂa¨che ist somit der begrenzende Eﬀekt. Da die Quellﬂa¨che nur im xz–
Schnitt verbreitert wird, ist hinter dem Monochromator ein Stigmator notwendig
um die linienfo¨rmig aufgezogene Quelle wieder zu stigmatisieren.
Um eine mo¨glichst genaue Abscha¨tzung fu¨r die Vergro¨ßerung der Quellﬂa¨che
zu erhalten, ist eine realistische quantitave Abscha¨tzung der Gro¨ße des Boersch
Eﬀekts mit Hilfe einer Monte–Carlo Simulation notwendig, die auch die Ablen-
kerfelder und die Dispersion entlang des Weges beru¨cksichtigt. Die in Abschnitt
10.1.2 mit Hilfe von analytischen Na¨herungsformeln durchgefu¨hrte
”
worst case“
Abscha¨tzung genu¨gt hier nicht.
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10.2 Monte–Carlo Simulation
10.2.1 Erzeugung des Elektronenensembles
Man erzeugt mit Hilfe eines Zufallsgenerators zuna¨chst ein Ensemble von N
Elektronen vor der Eintrittsebene des Monochromators. Die Elektronen werden
dabei innerhalb eines konusfo¨rmigen Volumens verteilt, das einem Ausschnitt













Abbildung 10.6: Geometrie eines Elektronenensembles vor Eintritt in den Mono-
chromator.
Die Orte der Elektronen innerhalb des Konus werden mit Hilfe eines Zufallsge-
nerators nach der Wahrscheinlichkeitsverteilung




: innerhalb des Konusvolumens
0 : außerhalb des Konusvolumens
(10.13)
erzeugt, wobei A(z) fu¨r die Querschnittsﬂa¨che des Konus an der Achsenposition z
steht (Abbildung 10.7) und ∆l die La¨nge des Konus bezeichnet. Diese Verteilung
entspricht einem homogen ausgeleuchteten Raumwinkel bei zeitlich konstantem
Strom. Die Richtung der Geschwindigkeit der Elektronen wird per Zufallsgenera-
tor so gewa¨hlt, daß ihre Trajektorien durch das virtuelle Bild der Quelle verlaufen.
Die Durchtrittsorte durch das virtuelle Quellbild wa¨hlt man gleichverteilt. Fu¨r












Abbildung 10.7: Ra¨umliche Verteilung des Elektronenensembles.
die Energie der Elektronen wird eine Gaußverteilung mit einer Halbwertsbreite
(FWHM) von 0,7 eV und einem Mittelwert von E0 = eU angenommen.
Der Semikonvergenzwinkel des Bu¨ndels sowie der Durchmesser der virtuellen
Quelle wird wie auf Seite 118 beschrieben aus dem Winkelstrom jΩ der Quel-
le, dem gewu¨nschten Eingangsstrom Ie in den Monochromator, dem Durchmesser
der Quelle und der Vorvergro¨ßerungM bestimmt. Die La¨nge ∆l des Konus erha¨lt
man fu¨r eine vorgegebene Anzahl N von Elektronen aus dem Strahlstrom Ie und









Hierbei ist 〈v〉 die Geschwindigkeit von Elektronen der Sollenergie.
Die im realen Strahl vorhandenen Elektronen vor und hinter den Stirnﬂa¨chen
des Konus werden nicht mitberu¨cksichtigt. Daher fehlen den Elektronen in der
Umgebung der Stirnﬂa¨chen Stoßpartner. Dies fu¨hrt in der Energieverteilung zu
unrealistischen Artefakten. Aus diesem Grund werden bei der Energiestatistik
nur Elektronen beru¨cksichtigt, die sich im inneren Konusdrittel beﬁnden (Ab-
bildung 10.7). Um N fu¨r die Energiestatistik relevante Elektronen zu erhalten,
muß man daher ein Ensemble von 3N Elektronen durch den Monochromator
hindurchpropagieren.
142 KAPITEL 10. EINFLUSS DES BOERSCH–EFFEKTS
Um den Boersch–Eﬀekt so realistisch wie mo¨glich zu simulieren, muß man dieses
Ensemble unter Beachtung der Coulomb–Wechselwirkung aller Elektronen un-
tereinander durch die mit Hilfe der Ladungssimulation gewonnenen realen Felder
des Monochromators bis zur Selektionsebene hindurchpropagieren.
Leider ist die Bestimmung der elektrischen Felder im Falle des in Kapitel 8 vor-
gestellten Verfahrens zur Ladungssimulation sehr zeitintensiv. Es ist mit vertret-
barem Rechenzeitaufwand nicht mo¨glich, ein Ensemble von mehreren Hundert
Elektronen bis zur Mittelebene hindurchzupropagieren. Soviele Elektronen sind
jedoch fu¨r eine ausreichende Statistik der Energieverteilung notwendig. Daher
wird die Simulation des Boersch–Eﬀekts nur fu¨r die ersten drei astigmatischen
Crossover unter Annahme eines vereinfachten Feldmodells durchgefu¨hrt.
10.2.2 Vereinfachtes Feldmodell
Durch die Wahl des Umlenkwinkels φ = 2π geht der erste Ablenker in einen
torusfo¨rmigen Ablenker u¨ber. Fu¨r das rotationssymmetrische Feld eines Toro-
idablenkers existiert die Reihenentwicklung 5.4 um die SCOFF–Achse, die eine
wesentlich schnellere Bestimmung des elektrischen Feldes erlaubt als die Ladungs-
simulation. Da die ersten beiden Crossover innerhalb des Feldes des ersten Ab-
lenkers liegen (siehe Abbildung 9.8), la¨ßt sich eine gute Abscha¨tzung fu¨r den
longitudinalen Boersch–Eﬀekt innerhalb dieser Crossover gewinnen, indem man
das Elektronenensemble durch das Feld des torusfo¨rmigen Ablenker propagiert.
Da der Toroidablenker keine Eintrittsﬂa¨che aufweist, ist es nicht mo¨glich, das im
vorigen Kapitel beschriebene konusfo¨rmige Elektronenensemble vom feldfreien
Raum aus in den Ablenker hineinzupropagieren. Um eine vernu¨nftige Startver-
teilung fu¨r die Propagation durch den Toroidablenker zu gewinnen, erzeugt man
zuna¨chst ein konusfo¨rmiges Elektronenensemble, dessen hintere Stirnﬂa¨che mit
der Ebene der Eintrittskante des ersten Ablenkers zusammenfa¨llt (Abbildung
10.8). Dieses Ensemble entspricht einem Ausschnitt des Strahls bei ausgeschalte-
tem Monochromator. Durch die Felder des ersten Ablenkers wird die Geometrie
dieses Strahlabschnitts verformt.
Um die Positionen ˜ri der Elektronen bei eingeschaltetem Ablenker na¨herungswei-
se zu berechnen, bestimmt man zuna¨chst die laterale Position und die Richung,
die die Elektronen des konusfo¨rmigen Ensembles bei Passieren der Ebene der
Eintrittskante innehatten. Anschließend ermittelt man mit Hilfe der Fundamen-
talbahnen und der dispersiven Bahn des Ablenkers die von diesen Positionen
aus startenden Trajektorien der Elektronen in linearer Na¨herung. Hierbei ist es
sinnvoll, die SCOFF–Na¨herung zu verwenden, da hierfu¨r die Bahnen analytisch
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bekannt sind. Mit Hilfe der Trajektorien bestimmt man die Orte und Geschwin-



















durch die SCOFF Felder verformtes
Ensemble in gaußscher Na¨herung
v
Abbildung 10.8: Erzeugung des Startensembles aus dem konusfo¨rmigen Ensemble
fu¨r den feldfreien Raum.
Der Betrag der Geschwindigkeit ˜v eines Elektrons bei eingeschaltetem Ablen-
kerfeld la¨ßt sich aus seiner Gesamtenergie und seiner Position ˜r mit Hilfe der
Beziehung




2 − eϕ(˜r) (10.15)
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bestimmen.
Zur Propagation des Elektronenensembles durch das Feld des Toroidablen-
kers wird der in [60] beschriebene Diﬀerentialgleichungslo¨ser achter Ordnung
mit Schrittweitensteuerung von Dormand & Prince verwendet. Dabei wird die
Coulomb– Wechselwirkung zwischen den Elektronen beru¨cksichtigt.
Die Energieabweichung eines Elektrons aufgrund des Boersch–Eﬀekts ist die Dif-
ferenz zwischen der Gesamtenergie Ef des Elektrons am Ende und der Gesamt-
energie Ei am Anfang der Propagation
∆E = Ef − Ei . (10.16)
10.2.3 Vergleich zwischen stigmatischem und astigmati-
schem Strahlengang
Mit Hilfe des im vorhergehenden Abschnitt beschriebenen Verfahrens wurde der
Boersch–Eﬀekt fu¨r einen Toroidablenker mit astigmatischem und einen Toroidab-
lenker mit stigmatischem Strahlengang fu¨r Eingangsstro¨me im Bereich von 10 nA
bis zu 100 nA untersucht. Hierbei wurden die Simulationen fu¨r jeden Stromwert
fu¨nfmal mit jeweils unterschiedlichen Startwerten fu¨r den Zufallsgenerator wie-
derholt.
Im astigmatischen Fall wurde die Brechkraft µ1 im xz–Schnitt vom ersten Ab-
lenker des in Abschnitt 9.5 vorgestellten Systems verwendet. Im Falle des stig-
matischen Ablenkers gilt µ = 1.
Es wurden N = 500 statistische relevante Elektronen pro Simulation gewa¨hlt. Die
Elektronen wurden soweit durch den jeweiligen Toroidablenker propagiert, daß
im Falle der stigmatischen Abbildung zwei Crossover und im Falle der astigma-
tischen Abbildung drei Crossover beru¨cksichtigt wurden (siehe Abbildungen 10.9
und 10.10). Dies entspricht der Anzahl der Crossover vor der Selektionsebene
im System von Abschnitt 9.5 beziehungsweise im stigmatischen Design von Rose
(siehe Abschnitt 3.1.3).
Im astigmatischen Fall stimmt im Gegensatz zu den ersten beiden Crossovern
die Lage des dritten Crossovers im Toroidablenker nicht mehr mit der Lage des
dritten Crossovers des realen Systems u¨berein. Im realen System liegt dieser Cros-
sover bereits innerhalb des zweiten Ablenkers und ist deutlich weiter vom zwei-
ten Crossover entfernt (vergleiche Abbildungen 9.8 und 10.9). Hierdurch ist die
Stromdichte in der Zwischenzone niedriger als bei der Simulation. Daher ist fu¨r














Abbildung 10.9: Propagation durch einen Toroidablenker mit astigmatischem
Strahlengang.
das reale System ein etwas reduzierter Boersch–Eﬀekt zu erwarten.
Die Breite ∆E50% der Verteilung der Energieabweichungen ∆E von der Start-
energie (10.16), innerhalb derer 50 % aller Elektronen liegen, ist in Abbildung
10.11 fu¨r den stigmatischen und den astigmatischen Fall u¨ber dem Strom in der
Eingangsebene aufgetragen. Fu¨r die Ha¨lfte der statistisch relevanten Elektronen
gilt
∆E ∈ [−∆E50%/2,∆E50%/2] . (10.17)
Man erkennt, daß ein stigmatisches Design fu¨r hohe Eingangsstro¨me im Bereich
von 50 nA bis zu 100 nA einen nahezu doppelt so großen Boersch–Eﬀekt aufweist
als ein astigmatisches. Fu¨r niedrige Eingangsstro¨me (10 nA bis 20 nA) hingegen














Abbildung 10.10: Propagation durch einen Toroidablenker mit astigmatischem
Strahlengang.
sind beide Arten der Strahlfu¨hrung gleichwertig.
Die ersten drei Crossover fokussieren abwechsend im xz–Schnitt und im yz–
Schnitt. Außerdem weisen sie etwa gleiche La¨ngen auf. Durch den Wechsel der
Orientierung ist die Stromdichte zwischen dem ersten und zweiten Crossover so-
wie zwischen dem zweiten und dritten Crossover deutlich ho¨her als die Strom-
dichte im Bereich zwischen dem dritten Crossover und dem Crossover der Se-
lektionsebene, die beide gleich orientiert sind. Der Selektionscrossover ist zudem
la¨nger als die ersten drei. Daher ist in diesem Crossover nochmals ein deutlich
niedrigerer Boersch–Eﬀekt zu erwarten.














Abbildung 10.11: Breite des Bereichs der Verteilung der Energieabweichungen, in
dem 50 % der Elektronen liegen, aufgetragen u¨ber dem Eingangsstrom.
Nimmt man dennoch an, daß ein Boersch–Eﬀekt von der gleichen Gro¨ßenordnung
wie in den drei ersten Crossovern auch in der Selektionsebene auftritt, so erha¨lt
man als
”
worst–case“ Abscha¨tzung fu¨r die Breite d
(B)
x der Quelle bei Beru¨cksich-
tigung der parasita¨ren Dispersionen
d(B)x = 1, 75 ·∆E(astigm)50% ·D(4.Crossover)r + dQ + 2∆x , (10.18)
wobei dQ den Durchmesser der virtuellen Quelle bei idealer Gaußscher Abbildung
bezeichnet. Die zusa¨tzliche Verbreiterung der virtuellen Quelle durch die Bildfeh-
ler zweiter Stufe betra¨gt dabei das doppelte der maximal mo¨glichen Abweichung
∆x eines Strahlelektrons von der Gaußschen Bahn aufgrund der Bildfehlerfehler
zweiter Ordnung (siehe Abschnitt 9.7). Der Faktor 1,75 dient zur Umrechnung
von ∆E50% auf die Halbwertsbreite ∆E1/2 (siehe Gleichung (10.4)), da die Ver-
teilung nahezu gaußfo¨rmig ist.
Fu¨r einen Strom in der Eingangsebene von 100 nA und den in Abschnitt 9.6 an-
genommenen Werten fu¨r die Vorvergro¨ßerung und den Winkelstrom erha¨lt man
eine Zunahme der Fla¨che der virtuellen Quelle um den Faktor 26. Realistischer
du¨rfte die Annahme sein, daß der Boersch–Eﬀekt im Selektionscrossover klein ge-
gebenu¨ber dem Eﬀekt der ersten drei Crossover ist, so daß anstelle der parasita¨ren
Ortsdispersion des Selektionscrossovers die kleinere parasita¨re Ortsdispersion des
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ersten Crossovers zur Abscha¨tzung verwendet werden kann. In diesem Fall ergibt
sich eine Vergro¨ßerung der Quellﬂa¨che um den Faktor 16.
Das System von Rose weist bei einer dem astigmatischen Design vergleichba-
ren Baula¨nge von 6 cm (Abstand zwischen der Eingangsebene des ersten zur
Ausgangsebene des vierten Halbkugelkondensators) eine Dispersion in der Se-
lektionsebene von 40 µm/eV auf, sofern die Radien der Halbkugelkondensatoren
gleichgroß gewa¨hlt werden. Bei dieser Wahl betra¨gt die parasita¨re Restdispersion
des stigmatischen Selektionscrossovers in der Ebene der virtuellen Austrittsquelle
ebenfalls 40 µm/eV. Als
”
worst case“ Abscha¨tzung erha¨lt man eine Vergro¨ßerung
der Quellﬂa¨che um etwa den Faktor 60. Um denselben Faktor wie das astigma-
tische Design zu erreichen, muß man den Monochromator von Rose auf eine
Baula¨nge von 2,4 cm verkleinern. Hierdurch wachsen aber auch die Anforderun-
gen an die Justiergenauigkeit der einzelnen Elemente sowie an die Justiergenau-
igkeit der Quelle und des Kondensorsystems gegenu¨ber dem Monochromator. Da
bislang nur SCOFF–Rechnungen zu diesem Design vorliegen, ist auch nicht be-
kannt, welchen Abstand man zwischen den Elektroden des ersten und denen des
zweiten Halbkugelkondensators zulassen darf. In diesen Zonen lassen sich mo¨gli-
cherweise sehr hohe Spitzenfeldsta¨rken bei der Realisierung des Designs nicht
vermeiden, da sich im Rahmen der SCOFF–Na¨herung die Elektroden beru¨hren.
Jede Verkleinerung des Designs erho¨ht die Spitzenfeldsta¨rken und verscha¨rft da-
mit diese Problematik.
Fu¨r einen Strom in der Eingangsebene von 10 nA, wie er fu¨r den Einsatz im
SA˚TEM beno¨tigt wird, erha¨lt man im Falle des astigmatischen Systems als
”
worst
case“ Abscha¨tzung eine Vergro¨ßerung der Quellﬂa¨che um den Faktor 7, wodurch
der Richtstrahlwert auf 14 % des Ausgangswerts sinkt. Dies ist ein fu¨r den Einsatz
im SA˚TEM vo¨llig ausreichender Wert, da nach Kapitel 3 aufgrund des O¨ﬀnungs-
fehlerkorrektors der Richtstrahlwert sogar auf 1 % absinken darf,
Kapitel 11
Zusammenfassung
Die Punktauﬂo¨sungsgrenze eines Transmissionselektronenmikroskops kann durch
Korrektur des O¨ﬀnungsfehlers des Objektivs deutlich verbessert werden. Von der
Arbeitsgruppe um Max Haider wurde 1997 erstmals erfolgreich ein O¨ﬀnungsfeh-
lerkorrektor fu¨r diesen Mikroskoptyp realisiert [9, 10]. Dieser Korrektor wurde
1990 von Rose vorgeschlagen [12]. Die Punktauﬂo¨sungsgrenze eines konventionel-
len Mittelspannungsmikroskops mit einer Elektronenenergie von 200 keV konnte
mit seiner Hilfe von 2,6 A˚ auf 1,2 A˚ reduziert werden.
Die Auﬂo¨sung wird dabei nicht mehr la¨nger von der Qualita¨t des Abbildungs-
systems sondern von der Energiebreite der Quelle begrenzt. Um eine Punkt-
auﬂo¨sungsgrenze von unter 1 A˚ zu erreichen, muß die Halbwertsbreite der Ener-
gieverteilung (FWHM) der Elektronenquelle von heute 0,7 eV auf mindestens
0,3 eV verringert werden. Trotz vielversprechender Ansa¨tze ist es bis heute nicht
gelungen, Quellen zu entwickeln, die eine derart hohe Energiescha¨rfe bei ausrei-
chend hohem Strahlstrom (einige Nanoampere) aufweisen.
Im Rahmen dieser Arbeit wurde deshalb ein Monochromator fu¨r Elektronenquel-
len entworfen, der ein virtuelles Zwischenbild der Quelle mit einer Vergro¨ßerung
von Eins abbildet, dabei jedoch alle Elektronen mit einer zu großen Energieab-
weichung herausﬁltert. Um eine ausreichend hohe Dispersion fu¨r die Filterung zu
erzielen, darf die Energie der Elektronen innerhalb des Monochromators einige
Kilovolt nicht u¨berschreiten. Bei einem Mikroskop mit einer Beschleunigungs-
spannung von 200 kV muß der Monochromator daher bei einer Spannung von
nahezu 200 kV gegenu¨ber Erde (dem Objektpotential) arbeiten. Der Betrieb von
Konstantstromquellen fu¨r magnetische Bauelemente ist auf einer so hohen Span-
nung gegen Erde technologisch weit aufwendiger als der Betrieb von Konstant-
spannungsquellen fu¨r elektrostatische Elemente. Das vorgestellte System arbeitet
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aus diesem Grund rein elektrostatisch. Der Monochromator wurde fu¨r eine Halb-
wertsbreite der geﬁlterten Energieverteilung von 0,2 eV ausgelegt, um auch die
Verbreiterung der Energieverteilung durch die Instabilita¨t der Hauptbeschleuni-
gung aufzufangen.
Ein Monochromator sollte so aufgebaut sein, daß sowohl die Orts– als auch die
Winkeldispersion hinter dem Monochromator wieder verschwinden. Hierdurch
wird eine Verbreiterung des Austrittsquellbildes und eine Aufweitung des Emis-
sionswinkels durch die verbliebene Energiebreite vermieden, so daß der Richt-
strahlwert der Quelle im Rahmen der linearen Abbildungstheorie erhalten bleibt.
Infolge der niedrigen Elektronenenergien ist ein Monochromator anfa¨llig ge-
genu¨ber einer Energieverbreiterung des Strahls aufgrund von Coulomb–Sto¨ßen
zwischen den Elektronen (Boersch–Eﬀekt). Der Boersch–Eﬀekt tritt vor allem in
der Region von Strahlcrossovern auf, da dort die Elektronendichte am gro¨ßten
ist. Wie in Kapitel 10 gezeigt wurde, ist der entscheidende Eﬀekt nicht, daß der
Boersch–Eﬀekt die Energieﬁlterung wieder zunichte macht. Vielmehr weisen die
Elektronen, deren Energie innerhalb des Monochromators durch den Boersch Ef-
fekt vera¨ndert wurde, eine parasita¨re Restdispersion in der Ebene des Austritts-
quellbildes auf. Hierdurch wird die Fla¨che der virtuellen Quelle vergro¨ßert. Dies
fu¨hrt insbesondere bei hohen Stro¨men zu einem drastischen Verlust an Richt-
strahlwert.
Der Monochromator besteht aus zwei Paaren von sektorfo¨rmigen, elektrostati-
schen Ablenkern, die jeweils symmetrisch bezu¨glich der zentralen Symmetrieebe-
ne angeordnet sind (Abbildung 7.2). Die von den Ablenkern erzeugten Dipolfelder
kru¨mmen die Mittelachse des Elektronenbu¨ndels omegafo¨rmig. Die Energieselek-
tion erfolgt in der Symmetrieebene. Dort ist die Dispersion mit einem Wert von
16,35 µm/eV maximal.
Die Berechnung eines realistischen Systems erfolgte dabei in zwei Schritten. Durch
Vernachla¨ssigung der Randfelder (SCOFF–Na¨herung) ko¨nnen analytische Na¨he-
rungslo¨sungen fu¨r die Monochromatorgeometrie angegeben werden. Hierdurch
war es mo¨glich, in vertretbarer Rechenzeit den gesamten Lo¨sungsraum nach einer
optimalen Lo¨sung abzusuchen. Im zweiten Schritt wurde mit Hilfe eines Iterati-
onsverfahrens ausgehend von dieser SCOFF–Lo¨sung als Startwert die tatsa¨chliche
Elektrodengeometrie berechnet. In Abha¨ngigkeit davon, ob die O¨ﬀnungsfehler in
der Selektionsebene mit Hilfe von Hexapolfeldern korrigiert werden oder nicht,
ergeben sich zwei verschiedene Systeme. Im Falle des korrigierten Systems wer-
den die Kru¨mmungen der Ablenkerelektroden so vera¨ndert, daß außer den zur
Gaußschen Abbildung notwendigen Dipol– und Quadrupolfeldern auch die zur
Korrektur erforderlichen Hexapolfelder entlang der Achse erzeugt werden. Daher
sind keine zusa¨tzlichen Bauelemente fu¨r das korrigierte System notwendig.
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Die Simulation der Felder erfolgt mit Hilfe einer Ersatzladungsmethode. Der Ver-
lauf der optischen Achse wird durch Raytracing bestimmt. Zur Feldsimulation
werden alle Bauelemente trianguliert (Approximation durch ein Dreiecksnetz).
Die Fla¨chenladungsdichte wird durch eine an den Kanten der Dreiecke stetige
und u¨ber die Dreiecksﬂa¨chen lineare Ladungsverteilung angena¨hert. Der Vorteil
dieser Methode ist, daß das Potential eines solchen Dreiecks im Raum analy-
tisch darstellbar ist. Deshalb lassen sich alle partiellen Ableitungen des Poten-
tials mit hoher Genauigkeit bestimmen. Zur Berechnung der Bildfehler zweiter
und dritter Stufe werden zum Beispiel alle partiellen Ableitungen bis zur vierten
Ordnung beno¨tigt. Im Vergleich zur Feldsimulation mit Hilfe von Punktladun-
gen ist die Verwendung von Dreiecken bei ausgedehnten Bauteilen ohne komplexe
Oberﬂa¨chenstruktur (zum Beispiel du¨nne Blenden) gu¨nstiger, da deutlich weniger
Ladungselemente beno¨tigt werden.
Um den Boersch–Eﬀekt zu minimieren, wurde der Strahlengang so gewa¨hlt, daß
innerhalb des Monochromators nur astigmatische, linienfo¨rmige reelle Bilder der
Quelle (Crossover) auftreten. Zudem ist sowohl das Eintritts– als auch das Aus-
trittsquellbild virtuell. Die bisher vorgestellten Systeme [14, 15, 16] weisen alle
stigmatische Bilder der Quelle auf, in denen die Stromdichte deutlich gro¨ßer ist
als in astigmatischen Zwischenbildern.
Mit Hilfe von Monte–Carlo Simulationen konnte gezeigt werden, daß bei großen
Stro¨men im Bereich von 50 nA bis 100 nA die Energieverbreiterung durch den
Boersch–Eﬀekt fu¨r ein System mit stigmatischen Crossovern fast doppelt so groß
ist wie fu¨r ein System mit astigmatischen Crossovern. Im Bereich niedriger Stro¨me
(10 nA bis 20 nA) sind stigmatische und astigmatische Crossover hingegen nahezu
gleichwertig.
Entscheidend fu¨r die Gro¨ße der Quellverbreiterung und damit die Gro¨ße des
Richtstrahlwertverlusts ist jedoch nicht allein die Sta¨rke des Boersch–Eﬀekts in
den Crossovern, sondern auch die Gro¨ße der zu jedem Crossover korrespondieren-
den parasita¨ren Restdispersion in der Ebene des Austrittsquellbildes. Je kleiner
die Restdispersionen sind, desto geringer ist auch der Verlust an Richtstrahl-
wert. Daher sind die absolute Gro¨ße des Monochromators und damit auch der
Absolutwert der Dispersion in der Symmetrieebene so gewa¨hlt, daß die Energie-
selektionsblende technisch noch problemlos realisiert werden kann (Schlitzbreite
etwa 3 µm). Generell sind Systeme mit einer ho¨heren Dispersion in der Mittel-
ebene nicht sinnvoll, weil in solchen Systemen auch besonders hohe parasita¨re
Restdispersionen auftreten.
Bei einem Strom von 100 nA in der Eintrittsebene des Monochromators wird die
Fla¨che der Quelle in der Austrittsbildebene fu¨r das korrigierte und das unkorri-
gierte System etwa um den Faktor 26 vergro¨ßert, wodurch der Richtstrahlwert
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auf etwa 4 % des Ausgangswerts absinkt. Hierbei sind sowohl die Verbreiterung
durch den Boersch–Eﬀekt als auch die Verbreiterung durch die Bildfehler zweiter
Ordnung beru¨cksichtigt. Der Richtstrahlwert des von Rose 1990 vorgeschlagene
Design [16] betra¨gt bei gleicher Baula¨nge nur etwa 40 % dieses Werts. Der im Rah-
men dieser Arbeit konzipierte Monochromatortyp eignet sich daher besonders fu¨r
Anwendungen, die große Beleuchtungsstro¨me in Verbindung mit einer geringen
Energiebreite der Quelle beno¨tigen. Er ermo¨glicht bei akzeptabler Beleuchtungs-
zeit auch ortsaufgelo¨ste Spektroskopie im Sub–eV Bereich fu¨r Anregungsprozesse
geringer Wahrscheinlichkeit.
Bei einem Eingangsstrom von 100 nA sind die Akzeptanzwinkel, die der Mono-
chromator verarbeiten muß, bereits so groß, daß fu¨r das unkorrigierte System
durch den Einﬂuß der O¨ﬀnungsfehler die Breite der Liniencrossover in der Se-
lektionsebene in der Gro¨ßenordnung der Breite des Selektionsschlitzes liegt. Des-
halb weist die Energieverteilung keine scharfen Ra¨nder mehr auf, aber die gefor-
derte Halbwertsbreite der Energieverteilung von 0,2 eV ist jedoch gewa¨hrleistet.
Die Ra¨nder der Energieverteilung des korrigierten Systems sind dagegen deutlich
scha¨rfer.
Mit Hilfe der Bildfehlerkoeﬃzienten zweiter und dritter Stufe wurden fu¨r bei-
de Systeme die Toleranzen gegenu¨ber einem lateralen Versatz der Quelle und
der Stromselektionsblende abgescha¨tzt. Das unkorrigierte System erweist sich als
weitaus unkritischer gegenu¨ber Fehljustierungen des Beleuchtungssystems als das
korrigierte.
Zur Zeit wird von der CEOS GmbH in Heidelberg das unkorrigierte System kon-
struiert und gebaut. Der Monochromator soll zuna¨chst in einem Mikroskop mit
einem neuartigen hochdispersiven Energieﬁlter eingesetzt werden, das ortsauf-
gelo¨ste Energieverlustspektroskopie im Sub–eV Bereich erlaubt. Auch ein Einsatz
in einem Mikrokop mit O¨ﬀnungsfehlerkorrektor ist geplant.
Anhang A
Fundamentalbahnen und
dispersive Bahn in SCOFF
Na¨herung




zˆ + l : zˆ ∈ I1
l cos(µ1zˆ) + (1/µ1) sin(µ1zˆ) : zˆ ∈ I2
l cos(µ1φ) + (1/µ1) sin(µ1φ)
+(zˆ − φ){cos(µ1φ)− lµ1 sin(µ1φ)} : zˆ ∈ I3
{(1/µ1 − lδµ1) sin(µ1φ)
+(l + δ) cos(µ1φ)}
× cos(µ2(zˆ − (φ+ δ))/r) : zˆ ∈ I4
+(r/µ2) {cos(µ1φ)− lµ1 sin(µ1φ)}
× sin(µ2(zˆ − (φ+ δ))/r)
(l + δ)Mc + (1/µ1 − lδµ1)M12
+(r/µ2)M21 − rl(µ1/µ2)Ms
+{Mc − (l + δ)(µ2/r)M21 − lµ1M12 : zˆ ∈ I5
+(lδµ1µ2/r − µ2/(µ1r))Ms}
×(zˆ − (1 + r)φ− δ)
(A.1)
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1 : zˆ ∈ I1
−lµ1 sin(µ1zˆ) + cos(µ1zˆ) : zˆ ∈ I2
−lµ1 sin(µ1φ) + cos(µ1φ) : zˆ ∈ I3
−(µ2/r){(1/µ1 − lδµ1) sin(µ1φ)
+(l + δ) cos(µ1φ)}
× sin(µ2(zˆ − (φ+ δ))/r) : zˆ ∈ I4
+ {cos(µ1φ)− lµ1 sin(µ1φ)}
× cos(µ2(zˆ − (φ+ δ))/r)
Mc − (l + δ)(µ2/r)M21 − lµ1M12
+(lδµ1µ2/r − µ2/(µ1r))Ms : zˆ ∈ I5
. (A.2)
Hierbei wurden die Abku¨rzungen
Mc := cos(µ1φ) cos(µ2φ) , Ms := sin(µ1φ) sin(µ2φ) ,
M12 := sin(µ1φ) cos(µ2φ) , M21 := cos(µ1φ) sin(µ2φ)
(A.3)
verwendet. Die Intervalle Ii, i = 1, . . . , 5 sind in (7.4) deﬁniert. Fu¨hrt man in den
Formeln fu¨r xˆα und xˆ
′
α die Ersetzungen
µ1 → µ2 , ν1 → ν2 (A.4)
durch, so ergeben sich die Ausdru¨cke fu¨r die axiale Bahn yˆβ im yz–Schnitt und
deren Ableitung yˆ′β. Die Abku¨rzungen (A.3) gehen durch die Ersetzungen in die
Abku¨rzungen
Nc := cos(ν1φ) cos(ν2φ) , Ns := sin(ν1φ) sin(ν2φ) ,
N12 := sin(ν1φ) cos(ν2φ) , N21 := cos(ν1φ) sin(ν2φ)
(A.5)
u¨ber.
Nach Abschnitt 6.4 muß die Feldbahn xˆγ im xz–Schnitt symmetrisch und die
Feldbahn yˆδ im yz–Schnitt antisymmetrisch zur Selektionsebene zs gewa¨hlt wer-
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cγ+(zˆ+ l){µ1M12+(µ2/r)M21− δµ1(µ2/r)Ms} : zˆ ∈ I1
{cos(µ2φ)− δ(µ2/r) sin(µ2φ)} cos(µ1(φ− zˆ))
−µ2/(µ1r) sin(µ2φ) sin(µ1(φ− zˆ)) : zˆ ∈ I2
{cos(µ2φ)− δ(µ2/r) sin(µ2φ)}
+(zˆ − φ)(µ2/r) sin(µ2φ) : zˆ ∈ I3
cos(µ2(δ + (1 + r)φ− zˆ))/r) : zˆ ∈ I4








µ1M12 + (µ2/r)M21 − δµ1(µ2/r)Ms : zˆ ∈ I1
µ1{cos(µ2φ)− δ(µ2/r) sin(µ2φ)} sin(µ1(φ− zˆ))
+(µ2/r) sin(µ2φ) cos(µ1(φ− zˆ)) : zˆ ∈ I2
(µ2/r) sin(µ2φ) : zˆ ∈ I3
(µ2/r) sin(µ2(δ + (1 + r)φ− zˆ))/r) : zˆ ∈ I4










Ms − lµ1M12 − (l + δ)µ2
r
M21 . (A.8)
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{Nc − sν2/rN21 − ν1(s+ δ)N12
+(δsν1ν2/r − ν1r/ν2)Ns}(zˆ + l) + cδ : zˆ ∈ I1
−{(δ + s) cos(ν2φ) + (r/ν2 − δsν2/r) sin(ν2φ)}
× cos(ν1(φ− zˆ))
−1/ν1{cos(ν2φ)− s(ν2/r) sin(ν2φ)} : zˆ ∈ I2
× sin(ν1(φ− zˆ))
−{(δ + s) cos(ν2φ) + (r/ν2 − δsν2/r) sin(ν2φ)}
+(zˆ − φ){cos(ν2φ)− s(ν2/r) sin(ν2φ)} : zˆ ∈ I3
−s cos(ν2(δ + (1 + r)φ− zˆ))/r)
−r/ν2 sin(ν2(δ + (1 + r)φ− zˆ))/r) : zˆ ∈ I4








Nc − s(ν2/r)N21 − ν1(s+ δ)N12
+(δsν1ν2/r − ν1r/ν2)Ns : zˆ ∈ I1
−ν1{(δ+s) cos(ν2φ)+(r/ν2−δsν2/r) sin(ν2φ)}
× sin(ν1(φ− zˆ))
+{cos(ν2φ)− s(ν2/r) sin(ν2φ)} : zˆ ∈ I2
× cos(ν1(φ− zˆ))
cos(ν2φ)− s(ν2/r) sin(ν2φ) : zˆ ∈ I3
−s(ν2/r) sin(ν2(δ + (1 + r)φ− zˆ))/r)
+ cos(ν2(δ + (1 + r)φ− zˆ))/r) : zˆ ∈ I4
1 : zˆ ∈ I5
(A.10)
mit dem Normierungsfaktor

























Alle Fundamentalbahnen sind so skaliert, daß sie in der Ebene zˆ = zi = −l des
Eintrittsquellbildes die Anfangsbedingungen (4.83) erfu¨llen.
157
Ersetzt man mit Hilfe der paraxialen Bahngleichungen (7.14) die in den Integran-
den von (7.20) vorkommenden Fundamentalbahnen durch ihre zweiten Ableitun-
gen, so kann man die Integrale direkt durch Ableitungen der Fundamentalbahnen
an den Ein– und Austrittskanten der Ablenker ausdru¨cken. Fu¨r die normierte Di-




0 : zˆ ∈ I1
(1/µ21){−1 + xˆγ(zˆ)xˆ′α1 − xˆα(zˆ)xˆ′γ1} : zˆ ∈ I2
(1/µ21){xˆα(zˆ)(xˆ′γ2 − xˆ′γ1)− xˆγ(zˆ)(xˆ′α2 − xˆ′α1)} : zˆ ∈ I3
xˆα(zˆ){(1/µ21)(xˆ′γ2 − xˆ′γ1) + (r/µ22)xˆ′γ3}+ r/µ22
−xˆγ(zˆ){(1/µ21)(xˆ′α2 − xˆ′α1) + (r/µ22)xˆ′α3}
: zˆ ∈ I4
xˆα(zˆ){(1/µ21)(xˆ′γ2 − xˆ′γ1)− (r/µ22)(xˆ′γ4 − xˆ′γ3)}
−xˆγ(zˆ){(1/µ21)(xˆ′α2− xˆ′α1)− (r/µ22)(xˆ′α4− xˆ′α3)}





0 : zˆ ∈ I1
(1/µ21){xˆγ(zˆ)′xˆ′α1 − xˆ′α(zˆ)xˆ′γ1} : zˆ ∈ I2
(1/µ21){xˆ′α(zˆ)(xˆ′γ2 − xˆ′γ1)− xˆ′γ(zˆ)(xˆ′α2 − xˆ′α1)} : zˆ ∈ I3
xˆ′α(zˆ){(1/µ21)(xˆ′γ2 − xˆ′γ1) + (r/µ22)xˆ′γ3}
−xˆ′γ(zˆ){(1/µ21)(xˆ′α2 − xˆ′α1) + (r/µ22)xˆ′α3}
: zˆ ∈ I4
xˆ′α(zˆ){(1/µ21)(xˆ′γ2 − xˆ′γ1)− (r/µ22)(xˆ′γ4 − xˆ′γ3)}
−xˆ′γ(zˆ){(1/µ21)(xˆ′α2− xˆ′α1)− (r/µ22)(xˆ′α4− xˆ′α3)}









γ(zˆi) , i = 1, 2, 3, 4 (A.14)
fu¨r die Werte der ersten Ableitungen der axialen Bahn und der Feldbahn im
xz–Schnitt an den Positionen
zˆ1 = 0 , zˆ2 = φ , zˆ3 = φ+ δ , zˆ4 = (1 + r)φ+ δ (A.15)
der Eintritts– und Austrittskanten der Ablenker.
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Anhang B
Potential eines Elementardreiecks
Die analytische Auswertung des Integrals (8.14) ist in [59] ausfu¨hrlich beschrie-
ben. Hilfreich zur Darstellung des Ausdrucks fu¨r das Potential ist die Abku¨rzung
[f ] := (f(a1, b1, c1)− f(a1, b1, c2))− (f(a2, b2, c1)− f(a2, b2, c2)) . (B.1)








, b2 := a2Y˜ − X˜ , c2 := −(Y˜ + d)
(B.2)
ab, die die Geometrie des Dreiecks vollsta¨ndig charakterisieren. Die Ho¨he d des
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mit den Funktionen
A(a, b, c, Z˜) := c arsinh
ac+ b√
Z˜2 + c2









(1 + a2)c+ ab√
(1 + a2)Z˜2 + b2
,


















Z˜2 + c2 + (ac+ b)2
− a√
1 + a2
((1 + a2)Z˜2 + b2) arsinh
(1 + a2)c+ ab√




Die Koordinaten X˜, Y˜ , Z˜ geben die Position des Potentialaufpunkts im Dreiecks-
system an. Sie lassen sich mit Hilfe der Beziehungen (8.11) aus den Koordinaten
im Laborsystem bestimmen. Die geometrische Bedeutung der Parameter b1, b2, c1
und c2 ist in Abbildung B.1 dargestellt. Die Funktionen A und B sind auch in
der Dreiecksebene (Z˜ = 0) wohldeﬁniert, wenn man von hebbaren Singularita¨ten
entlang der in Abbildung B.1 eingezeichneten Geraden absieht, die weiter unten
diskutiert werden. Auch alle partiellen Ableitungen nach b und c bleiben in der
Dreiecksebene wohldeﬁniert.
Zur Berechnung aller fu¨r die Fehlerbahnen bis zur dritten Stufe beno¨tigten Mul-
tipolmomente beno¨tigt man die partiellen Ableitungen bis zur vierten Ordnung
des Potentials eines Elementardreiecks. Zur Minimierung der Rechenzeit ist dar-
auf zu achten, daß sich alle partiellen Ableitungen aus mo¨glichst wenigen gleichen
Untertermen darstellen lassen. Um mo¨glichst kompakte Ausdru¨cke bei den parti-
ellen Ableitungen zu erhalten, ist es sinnvoll, die Funktionen A und B durch die
modiﬁzierten Funktionen A˜ und B˜
A(a, b, c, Z˜) := sgn(Z˜)Z˜A˜(a, b˜, c˜) , B(a, b, c, Z˜) := sgn(Z˜)Z˜2B˜(a, b˜, c˜)
(B.6)



















Abbildung B.1: Geometrische Bedeutung der Parameter b1, b2, c1 und c2.
abha¨ngen. In den Funktionen A˜ und B˜
A˜(a, b˜, c˜) := c˜ arsinh
ac˜+ b˜√
1 + c˜2
− arctan b˜c˜− a√





(1 + a2)c˜+ ab˜√
1 + a2 + b˜2
,


















1 + c˜2 + (ac˜+ b˜)2
− a√
1 + a2
(1 + a2 + b˜2) arsinh
(1 + a2)c˜+ ab˜√
1 + a2 + b˜2
}
(B.8)
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und den Deﬁnitionen (B.6) erha¨lt man fu¨r die partiellen Ableitungen erster Ord-




























































Die partiellen Ableitungen ho¨herer Ordnung von [A] und [B] ergeben sich durch
sukzessive Anwendung der obigen Ableitungsformeln. Alle partiellen Ableitungen








durch die partiellen Ableitungen von A˜ ausdru¨cken. Fu¨r die partiellen Ableitun-
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gen erster Ordnung des Potentials – also fu¨r das elektrische Feld – erha¨lt man
∂ϕ˜(	)
∂X˜


































































(1 + a2)c˜+ ab˜√














1 + c˜2 + (ac˜+ b˜)2 − ab˜√
1 + a2
arsinh
(1 + a2)c˜+ ab˜√










Die Ausdru¨cke fu¨r die partiellen Ableitungen weisen viele gemeinsame Unterterme
auf, die jeweils nur einmal berechnet werden mu¨ssen. Dies setzt sich auch bei den
ho¨heren partiellen Ableitungen fort.
Die kompakte Darstellung u¨ber die modiﬁzierten Funktionen A˜ und B˜ eignet sich
zwar gut zur Berechnung der Ableitungen, die auftretenden Ausdru¨cke sind je-
doch durch die Verwendung der auf Z˜ normierten Parameter (B.7) in der Ebene
des Dreiecks (Z˜ = 0) nicht deﬁniert. Es ist daher sinnvoll, die partiellen Ablei-
tungen zur numerischen Auswertung wieder auf den Parametersatz a, b, c anstelle
von a, b˜, c˜ umzuschreiben.








, l,m ≥ 0 (B.14)
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sind in der gesamten Dreiecksebene (Z˜ = 0) mit Ausnahme der in Abbildung B.1









zwischen den partiellen Ableitungen der Funktionen A, B, A˜ und B˜. Mit Hilfe






























Die zur Darstellung beno¨tigten Funktionen lauten





(1 + a2)c+ ab√













Z˜2 + c2 + (ac+ b)2 − ab√
1 + a2
arsinh
(1 + a2)c+ ab√
(1 + a2)Z˜2 + b2

 ,
β01 = cα01 .
(B.17)
Mit Hilfe des am Beispiel der partiellen Ableitungen erster Ordnung demon-
strierten Verfahrens lassen sich kompakte Ableitungsformel auch fu¨r die ho¨heren
partiellen Ableitungen bestimmen. Schwierigkeiten bei der Auswertung in der
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Dreiecksebene bereiten alle partiellen Ableitungen, bei denen nach Z˜ diﬀeren-




auf. Die Funktion C setzt sich hierbei aus Linearkombinationen von αlm und βlm
mit Polynomen in a, b und c als Vorfaktoren zusammen. Fu¨r Z˜ = 0 ist es daher
nicht mo¨glich, alle beno¨tigten Terme [αlm] einzeln zu berechnen und hieraus die
partiellen Ableitungen zusammenzusetzen, da die einzelne Terme fu¨r Z˜ → 0 nicht
notwendigerweise mit der Ordnung n gegen Null gehen. Es la¨ßt sich jedoch stets
zeigen, daß fu¨r das Gebiet außerhalb des Dreiecks die Gesamtfunktion C/Z˜n
einen endlichen Grenzwert fu¨r Z˜ → 0 besitzt und somit die partielle Ableitung
existiert.
Liegt der Potentialaufpunkt auf einer der vier Geraden in der Ebene des Dreiecks
(Z˜ = 0), die durch bi = 0, i = 1, 2 und ci = 0, i = 1, 2 deﬁniert sind (Abbildung
B.1), treten Divisionen durch Null bei der Auswertung der Ausdru¨cke von αlm
und βlm auf. Mit Hilfe von Grenzwertbetrachtungen la¨ßt sich jedoch zeigen, daß
außerhalb der Fla¨che des Dreiecks sa¨mtliche auftretenden Singularita¨ten hebbar
sind. Es lassen sich Ersatzausdru¨cke fu¨r das Potential entlang der Geraden her-
leiten. Alle partiellen Ableitungen sind somit – wie von der Physik gefordert –
außerhalb des Dreieck auch entlang der vier Geraden wohldeﬁniert.
Bei der Berechnung der partiellen Ableitungen wird gepru¨ft, ob der Potentialauf-
punkt in der Dreiecksebene und auf einer der vier Geraden liegt. Ist dies der Fall,











lassen sich Verknu¨pfungen zwischen den partiellen Ableitungen ho¨herer Ordnung
ableiten, mit deren Hilfe der Rechenaufwand deutlich reduziert werden kann.
Dies ist besonders vorteilhaft bei der Berechnung partieller Ableitungen, die Dif-
ferentiationen nach Z˜ enthalten. Wie weiter oben gezeigt wurde, erfordert eine
direkte Berechnung dieser Ableitungen innerhalb der Dreiecksebene Ausnahme-
behandlungen. Mit Hilfe der Laplace–Gleichung ko¨nnen einige dieser Ableitungen
unmittelbar aus partiellen Ableitungen nach X˜ und Y˜ berechnet werden, fu¨r die
solche Ausnahmebehandlungen nicht erforderlich sind.
Verwendet man als Kontrollpunkte fu¨r das Potential die Vertices der Triangula-
tion, so beno¨tigt man zur Berechnung der Matrixwerte ϕi(rj) des linearen Glei-
chungssystems (8.6) das Potential eines Elementardreiecks in allen Eckpunkten.
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Fa¨llt der Potentialaufpunkt ˜R mit einem Eckpunkt zusammen, so gilt fu¨r die
Parameter b1, b2, c1 und c2
˜R = r1 ⇔ b2 = 0 , c2 = 0 , Z˜ = 0 ,
˜R = r2 ⇔ b1 = 0 , c2 = 0 , Z˜ = 0 ,
˜R = r3 ⇔ b1 = 0 , b2 = 0 , c1 = 0 , Z˜ = 0 .
(B.20)
Mit Hilfe von Grenzwertbetrachtungen erha¨lt man aus (B.4) fu¨r die Werte des
Potentials in den Ecken






























Vertauscht man im Ausdruck fu¨r das Potential im Eckpunkt r1 die Parameter a1
und a2 und multipliziert das Ergebnis mit −1, so erha¨lt man den Ausdruck fu¨r
das Potential im Eckpunkt r2:
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Ebene zs Ebene zf
Cˆαˆαˆ −28, 801 0
Cˆβˆβˆ −14, 422 0
Cˆαˆγˆ 8, 030 25, 347
Cˆβˆδˆ 3, 332 10, 518
Cˆγˆγˆ −0, 574 0
Cˆδˆδˆ −0, 647 0
Cˆγˆκˆ −2, 852 0
Cˆαˆκˆ 14, 078 44, 439
Cˆκˆκˆ −2, 228 0
Cˆαˆβˆ −14, 707 0
Cˆαˆδˆ 5, 711 −10, 518
Cˆβˆγˆ 3, 431 −6, 537
Cˆβˆκˆ 1, 079 1, 763
Cˆγˆδˆ −0, 293 0
Cˆδˆκˆ −1, 375 0
Ebene zs Ebene zf
Cˆαˆαˆαˆ 228, 890 −429, 662
Cˆαˆβˆβˆ 162, 336 −263, 552
Cˆαˆαˆγˆ −159, 963 160, 612
Cˆβˆβˆγˆ −27, 702 −7, 043
Cˆαˆβˆδˆ −18, 510 133, 300
Cˆαˆγˆγˆ 37, 413 167, 215
Cˆαˆδˆδˆ 2, 766 20, 702
Cˆβˆγˆδˆ 2, 584 31, 025
Cˆγˆγˆγˆ −3, 156 0, 449
Cˆγˆδˆδˆ −0, 934 −2, 426
Cˆαˆαˆκˆ −91, 350 281, 594
Cˆβˆβˆκˆ −9, 472 −81, 896
Cˆαˆγˆκˆ 54, 981 285, 007
Cˆβˆδˆκˆ −13, 988 −45, 171
Cˆγˆγˆκˆ −8, 932 −10, 796
Cˆδˆδˆκˆ −1, 451 −7, 494
Cˆαˆκˆκˆ 51, 091 260, 204
Cˆγˆκˆκˆ −19, 621 −34, 400
Cˆκˆκˆκˆ −16, 351 −24, 707
Cˆαˆαˆβˆ −114, 622 263, 494
Cˆβˆβˆβˆ −16, 076 43, 696
Cˆαˆαˆδˆ −35, 261 11, 336
Cˆβˆβˆδˆ 8, 701 −17, 191
Cˆαˆβˆγˆ 0, 418 −82, 846
Cˆαˆγˆδˆ 20, 317 −31, 029
Cˆβˆγˆγˆ 2, 285 −20, 235
Cˆβˆδˆδˆ 5, 061 0, 315
Cˆγˆγˆδˆ −2, 754 0, 498
Cˆδˆδˆδˆ 0, 874 0, 550
Cˆαˆβˆκˆ 128, 693 −145, 252
Cˆαˆδˆκˆ 26, 996 45, 175
Cˆβˆγˆκˆ −22, 740 −26, 322
Cˆγˆδˆκˆ −5, 643 7, 835
Cˆβˆκˆκˆ −29, 457 −97, 755
Cˆδˆκˆκˆ −9, 387 4, 981
Tabelle C.1: Normierte Fehlerkoeﬃzienten zweiter und dritter Stufe des realisti-
schen Systems.
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