Autonomous map construction is one of the most fundamental and significant issues in intelligent mobile robot research. While a variety of map construction methods have been proposed, most require some quantitative measurements of the environment and a mechanism of precise self-localization. This paper proposes a novel map construction method using only qualitative information about "how often two objects are observed simultaneously." This method is based on heuristics-"closely located objects are likely to be seen simultaneously more often than distant objects" and a well-known multivariate data analysis technique-multidimensional scaling. A significant feature of this method is that it requires neither quantitative sensor measurements nor information about the robot's own position. Simulation and experimental results demonstrated that this method is sufficiently practical for capturing a qualitative spatial relationship among identifiable landmark objects rapidly.
I. INTRODUCTION
A MAP IS a spatial model of the environment and is indispensable for a mobile robot to reasonably perform a variety of tasks, such as path planning, self-localization, information exchange with other robots, etc.
Therefore, the problem of mobile robot map building in unknown environments is a central issue in intelligent robotics research. As a result, a wide range of map building methods have been developed, depending on the tasks required for the robot (e.g., path planning, self-localization, cooperative tasks, etc.), the environment (e.g., indoor, corridor, planetary surface, etc.), sensors (e.g., sonar, laser range finder, vision, etc.), and actuators (e.g., wheels, legs, for example).
Landmark-based or feature-based map learning, in which the positions of identifiable objects in the environment are estimated from a series of observation data, is representative of these methods [1] - [7] . The common approach in this methodology is to build quantitatively accurate maps based on quantitative information on the robot's own position and relative distances and directions to external landmark objects.
Our main motivation for this study came from several simple but fundamental questions regarding this conventional approach:
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T. Yairi • Are quantitative sensor measurements necessary for building maps? • Is self-localization necessary for building maps? • Is a quantitatively accurate map necessary for a mobile robot? It seems true that humans can grasp approximate spatial relationships among objects without quantitatively accurate measurement of self-position and relative distances, and we are able to infer the positions both of ourselves and of other objects even with numerically inaccurate approximate maps. This raises the question of why a robot cannot also build and utilize a map in a similar way.
In this paper, we attempt to answer the first two of the above questions by proposing a map learning method for mobile robots, which builds approximate object-based maps using only qualitative and very coarse observation information. Specifically, we consider covisibility information, i.e., information about whether two objects are visible together. In the proposed method, covisibility frequencies for all pairs of landmark objects are computed from the qualitative observation information, then empirical distances among them are estimated based on a heuristic rule-"if two objects are often seen together, then they are likely to be located close to each other." Then, a qualitative landmark-based map is constructed by applying multidimensional scaling (MDS) to the matrix of empirical distances. This can be viewed as a unique map building method that utilizes heuristics regarding the relationships between temporal proximities of object observations and spatial distances among the object locations, along with a constraint on the object configurations in a two-dimensional (2-D) Euclidean space. This method has three features that are remarkable from a practical viewpoint:
• It does not require the robots to localize their own positions during the map building process. That is, it decouples the two problems of map building and self-localization. • It does not require quantitative sensor measurements such as relative distances and directions to external objects, but uses only qualitative information of covisibility or information about "what objects were seen together." • Despite using only limited information, it is able to learn qualitatively very accurate object maps, and is robust against observation errors. The rest of this paper is organized as follows. In Section II, we review and classify the conventional map building methods and clarify the standpoint of our approach. In Section III, we describe assumptions regarding the robots, environments, and map building tasks. In Section IV, we explain the proposed map learning method based on covisibility of objects. In Sections V and VI, we present simulation and experimental results, respectively, and evaluate the performance of the method. In Section VII, we discuss the validity of our assumptions, current limitations, and possible enhancements of the method. Finally, in Section VIII, we present some concluding remarks and future directions for further study.
II. RELATED WORK

A. Conventional Map Learning Methods
The problem of map building in unknown environments has long been a central theme in intelligent mobile robot research, and a number of methods have been proposed to date. These map learning methods are often classified into metric and topological methods based on the manner of map representation [8] - [10] . The metric methods (e.g., [3] and [11] ) generally attempt to capture and represent geometric features of the environment, such as object positions, sizes, and shapes quantitatively or numerically. On the other hand, the topological methods (e.g., [12] and [13] ) attempt to represent qualitative spatial relationships among "distinctive" places in the environment by graph or network structures.
However, for a number of reasons, it is not always appropriate to simply classify all of the map building methods into the two categories. First, although both grid-based mapping (e.g., [11] and [14] ) and landmark-based mapping (e.g., [1] and [2] ) are usually regarded as metric methods, they are fundamentally different in their purposes: the former attempts to determine which part of the environment is occupied with some objects but does not concern itself with what each object is, whereas the latter attempts to identify all objects in the environment and estimate their positions individually. Second, while most of the landmark-based map building methods aim at quantitative accuracy or how accurate the absolute coordinates of each object are, others focus on the qualitative accuracy or how accurately the qualitative spatial relationships among the object locations are preserved in the maps [15] . This is also the case with graph-based maps. While most aim to represent qualitative relationships among places, such as reachability from one place to another by graph structures, some graph-based methods emphasize quantitative properties, such as relative distances and directions among places [16] - [18] . In addition to the ambiguity in the traditional metric/topological classification, some hybrid approaches that explicitly combine the different methods of map representation have emerged recently [19] , [20] .
Therefore, in the rest of this section, we attempt to classify the various map building methods in more detail than the traditional binary metric/topological categorization, which will differentiate our method from those reported previously.
1) Classification by Map Representation:
The most natural way of classifying map building methods is that based on differences in map representation. In the most general sense, a map can refer to any spatial model of the environment, and varies in the entities and properties extracted from the environment. Therefore, all map building methods can be classified in terms of "what" the maps represent and "how" this is done.
With regard to the "what" dimension, the grid-based map or occupancy grid map [11] , [14] , [21] , [22] is considered the most basic map representation. In the grid-based map, the environment is divided into a set of small grid regions, each of which is assigned a number between 0 and 1, which indicates the probability that the region is occupied by some object. An important character of the grid-based map is that it does not distinguish between individual objects. In other words, the objects on the map do not have IDs. In contrast, feature-based or landmark-based maps [1] , [2] , [4] , [15] , [23] represent the positions of identified objects. While most of the landmark-based mapping methods assume that the landmark objects or features have been defined beforehand, some methods utilize visual features that are extracted autonomously from visual data [6] . Another typical map representation is the graph-based map or the so-called topological map [12] , [13] , [16] - [18] , [24] - [28] . In the graph-based map, some important or "distinctive" places in the environment and transition paths among them are represented by a graph structure consisting of nodes and edges. Naturally, there are also various combinations of these map representation methods. For example, in [3] , [7] , and [29] , grid-based maps were learned first from range sensors, and then converted into feature-based maps by extracting and labeling feature objects autonomously. Similarly, in [19] , a grid-based map was learned first, and then a topological map was constructed by partitioning the obtained grid-based map into a set of coherent regions. Furthermore, Kuipers [20] proposed a general framework integrating the various map representations mentioned above.
With regard to the "how" dimension, these map representations can be classified in terms of whether they represent qualitative or quantitative aspects of the environment. For example, while most of the landmark-based mapping methods emphasize on numerical accuracy of the estimated object positions [1] , [2] , some others focus on how correctly the qualitative spatial relationships among the objects are represented [15] . Similarly, most of the graph-based maps focus on qualitative relationships such as connectivity between the distinctive places [12] , [26] , whereas others focus on quantitative relationships, such as distance and direction [16] , [18] . Table I shows the classification of the map learning methods based on these two dimensions. As can be seen from this, our covisibility-based map learning represents the qualitative spatial relationships between landmark objects.
2) Classification by Information Used for Mapping: Another important factor characterizing robot map building methods is the type of information used to build the map. Generally, existing map building methods utilize a variety of information sources or sensors ranging from proprioceptive sensors, such as gyros and encoders, to exteroceptive sensors, such as sonar and vision, and positional sensors, such as GPS and beacons. As there are an infinite number of ways of combining these low-level information sources, we attempt here to classify the map building methods from a slightly more abstract viewpoints, i.e., 1) characteristics (whether qualitative or quantitative) of the information used mainly for map building and 2) the method of acquiring and utilizing the robot's own position.
First, map building methods can be classified based on whether they mainly use qualitative or quantitative information. For example, while most of the grid-based methods (e.g., [11] )  TABLE I  CLASSIFICATION OF MAP-BUILDING METHODS BY MAP REPRESENTATION and landmark-based methods (e.g., [1] ) principally use quantitative information, such as relative distance and direction to external objects to build maps, some early graph-based methods (e.g., [12] ) mainly use qualitative information regarding the order of the places visited to estimate graph structures. A unique map building method based on the qualitative information was reported in [15] , in which qualitative information of "how object positions are divided into two sets with respect to arbitrary straight lines" is used to construct an object map by propagating "three point" constraints. In our method, very coarse qualitative observation information, designated "covisibility" or information regarding whether two objects are visible together is mainly used to build an object map.
As mentioned previously, another dimension of classification based on the information used for mapping is the method of acquiring and using the positional information of the robots themselves. In early work in both metric and topological methods [11] , [12] , [22] , it was usually assumed that accurate robot positions could be obtained from some external sources or simple dead-reckoning procedures. In contrast, modern map learning frameworks called simultaneous localization and mapping (SLAM) or concurrent mapping and localization (CML) build an environmental map along with estimation of the robot's position concurrently and iteratively [3] , [4] , [23] . There is another approach to this problem [18] , [30] , which estimates consistent relative spatial relationships between observation positions based on the dead-reckoning information and observation data. Unlike these conventional approaches, our map building method does not require the robot's own positions, i.e., it does not assume that the positional information is provided from some external sources or is estimated by the robot itself. Table II shows the classification of map building methods based on the two axes described above.
B. Qualitative Navigation and Mapping
The main purpose of our map building method is to obtain a qualitative model representing relative positional relationships between landmark objects from the covisibility information. A fundamental question about such a qualitative mapping method is how a mobile robot can utilize this type of map to navigate through the environment, or more specifically, how the robot can localize itself and plan a path to a given goal using the map. Qualitative Navigation [31] , [32] , which is a part of more general framework of qualitative spatial reasoning (QSR) [33] , deals with this topic. With this methodology, mobile robots are expected to be able to estimate their own positions and infer paths to some goals qualitatively by matching qualitative observations about the relative spatial relationships among the landmarks with the qualitative maps. Moreover, such a qualitative navigation method can be used to make an approximate global plan quickly, in advance of making a detailed path plan with a metric map.
A significant problem related to this methodology is how to construct such a qualitative map, especially from qualitative observation data. As already mentioned, Sogo [15] proposed an interesting approach to this problem. In their method, qualitative positions of landmark objects are learned from qualitative information about motion directions of the objects observed by a moving robot.
In this paper, we also propose another qualitative landmarkbased map building method using only qualitative observation. A major difference between our method and that proposed by Sogo [15] is that ours uses more primitive and coarse qualitative information about whether two objects are visible together from a robot position. It also differs from the existing qualitative mapping method in that the process of producing a qualitative map from qualitative observation data itself is based on a quantitative (or numerical) technique called multidimensional scaling.
III. PROBLEM DEFINITION AND ASSUMPTIONS
We consider a map building task by a mobile robot, in which the robot estimates the positions of objects in the environment by repeated explorations and observations ( Fig. 1 ). More specifically, we make the following assumptions about the environment and the robot.
A. Environment and Landmark Objects
First, we consider the environment as a closed area containing a finite number of objects. Each object is assigned a unique ID and can be identified by its appearance. In addition, it is assumed that all objects are about the same size, and are not located too close to one another. A room containing various medium-sized objects, such as desks, sofas, and shelves is an example of this kind of environment, whereas a corridor composed of similar and view-blocking walls is not.
B. Map to be Built
As mentioned above, the robot builds a "qualitative" object map, i.e., a 2-D map representing the locations of objects in the environment. "Qualitative" means that the map is not necessarily accurate in terms of the quantitative measurements, such as the absolute positional errors of the objects, but it still preserves the correct qualitative spatial relationships among them such as "Object A is next to object B" and "Seen from object A, C is to the right of B." In the next section, we will explain how the qualitative correctness of obtained maps can be evaluated.
C. Perception
It is assumed that the robot obtains a panoramic image as its sensory input or raw information source at each location visited. A panoramic image may be obtained directly by a wide-angle camera (typically, an omnidirectional vision sensor such as [34] ) or may be synthesized from a set of narrower images in different directions taken at a location. Each panoramic image is then processed by some image recognition technique and transformed into a list of identified objects at the point. The resultant lists of visible objects at various locations are then used to build a map. It should be noted that this information contains no quantitative measurements, such as distances and directions to the objects.
From a practical point of view, the influence of recognition errors on the quality of maps is a significant problem, because all existing object recognition methods are subject to error. In a later simulation, we will examine how our map learning method is affected by recognition errors.
D. Visibility of Objects
We make the weak assumption that it becomes more difficult to recognize an object as its distance from the robot increases. Although the degree of validity of this assumption is dependent on the environment, objects, and recognition algorithm, we consider it to be roughly appropriate for the following reasons:
• As the distance between an object and the robot increases, the image size of the object in the scene becomes smaller and the quantization error makes the shape and pattern unclear. • As the distance increases, the probability that the object is occluded by other objects from the robot's position also increases. We will discuss this issue later in Section VII-A.
E. Covisibility and Distance Between Objects
Based on the above assumption, we consider the heuristic rule, "If two objects are observed together frequently, then they are likely to be located closely." This can also be rephrased as "the probability that two arbitrary objects are visible together decreases monotonically as the spatial distance between them increases." Moreover, this rule can be regarded as a special case of a more general heuristic rule-"the temporal and spatial proximities are approximately equivalent," which is considered to be used implicitly by humans in their daily lives. Although it is difficult to prove this rule strictly in general cases, it is relatively easy to show its validity in a restricted environment as follows ( Fig. 2) .
First, we assume that the probability that an object located at a distance from a robot is visible equals (1) where is a positive constant. Now, let two objects and be located at ( , 0) and ( , 0), respectively in a plane. Then, the probability that both and are visible from a robot position can be calculated as (2) Therefore, if the environment is sufficiently large, the expected area of the region where the two objects are visible simultaneously can be calculated as
The probability that the two objects are observed at the same time is considered to be approximately proportional to this value, provided that the robot moves around the environment randomly for a sufficiently long time. As a result, the covisibility probability of two objects decreases monotonically as the distance between them increases. 
F. Exploration
The robot moves around the environment to make observations at various locations. It is desirable that every area in the environment should be explored equally by the robot. However, such an ideal exploration is practically impossible because the actual motion of the robot is determined by its path planning algorithm and is restricted by the presence of obstacles.
In the simulation, we employ a relatively simple movement algorithm that combines a probabilistic selection of moving directions with an obstacle avoidance behavior, and examine how the quality of maps is affected by the nonuniformity of exploration.
IV. PROPOSED METHOD
A. Outline of Covisibility-Based Mapping
Inthissection,weintroduceCoviMap-amaplearningmethod basedonthecovisibilityofobjects.Inthismethod,themobilerobot estimates approximate positions of objects in the environment based on their covisibility frequencies, which are updated repeatedly by exploration and observation. The outline of CoviMap is illustrated in Fig. 3 and is described below.
1) The robot repeats the following behavior steps and updates the number of times each object is observed , and the number of times each pair of objects is observed together . a) The robot moves to the next observation position based on a given motion control rule, avoiding collisions with the objects. b) It obtains a list of visible objects from a panoramic image captured at the current position, and updates and as for each object in for each pair in 2) After a specified number of steps, covisibility frequency is computed for each pair of objects based on , , and .
3) Then, squared empirical distance of each pair is computed from by the empirical distance function . 4) The robot obtains the estimated positions of all objects by applying MDS to the distance matrix whose element is . In the remainder of this section, we explain the details of the last three parts described above. We also explain the methods used to evaluate the obtained maps qualitatively.
B. Computation of Covisibility Frequency and Empirical Distance
First, the covisibility frequency between two objects and is defined as follows: (4) where is the conditional probability that two objects are visible at the same time, given that at least one of them is visible. From the definition, it is obvious that and . This definition of is also known as Jaccard's coefficient. Next, we consider the heuristic rule, which was introduced in the previous section: "Closely located objects are likely to be seen simultaneously more often than distant objects and vice versa." With the definition of covisibility frequency , the heuristics can be rewritten as "Distance between two objects decreases monotonically as increases." Fig. 4 (scattered points) illustrates the actual relationship between the real (squared) distance and covisibility frequency in the simulation environment in Section V. The result indicates that the heuristics are approximately appropriate.
Therefore, we introduce the notion of squared empirical distance between an arbitrary pair of objects, which is defined by a monotonic decreasing nonnegative function,
We call the empirical distance function. When two objects are identical , the empirical distance is defined as zero: i.e.,
. We also define an empirical distance matrix whose element equals to . Matrix is an -dimensional symmetric matrix (i.e., ), and its diagonal component equals to zero.
C. Map Construction Based on MDS
MDS is a multivariate data analysis technique used to visualize a potentially high-dimensional data structure by mapping it into a relatively low-dimensional space [35] , [36] . The fundamental purpose of MDS is to find an optimal configuration of objects in a low-dimensional space, when dissimilarities or distances among them are given. In CoviMap, MDS is utilized to obtain a configuration or a set of 2-D positions of objects from the set of empirical distances among them.
While there are many kinds of MDS methods [35] , [36] , the current version of CoviMap employs classical scaling [37] which is one of the most basic metric MDS methods.
The procedure of map-building based on the classical scaling method is summarized as follows. For simplicity, we assume that the center of gravity of all the objects coincides with the origin of coordinates. First, we apply double centering to the empirical distance matrix as:
, where is the centering matrix which is defined as:
. Here, is an -dimensional elementary matrix, and is an -dimensional vector all elements of which equal to 1. can be regarded as an estimate of the scalar product matrix which is defined as:
, where is the coordinate matrix of the objects. Next, we compute the eigendecomposition of as: , where is a diagonal matrix whose diagonal elements are the eigenvalues of , and is a matrix whose columns are the eigenvectors. Now we consider a 2-D diagonal matrix whose diagonal elements are the first two eigenvalues and , and an matrix whose columns are the corresponding two eigenvectors and . Then, an estimate of the coordinate matrix is given by
. That is to say, the estimated position of th object is given by .
D. Some Remarks on the Empirical Distance Function and MDS
In the proposed map-building method using MDS described above, three practical issues remain to be resolved.
The first problem is how to decide on a proper empirical distance function . As the only constraint imposed on was that it must be a nonnegative monotonically decreasing function, there are an infinite number of candidates. Generally, the optimality of the choice of is considered to be dependent on a variety of factors ranging from the properties of the environment and objects within it, to the methods of image processing and object recognition used by the robot itself. If actual data, such as those shown in Fig. 4 , are available, the function can be readily determined by function approximation techniques, such as least squares fitting. In most cases, however, such data are not available. One possible approach in this case is to select the one that minimizes the stress value of the MDS results.
The second problem is that takes a certain constant value for every pair of objects whose covisibility frequency is zero. Our solution to this is to modify the empirical distance for each pair whose is very small by using the triangular inequality as a constraint, i.e., is modified by the following equation: (6) Simulation results in a later section show that this constraint is very effective in some cases.
The last problem is that a map obtained by MDS may be a "mirror image" by 50%, because the distance between an arbitrary pair of objects is unchanged even if the map is turned over. In actual situations, however, this will not be very problematic, because we can easily detect and correct such mirror images only if the orientation (i.e., clockwise or anticlockwise) of a triangle is provided.
E. Evaluation Criteria for Qualitative Maps
To evaluate the qualitative accuracy of the obtained maps, we employ the following two methods of measuring differences between constructed and real maps.
1) Evaluation by Delaunay Graph Comparison: One way of evaluating the accuracy of a constructed map qualitatively is to compare its Delaunay graph with that of the real map ( Fig. 5 ).
The details of this criterion can be described as follows. First, Delaunay triangulation is applied to both the real map and the constructed map, regarding the objects on the maps as vertices. Consequently, we obtain two undirected graphs called Delaunay graphs. Then, we define the Delaunay error by the following equation:
Err Diff (7) where and Diff are the number of objects and the number of inconsistent edges between the two graphs, respectively. It should be noted that is the maximum number of edges generated by triangulating points. Diff can be easily computed by counting the number of different elements between adjacent matrices corresponding to the two graphs.
This criterion is reasonable when the robot uses the map for path planning based on Voronoi diagrams, because Delaunay triangulation is the dual of the Voronoi diagram [38] , which means the Voronoi diagram of the obtained map coincides with that of the real object configuration if and only if Err . In this work, we used Bowyer-Watson algorithm [39] , [40] to compute Delaunay triangulations. This incremental method starts from a supertriangle that encloses all the points, then inserts new points one by one and updates the triangulation until all the points are added.
2) Evaluation by Triangle Orientations: Another method to evaluate the qualitative correctness of an obtained map is to count the number of triangles whose orientations (clockwise or anticlockwise) are consistent with the real map ( Fig. 6 ) [15] , [32] .
The orientation of a triangle is defined as (positive) when the three vertices ( , , ) make an anticlockwise turn in this order, and (negative) otherwise (i.e., when they make a clockwise turn). As there are triangles in total, triangle orientation error, Err or the percentage of triangles with wrong orientations in the constructed map can be defined as follows:
Err (8) This criterion is considered to be reasonable, especially when we use an obtained map for qualitative navigation [31] , [32] , in which the order of visible landmark objects at each position is used as the major information source.
V. SIMULATION STUDY
A. Overview
We performed a simulation study using Cyberbotics' WE-BOTS Simulator (ver.2.0). This study consists of seven experiments (Sim 1-Sim 7) which explore various aspects of the proposed method. The purpose of each experiment is described as follows. Sim 1 (Section V-B) examines basic characteristics of the method and compares different ways of computing the empirical distances. Sim 2 (Section V-C) focuses on environmental factors such as the number of objects and size of environment area. Sim 3 (Section V-D) highlights the influence of robot motion parameters such as speed and randomness of direction changes on the resultant maps. Sim 4 (Section V-E) looks at the relationship between uniformity of environment exploration and map accuracy. Sim 5 (Section V-F) evaluates performance degradation by observation noise or object recognition errors. Sim 6 (Section V-G) investigates how the camera's angle of view affects the results. Sim 7 (Section V-H) compares different models of object recognition. Table III shows the parameter settings of environment, motion, observation, recognition, and map building in these experiments. In the rest of this subsection, we explain the experiment parameters in detail.
1) Environment and Objects:
In this simulation study, we consider square environments of different sizes containing a finite number of objects. The side length of the square field and the number of objects vary from 1.0 to 3.0 [m] and from 5 to 30, respectively. The objects are cylinder-shaped and of the same size (height: 160 [mm], diameter: 48 [mm]). Each object has a unique ID number such as . In each experiment, we prepare five or ten different layout patterns, and average the results. For example, Fig. 7 illustrates four different layout patterns of the environment with ten objects and 1.5 [m] side length. The dotted lines in the figures represent the edges of Delaunay triangulations.
In Section V-C (Sim 2), we will discuss the influence of the number of objects and the size of field on the performance of the map building.
2) Perception and Object Recognition: The robot has a camera with a resolution of 160 120 pixels and a horizontal angle of view of 80 . In the experiments except Sim 6, we assume that it has a "virtual" angle of view of 360 which is obtained by rotating and capturing several images in different directions at each observation site. In Sim 6 (Section V-G), we examine the cases in which the angle of view is smaller than 360 .
For simplicity, in all the experiments except Sim 7, we assume that the robot can recognize an object if its horizontal visual angle excluding parts occluded by other objects is larger than the recognition threshold fixed at 5.0 (0.0873 rad). This means that an object nearer than about 550 mm from the robot is recognizable as long as it is not occluded. In Sim 7 (Section V-H), on the other hand, we assume more realistic object recognition models and investigate the influence on the method.
Another issue related to the perception is the object recognition errors due to observation noise. In Sim 5 (Section V-F), we will discuss the influences of two types of recognition errors, i.e., nonrecognition and misrecognition errors on the resultant map accuracy.
3) Exploration and Motion Control Strategy: In this study, the robot was assumed to explore the environment using a simple motion control algorithm. At each position, the robot chooses the next direction randomly within the range of relative to the current heading direction, and proceeds in the direction unless it encounters an obstacle or wall, where and are the parameters in this motion control rule. In all experiments except Sim 3, we set those parameters as deg ,
. In Section V-D (Sim 3), on the other hand, we examine how the differences in motion strategies influence the map-building process by comparing various combinations of the parameter values.
The robot has eight proximity sensors to detect nearby obstacles around it, i.e., objects and walls in this case), and avoids collisions with them.
4) Empirical Distance Function and Triangular Inequality Constraint:
With regard to the empirical distance function (EDF) , we prepared the following two nonnegative monotonically decreasing functions-and :
where it is assumed that each of the parameters in the functions , , , , , takes a positive value, and , . Fig. 8 shows the shapes of the empirical distance functions. Although the optimum values of the parameters in the functions are considered to be dependent on the environmental factors and perception/recognition capability of the robot, we used a specific set of values as , ,
, through this simulation study to obtain consistent results. These values were manually chosen by trial and error so that good results are obtained in preliminary experiments. In Sim 1 (Section V-B), we compare these two types of empirical distance functions.
Aside from the empirical distance functions, triangle inequality constraint (TIC) can be used to estimate approximate distance between a pair of objects that are rarely observed together. In Sim 1, we also examine the effect of TIC. In all other experiments, we employ the combination of empirical distance function and TIC based on the result of Sim 1.
B. (Sim 1): Comparison Among Different Combinations of Distance Functions and Constraint
First, we examined the basic characteristics of the proposed method and how the selection of a distance estimation scheme makes a difference in the resultant map quality. Specifically, we compared four patterns which were generated by the two types of empirical distance functions ( , ) and choice of with or without TIC (triangle inequality constraint). The other experiment parameters are set to fixed values as shown in Table III . For each simulation run, the robot performs 1000 steps of observation and exploration, during which it constructs maps at 20, 50, 100, 200, 900, 1000 steps. Fig. 9 shows how the average qualitative map errors (Err , Err ) change as the number of steps increases. In each case, the results of ten simulation runs with different environment layout patterns are averaged.
From this figure, we can see that both types of map errors decrease as the data size increases. Among the four cases, with TIC achieved the best results. However, when the distance function was used, the difference with and without TIC was not significant. Fig. 10 shows a real configuration of objects used in this experiment (a), and the maps constructed at 20, 100, and 300 steps (b)-(d) with the combination of and TIC. These figures show that the map becomes more accurate as the size of the observation data increases.
C. (Sim 2): Comparison Among Different Numbers of Objects and Area Sizes
Next, we examined the influence of the environmental factors on the map construction performance by varying the number of objects and the area size. The other parameters related to the motion, observation, recognition and mapping were set to fixed values as shown in Table III. 1) (Sim 2-A) Numbers of Objects: First, we varied the number of objects from 5 to 30 with an interval of 5, whereas the area size was fixed to 1.5 [m] 1.5 [m] . For each area size, we conducted five simulation runs with different object configurations, and averaged the results. Fig. 11 shows the changes in the qualitative errors (Err , Err ) in these six environment settings. Although the final er- rors and the numbers of steps to converge tended to increase as the number of objects increased, the increases were not very large. Especially, the figure on the right shows that the number of objects made little difference in the triangle orientation errors Err as long as it was between 10 and 30. Fig. 12 illustrates one of the actual configurations, containing 30 objects, and a map constructed after 500 steps in that environment.
2) (Sim 2-B) Area Sizes: Second, we varied the side length of the area from 1.0 [m] to 3.0 [m] with an interval of 0.5 [m], but with the number of objects fixed to 15. Fig. 13 shows the changes in map errors for the five different area sizes. As in the previous case (Sim 2-a), we performed five runs for each area size changing the object layout and averaged the results.
From the figures, it can be seen that the map errors and the number of steps to converge tend to increase as the environment size increases. We consider this to be mainly because: 1) the chance of observing two objects together decreases as the layout becomes sparser and 2) the exploration takes more time as the environment becomes larger. Interestingly, there was an exception to this trend, i.e., the map errors in the 1.0 [m] 1.0 [m] en- vironment were larger than those in the 1.5 [m] 1.5 [m] environment, although the former environment was one size smaller than the latter. We considered this to be because the robot exploration was severely obstructed in the former environment, which is overcrowded with objects.
D. (Sim 3) Comparison Among Different Motion Strategies
In this simulation, we examined how the robot motion strategies have an influence on the map construction by varying the values of two motion-related parameters and , while the other parameter settings were fixed (see Table III ).
1) (Sim 3-A) Motion Strategy 1: Randomness of Direction of Movement:
First, we compared three strategies with different values for the range of direction changes , 45, 90 [deg]. A larger value of means that the robot motion has more randomness in the choice of direction at each step. The moving distance for one step was fixed to 100 [mm] in all cases. Fig. 14 shows how the qualitative map errors changed as the number of steps increased in these cases. These results indicated that the case of deg gave the best performance in terms of final map accuracy and learning speed. On the other hand, the case of deg gave the poorest long-term performance, although the map errors in the initial phase (approx. 50-100 steps) were smaller than in the other two cases. In contrast, although the map errors in the case of deg were as small as that in the case of deg in the long term, the learning speed (map accuracy improvement) was markedly slower in the early phases.
This result can be explained by considering the differences in their patterns of environment exploration. Fig. 15 shows examples of motion traces for 100 steps (lines) and observation positions for 500 steps (white circles) in each case. In the case of deg (left), as the robot regularly moves along the outer walls, the observation positions are concentrated along the edges of the field, and a large part of environment remains unexplored even after 500 steps. This results in the poor performance. In the case of deg (right), the distribution of the observation positions becomes asymptotically uniform over the whole area after a sufficient number of steps. However, in the early phase, the exploration seems inefficient because the robot occasionally becomes stuck in a local area due to the highly random nature of its motion. On the other hand, in the case of deg (middle), the exploration pattern is well balanced in both early and later phases as compared to the other two cases.
The better performance is considered to be due to this exploration efficiency.
2) (Sim 3-B) Motion Strategy 2: Distance of One
Step: Next, we compared four strategies with different values for the distance of one step move , 100, 200, 300 [mm]. This time, was fixed as 45 [deg] . Fig. 16 shows the changes in map errors in each case. The strategies with longer step lengths (i.e., , 300 [mm]) were more advantageous in the early phase because a larger area of the environment was explored. However, the differences among them were gradually reduced as the number of steps increased, because the whole area was covered eventually by all of the strategies.
We consider the results and analysis in this section regarding the robot motion strategy are qualitatively reasonable and has some generality, although the optimum values of and might well depend on the environmental factors such as area size and number of object.
E. (Sim 4): Relationship Between Observation Data and Map Quality
The above results imply that the quality of a map is mainly determined by the distribution of observation locations. Then, we examined the relationship between the characteristics of observation data and the resultant map errors in the following manner. First, we prepared an environment which has 1.5 [m] 1.5 [m] area size and contains ten objects. Then, we performed 50 simulation runs in this environment with initial robot positions chosen at random. Each run consisted of 100 steps. The other parameter settings are shown in Table III. 1) Map Quality and Explored Area: First, we examined the relationship between the map quality and how much of the entire area of the environment is explored by the robot. In this analysis, we used mean nearest neighbor distance, , as a measure to evaluate the spatial distribution of the observation points, which is calculated as (11) where denotes the number of points (100 in this case), and denotes the distance between the th and th points. In general, a point distribution pattern with a smaller value indicates a clustered or concentrated distribution, and a pattern with a larger indicates a uniform or scattered distribution. Fig. 17 shows the relationships between the mean nearest neighbor distance (X-axis) and the qualitative map errors Err , Err (Y-axis) in this simulation. Least-square fitting lines and correlation coefficients are also shown in these figures. There was a general trend for the map accuracies to increase with scattering of the observation points in the exploration path over a larger area.
2) Map Quality and Equality of Object Observation Frequencies: Next, we focused on the relationship between the distribution of object observation frequencies and the map errors. We defined the entropy of the distribution of object observation frequencies as Ent (12) where denotes the number of times the th object was observed, and denotes the sum of . Fig. 18 shows the relationships between the entropy of the object observation frequencies and the qualitative map errors (Err and Err ). As shown in these figures, there are strong negative correlations between them, which means that an exploration path that observes all of the objects with equal frequency is desirable for this map-building method.
F. (Sim 5) Influence of Object Recognition Errors
Previous simulation results have been based on the assumption that there are no errors in the object recognition process. In a real environment, however, occasional failures of object recognition are almost inevitable due to various types of uncertainty. Therefore, in this experiment, we examined how the recognition errors affect the performance of the proposed map learning method.
More specifically, we considered two types of recognition error-nonrecognition and misrecognition. These errors were generated artificially by applying the following operations to the original observation data at each position (a list of visible objects ). • Nonrecognition error: A specified percentage of elements in is chosen at random and removed. • Misrecognition error: A specified percentage of elements in is chosen at random and replaced with other object Ids, which are also chosen randomly. Misrecognition error is expected to be more disturbing than nonrecognition error, which makes it more difficult for a robot to build an accurate map.
In this experiment, we set the number of objects and size of environment area to 15 and 1.5 [m] 1.5 [m], respectively. The other parameters were also set to fixed values as shown in Table III . 1) (Sim 5-A) Influence of Nonrecognition Error: Fig. 19 shows how the map errors change as the number of steps increases, when the nonrecognition rate is set to 0.0 (i.e., no error), 3.0, 10, and 20 [%]. In each case, we performed 25 simulation runs (five runs for each of five layout patterns), and then averaged the results.
In the early exploration phase, the map errors Err and Err clearly increased as the nonrecognition rate grew. However, the difference between them became smaller and was almost negligible as the number of steps increased. For example, the average difference between Err with 20% nonrecognition error and that with no recognition error after 1000 steps was only 1.80%. Therefore, the proposed method was very robust against this type of object recognition error. Fig. 20 shows the results when the misrecognition rate was set to 0.0 (no error), 0.5, 2.0, and 10 [%].
2) (Sim 5-B) Influence of Misrecognition Error:
As expected, the influence of this type of recognition error was greater than that of nonrecognition error. For example, the average difference of Err between nonerror case and 10% misrecognition case remained at 3.40% even after 1000 steps. However, when the misrecognition error was 2.0%, Err increased by only 0.28% after 1000 steps. Therefore, we concluded that the proposed method is considerably robust against this type of recognition error.
G. (Sim 6) Comparison Among Different View Angles of Camera
Until now, we have assumed that the robot always has a 360 angle of view. In this experiment, we examined how the mapbuilding performance is affected when only a smaller angle of view is available.
Specifically, we set the angle of view of the camera to 90, 120, 180, and 360 [deg], and then compared their map errors. Detail of the other parameter settings is shown in Table III . In each case, we conducted five simulation runs for different object layout patterns, and averaged the results. Fig. 21 (left) shows how the average triangle orientation error Err changes as the number of steps increases for each case. From this figure, it can been seen that a robot with a larger angle of view is able to construct a more accurate map than a robot with a smaller angle of view, when they take the number of steps.
However, we should not jump to the conclusion that a decrease in the angle of view necessarily causes a performance deterioration, because the difference in the angle of view also means the difference in the number of visible objects or the amount of information. That is to say, the above result may be due to the difference in the amount of information between the cases, rather than to the difference in the angle of view itself. In fact, the amount of object covisibility information is considered to be approximately proportionaltothesquareoftheangleofview, astheexpectednumber of visible objects at a step is proportional to the angle of view, and an observation of visible objects gives object pairs. Based on this idea, we replotted the qualitative map error in each case against the amount of object covisibility information, instead of the number of steps [ Fig. 21 (right) ]. From this figure, we can see that all the cases lie on a curve, which means that the accuracy of a constructed map is determined by the amount of object covisibility information regardless of the angle of view of the camera.
H. (Sim 7) Comparison Among Different Object Recognition Models
In the previous experiments except Sim 5 in which recognition errors were considered, we assumed that each object is recognizable if and only if its horizontal visual angle is larger than the threshold deg . This simplistic model of object recognition raises three questions below.
1) To what extent is the performance of the proposed method dependent on the specific value 5.0 [deg] of the threshold parameter ? 2) What if each object has a different threshold value for recognition, rather than an identical threshold value? 3) What if the object recognition rate or probability is a smooth increasing function of object's visual angle, rather than a step function. In this section, we present the results of experiments performed to answer these questions. The parameter settings in those experiments are summarized in Table III. 1) (Sim 7-A) Recognition Model 1: Deterministic Model With Identical Recognition Threshold Angle: First, we exam- ined how the value of recognition threshold influences the map-building results by varying it between 4.0 and 8.0 [deg]. A small threshold value means that objects are easily recognized by the robot even if they are distant and partially occluded by other objects, while a large threshold means that only near and nonoccluded objects are recognizable. It should be noted that we still assume that all objects have an identical threshold for recognition in this experiment. Fig. 22 shows how the triangle orientation error Err changes as the number of steps increases for each recognition threshold value. As can be seen from this figure, smaller threshold values give better results when the number of steps is very small. This is thought to be because sufficient data are collected more easily with smaller thresholds, as more objects can be recognized at a time. As the number of steps grows, however, the difference among the cases becomes very small, and the final error is smallest when the threshold is set to 6.0 [deg]. This result implies that amount of valid information for map-building decreases not only when there are too few visible objects, but also when there are too many visible objects.
2) (Sim 7-B) Recognition Model 2: Deterministic Model With Arbitrary Recognition Threshold Angles: The above assumption that all objects have an identical minimum visual angle to be recognized may be too restrictive. In the real world, it is more natural to assume that the degree of recognizability varies from object to object, as each object has its own property such as shape, color, and so on. Therefore, we next examined how the performance of the method changes when each object has an arbitrary minimum recognition visual angle within a specified range.
Specifically, we compared the following four patterns: 1) all objects have an identical recognition threshold deg , and each object has an arbitrary threshold within the range of Table IV shows the recognition threshold (minimum visual angle) of each object in the experiment pattern (4) above. These values were randomly chosen within the range. It should be noted that difference in the degree of recognizability causes an imbalance in the number of times that each object is observed. Fig. 23 shows the change of triangle orientation error Err with the number of steps in each case. Although this indicates that a wider range of recognition threshold values results in poorer performance, the deterioration is not severe.
3) (Sim 7-C) Recognition Model 3: Probabilistic Object Recognition Model: So far, we have assumed a deterministic object visibility model in which an object is visible (recognizable) if its visual angle is larger than a threshold and invisible (unrecognizable) otherwise. In other words, it has been assumed that the probability that an object is visible can be represented by a step function as where stands for the horizontal visual angle of the object. In the real world, however, it is more realistic to consider that increases continuously with . In this experiment, we consider a probabilistic object recognition model in which is represented by a logistic function as follows:
where is a parameter characterizing steepness of the function nearby the threshold . Note that this model asymptotically approaches the conventional deterministic model (13) when approaches infinity. For a small value, on the other hand, the probability that an object is recognized increases very slowly with . We examined how the accuracy of constructed maps is influenced by the value of steepness parameter . The other parameter was fixed at 5.0 . Fig. 24 shows the shape of as a function of for each case of , 100, 200, . Note that is presented in radians here. Fig. 25 shows the change of triangle orientation error Err with the number of steps in each case. From this figure, we can see that there is no significant difference in resultant performance between the deterministic and probabilistic recognition models as long as is not too small. 
VI. EXPERIMENT WITH A REAL ROBOT
A. Overview
To examine the applicability of the simulation results to real environments, we performed an experiment in an indoor environment using a real mobile robot (RWI B14r). This robot was equipped with 16 sonar sensors around the body, and had a color camera mounted on the top.
The environment was a rectangle field of 3.5 [m] 4.0 [m], containing six landmark objects. Each landmark was a cylindrical object (height, 720-840 [mm]; diameter, 210-300 [mm]) with a unique color (yellow, yellow-green, light blue, pink, green, or red), making the visual recognition very simple. Fig. 26 is a snapshot of this experiment. The object positions in this environment are shown in Fig. 27 .
In this experiment, we employed a simple visual object recognition method based on shape and color matching. Briefly, raw images were first divided into a finite set of regions with consistent colors after some preprocessing, such as edge detection and smoothing. Then, the regions occupying more than 10% of the area in the original image and that had two vertical edges were regarded as landmark objects. Finally, each of the detected landmarks was identified by its color information. An offline test indicated that the actual object recognition rate in this environment was about 90%.
The motion and observation of the robot were based on the procedure described in Section IV-A. The length of each step was set to 0.75 [m] , and the robot changed its direction at random within the range of for every two steps. When it approached an obstacle within a distance of 0.3 [m], it also changed the direction of movement to avoid collision. At each observation location, the robot turned around through 360 taking several images, and joined them into one panoramic image.
We conducted three experimental trials, each of which consisted of 100 steps.
B. Various Combinations of Distance Functions and Triangular Inequality Constraints
As in Section V-B, we compared the four different distance estimation schemes ( or , with or without TIC) in the experimental environment. Fig. 28 shows the average results of the three trials. These results indicate that the distance function is slightly better than and that the triangular inequality constraint (TIC) improves the performance in either case. These results were consistent with those of the simulation discussed in Section V-B. Fig. 29 shows maps built using with TIC after ten and 100 steps in the first run. Surprisingly, a map with zero Delaunay error Err was obtained after only ten steps in this run. In addition, the triangle orientation error Err also became zero after 100 steps.
C. Influence of Recognition Errors and Nonuniformity of Landmark Observations
Although Err was 0.0 after only ten steps in the first trial as described above, in the second and third trials the errors were 0.42 and 0.33 after ten steps, respectively, and the error became zero after 30 steps in both cases. Fig. 30 shows the maps built after ten steps in the second and third trials.
There are two possible explanations for the poor results in the early phases of the second and third trials: nonuniformity of the observed landmarks in the data, and the misrecognition or nonrecognition of landmark objects. Table V shows the observation data (history of observed objects) of the first ten steps in the first and third trials. In the third trial, object 3 appeared only once, whereas object 2 appeared nine times, implying that the exploration was concentrated in the upper right area of the environment. In addition, the object IDs marked with circles in this figure were found to have been misrecognized. This result indicates that the nonuniformity of object observation and misrecognition error markedly degrade the quality of built maps in the early exploration phase.
VII. DISCUSSION
In this section, we discuss the appropriateness of the assumptions underlying the proposed method, and several issues that remain to be resolved for the development of practical applications.
A. Object Recognition
The proposed map-building method is dependent on the assumption that the probability of recognizing an object decreases as its distance from the camera increases. As discussed in Section III-D, we consider this assumption to be mostly valid, because if the distance between the camera and object is increased, the information required for object recognition and identification decreases due to the image size reduction and high probability of occlusion. That is, both nonstructured and structured noises in the image are expected to increase with distance. In the field of computer vision and pattern recognition, there have been many studies of how object recognition performance is affected by such image distortion. For example, in the modelbased object recognition methods, both theoretical and experimental performance analyzes have been performed by many groups [41] - [45] . Another example is experimental analysis in appearance-based recognition methods [46] . All of these studies indicated that the probability of correct recognition is reduced by the distortion of object images. Based on these results, we conducted most of the experiments with a simplified model of the object recognition process, in which a landmark object was assumed to be "visible" if its image size was larger than a threshold value. To compensate for the simplicity of our system, we performed additional simulations considering recognition errors (Section V-F) and a little more complex recognition models (Section V-H), and examined how the resultant map quality is affected.
However, the actual process of visual object recognition is more complicated, and the probability of correct recognition is dependent not only on the distance between the camera and the object, but also on various conditions, such as relative poses of the objects to the camera, illumination, and the shapes of the objects themselves. Therefore, it is necessary to examine the validity of the proposed method under more realistic conditions in future studies.
Another issue regarding object recognition in the method is the assumption that each object can be uniquely identified by its appearance. In a real environment, however, a robot often suffers from the aliasing problem in which two or more objects cannot be distinguished by instantaneous observations. This problem will be solved to some extent by applying hidden state estimation methods such as HMM to historical information on the observation and location.
B. Heuristics of Covisibility and Spatial Distance
The central concept of our map-building method is the covisibility heuristics that if two objects are seen together frequently, then they are likely to be located close to each other. While Section III-E discussed the validity of the heuristics in a simplified environment, we will discuss its significance here from other viewpoints.
First, as covisibility of objects can be regarded as the cooccurrence of the event that objects are visible, there have been many previous studies on learning of behavior and models based on cooccurrence information.
The most basic principle related to this issue is Hebb's rule, which postulates that if two events cooccur often, the connection between them should be strengthened. Many recent reinforcement learning methods, such as Q-learning [47] , are also based on the cooccurrence or temporal proximity between behavior and reward events. Interestingly, there is another similarity between reinforcement learning and our CoviMap. That is, in the former correct behavior rules are learned from discrete events of rewards, while in the latter a qualitatively accurate map is learned from discrete events of covisibility among objects.
In the field of information retrieval, cooccurrence information of words [48] and documents [49] has been utilized to estimate their similarity and distance. The entities of words and documents in these studies correspond to objects in our system. In some of these studies, MDS and its variants are also used to make a "map" of documents and words based on cooccurrence frequencies, to visualize the relationships between them in an intuitive manner. This implies that people take it for granted that there is a strong correlation between the cooccurrence and semantic distance of objects.
The above heuristics can also be regarded as a special case of a more general one-"temporal and spatial proximities are approximately equivalent in many environments." In research concerning human spatial memory, it has been reported that humans often rely on temporal rather than spatial proximity to memorize spatial structures of environments [50] .
In this paper, we focused on the covisibility information and did not use other sensor information for map building. However, actual sensors of robots provide a variety of information such as range information. One can utilize that kind of sensor information to estimate the spatial distances among objects either instead of or in combination with the covisibility information.
C. Map Building by MDS
As mentioned previously, multidimensional scaling is a wellknown technique to construct a layout model of objects when the dissimilarities among them are given, and has been applied successfully to cognitive map research as a means of analyzing the spatial knowledge of human subjects [51] . One contribution of the present study is to demonstrate that MDS can also be applied successfully to an autonomous map-building task by a mobile robot. Courrieu [52] applied their data embedding algorithm based on MDS to a robot mapping/navigation task as an application example. However, this work is fundamentally different from that in the present study in that they assumed an extremely simple environment, and that the distance matrix is computed by means of a standard triangulation technique with quantitative measurements of the angular distances between objects.
While we used the classical scaling method [37] in combination with empirical distance functions to generate 2-D coordinates of the objects from their covisibility frequencies, it has certain limitations as follows:
• It is required that both the function type and parameter values of the empirical distance function are determined beforehand. • It is assumed that all elements in a distance matrix have the same weight, which means all distance estimates among the objects are treated equally, regardless of the differences in reliability of each estimate. • Computation of eigenvalues and eigenvectors tends to be unstable when sufficient data are not available. Fortunately, it is possible to overcome these problems by using more sophisticated MDS methods, such as SMACOF and ALSCAL [35] , [36] , together with the following enhancements:
1) Automatic Parameter Selection: Update of 2-D coordinates of objects by MDS and optimization of empirical distance function parameters by least square fitting are repeated alternately until convergence. In addition, it is possible to use nonmetric MDS to obtain the map directly from the ordinal information of covisibility frequencies.
2) Weighting of Distance Matrix: Weight on each element of the distance matrix is determined in proportion to the reliability of the estimate. That is, higher weights are assigned to pairs of objects that are observed together more often.
Some of these improvements have been implemented in the latest version of CoviMap [53] , [54] .
Furthermore, it is possible to use methods other than MDS to reproduce the 2-D coordinates of objects from the distance matrix. For example, the FastMap algorithm [55] proposed by Faloutsos has the advantage of being linear to the number of objects, whereas MDS is quadratic. The spring embedder model [56] , [57] , which has often been used for data visualization, can also be applied either instead of or in combination with MDS for this purpose. Especially, by combining MDS and spring embedder method, we may derive an online algorithm for map building, while the present method is basically a batch process.
D. Map Building in a Large Environment
As implied by the simulation results in Section V-C, it is necessary to consider two practical problems when the environment becomes much larger and contains more landmark objects. First, if the environment becomes larger, the travel distance required to explore the whole area increases, which leads to increases in both time and cost to build the map, because the current implementation of the method is basically a "batch" process. Another issue is that the computational complexity of map building by MDS is about , where is the number of objects or dimensions of the distance matrix.
A reasonable approach to these problems is to divide the whole area of the environment into a set of smaller regions, and construct a local map for each of them, and then complete a global map by integrating them. Many similar approaches have already been proposed for metric map-building tasks [1] , [30] , [58] . By applying this technique to our method, it is expected that the map-building process will become incremental and the computational complexity will be significantly reduced.
E. Exploration Strategy
In this study, we assumed that a robot explores the environment using a very simple motion control algorithm based on the combination of random walking and collision avoidance. Meanwhile, the simulation results shown in Section V-E indicated that the quality of maps built by this method is highly correlated with the size of the explored area and variations in observation data. This means that a more systematic exploration strategy is needed for efficient map construction, i.e., a more accurate map with less time and travel distance.
There have been a number of studies regarding this environment exploration problem [59] - [61] . The basic idea is to select a motion that gains as much new information about the environment as possible at each step. In our case, a similar exploration strategy that explores the area containing less frequently observed landmarks with high priority can be considered.
Another issue regarding the exploration is when to stop exploring the environment. As the results in Section V show, the number of steps required for the map errors to converge heavily depends on environmental factors and robot's ability. Although it is ideal to be able to stop when the accuracy of the map reaches a prespecified level, we have not found a theory that provides upper/lower bounds of the accuracy of a map under construction. A reasonable alternative would be to stop exploring when the change of the empirical distances among objects become smaller than a specified threshold.
VIII. CONCLUSION
In this paper, we proposed a novel map-building method for mobile robots based on covisibility, which provides very coarse and qualitative information regarding "whether two objects are visible at the same time or not." This method utilizes a simple heuristic rule, "a pair of objects observed at the same time more frequently are likely to be located more closely together," and a common multivariate data analysis technique known as multidimensional scaling.
As compared with conventional metric map-building methods, this method has the noteworthy feature that it does not require quantitative and precise sensor measurements, nor the robot's own position. Thus, it is possible to construct a reasonably accurate map even from a set of low-quality information, as long as a sufficient amount of data are available. Due to these characteristics, our method is expected to be advantageous when there is insufficient a priori information regarding the environment and the robot itself.
In the simulation study, we examined the characteristics of this method, changing the values of the parameters, such as object number, environment size, and degree of observation uncertainty. We also performed a basic experiment with a real robot in a simplified environment.
In future studies, we intend to examine the issues discussed in the previous section, and make our system applicable to more complex environments.
