Hydrocode modeling is a fundamental tool for the study of melt production in planetary impact events. Until recently, however, numerical modeling of impacts for melt production studies has been limited to vertical impacts. We present the first results of the investigation of melt production in oblique impacts. Simulations were carried out using Sandia's three-dimensional hydrocode CTH, coupled to the SESAME equation of state. While keeping other impact parameters constant, the calculations span impact angles (measured from the surface) from 90
INTRODUCTION
Impact melting is an important process of planetary scale impact events. Melt production affects the final stages of the cratering event, from the formation of complex craters to the distribution of material disrupted during the impact.
In the past, the various parameters important in impact cratering have been connected by a series of scaling laws developed from the outcome of laboratory experiments and nuclear explosion tests (e.g., Gault et al. 1975 , Holsapple and Schmidt 1982 , 1987 , Schmidt and Housen 1987 . However, melt or vapor production is a problem difficult to address experimentally, because the threshold impact velocity for significant melting or vaporization is barely reached in the laboratory. Observational studies of craters on planetary surfaces are of even more limited help since they can rarely provide quantitative information on melt production in the impact event that produced the crater. Therefore, scaling laws for impact melting could be developed only through theoretical studies (e.g., O'Keefe and Ahrens 1977 , Orphal et al. 1980 , Bjorkman and Holsapple 1987 , Grieve and Cintala 1992 , Cintala and Grieve 1994 , O'Keefe and Ahrens 1994 , Pierazzo et al. 1997 . Among the cratering parameters that have been investigated for impact melting are projectile size, composition, and impact velocity; target gravitational field; and initial pressure and temperature conditions. The scaling laws resulting from hydrocode modeling studies suggest that at planetary scales impact melting follows an energy-scaling law (O'Keefe and Ahrens 1977 , Pierazzo et al. 1997 . Simple analytical models have also been used to estimate the amount of melting in impact events (e.g., Croft 1982, Tonks and Melosh 1993) , with similar results.
The one parameter that has rarely been addressed in the modeling studies (with the exception of early 2 1 2 -D simulations; Brown 1981, O'Keefe and Ahrens 1986 ) is angle of impact. It is well known that impact events normally strike planetary surfaces at an angle from the surface, and probability theory indicates that, with the assumption of an isotropic flux of impactors, the most likely angle of impact is 45
• , regardless of the body's gravitational field (Gilbert 1893 , Shoemaker 1962 . However, it is not yet understood how the angle of impact affects the general results obtained using axisymmetric models. A recent study by Pierazzo and Melosh (1999) , as well as experimental work by Schultz (1996) , suggest that angle of impact has an important effect on the amount and location of melting in the target. The purpose of this paper is to look for general laws to describe the effect of angle of impact on the production of melt in impact events.
CRATERING THERMODYNAMICS AND HYDROCODE MODELING
Melting and vaporization in impact events are governed by the thermodynamics of shock compression and release. Shock compression is a themodynamically irreversible process represented by the Hugoniot curve, which is defined as the locus of unique states to which a material can be shocked from a given initial state. The decompression of matter from the shocked state can be approximated as an isentropic (thermodynamically reversible) process. Melt and vapor appear only after the pressure has dropped below the critical point of the shocked material. The equation of state thus governs the degree to which the shock can either melt or vaporize a given material. Shock pressures required for melting and vaporization of any material are obtained by the intersection of the Hugoniot with the corresponding isentropes for melting and vaporization.
The system of highly nonlinear equations needed to describe the shock event can be solved with the use of hydrocodes. Coupled to adequate representations of the equation of state of materials, hydrocodes can be successfully used to model large impact events. The majority of hydrocode simulations available in the literature focus on modeling vertical impacts, where the axial symmetry of the process allows the simplification of the model to two dimensions (2D). In nonvertical impacts, however, the axial symmetry is broken, and, at most, bilateral symmetry can be used to simplify the calculations. As a result, hydrocodes must be used in the more complex and computationally intensive three-dimensional (3D) form. Unfortunately, until recently the latter option has been practically inaccessible, due to computers' CPU and hard disk space limitations.
This work takes advantage of a series of very high-resolution, 3D hydrocode simulations carried out to model the effects of impact angle on a Chicxulub type impact Crawford 1998, Pierazzo and Melosh 1999) . The 3D simulations were carried out using CTH, a hydrocode developed at the Sandia National Laboratories (Albuquerque, NM) to model multidimensional, multimaterial, large deformation, strong shock wave physics (McGlaun and Thompson 1990) . The SESAME equation of state package (SESAME '83 1983) was coupled to the hydrocode.
The simulations model a projectile 10 km in diameter striking Earth's surface at a velocity of 20 km/s and impact angles of 15
• , 30
• , 45
• , 60
• , and 90
• (vertical) from the surface. A resolution of 50 cells per projectile radius, corresponding to cells 100 × 100 × 100 m, was applied to a cubic region 16 km in size, centered at the impact point. A region of progressively lower resolution then follows, where cell size is increased by a factor of 1.05 from the previous cell. The bilateral symmetry of the simulations made it possible to model only the y > 0 semispace (the y < 0 one being its mirror image), limiting the mesh to about 15 million cells. Each simulation starts with the projectile already at the target surface (atmospheric entry is not modeled), and models about 5 s of the impact event, which covers enough time for the shock to propagate through the target and cause shock melting/vaporization.
Available tabular (SESAME) equations of state were used for the simulations. We used dunite for the asteroid. Because the simulations model the Chicxulub impact event (Pierazzo and Melosh 1999) , the target composition reflects the stratigraphy of the Chicxulub impact site, in the Yucatán Peninsula, Mexico (e.g., see . Water is used to represent the shallow sea (modeled as 100 m deep), calcite for the sedimentary layer (2.9 km thick), granite for the crust, and, finally, dunite is introduced to represent the mantle beyond a depth of 33 km. Air was also inserted above the target to simulate Earth's atmosphere. The presence of an atmosphere affects the development of the expansion plume developing from the impact; however, it has no significant effect in the shock melting and vaporization of either the target or the projectile.
Up to 1000 Lagrangian tracer particles were regularly distributed in the target and the projectile; they move through the mesh recording the thermodynamic history of given material points in time. In the target, rows of equally spaced tracers were located at constant angular intervals. Angular coordinates are elevation, i.e., the angle measured from the surface downward (0 • corresponds to directions parallel to the surface, 90
• is directly downward), and azimuth, i.e., the angle measured away from the downrange direction (0 • corresponds to the downrange direction, 180
• corresponds to the uprange direction). The azimuth coordinate is not used in the 90
• simulation, which is characterized by axial symmetry. To avoid free surface problems the first row of tracers, corresponding to 0
• elevation, is located 50 m below the surface. The procedure followed to determine the volumes of melting in the target is illustrated in Pierazzo and Melosh (1999) .
SHOCK DECAY AND ISOBARIC CORE
Axisymmetric, 2D numerical simulations indicate that the peak shock pressure generated by a high velocity impact has at least two distinct dependencies on distance from the impact site (up to the distance at which the shock wave decays into an elastic wave). Close to the impact point the decay of the shock pressure with distance is small, delimiting a region called the isobaric core. This region is normally much smaller than the final crater. Analytical models typically assume a constant shock pressure inside the isobaric core (e.g., Croft 1982, Tonks and Melosh 1993) . The "pressure decay" region extends beyond the isobaric core. In this region the shock pressure, as well as particle velocity, decays rapidly with distance from the impact point, according to the power law:
The exponent n has been shown to depend on impact velocity O'Keefe 1987, Pierazzo et al. 1997 ). This exponent is important for analytical models, which use the pressure-decay power law to estimate melt and vapor production. It should be emphasized that the regions of melting and vaporization are normally well inside the final crater. The shape of these shock regions, then, need not correspond to any feature of the final crater.
The results of the 3D simulations show that the angle of impact affects the pressure-decay exponent n. We find that n varies by a factor of 4 or more between the 90
• and the 15 • simulation. Furthermore, Pierazzo and Melosh (1999, their Fig. 2 ) point out that even though the position of the shock front as it propagates through the target appears symmetric around the impact point, in oblique impacts the strength of the shock is asymmetric with the strongest shock in the downrange direction. This is a direct consequence of obliquity, and affects the pressure-decay exponent. Indeed, in any one simulation n varies not only with elevation but also with azimuth. A similar variability in n was found experimentally by Dahl and Schultz (1998) . Using piezoelectric stress gauges, they recorded the shock stress histories for a number of experiments at 90
• and 30
• impact angles performed at the Ames Vertical Gun Range facility. They found that pressure decay appears to follow an energy scaling, i.e., n ∼ 3, in the downrange and downward directions; in the uprange direction, however, they find n ∼ 2, which should not be allowed by the point source solution theory of Holsapple and Schmidt (1987) . Dahl and Schultz (1999) also found that the momentum content of the shock wave shows no clear dependence on the vertical component of the impact velocity; this is true in particular in the downrange direction, where the momentum content of the wave seems to be a function of impact velocity alone.
The search of the exponent for the pressure-decay regime to be used in analytical models, therefore, is complicated by the asymmetry of the shock wave. To average out directional effects due to obliquity, we decided to use a "volumetric pressure-decay regime"; i.e., we use a modified power law,
where V >p is the volume of target material shocked above the shock pressure p, V proj is the initial volume of the projectile (volume of the sphere of radius R proj ), K is a constant, n V is the volume pressure decay constant. Analogously to the 2D studies (Pierazzo et al. 1997) , we eliminate the dependence on the size of the projectile by normalizing V >p by the projectile volume.
It can be easily shown that the volume pressure decay constant n V is directly related to the linear pressure decay constant n.
Equation (1) can be rewritten as
and since V pr ∝ R 3 pr and V m ∝ d 3 (d is a "mean" distance from the impact point), we obtain
This expression corresponds to Eq. (2) for n V = n/3. We determined the volume V >p of target material shocked above given shock pressures. The shock pressures chosen were: 250, 200, 150, 100, 50, 30, and 18 GPa, covering the range of shock melting for most of the materials of geologic interest. The lower limit of 18 GPa corresponds to the ANEOS (Thompson and Lauson 1972) estimate for 50% vaporization of water at initial ambient temperatures. The upper limit is above the shock pressure for incipient vaporization of most of geologic materials and is close to the shock pressure for incipient melting of iron as well (242 GPa; see Bass et al. 1987) . Table I gives the volumes corresponding to the given shock pressures for the various oblique impact simulations. Figure 1 shows a log-log plot of shock pressure versus the volume of target material shocked above the given shock pressures normalized by the volume of projectile. This plot is the 3D equivalent of the pressure decay versus distance from impact plots, which have become familiar outcomes of 2D simulations (e.g., O'Keefe 1987, Pierazzo et al. 1997) . The advantage of using logarithmic plots is that the volume pressure decay exponent n V becomes the slope of a straight line,
and it can be easily determined. Table II reports, for the various oblique simulations, the constant (logK ) and volume pressure decay exponent (n V ) resulting from a least squares interpolation of the volume pressure decay (Fig. 1) , together with the correlation coefficient (corr) for the interpolations and the range of pressures used in the interpolation. The results are plotted in Fig. 2 versus impact angle. The average estimate of the linear pressure decay exponent (n) is also reported in Table II (to avoid surface effects only values of n at elevations larger than 15
• were included). The volume pressure decay exponent varies very slowly with impact angle down to a 30
• impact and drops dramatically below it. This result is a consequence of a significant drop in the peak shock pressure in the target for very oblique impacts. For impacts at angles around 30
• or larger, however, the volume pressure decay exponent can be considered constant. A weighted average in the range 30
• to 90
• (vertical impact) gives
(a least-squares fit of the same points to a straight line of the type n V = a + b(angle) gives a = 0.5876 ± 0.0023 and b = 0.00109 ± 0.00004). Within the associated uncertainties, the value of n V is in agreement with one-third of the weighted average of the linear pressure decay exponent (1.933 ± 0.181) for the same simulations (1.933/3 = 0.644). Figure 3 shows peak shock pressure contours for the various simulations in the plane of impact, which is defined as the plane perpendicular to the target surface that includes the projectile's line of flight. The asymmetry in the strength of the shock wave is clearly illustrated by the asymmetry of the pressure contours for the nonvertical impacts. For increasing obliquity the volume of target material that experiences the highest shock pressures appears to decrease and to shift downrange of the impact point.
We delimited the isobaric core following the same procedure used in Pierazzo et al. (1997) for 2D simulations; that is, we determined the point were the constant pressure regime switches to the pressure decay regime. Using a logarithmic plot, we identify the two regimes by fitting a line through the tracer points that represent them; the intersection of the two lines identifies the boundary of the isobaric core. Figure 4 shows the profiles for the isobaric core in the plane of impact and in the plane perpendicular to both the surface and the plane of impact for the various simulations. It is apparent that for impact angles less than 90
• the general assumption (typical of analytical models) of a spherical shape of the isobaric core cannot be applied to oblique impacts. Furthermore, Fig. 4 suggests that the volume occupied by the isobaric core decreases with impact angle.
To test the dependence of shock strength on impact angle, we calculated the mean shock pressure and temperature inside the isobaric core for the various simulations. The result, shown in Fig. 5 , indicates that peak shock pressure and temperature decrease with impact angle, θ . A simple dependence on sin θ seems to fit the results of the hydrocode simulations for the peak shock pressure, Fig. 5a . A dependence on sin 3/2 θ can be inferred for the peak shock temperature (i.e., the temperature at the time of the maximum shock pressure), Fig. 5b , although the fit for the peak shock temperature is not as good as for the shock pressure. This result is in agreement with the peak shock pressure and temperature decrease with impact angle found in the projectile (Pierazzo and Melosh 2000) .
MELT REGIONS
Analytical models (Croft 1982, Tonks and Melosh 1993) assumed that melt and vaporization regions were spheres or truncated spheres. These models found support in the results of 2D numerical modeling (Pierazzo et al. 1997) . As a consequence of the effect of impact angle on the peak shock pressure distribution shown in Fig. 3 , however, melting and vaporization regions in oblique impacts present strong asymmetries with respect to the impact point. The shape of the melt regions for the various simulations was presented, for a granitic crust, in Fig. 7 of Pierazzo and Melosh (1999) . In their Fig. 7 they also show the similarity between the melt region for the 3D, 90
• impact and that of an equivalent 2D simulation. Furthermore, Fig. 8a of Pierazzo and Melosh (1999) clearly shows the decrease of melt volume (for the continental crust) with impact angle.
The determination of the volumes of target material shocked at or above a given pressure, listed in Table I , allows us to generalize the results of Pierazzo and Melosh (1999) . We find that in the typical range of shock melting for rocks, 150 to 30 GPa, the decrease in volume of impact melting is contained within 20% for impacts from 90
• down to 45
• . Below 45
• the amount of melting of target material decreases rapidly with impact angle. For impacts at 30
• the volume of impact melt becomes about one-half of the vertical case, dropping to less than 10% for a 15
• impact. Since the pressures listed in Table I cover the range of shock melting for most of the materials of geologic interest, and melt production is not affected by the gravity field (e.g., Cintala and Grieve 1994) , the final outcome of this work can be applied to different planetary surfaces.
SHEAR HEATING
The numerical computations reported here assume that neither the projectile or target material possess any intrinsic strength. This is clearly an oversimplification and could potentially lead to incorrect results, especially in view of Schultz' (1996) FIG. 4. Profiles of the isobaric core in the plane of the impact and the plane perpendicular to the plane of impact and the surface for the various oblique impact simulations. In plane of impact column the thick black line shows the location of the perpendicular slice of the isobaric core. observation that shear heating plays an important role in his laboratory-scale experiments. Shear heating has also been implicated in the production of pseudotachylite veins and sheets in the target rocks of large impact craters (Spray and Thompson 1995) . Although we cannot definitively evaluate the effect of strength in the target without new computer runs that incorporate strength, we can establish some bounds on how important the process may be in affecting the melt produced in the target.
In the worst case, shear is homogeneously distributed as the projectile hits the target and rebounds. After the initial shock, material in the target gradually distorts due to slightly different final velocities at different positions in the target rocks. If the target is strong, with strength Y , this distortion dissipates energy in the material at the rateĖ = Yε per unit volume. This energy ultimately derives from the initial kinetic energy of the projectile, so that considerable energy is potentially available through this process.
Shear heating, however, is self-limiting in the sense that, as the temperature of the target material rises, its strength decreases and so does the rate of shear heat deposition. When the material melts, its strength decreases drastically and shear-heating effectively stops. Thus, although shear may cause portions of the target to melt, it cannot induce vaporization.
It is easy to estimate how much distortion is necessary to cause melting. A widely used parameterization (Anderson 1987 ) sets the yield strength of the material equal to a decreasing function of the internal energy
n , where E m is the internal energy at melting per unit volume and n is a parameter usually chosen to be either 1 or 2. Integration of the total energy dissipated indicates that melting occurs at a final total strain ε m = E m /Y 0 for n = 2 (while for n = 1 it diverges logarithmically). Putting in typical numbers for silicate bodies, E m ≈ 9 × 10 9 J m −3 and Y 0 ≈ 1 GPa, we find that melting begins only after a strain of about 10 has accumulated.
It is thus possible that melting may occur in some of the most distorted regions of the target (most likely to be at the projectile-target interface). In the case of low-angle impacts, such as our 30
• and 15
• simulations, this may lead to much more
FIG. 5.
Mean peak shock pressure (a) and temperature (b) inside the isobaric core for the 3D simulations at various impact angles. melting than our computations indicate (Schultz (1996) suggests a 10-to 15-fold increase in degassing of the sedimentary layer, the first 3 km from the surface, for impacts at 30
• and 15 • ). However, another factor may act to limit such melting. This factor is the well-known tendency for shear in rapidly deformed materials to concentrate in narrow shear bands (Grady 1980 , Gruntfest 1963 . Such localized shearing leads to pseudotachylite formation in the basement rocks of impact craters (Reimold 1995, Spray and Thompson 1995) . In this case, however, the melt is not homogeneously distributed throughout the sheared material but is instead concentrated in narrow zones. Since the width of these zones is controlled by the rate of thermal conduction, they may be only millimeters or centimeters wide. In laboratory experiments, however, these widths are large enough to encompass the entire projectile and much of the target, therefore giving the impression of a homogeneous distribution of shear heating.
The effect of concentrating shear in narrow zones is to relieve differential stresses in the adjacent material and sharply reduce the apparent strength of the overall mass. In this case the total amount of melt produced is small, since it is confined to narrow regions, and the effective stress is low. This case then corresponds closely to the conditions assumed in our numerical computations, where we set the bulk shear strength to zero. The formation of narrow shear zones then prevents differential stresses from rising very high and keeps bulk shear heating to a minimum. The net result of a low-angle impact may then be a largely unmelted target in which deviatoric stresses (i.e., the traceless stress tensor) are relieved by slip on a network of narrow melt-filled faults.
The two models of a strong, homogeneously deformed target in which shear heating may play an important role and that of a target cut by narrow shear bands form extreme limiting cases between which the truth must lie. Numerical studies of the shear band model are extremely difficult, as the shear bands form at a scale much smaller than any practical mesh. We believe that the truth is closer to the second case and so are justified in neglecting material strength, but future investigations must be performed to demonstrate the truth of this proposal.
VERTICAL EQUIVALENT OF OBLIQUE IMPACTS
One possible approach to identifying the rate of change of melting with impact angle is to find a connection to the results of vertical impacts. While this does not help in identifying the target region subjected to melting, it can help in quantitative studies. The volume of the region of melting for the various oblique impacts can be related to an "equivalent" vertical impact; that is, it is possible to determine the size of a projectile that would produce, in a vertical impact at the same velocity, the same amount of melt. This approach allows us to utilize the large body of results available for vertical impacts (2D simulations) by connecting them to the outcomes of oblique impacts. The development for oblique impacts (3D modeling) of a similar body of results available for vertical impacts is impossible at the moment, given the still limited computer power available. To find a connection to vertical impacts, we looked at the systematic study of Pierazzo et al. (1997) . Since impact velocity is a major parameter influencing melting and vaporization, we used only the results for 20 km/s impacts reported in their Table VI (p. 420) and avoided, therefore, biases due to impact velocity.
In Fig. 6a the volume of target material shocked above a certain pressure for the various 3D simulations is normalized to the vertical case and plotted versus peak shock pressure. Down to a 30
• impact, the normalized volume appears constant in the 18-to 150-GPa range of pressure, where melting occurs for most of the geologic materials that make up the surfaces of planetary objects of the Solar System. For the 15
• impact simulation, however, because of the strong weakening of the shock a constant normalized volume occurs only for the lowermost shock pressures, 30 to 50 GPa. We then used the mean value of the normalized volumes ( V /V 90 • ) in the cited pressure ranges as a general estimate of target melting on planetary surfaces, regardless of surface composition, during oblique impacts. Figure 6b shows the interpolation of melt volumes from the Pierazzo et al. (1997) vertical study, normalized to the case for a dunite projectile 10 km in diameter (i.e., the projectile type and size used in the 3D simulations). The least squares fit of the straight line, V m /V m (10) = a + bD proj , to the normalized vertical volumes gives a = −3.0945 and b = 3.0756. The mean estimates of the normalized volumes from the 3D simulations (again, normalized to the results for a projectile 10 km in diameter) applied to the vertical results (interpolated line of Fig. 6b ) identify the "vertical equivalent" for the various oblique impacts. In other words, the impact melting for a 30
• impact at 20 km/s is equivalent to that of a vertical impact of a projectile with the same impact velocity reduced in diameter by about 20%. Table III reports An interesting result is that the sizes of the vertical equivalent projectiles for impact at angles down to 45
• are very close to the real projectile size, i.e., projectile diameters of 9.5 km or larger. This corresponds to a decrease of less than 15% in projectile mass. However, the vertical equivalent projectile for a 30
• impact is only about 54% of the mass of the oblique impact projectile; this percentage falls to less than 14% for a 15
• impact. This result suggests that 2D numerical modeling can provide reliable estimates of melt production in oblique impacts for impact angles down to about 45
• . For higher obliquity, however, vertical impacts overestimate melt production by more than a factor of two.
SCALING OF IMPACT MELT FOR OBLIQUE IMPACTS
A more general approach to the study of melt production in oblique impacts is to look for a scaling relation that does not require comparisons with vertical impacts. The point source limit theory suggests an energy scaling for melt production (Bjorkman and Holsapple 1987) ,
where V m is the melt volume, V proj is the projectile volume, ν i is the impact velocity, and E m is the internal energy of melting per unit mass (see Pierazzo et al. 1997) . By using only the vertical component of the impact velocity and taking the logarithm of the equation we obtain
Since the target material is mostly granite, we used the volume of target shocked above 50 GPa as a good representation of melting of the target and E m = 5.2 × 10 6 J/kg for granite (Pierazzo et al. 1997) . Figure 7 shows the volume of melting as function of the melt number ν 2 i sin 2 θ/E m . For comparison, the solid line represents the best fit to the granite simulations of Pierazzo et al. (1997) . While the results for the 90
• simulation falls on the line, as expected (indeed, the 3D 90
• and 2D simulations should be equivalent), it is obvious that the vertical component of the impact velocity does not reconcile the results of oblique impact simulations to the point source solution. If that was the case the results of the 3D simulations at impact angles other than 90
• should still fall on the same line.
As an alternative approach, we look for an empirical scaling relation between melt production and some crater dimension of interest. Crater dimensions can normally be estimated geologically, therefore they are more useful scaling parameters than projectile dimensions. The obvious choice is crater diameter or volume. Earlier studies (e.g., see Pierazzo et al. 1997 , for a summary) confirmed that for vertical impacts melt production scales with impact energy; the scaling for crater morphology, instead, is in between momentum and energy scaling (e.g., O'Keefe and Ahrens 1994). This difference is ascribed to melt production depending only on the early stages of the impact event, while the late stages of the impact also contribute to crater morphology. Laboratory experiments using particulate targets (Gault and Wedekind 1978) have shown that for oblique impacts the resulting craters appear circular down to very low angles of impact (<15
• ). Furthermore, by analyzing the decrease in size of the transient crater with impact angle Gault and Wedekind (1978) concluded that in oblique impacts the size of the transient crater varies with impact angle. To avoid   FIG. 7 . Volume of target subjected to p sh ≥ 50 GPa (good approximation for melting of granite) versus melt number for a granitic target (E m = 5.2 × 10 6 J/kg; see Pierazzo et al. 1997) . Solid line represents the best fit for the granite simulations of Pierazzo et al. (1997) , as given in their Table IV. misinterpretations at very oblique impacts due to the noncircularity of the resulting craters Gault and Wedekind (1978) used the mass (or, alternatively, the volume) of target material displaced by the impact event. This quantity, normalized by the projectile mass, is also called cratering efficiency (Schultz and Gault 1990 ). The result of experimental work indicates that for particulate targets (gravity regime) crater efficiency decreases as sin θ , while for crystalline targets (strength regime) it decreases as sin 2 θ (in these targets most of the crater was excavated as spall plates). These two different behaviors can be reconciled using existing scaling relationships for strength and gravity dominated regimes if the vertical component of the impact velocity is used (Chapman and McKinnon 1986) . We can, therefore, substitute the impact velocity, ν i , with its vertical component, ν i sin θ, in the scaling law for the volume of the transient crater proposed by Schmidt and Housen (1987) . The modified scaling law (we use the case for wet sand, as recommended by the authors to scale planetary impacts into rock) is
where V tr is the volume of the transient crater, ρ pr and ρ t are the densities of projectile and target respectively (in kg m −3 ), D pr is the projectile diameter (in m), g is the acceleration of gravity (in m/s), ν i is the impact velocity (in m/s), and θ is the impact angle, measured from the surface. The modified scaling law, therefore, is a general law that applies to oblique as well as to vertical impacts.
Using Eq. (8), we determined the volume of the transient crater, V tr , for the various oblique impact simulations (see Table III ). In Fig. 8 melting is assumed for shock pressures between 30 and 150 GPa) V (>p) and V tr is plotted versus angle of impact. It appears that for impact angles between 30
• and 90
• the ratio is more or less constant; deviations of the various simulations appear to be within 20% of their average. For very low-angle impacts, however, the ratio drops abruptly, as shown by the 15
• case. This is a direct consequence of the strong weakening of the shock for very oblique impacts. Given the large uncertainties normally associated with melt production, we then can reasonably assume that for impact angles between 30
• the volume of melting is directly proportional to the volume of the resulting transient crater. According to probability theory (Gilbert 1893 , Shoemaker 1962 ), this conclusion applies to at least 75% of impact events on planetary surfaces.
SUMMARY
The results of a series of 3D hydrocode simulations were investigated to study the effect of obliquity on impact events. The simulations, aimed at modeling the Chicxulub impact event, covered impact angles (measured from the surface) from 90
• (vertical) to 15
• . The results suggest that the angle of impact affects the production of melt and/or vapor in the impact.
The main results of this study are:
1. The linear shock pressure decay function, normally applied to vertical impacts, is no longer appropriate to describe the decay of the shock in oblique impacts, where the shock strength varies with direction. A more general volumetric pressure decay function is more appropriate for oblique impacts. We find that the volume pressure decay exponent varies slowly with impact angle for angles between 90
• and drops by a factor of two in the 15
• impact simulation (Fig. 2) . 2. The isobaric core and the regions of melting become asymmetric for nonvertical impacts (Fig. 4) . These regions tend to move downrange of the impact point, and become shallower as obliquity increases.
3. In the range of shock pressures at which most materials of geologic interest melt or begin to vaporize the volume of impact melt is maximum for vertical (90
• ) impacts and decreases with impact angle. The decrease is slow for impact angles down to 45
• , corresponding to a decrease in melt volume of about 20%. For impacts at 30
• , however, the melt volume decreases by about 50%, while at 15
• the melt volume is less than 10% of the vertical case (see Fig. 6b ).
4. In connection to vertical impacts, melt production in a 30
• impact is equivalent to a vertical impact of a projectile reduced to one-half the mass. Melt production for a 15
• impact is equivalent to a vertical impact with a projectile reduced to 14% of the mass. For impact angles down to 45
• , however, the mass reduction of the vertical equivalent is less than 15%.
5. The energy scaling law that appears to hold for vertical impacts does not apply to oblique impacts (Fig. 7) . We find, however, that within the uncertainties normally associated with melt production, the volume of melt produced in oblique impacts is directly proportional to the volume of the transient crater.
These results provide a first-order correction for the angle of impact in impact melt production. Further studying is, however, necessary to investigate the effect of melt production. In particular, a systematic study of how impact angle affects melt production for various impact velocities is still needed. Furthermore, an in-depth study of how porosity and volatiles in the target can affect melt production, in vertical as well as oblique impacts, has yet to be done.
