Introduction
We consider a system of N parallel queues and a single server attending them. There are no arrivals: we are concerned with the scheduling of the jobs initially present in the system. We seek a non-preemptive, non-idling scheduling policy which minimizes the sum of an expected discounted holding cost and an expected discounted switching penalty (switching cost or switching delay) incurred whenever the server moves from one queue to another.
The novel feature of this work is the determination of optimal stochastic scheduling policies when penalties are incurred for changes in resource allocation. Whereas stochastic scheduling problems without switching cost have received much attention (see for example Baras 
The novel feature of this work is the determination of optimal stochastic scheduling policies when penalties are incurred for changes in resource allocation. Whereas stochastic scheduling problems without switching cost have received much attention (see for example Baras This paper is organized as follows. We formulate the problem precisely in Section 2. In Section 3, we prove that only exhaustive policies can be optimal. For switching penalties that do not depend on the particular transition, we show in Section 4 that optimal policies are characterized by indices and calculate these indices for the problem with switching cost and with switching delay.
Problem formulation
We consider a system of N queues (nodes) and a single server; alternatively, one may think of a single queue and server with N classes of jobs. We are concerned only with the scheduling of the jobs initially present in the system. The N queues are differentiated by service distribution and holding cost. The lengths of the service periods for all jobs are mutually independent random variables. The service period of a job of type n (n = 1, 2,. , N) possesses a general distribution with mean l/l, (assume 0 < l/, < c). For every job of type n, an instantaneous holding cost c, is incurred until the instant the job leaves the system. In addition to holding costs, we assess a penalty for switching. Two optimization problems are considered; one treats lump sum switching costs and the other switching delays. These penalties are defined as follows. This paper is organized as follows. We formulate the problem precisely in Section 2. In Section 3, we prove that only exhaustive policies can be optimal. For switching penalties that do not depend on the particular transition, we show in Section 4 that optimal policies are characterized by indices and calculate these indices for the problem with switching cost and with switching delay.
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) With R + (Z +) denoting the non-negative reals (integers), let {Xn (t): t E R + } be the right-continuous queue length process of node n E { 1, 2, . *, N) at time t (we include the node n customer, if any, in service at time t). We denote the vector of initial queue lengths by x = (x,, x2,. , xN)= X(O -)E(Z +)N.
Let ng(t) be a right-continuous process which describes the location of the server at time t under policy g. For both the switching cost problem and the switching delay problem, the objective is to characterize a policy which minimizes an infinite horizon expected discounted cost due to holding and switching. Specifically, let Fg = {t E+: n g(t-) = i, ng(t) =j) be the set of random switching instants under policy g corresponding to a transition from i to j; we see that UiN., Fig The objective is to characterize a policy g*EG that minimizes J(g). In the case of switching delay, the cost to be minimized is 
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Optimality of exhaustive policies
We begin with a fundamental structural property characterizing an optimal policy for either problem. First we need the following. 959 959 Definition 1. A policy g is said to be exhaustive if according to g the server never leaves a node before completing the service of all the customers at that node. Theorem 1. Only exhaustive policies can be optimal.
Proof. The following arguments apply to either the case of switching cost or switching delay.
Suppose g (g E G PM) is a policy that is not exhaustive. Then, there exists at least one queue, say q, such that after g begins service in q it moves to another node before completing the service of all customers present in q, and returns to q later on. Suppose that according to g it takes p visits to node q to serve all of its customers. Then for i = 1, 2,. ., p, let: (1) We now compare policies gl(l) and gr(l) to g. Noting that the service periods are mutually independent and denoting by J(y) the expected discounted cost incurred by any policy y, we obtain Note that either (2.1) or (2.2) implies (3.10), since gl(q') saves at least one switch over g q' -1). Therefore, when A < 0, we can improve the performance of policy g by adopting g(q') which has the following properties: (1) its first visit to node q occurs at s2 li-l aq(i), where aq(i) is the service duration of the ith customer served in node q; (2) the number of customers served during its first visit to node q is q + q2; and (3) after s2, gl(q,) is the same as g. In either of the above cases, we can improve performance by a policy which during its first visit to node q serves q + q2 customers. Applying (p -1) times the whole argument so far, we continually improve system performance and thereby produce a policy which serves node q exhaustively.
The same procedure can be applied to other nodes that are not exhaustively served to prove that only exhaustive policies can be optimal.
As a consequence of Theorem 1, an optimal policy prescribes exactly N -1 switches. Theorem 1 provides a reduction in the class of policies which are candidate solutions to the optimization problem. The number of policies in G PM is large and depends on the initial queue lengths. Theorem 1 limits the search to the set GE of exhaustive pure Markov policies. Since GE contains N! policies, it would be interesting to determine further structure.
Optimality of index policies
In this section, we prove that index rules are optimal for the problems formulated in Section 2 under the following additional assumption: for all i,j E { 1, 2, * ., N), the switching costs are equal, Note that either (2.1) or (2.2) implies (3.10), since gl(q') saves at least one switch over g q' -1). Therefore, when A < 0, we can improve the performance of policy g by adopting g(q') which has the following properties: (1) its first visit to node q occurs at s2 li-l aq(i), where aq(i) is the service duration of the ith customer served in node q; (2) the number of customers served during its first visit to node q is q + q2; and (3) after s2, gl(q,) is the same as g. In either of the above cases, we can improve performance by a policy which during its first visit to node q serves q + q2 customers. Applying (p -1) times the whole argument so far, we continually improve system performance and thereby produce a policy which serves node q exhaustively.
In this section, we prove that index rules are optimal for the problems formulated in Section 2 under the following additional assumption: for all i,j E { 1, 2, * ., N), the switching costs are equal, N -1) switches, it follows that in the case of switching cost and a = 0, it is optimal to serve the nodes exhaustively in decreasing order of ci,i. Thus, we concentrate on the scheduling problem of switching delays with discount parameter a _ 0 and on the switching cost problem with a > 0.
Our development is based on the following ideas. We first show that minimizing the cost of a policy as defined by (2.3) or (2.4) is equivalent to maximizing a reward obtained  by serving the jobs in the system. After obtaining explicit expressions for the reward  earned under a given exhaustive policy, we show that for each queue it is possible to define a measure of reward rate that incorporates the holding cost savings and switching penalty associated with serving that queue. Thus, we convert the problem of maximizing the reward into a multi-armed bandit problem. For this problem we know from Gittins (1989), Chapter 3, that an optimal policy is characterized by an index rule. We derive explicit formulas for the indices of the queues for the switching cost problem and the switching delay problem.
We develop expressions for expected discounted reward in the case that a > 0 -for both the switching cost problem and the switching delay problem. For the switching cost problem with a > 0 and g E G E, we can rewrite (2. defined by (2.3) or (2.4) is equivalent to maximizing a reward obtained by serving the jobs in the system. After obtaining explicit expressions for the reward earned under a given exhaustive policy, we show that for each queue it is possible to define a measure of reward rate that incorporates the holding cost savings and switching penalty associated with serving that queue. Thus, we convert the problem of maximizing the reward into a multi-armed bandit problem. For this problem we know from Gittins (1989), Chapter 3, that an optimal policy is characterized by an index rule. We derive explicit formulas for the indices of the queues for the switching cost problem and the switching delay problem.
We develop expressions for expected discounted reward in the case that a > 0 -for both the switching cost problem and the switching delay problem. For the switching cost problem with a > 0 and g E G E, we can rewrite (2. The analysis of the problem with switching delay closely follows that above. For g E G E and a > 0, the reward is N (4.8) R(g) = E E{exp(-atg(n)))C,(xn).
n=I
The time g begins node n, t g(n), is taken to include any switching delays incurred prior to processing node n. Based on (4.7) and (4.8), the effects of holding cost savings and switching penalties can be combined to yield an equivalent constant reward rate: the ratio of expected discounted reward earned serving a queue to the expected discounted time required to effect the switch and to clear the queue. With a > 0, the reward rates for the switching cost problem and switching delay problem are given by The time g begins node n, t g(n), is taken to include any switching delays incurred prior to processing node n. Based on (4.7) and (4.8), the effects of holding cost savings and switching penalties can be combined to yield an equivalent constant reward rate: the ratio of expected discounted reward earned serving a queue to the expected discounted time required to effect the switch and to clear the queue. With a > 0, the reward rates for the switching cost problem and switching delay problem are given by Following the method discussed in Section 3.6 of Gittins (1989), it is straightforward to prove that an index policy is optimal for the problem with switching delay and a = 0. The index of node n is given by This rule represents the familiar cui index multiplied by the fraction of time over which useful work is performed. For fixed a, the index of each node reveals the tradeoff between the initial queue length, the switching penalty, and the expected discounted reward rate (i.e. cS( 1 -S) -') received by serving a given queue. The longer the queue, the less is the penalty incurred due to switching. Hence, higher priority should be given to queues with a sufficiently large number of customers and high cS(1 -S) -, so that the overall reward received by serving the queue is maximized. If K = 0 and D = 0, Theorem 2 states a generalized version of the c,u-rule. On the other hand, if the holding costs and service distributions are the same for all queues, the above discussion indicates that the optimal policy should proceed in order of decreasing queue length.
We conclude by noting that for a > 0 and exponential service distributions with rate Un for node n, (4.9) and (4. 
