Abstract. With a nite graph G = (V; E), we associate a partially ordered set P = (X; P ) with X = V E and x < e in P if and only if x is an endpoint of e in G. This poset is called the incidence poset of G. In this paper, we consider the function M(p; d) de ned for p; d 2 as the maximum number of edges a graph G can have when it has p vertices and the dimension of its incidence poset is at most d. It is easy to see that M(p; 2) = p ? 1 as only the subgraphs of paths have incidence posets with dimension at most 2. Also, a well known theorem of Schnyder asserts that a graph is planar if and only if its incidence poset has dimension at most 3. So M(p; 3) = 3p ? 6 for all p 3. In this paper, we use the product ramsey theorem, Tur an's theorem and the Erd} os/Stone Theorem to show that limp!1 M(p; 4)=p 2 = 3=8. We then derive some ring theoretic consequences of this in terms of minimal rst syzygies and Betti numbers for monomial ideals.
Introduction
In recent years, researchers have discovered interesting connections between graphs and the dimension of their incidence posets. Our goal here is to study the following extremal problem: Problem 1.1. For integers p; d 2, nd the maximum number M(p; d) of edges a graph on p vertices can have if the dimension of its incidence poset is at most d.
The starting point for this research is the following well known theorem of W. Schnyder 12] . Theorem 1.2. A graph G is planar if and only if the dimension of its incidence poset is at most 3.
As an immediate consequence of Schnyder's theorem, we see that determining the value of M(p; 3) is just the same as nding the maximum number of edges in a planar graph on p vertices, so M(p; 3) = 3p ? 6 for all p 3.
We can also determine the exact value of M(p; 2), as it is easy to see that the incidence poset of a graph has dimension at most 2 if and only if it is either a path or a subgraph of a path. It follows that M(p; 2) = p ? 1, for all p 2.
So in this paper, we concentrate on the determination of M(p; 4). In this case, we will will prove the following asymptotic formula. Theorem 1.3. The proof of our main theorem requires several powerful combinatorial tools, including the product ramsey theorem, Tur an's theorem and the Erd} os/Stone theorem. We shall also require some basic background material on dimension theory. For this, we refer the reader to Trotter's monograph 16] .
The next section develops notation and terminology to help in applying these tools, while the third section contains the proofs of results necessary to verify Theorem 1.3. Section 4 discusses related combinatorial problems, and Section 5 presents some applications to ring theory, a topic which served as the original motivation for this line of research.
Combinatorial Tools
Throughout the paper, we denote the n-element set f1; 2; : : :; ng by n]. Given a nite set S and an integer k with 0 k jSj, we denote the set of all k-element subsets of S by ? S k . Given an integer t, nite sets S 1 ; S 2 ; : : : ; S t and an integer k, we call an element of ? S1 k ? S2 k ? St k a grid (also, a k t grid ).
The next theorem is the rst of three powerful tools we need to prove our main theorem. We refer the reader to 8] for the proof and for additional material on applications of Ramsey theory. In what follows, we will refer to the least n 0 for which the conclusion of the preceding theorem holds as the product ramsey number PRN(m; k; r; t).
For integers p and t with 1 t p, let T(p; t) denote the balanced complete t-partite graph on p vertices, i.e., if p = qt + r, where 0 r < k, then T(p; t) is a complete t-partite graph having t ? r parts of size q and r parts of size q + 1. Let T(p; t) count the number of edges in T(p; t). Evidently 1
Then extend these linear orders to linear extensions of the incidence poset of G by inserting the edges as \low as possible." It is just an easy exercise to show that this results in a realizer of the incidence poset so that it has dimension at most 4, as claimed.
Oberving that a t-partite graph has chromatic number at most t, we can then write the following lower bound for M(p; 4). Proof. Set m = 2, k = 1, r = (5!) 4 and t = 5. We show that the conclusion of the lemma holds for the value p 0 = PRN(m; k; r; t).
To accomplish this, we assume that G is a graph so that: 1. G contains a subgraph H isomorphic to T(5p 0 ; 5), and 2. The incidence poset of G has dimension at most 4, as evidenced by the realizer R = fL 1 ; L 2 ; L 3 ; L 4 g.
We then argue to a contradiction.
Label the ve disjoint independent sets in the copy of T(5p 0 ; 5) as S 1 , S 2 , S 3 , S 4 and S 5 . We then de ne a coloring of the 1 5 Applying the product ramsey theorem, it follows that for each i 2 5], there is a 2-element subset H i contained in S i so that all the grids these subsets produce receive the same color.
Now it follows easily that the linear orders treat the sets H 1 , H 2 , H 3 , H 4 and H 5 as blocks, i.e., if a point from one block is over a point from another block in L k , then both points from the rst block are over both points from the second block in L k .
In For larger values of d, our results are not as precise. This is not surprising, because the problem is linked to the di cult combinatorial problem of determining the dimension of the complete graph. Researchers have studied this problem extensively, producing exact formulas for p 13 Proof. We sketch how the lower bound is derived. We show that the dimension of any graph with chromatic number at most 25 has dimension at most 5. In particular, the complete 25-partite graph has dimension at most 5, regardless of the part-sizes. The bound then follows from counting the number of edges in the balanced 25-partite graph.
To accomplish this, we group the 25 parts into 5 blocks, each with 5 subblocks.
The 5 blocks are labelled B 1 ; B 2 ; : : : ; B 5 . Then, within block B i , we have 5 subblocks labelled B i;1 ; B i;2 ; : : : ; B i;5 . We consider the vertices themselves as positive integers. Within the subblocks, the order on vertices will either be in the natural order as integers, or the dual of this order. To distinguish between the two, whenever we write just B i;j , we also imply that the order is just as it occurs in the set of integers. But when we write B i;j , we mean that the subblock B i;j is to be in reverse order. Now we describe 5 linear orders on the 5 blocks: We pause to note that the construction thus far is cyclic, and it will remain so.
To complete the construction, we describe the ordering of the 5 subblocks of B i , for each i = 1; 2; : : :; 5. In this description, our notation is cyclic. To extend these linear orders to linear extensions of the incidence poset, we insert the edges as low as possible. Then to verify that we have constructed a realizer, it su ces to show that for every vertex x and every edge e not containing x as one of its endpoints, there is some i 2 5] so that x > e in L i . Now let y and z denote the end points of e. So we must only show that there is some i 2 5] with x over both y and z in L i .
Taking advantage of the symmetry in the construction, we may assume that x belongs to block B 1 .
If neither y nor z is in B 1 , then x is over both y and z in L 1 . Now suppose that y also belongs to B 1 but that z does not. Then x is over y and z in L 1 unless x < y in Z. Now consider the case where x < y in Z. Because the restrictions of L 1 and L 2 to B 1 are dual, x is over y and z in L 2 unless z is in block B 2 . So we also assume z is in B 2 .
Now we observe that if x and y belong to the same subblock of B 1 , then x is over y and z in L 4 . On the other hand, if x and y are in di erent subblocks, the x is over y and z in L 5 .
Next consider the case where x, y and z belong to B 1 . Here there are two subcases. Suppose rst that neither y nor z belong to the same subblock as x. If y and z belong to the same subblock, then x is over y and z in one of L 1 and L 2 . If y and z belong to di erent subblocks, then we observe that subblocks B 1;1 , B 1;3 , B 1;4 and B 1;5 are the top subblocks in the 5 linear orders, so we may assume x is in subblock B 1;2 . This subblock appears in second position in L 2 and in L 3 , so it follows that we may assume that one of y and z is in subblock B 1;1 and the other is in B 1;4 . Now observe that x is over y and z in L 4 .
Note that since they are end points of an edge, we cannot have both y and z in the same subblock as x. So to complete the proof, we consider the case where y belongs to the same subblock as x, say B 1;i but that z belongs to subblock B 1;j with i 6 = j. If 
Assume now on the contrary that S ij 2 P ( ; )6 =(i;j) RS ; for some i < j. (4), we see that there must be a 6 = j such that m i divides m ij , and hence m divides m ij and 6 2 fi; jg.
Assume from now on that our monomial ideal I, which is minimally generated by m 1 ; : : : ; m p 2 R, is generic, that is, no variable X l appears with the same nonzero exponent in two generators m i and m j of I. Let S be as in (2) Similarly one can write down a corollary of Theorem 4.1 about monomials in 5 variables instead of 4, by replacing the number \3=8" with \40=81" in Corollary 5.2. In that case, however, the least number playing the role of \40=81" is not 40=81 itself necessarily, but a real number in the closed interval 24=50; 40=81].
We have so far given \down-to-earth" algebraic interpretations of the main results in previous sections in terms of generic monomial ideals and their minimal rst syzygies. We will now explain brie y how further informations can be obtained from Theorem 1.3 in a more general setup, which is described thoroughly in 3, section 3].
For a given generic monomial ideal I R, the rst syzygy-module is uniquely determined by the minimal elements of I, w.r.t. the partial order de ned by divisibility, and hence can be denoted by Syz(I) or Syz(R=I) without any danger of ambiguity. Hence the minimal set M from Lemma 5.1 also depends solely on I or on the quotient R=I. The number of elements of M, jMj, turns out to be 2 
