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Am Alfred-Wegener-Institut fÃ¼ Polar- und Meeresforschung wird zur BewÃ¤ltigun der 
wissenschaftlichen Aufgaben in zunehmendem MaÂ§ eine komplexe Infrastruktur unterein- 
ander vernetzter Rechenanlagen eingesetzt. Dem Wissenschaftler steht ein Arbeitsplatz- 
rechner sowie ein lokales Netzwerk zur VerfÃ¼gung das in mehreren Hierarchiestufen den 
DatenfluÂ kanalisiert. ZusÃ¤tzlic bestehen Verbindungen zu externen Rechnern mit ei- 
ner Funktionalitst, die vom einfachen Datentransfer bis zur vollstÃ¤ndige Integration in 
das Netzwerk reicht. Die Rechenanlagen stellen dem Benutzer neben der dezentralen Re- 
chenkapazitÃ¤ des Arbeitsplatzrechners dedizierte Dienste innerhalb des Netzwerks zur 
VerfÃ¼gung 
Die Rechner innerhalb des Netzwerks werden als compute Server, Datenbankser- 
ver, Graphikserver und Datenserver eingesetzt. Dabei wird der Benutzer durch verteilte 
Filesysteme bei der Verwaltung der Daten im Netzwerk unterstÃ¼tzt Die einzelnen Rechner 
und Rechnerdienstleistungen werden Ã¼be Zugriffsprotokolle angesprochen, die einen ein- 
fachen Datentransfer und AusfÃ¼hrun dedizierter Befehle bis hin zur direkten Kommuni- 
kation der Prozesse ermÃ¶glichen Ãœbe Hochgeschwindigkeitsverbindungen einiger Rechner 
(>100MBit/s Glasfaserkabel) kÃ¶nne Graphiken, die auf einem Vektorrechner berechnet. 
wurden, als Sequenz (,,Film1') auf einem graphischen Terminal ausgegeben werden. 
Trotz dieser leistungsfÃ¤hige Methoden ist der Benutzer dieser Anlage gefordert, tiefe 
Kenntnisse Ã¼be die ZusammenhÃ¤ng im Netzwerk zu erwerben, um in diesem heterogenen 
Netzwerk zu navigieren und sich die erforderlichen Ressourcen nutzbar zu machen. Daher 
wurden am AWI mehrere Projekte zur UnterstÃ¼tzun des Benutzers entwickelt. 
- Die Verwaltung und Steuerung von Ressourcen wie Rechner, Datenbanken, Ausga- 
begerÃ¤te Datenfiles, Programme etc., d. h. Funktionseinheiten innerhalb des Rech- 
nernetzwerks, erfolgt Ã¼be ein Steuerungssystem. 
- Die graphische ReprÃ¤sentatio wissenschaftlicher Daten wird durch ein Programm 
gesteuert, das dem Benutzer bei der Auswahl von Graphiken, deren Modifikation 
(Skalieren, Drehen etc.) und der Auswahl des Ausgabemedinms (Terminal, Tinten- 
strahldrucker etc.) hilft. 
Die wissenschaftlichen Datenbanken werden auf Datenbanksystemen (database ser- 
ver), die das client-server-Konzept unterstÃ¼tzen bereitgestellt. 
In der vorliegenden Arbeit wird die Arbeit der Nutzer im Umgang mit den Ressourcen 
untersucht. Dabei werden Methoden zum Aufbau eines Benutzungsmodells entwickelt. Ein 
ResourcenManagementSystem, das den Benutzer bei der Navigation im Netzwerk und bei 
der Programmierung unterstÃ¼tzt wird vorgestellt. Dabei wird auch auf Ergebnisse eines 
in Vorarbeiten zu dieser Arbeit entwickelten W-Desktops zurÃ¼ckgegriffen Im einzelnen 
wurden in folgenden Bereichen neue Ergebnisse erzielt: 
- ANALYSEKONZEPT 
Ein neues Konzept zur Erfassung der softwareergonomischen Anforderungen a n  ei- 
nen wissenschaftlichen Arbeitsplatz wird vorgestellt. 
- ERFASSUNG VON WISSEN (REGELN, FAKTEN) 
Die AktionsplÃ¤n der Benutzer werden v o r  Erstellung des Systems, U. a .  durch die 
Analyse von benutzereigenen Makrodateien, mittels des GOMS**-Modells erfaÂ§t 
- EIGENE BESCHREIBUNGSSPRACHE 
Die Aktionen des Benutzers zur Laufzeit des Systems werden in einer eigenen Be- 
schreibungssprache, die eng an die GOMS**-Beschreibung angelehnt ist, notiert, 
um die Ubersetzung von abstrakten Befehlsfolgen in Betriebssystembefehle zu rea- 
lisieren. 
BESCHREIBUNG DES SYSTEMVERHALTENS 
Systemkomponenten und deren Verhalten, wie Benutzer, System oder Ressource, 
werden mittels RFA/ATN-Netzen und unter Verwendung der objektorientierten 
Analyse beschrieben. 
- ABSTRAKTE BESCHREIBUNG DER DIALOGHISTORIE 
Die Dialoghistorie, mit der ZustandsÃ¤nderunge im System protokolliert werden, 
wird in dieser Arbeit formal als Abstrakter Datentyp definiert und im Hinblick auf 
die Implementierung von UnDo/ReDo betrachtet. 
MAKROERSTELLUNG 
Eine Anwendung der Dialoghistorie ist die Archivierung von Handlungsfolgen als 
Makro, das Generieren von Makrobefehlen, die mit einem einfachen Erkennungsme- 
chanismus aus den Aktionen des Benutzers wieder herausgefiltert werden kÃ¶nnen 
Auf dieser Basis wird ein System zur Navigation in einem Rechnernetz implementiert. Mit 
diesem System wird der Benutzer von der Notwendigkeit entlastet, Kenntnisse Ã¼be die 
ZusammenhÃ¤ng innerhalb des Netzwerks zu erzielen. Die Auswahl der Ressourcen erfolgt 
allein Ã¼be deren FunktionalitÃ¤t 
Abstract 
The scientist in his working environment a t  the Alfred-Wegener-Institute for Polar und 
Marine Research is part of a complex infrastructure. Many different computer build this 
environment by connecting via. local area networks (LAN). The scientist uses a workstation 
from which he can use any service through the connection to the LAN. Several step in a 
hierarchie lead the flow of data. In addition there are several connections to  external com- 
puter. The functionality of this environment spread over simple data  transfer to  complete 
Integration into the network. Beneeth the local compute capability of the workstation this 
infrastructure provide dedicated services within the network. 
Each computer in this network has its own capability of providing services as there are 
compute server, database server, graphic server and file server. Distributed filesystems help 
the user managing his da ta  in the network. Each computer and each service is accessible by 
special protocols which include simple file transfer, execution of dedicated commands, and 
inter process communication. Via a high speed network (>100MBit/s fiber cable) images 
which are produced on a vector computer can be transferred as a film to a graphical 
terminal. 
In spite of this powerful possibilities the User of this environment is expected to aquire 
deep knowledge on the connections within the network. He has to navigate through the 
heterogenuous network to to use all resources. At the AWI several projects are initiated 
to help the user in its environment. 
- The management and control of resources like computer, databases, output devices, 
files. program, etc., i.e. functional units, is done by a control system. 
The graphical representation of scientific data is controlled by a program which 
supports the users in selecting graphical images, modifying these images (e.g. scaling, 
rotating), and presentation of these images (e.g. terminal, inkjet printer). 
Scientific databases are offered by database Servers which support the dientlserver 
concept. 
This study is based on the problem of user while working with these resources. During this 
process methods to build a use model are developed. A ressourcen management system will 
be introduced which helps the User in navigation within the network and programming. 
Results of a parallel build User interface TpX-Desktop are widely used. The following list 
shows topics where new results were achieved. 
- ANALYSIS 
A new concept for collecting the requirements for an software ergonomic scientific 
working place is provided. 
COLLECTION OF KNOWLEDGE (RULES, FACTS) 
With the GOMS**-model the action plans of a user can be analysed before devel- 
oping the system. 
NEW DESCRIPTION LANGUAGE 
The actions of a user while working with the system are noted by a new description 
language which is based on the GOMS**-description. This description language real- 
izes the compilation of an abstract command sequence in commands of the operating 
system. 
DESCRIPTION OF SYSTEM BEHAVIOUR 
RFA/ATN are used to describe the system components and their behaviour. This 
description is based On the object oriented model. 
- ABSTRACT DESCRIPTION OF THE DIALOG HISTORIE 
Each system change is noted in the dialog history. For formal analysis an abstract 
data type is defined which helps at  design time to check undolredo problems. 
- MACROS 
One aspect of the dialog historie is the abillity of extracting command sequences from 
the historie. This sequence is stored as a parameterised macro. An easy recognition 
mechanism is build which filters users action. 
vii 
Based on this results a system for navigation in a heteregenuous network is implemented. 
This system reliefs of first getting deep knowledge of internal connections before using the 
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Unsere AbhÃ¤ngigkei von Computern 
ist weitreichend und tiefgehend, und sie 
wird immer intensiver. Diese Tatsache 
verursacht Angst, - Angst, den Com- 
puter selbst zu benutzen, Angst vor 
dem Umgang mit den Computern, die 
uns umgeben, und Angst vor der Wir- 
kung des Computers auf unsere Gesell- 
schaft. John Shore 
Kapitel 1 
Einleitung 
Das einleitende Zitat von John Shore gibt auch heute noch AnlaÂ zur Beunruhigung, 
ob der Computer in der jetzigen Form fÃ¼ den Menschen das richtige Hilfsmittel 
darstellt. Betrachtet man dabei, daÂ eine intensive und individuelle Betreuung des 
Benutzers bei seiner Arbeit durch den Rechner auch tiefgehende Informationen Ã¼be 
den Anwender erfordert, so wird die Angst auch in anderer Weise verstÃ¤ndlich 
Mit den zur Zeit auf dem Markt befindlichen Systemen sind GerÃ¤t verfÃ¼gbar 
die sich nach kÃ¼rzeste Einarbeitungszeit intuitiv und leicht bedienen lassen; und 
es macht wieder Freude, mit den GerÃ¤te umzugehen. So wie sich niemand Gedan- 
ken darÃ¼be macht, wie ein Radio, ein Fernsehapparat oder eine Waschmaschine 
funktionieren, macht man sich immer weniger Gedanken darÃ¼ber wie ein Computer 
wirklich arbeitet. Nicht mehr der Apparat steht im Vordergrund sondern die Anwen- 
dung. Dies wird insbesondere an der Verwendung des Rechners als Terminkalender, 
mit wesentlich mehr LeistungsfÃ¤higkei als ein herkÃ¶mmlicher papiergebundener Ka- 
lender, oder als SchreibgerÃ¤ deutlich. Der Traum vom Kollegen Computer ist noch 
nicht zu Ende getrÃ¤umt1 Und die Rechner, die zur Zeit an den ArbeitsplÃ¤tzen auch 
in der Wissenschaft, vorhanden sind, helfen dem Benutzer, doch sind individuelle 
Arbeitsplatzgestaltung und ArbeitsablÃ¤uf noch immer nicht in dem MaÂ§ realisiert, 
wie wir es vom herkÃ¶mmliche Arbeitsplatz her kennen. 
Die in der vorliegenden Arbeit vorgestellten Konzepte und Analysen sollen bei 
der Individualisierung des Arbeitsplatzes helfen. Dazu bedarf es zunÃ¤chs eines kur- 
zen Ãœberblick Ã¼be die Verfahren zur Benutzerverhaltensanalyse, einiger Bemer- 
lDaÃ sich dahinter auch Gefahren verbergen, darf nicht Ã¼bersehe werden. Nicht alles, was 
machbar ist, sollte auch getan werden [Dre72, Wei901. 

1.2. METHODEN ZUR BENUTZERUNTERSTUTZUNG 
und Schwab dargestellt [BS87]. Dem System wird zum aktuellen Zeitpunkt eine Do- 
kumentation mitgegeben, die den Benutzer Ã¼be stichwortartige Verweise zu den 
gewÃ¼nschte Informationen leitet. Viele Programme nutzen den Kontext (z. B. ein 
ausgewÃ¤hlte Feld in einer Maske), um auf die Seite in einem Manual zu verweisen. 
1.2 Methoden zur BenutzerunterstÃ¼tzun 
Adaptierbare und adaptive BenutzungsoberflÃ¤che sind gegenwÃ¤rti ein Gebiet in- 
tensiver Forschung. Die Anpassung des Systems kann vom Benutzer selbststÃ¤ndi 
durchgefÃ¼hr werden (adaptzerbare Benutzerschnittstelle),  oder das System verfolgt 
den Dialog mit dem Benutzer, um sich gegebenenfalls an verÃ¤ndert Situationen 
anzupassen (adaptive Benutzerschnittstelle). Der Benutzer wird durch 
Visualisierung von Objekten, Daten und ZustÃ¤nden 
0 Modellierung des Benutzers und Planerkennung und 
UnDo/ReDo-FÃ¤higkei und Hilfe-Funktionen 
bei seiner Arbeit mit dem Rechner unterstÃ¼tzt 
Das Benutzungsmodell ist die Zusammenfassung von Aktionsregeln und Hand- 
lungsplÃ¤ne des Benutzers. In diesem Sinne ist die enge VerknÃ¼pfun der ersten 
beiden Punkte offensichtlich. Idealerweise verhÃ¤l sich ein Anwendungssystem wie 
ein GesprÃ¤chspartner7 Die Planerkennung dient im Idealfall der Erweiterung der 
Planwissensbasis und damit der Individualisierung des Benutzungsmodells. In die- 
sem Sinne ist das Benutzungsmodell das Bild, das sich der Gegenpart des Benutzers, 
hier der Computer, vom Benutzer macht. 
Aus einer Mitschrift der Benutzeraktionen kÃ¶nne Aktionssequenzen extrahiert 
werden, die hÃ¤ufi angewandt werden. Diese PlÃ¤n unterliegen in dem jeweiligen 
System einer besonderen Behandlung, insbesondere wird mit geeigneten Verfahren 
nach Ãœbereinstimmunge einer aktuellen Aktionssequenz mit gespeicherten Sequen- 
zen gesucht. Der Benutzer muÂ gegebenenfalls mit einer Hilfsfunktion auf Aktionen, 
fortzusetzende PlÃ¤n und UnterstÃ¼tzun zur aktuellen Arbeit hingewiesen werden. 
Im folgenden werden einige wichtige Begriffe erlÃ¤utert 
Benutzungsmodelle 
Mit den verschiedenen Methoden, mit denen die Interaktion zwischen Mensch und 
Computer analysiert wird, entstanden unterschiedliche Definitionen des Begriffes 
Benutzungsmodell .  Dabei kann zwischen operativen, stereotypen und mentalen Be-  
nutzungsmodellen unterschieden werden. (Siehe Abbildung 1.1.) 
Die Bildung eines Modells Ã¼be inen Benutzer erfolgt meist fÃ¼ eine spezielle An- 
wendung. So modelliert Kobsa die Intentionen, Annahmen und PlÃ¤n der Benutzer 
"'Kritiken zu dieser eingeschrÃ¤nkte Sicht werden von Dreyfus beschrieben [Dre72]. 
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Abbi ldung 1.1: Zwei Stereotype, die der Benutzer annehmen kann, werden durch die 
Attribute hacking skill, ma th  skill, work hours beschrieben. Die unbestimmten Werte high, 
med, low werden auch durch numerische Werte angegeben (aus [Ric89]). 
bei natÃ¼rlich-sprachliche Eingabe [Kob85]. Im Unterschied zur Analyse der natÃ¼rli 
chen Sprache werden bei mentalen Modellen geringere Anforderungen bezÃ¼glic der 
Redundanz gestellt, da Aktionen des Benutzers im Gegensatz zu einem natÃ¼rlich 
sprachlichen Satz, der gegebenenfalls nur aus dem Kontext heraus eindeutig gemacht 
werden kann, eindeutig sind [BÃ¶87 S. 1461. 
Ein Ansatz, den Benutzer allgemein zu modellieren, wird von Kass und Finin mit 
dem GUMS-Modell8 verfolgt [KF88a, KF88bl. Unterschiedliche Informationsdar- 
stellungen, die auf Annahmen der Benutzer basieren, werden von Gargan, Sullivan 
und Tyler beschrieben [GJST88]. 
Einige Systeme, die auf der Modellierung des Benutzers basieren und zusÃ¤tzlic 
Planerkennungsverfahren einsetzen sowie aktive Hilfe anbieten, sind U. a. bei Fischer 
und GunzenhÃ¤use zu finden [FG86]. 
Planerkennung 
Die Modellbildung des Benutzers schlieflt eine Erkennung des Aktionsplanes ein. Der 
erkannte Plan kann fortgesetzt werden, ebenso, wie ein menschlicher Dialogpartner 
aus wenigen Anfangsbedingungen auf das Ziel schlieflen kann. Wichtig ist hierbei 
die Selektion aus verschiedenen Handlungsplanen. Eine Ãœbersich Ã¼be Methoden 
zur Planerkennung wird von Carberry gegeben [Car88, Cai-891. 
Nach Card, Moran und Newell sind Plane Folgen von Benutzeraktionen (OPE- 
RATIONS), mit denen ein Ziel (GOAL) erreicht werden soll. Mit den Aktionen des 
Benutzers wird eine Menge von mÃ¶gliche Pliinen selektiert, und der nach heuristi- 
schen Prinzipien ausgewÃ¤hlt Plan wird fortgesetzt [Car89]. 
Die Analyse der Benutzeraktionen zur Verbesserung der HandlungsfÃ¤higkei des 
Benutzers wird von Hoppe beschrieben [HP89, Hop891. Das System ist in der Lage, 
suboptimale PlÃ¤n zu erkennen und dem Benutzer Hinweise zur Verbesserung der 
EffektivitÃ¤ seiner Aktionen zu geben9. 
Wie Hoppe [Hop88a] verwenden auch Chi [Chi85], Fleischhack und Weber 
%UMS: General User Modelling Shell 
^in suboptimaler Plan ist eine zur LÃ¶sun fÃ¼hrend Aktionssequenz, die durch Einsatz neuer 
Befehle verkÃ¼rz oder verÃ¤nder werden kann, z. B. : 
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[FW89], Vouros und Spyropoulos [VS89] und Browne, Sha,rratt und Norman [BSN86] 
strenge formale Methoden zur Beschreibung von Benutzera,ktionen. Hoppe verwen- 
det eine Task Action Grammur zur Darstellung der Benutzeraktion. Fleischhack 
und Weber benutzen den Formalismus der Petri-Netze, Vouros und Spyropoulos 
&tributierte Grammatiken zur WissensreprÃ¤.sentation Browne, Sharratt und Nor- 
man verwenden die von Card und Moran [Mor81] entwickelte command language 
grurnmar zur Spezifikation einer adaptiven Benutzerschnittstelle. 
UnDo/ReDo geben dem Benutzer die MÃ¶glichkeit getÃ¤tigt Aktionen zu widerrufen 
oder erneut auszufÃ¼hren Aus den Aktionsfolgen kÃ¶nne neue Makros erstellt wer- 
den. Diese Makros sind wiederum neue Ziele, die den HandlungsplÃ¤ne hinzugefÃ¼g 
werden kÃ¶nnen 
Der Unterschied zwischen Dialogverfolgung mit UnDo/ReDo und Handlungs- 
~ l ~ n e r k e n n u n g  liegt in der Zielsetzung. Die Handlungsplanerkennung soll das System 
in die Lage versetzen, den Benutzer zu verstehen. Die Dialogverfolgung gibt dem 
Benutzer Aufschlui3 Ã¼be durchgefÃ¼hrt Aktionen und deren Ergebnis. 
Tutorielle Systeme und Hilfs-Funktionen 
Die gelegentlichen Fragen des Benutrzers an das System nach UnterstÃ¼tzun oder 
Hilfe werden durch Hilfe-Systeme beantwortet. Je nach Einsatz und Ausformung 
der Hilfe erhÃ¤l der Benutzer umfassende oder nur sehr kurze Antworten. Die kon- 
textabhÃ¤ngig Hilfe wird gefordert, um dem Benutzer zu dem Problem im Umfeld 
seines aktuellen Systemzustandes Hinweise zu geben. 
Die Erweiterung dieser Hilfe-Systeme zu tutoriellen Systemen, die dem Benutzer 
nicht nur Hinweise geben, sondern auch Simulationen durchfÃ¼hre kÃ¶nnen wird an 
vielen Stellen nÃ¼tzlic sein, wenn z. B. ein Benutzer die Auswirkungen eines Befehls 
nicht abschÃ¤tze kann. Tutorielle Systeme dienen in erster Linie der zntellzgenten 
Einarbeitung und FÃ¼hrun des Benutzers. Das System ergÃ¤nz den menschlichen 
Tutor. 
Ein Hilfe-System, das dem Benutzer hilft, mit den Techniken des Systems ver- 
traut zu werden, wird von Tuck und Olsen beschrieben [Togo]. Herrmann disku- 
tiert die SelbsterklÃ¤rungsfÃ¤higke des Systems, um daraus ein Konzept zur Gestal- 
tung der BenutzungsoberflÃ¤ch abzuleiten [Her86b, Her871. Dieses Konzept steht 
den streng regelorientierten AnsÃ¤tze entgegen. 
rename C d rename C a 
rename b C rename b C 
rename d a 
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Ergonomie 
Ergonomie ist ein Schlagwort, das in der am Anfang vorgestellten Auflistung neuer 
Techniken nicht auftritt. Ergonomie stellt sich als ein Sammelbegriff dieser neuen 
Ansatze dar. Jedoch gibt es allgemeine Punkte zu bea,chten, die aus den bisher 
vorgestellten ~ b e r l e ~ u n g e n  nicht unmittelbar deutlich werden. Diese betreffen ins- 
besondere das Dialogverhalten und die SelbsterklarungsfÃ¤higkei des Systems. FÃ¼ 
den Benutzer ist ein Dia.logverhalten, das die gewohnte Arbeitsumgebung wiederspie- 
gelt,, Akzeptanz fÃ¶rdern [Shn85I1O. In der DIN 66234 Teil 5: BildschirmarbeitspLÃ¤tze 
Codierung von Information wird dafÃ¼ der Begriff des verLÃ¤j3Lzche Dzalogverhaltens 
eingefÃ¼hr [iD84a]. Nach Stevlovsky kann dies auch recht kurz zusammengefaflt wer- 
den [Ste84] : 
Different things must be done dzfferently 
und 
simÅ¸u things must be done similarly. 
Herczeg unterscheidet weiter zwischen innerer und auj3erer Konsistenz, die sich auf 
das Verhalten des Systems an sich (innere Konsistenz) und das Verhalten des Sy- 
stems im Zusammenspiel mit verschiedenen Applikationen beziehen (auj3ere Konsi- 
stenz) [Her86a]. 
1.3 Eine reale Arbeitsplatzsituation 
Die Aufgabe, eine adaptierbareladaptive Benutzerschnittstelle am Alfred-Wegener- 
Institut fÃ¼ Polar- und Meeresforschung, im folgenden kurz AWI genannt, zu ent- 
wickeln, ist aus den Anforderungen der Benutzer an die Datenverwaltung und Da- 
tenaufbereit,ung entstanden. Wesentliche Probleme treten bei der Einarbeitung der 
Benutzer in die bestehende Hard- und Software und spÃ¤te durch die nur gelegentli- 
che Nutzung auf. Da es unmÃ¶glic ist, alle Syst,eme neu zu erstellen, auch wenn dies 
der sinnvollere Weg zu sein scheint [BS87], sind intensive Arbeiten erforderlich, um 
dem Benutzer ein mÃ¶glichs einfaches Bild der zur VerfÃ¼gun stehenden Hilfsmittel 
zu geben. Ein kurzer Ãœberblic Ã¼be die Verfahren, MÃ¶glichkeite und die bisher am 
Institut getiitigten Arbeiten soll die vorliegende Arbeit in das Gesamtkonzept des 
Institutes einordnen. 
Die Benutzerbetreuung kann im AWI in drei Komplexe aufgeteilt werden: 
1. Bereitstellung von Datenbanken 
2. graphische Datenverarbeitung 
3. Bereitstellung von Resourcen im Netzwerk 
^Die Bleistift- und Papier-Methode versagt bei der Anwendung auf Tabellenkalkulation 
(spreadsheet) [AW86]. Dies steht nicht im Widerspruch zu Shneiderman [Shn85], d a  die Tabel- 
lenkalkulation eine neue Technik ist, fÃ¼ die eine Arbeitsmetapher erst entwickelt werden muÂ§ 
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Abbildung 1.2: Die Faktendatenbank im AWI 
Die wÃ¤hren der Forschungsreisen der FS Polarstern gesammelten Daten werden 
den wissenschaftlichen Nutzern zur VerfÃ¼gun gestellt,. Da die Datenmengen nicht 
mehr ohne Hilfsmittel zu bearbeiten sind. wurde der Aufbau einer interdisziplinÃ¤re 
Faktendatenbank fÃ¼ das AWI im Rahmen des Projektes Informatzonssysteme a m  
AWI beschlossen (Abbildung 1.2). In diese Informationssysteme kÃ¶nne die Wissen- 
schaftler arbeitsteilig neue Daten einfÃ¼gen und sie kÃ¶nne schnell und komfortabel 
auf die Daten in der Datenbank zugreifen. 
Das Konzept zum Aufbau der Informationssysteme und die Definition der Benut- 
zerschnittstelle mit den Problemen der rechnerunerfahrenen Benutzer waren Thema 
zweier Diplomarbeiten arn AWI [Wes87, Wei871. WÃ¤,hren Westerwick Probleme bei 
der Einbindung von Datenbanken in Ã¼bergeordnet Programme untersuchte, zeigte 
WeiÂ in seiner Arbeit, daÂ bei der Erstellung einer interaktiven Schnittstelle viele 
Fakten Ã¼be den Benutzer mit einbezogen werden mÃ¼ssen Ein erstes Konzept einer 
auf diesen Erkenntnissen beruhenden menÃ¼gefÃ¼hrt OberflÃ¤ch auf Textterminals 
wurde von ihm erarbeitet (Abbildung 1.3). 
Die Handhabung der Informationssysteme ist fÃ¼ den Anwender nicht ohne Ein- 
arbeitung mÃ¶glich, FÃ¼ den rechnerunerfahrenen Benutzer waren die Abfragespra- 
chen, z. B. SQL, '%I komplex. Er lehnte es a,b, diese Sprachen zu erlernen. Diese 
Weigerung ist auch in der nur gelegentlichen Nutzung der Datenbank durch den 
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Abbildung 1.3: Ein Konzept einer graphischen, interaktiven und wissensbasierten Be- 
nutzerschnittstelle f Å ¸  ein Datenbanksystem (Aus [Wei87]) 
einzelnen Benutzer zu sehen, da  die Einarbeitung und Wiederholung mit oft nicht 
vertretbarem Zeitaufwand erfolgen mÃ¼ssen 
Ein wesentliches Ergebnis der Arbeit von WeiÂ war die Forderung, ein Benut- 
zungsmodell des wissenschaft,lichen Arbeitsplatzes am AWI zu erstellen [Wei87]. Die- 
ses Benutzungsmodell soll die Anforderungen und Kenntnisse des Benutzers in bezug 
auf die bereits vorhandenen Betriebsmittel der Benutzerschnitt,st,elle zur VerfÃ¼gun 
stellen, damit eine optimale Hilfe gewÃ¤hrleiste werden kann. 
Ein Teil der Faktendatenbank, die Stationsdatenl1 der Ã£F Polarstern", wurden 
zum AnlaÂ genommen, im Rahmen einer Diplomarbeit a,m AWI eine graphische 
OberflÃ¤ch zur Bedienung der Datenbank zu erstellen [Opi89]. 
Die Probleme im graphischen Bereich sind 'durch die komplexe, fÃ¼ den rechner- 
unerfahrenen Benutzer ungeeignete Software und durch die groÂ§ Anzahl verschie- 
dener numerischer und graphischer Bibliotheken und Au~g~begerÃ¤t  gegeben. Eine 
''Eine Station ist ein Zeitpunkt und geographischer Ort, an dem Experimente durchgefÃ¼hr 
werden, z. B. Auswerfen eines Netzes, Fieren von Sonden, Radiosondenaufst.ieg etc.; Stationsdaten 
enthalten die Position des Schiffes, die Uhrzeit und AktivitÃ¤te auf einer Station. 
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Abbildung 1.4: Schematische Darstellung der Arbeitsumgebung Graphische Datenver- 
arbeitung im AWI. Graphiken werden in einem Mehformat (Metafile) beschrieben und 
von einem (interaktiven) Steuerprogramm (Metaznt) auf die AusgabegerÃ¤t verteilt. 
EinschrÃ¤nkun auf wenige standardisierte Produkte wird derzeit angestrebt, den- 
noch ist der Benutzer mit den Systemen Ãœberfordert Zentrales Problem ist die Be- 
handlung der aus den Rohdaten erzeugten Bilddaten. Diese werden in Zwischenfor- 
maten, Metafiles, abgelegt (Abbildung 1.4). Ein spezieller MetaFile-Handler kann 
diese Dateien verwalten und gibt dem Benutzer die MÃ¶glichkeit interaktiv die Daten 
seinen Erfordernissen entsprechend zu visualisieren, ohne daÂ er Kenntnisse Ã¼be 
die VorgÃ¤ng im Rechensystem benÃ¶tigt In zwei Diplomarbeiten der Hochschule 
Bremerhaven wurde eine pseudo-graphische BenutzeroberflÃ¤ch fÃ¼ den MetaFde- 
Handler entwickelt [PS89], die auch auf Textterminals lauffÃ¤hi ist1'. 
Bedingt durch die rÃ¤umlich Trennung von Terminal, Rechena.nlagen und Aus- 
gabegerÃ¤te wird der Benutzer bei der Ausgabe der Daten vor die Frage gestellt, wo 
das GerÃ¤t das das gewÃ¼nscht Resultat liefert, steht und wie es anzusprechen ist. 
Die MÃ¶glichkeit die Daten beliebig im hauseigenen Netzwerk zu verschieben und 
die einzelnen GerÃ¤t netzweit anzusprechen, sind Ursache mancher Benutzeranfra- 
gen (Abbildung 1.5). Die Verwaltung der zur VerfÃ¼gun stehenden Betriebsmittel 
'Die Software verwendet keine Graphikbefehle, um Masken darzustellen, sondern benutzt ein- 
fache Textausgabe und benÃ¶tig einen frei positionierbaren Cursor. Das Produkt wird zur Zeit auf 
eine neue OberflÃ¤ch unter Verwendung von X- Windows umgestellt. 
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und eine umfassende Untersuchung der BenutzerwÃ¼nsche Benut,zera.nforderungen, 
Benutzerkenntnisse und Benutzererfahrungen sind das Ziel der vorliegenden Arbeit. 
An diesem ResourcenManagementSystem wurden die in dieser Arbeit vorgestellten 
Konzepte verifiziert. 
1.4 Ziele und Ergebnisse der Arbeit 
Die vorliegende Arbeit geht von der speziellen Situation der Wissenschaftler im AWI 
aus. Die bei der Benutzerbetreuung gemachten Erfahrungen werden zur Entwicklung 
einer benutzerorientierten Rechnerschnittstelle ausgewertet. Dabei werden Analyse- 
methoden untersucht und Methoden zur Implementierung verglichen. Die Arbeit 
behandelt zwei wesentliche Aspekte. Auf der einen Seit,e st,ehen die Voranalysen, de- 
ren Ergebnisse aus dem Pflichtenheft, einem Regelwerk des Benutzerverhaltens und 
Parametern, die dieses Verhalten steuern, bestehen. Das Konzept zur Erfassung die- 
ser Ergebnisse wird hier entwickelt. Auf der anderen Seite steht die Realisierung. 
Die Analyse und die Realisierung werden am Beispiel eines ResourcenManagement- 
Systems verifiziert. Dabei spielt insbesondere die Protokollierung der Benutzeraktio- 
nen eine wichtige Rolle. Auch fÃ¼ die Implementierung wird ein Konzept vorgestellt, 
so daÂ insgesamt eine Methode zur Generierung einer adaptierbaren Benut,zungs- 
oberflÃ¤ch vorgestellt werden kann. Im folgenden wird der Weg zu diesem Konzept 
kurz beschrieben. 
Die Erfassung und Strukturierung der benutzerrelevanten Daten erfordert ein 
Modell, ein Profil des Benutzers und Methoden zur Erfassung benutzerrelevanter 
Daten bezogen auf den Arbeitsablauf, d. h. genaue Kenntnisse Ã¼be die Arbeitsweise 
der Benutzer. Hierzu zÃ¤hl vor allem, welche Arbeitsmittel eingesetzt werden und 
wie eine Aufgabe bearbeitet wird. 
In Kapitel 2 wird zunÃ¤chs der Zustand der Rechenanlagen in1 AWI und die Si- 
tuation der Benutzer vor Beginn dieser Untersuchung beschrieben. Die Darstellung 
ist gleichzeitig ein historischer RÃ¼ckblick Die VerÃ¤nderungen die durch EinfÃ¼hrun 
neuer Hilfsmittel, wie Arbeitsplatzrechner, erfolgten, sind hier bewuÂ§ nicht berÃ¼ck 
sichtigt. In dieser Darstellung werden die WÃ¼nsch der Benutzer zusammengetragen, 
die diese von Hardware und Software erwarten. Die allgemeinen Anforderungen an 
einen ergonomischen Arbeitsplatz werden gezeigt. Auflerdem wird an zwei Beispielen 
gezeigt, wie mit herkÃ¶mmliche Mitteln der wissenschaftliche Arbeitsplatz auf dem 
Rechner gestaltet werden kann. Eine Beispielanwendung, der W - D e s k T o p ,  diente 
auch zur Verifikation von in dieser Arbeit entwickelten Konzepten. 
Um diesen Anforderungen gerecht zu werden, wird ein konzeptioneller Ansatz 
zur Analyse der Arbeit mit dem Rechner am wissenschaftlichen Arbeitsplatz ent- 
wickelt. In Kapitel 3 wird ein Ãœberblic Ã¼be AnsÃ¤tz zur Analyse und Modellie- 
rung des Benutzerverhaltens gegeben. Neu in dieser Arbeit ist die Kombination von 
Verfahren des Softwaredesigns mit Verfahren zur Benutzermodellierung in einem 
Gesamtkonzept (Kapitel 4). Das System wird mit RFA/ATN-Netzen beschrieben, 
das Benutzerverhalten mit einem modifizierten GOMS*-Modell analysiert. Dieses 
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neue GOMS**-Modell verfÃ¼g Ã¼be eine Methode, Wissen direkt in der Spezifika- 
t.ion eines Objektes zu plazieren. Die Bewertung und der Test des zu entwickelnden 
Systems erfolgen Ã¼be die Auswahl zweier Benutzergruppen. Eine Gruppe, die Ziel- 
gruppe, liefert releva,nte Daten des Benutzerverhaltens und eine Aussage Ã¼be die 
Anwendbarkeit des Konzeptes. Die zweite Gruppe, die Kontrollgruppe, dient zur 
Verifikation des Konzeptes. 
ZunÃ¤chs wird ein Verfahren entwickelt, um das Benutzungsinodell aufzustel- 
len. Auf der Basis von Stereotypen oder HandlungsplÃ¤,ne kann das Verhalten des 
Benutzers im System beschrieben werden. Weiterhin werden Objekte, die zur Un- 
terstÃ¼tzun des Systemverhaltens benÃ¶tig werden, definiert. Dieses Verfahren er- 
leichtert, gemeinsam mit objektorientiert,en Implementierungsmethoden, die Beschrei- 
bung des Verhaltens und der Struktur und die Implementierung. 
Zur UnterstÃ¼tzun des Benutzers bei der Bearbeitung von AktionsplÃ¤ne wird 
eine Mitschrift seiner Dialoghistorie bereitgehalten. Die Dialoghistorie wird in dieser 
Arbeit in Kapitel 5 formal als abstrakter Datentyp betrachtet. Neu ist die kombi- 
nierte formale Betrachtung von technischen Datenstrukturen und deren Nebenef- 
fekten im System. Ebenso wird die Generierung von Makros aus der Dialoghistorie 
beschrieben. Systembefehle werden in Metabefehle Ã¼berfÃ¼h und 'nalysiert. Dazu 
zÃ¤hl die Beseitigung redundanter Befehle, Ersatz von Symbolen in Parametern und 
Erkennung von Parametern. Ein Zusammenhang zwischen der hier definierten Spra- 
che zur Beschreibung von Systembefehlen und dem GOMS**-Ansatz wird herge- 
stellt. 
Auf der Basis der vorliegenden Ergebnisse wird ein geeignetes System zur Imple- 
mentierung ausgewÃ¤hlt Im Vorfeld der Arbeit gab es bereits deutliche Hinweise, daÂ 
ein System, das dem Benutzer bei der Navigation in einem Rechnernetz behilflich 
ist, von den Benutzern bevorzugt wird und das als ResourcenManagementSystem 
bezeichnet wird. In Kapitel 6 wird die Auswahl dieses Systems, die Festlegung der 
Zielgruppe und der Kontrollgruppe beschrieben. Die Auswahl und der Vergleich von 
Werkzeugen kann erst hier nach Erstellung des Ge~~mtkonzeptes rfolgen. Die Me- 
thode der Analyse wird am Fallbeispiel erlÃ¤uter und verifiziert. Die Implementation 
der Dialoghistorie und der Planerkennungsmet,hode wird an Beispielen erlÃ¤utert 
Ein Ausblick Ã¼be die Zukunft des Systems und die Ent,wicklung im AWI ver- 
vo l l~ t~ndig t  die Arbeit. Im Anhang sind einzelne Beispiele der Analysen, Implemen- 
tierungsdarstellungen und ein weiteres im Rahmen dieser Arbeit entwickeltes System 
zu finden, das Anwender des Textsatzprogramms TpX bei der Dokumentbearbeitung 
unterstÃ¼tz (T)$-DeskTop). 
Insgesamt konnte gezeigt werden, daÂ die Verbindung von geeigneten Analyse- 
methoden (RFA-Netze, GOMS**-Analyse, objektorientierte Analyse) in der Lage 
ist, eine umfassende Aufnahme der Benutzersitmtion am wissenschaftlichen Ar- 
beitsplatz durchzufÃ¼hre und ein Verfahren zur Implementierung eines Systems be- 
reitzustellen. Die Verbindung dieser Analysen mit der Dialoghistorie sind durch die 
implizite MÃ¶glichkeit Verfahren zur automatischen Erfassung der Benutzersituation 
(AdaptivitÃ¤t zu integrieren (objektorientierter Ansatz), zukunftsweisend. Die Dia- 
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loghistorie selbst kann, durch Anpassung der Voraussetzungen, sowohl das Modell 
von Herczeg als auch die Modelle von Archer, Conway und Schneider sowie von 
Vitter ersetzen. 
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Arbeitsplatz am AWI 
Die Gruppe der wissenschaftlichen Mitarbeiter des AWI setzt sich aus den Dis- 
ziplinen Biologie, Physik, Geologie/Geophysik, Meteorologie, Ozeanographie und 
Chemie zusammen. Die WÃ¼nsche Aufgabenstellungen und zu verarbeitende Daten 
dieser Gruppen sind heterogen. Die Situation eines zentralen Dienstes, im Umfeld 
dieser Untersuchungen der Zentralberezch Datenverarbeitung des AWI (Rechenzen- 
trum des AWIIZBDV), wird mit zunehmender Benutzermhl in immer stÃ¤rkere 
Mai3e von der Unerfahrenheit der Benutzer im Umgang mit dem Rechner gekenn- 
zeichnet [Wei87]. Waren die Rechner einst Ã¼berwiegen zur LÃ¶sun numerischer 
Probleme eingesetzt, so steht heute die Verwaltung von Daten im Vordergrund. 
Im historischen Rahmen wurde durch die Dezentralisierung der Rechenleistung 
auf dem Apple I1 und dem IBM PC mit der UnterstÃ¼tzun durch interaktive Hilfs- 
mittel (z. B. BASIC Interpreter) die elektronische Datenverarbeitung fÃ¼ grÃ–i3er 
Anwenderkreise interessant. Dabei mÃ¼sse sich die neuen, rechnerunerfahrenen An- 
wender mit alten Techniken der Datenverarbeitung vertraut machen (z. B. Befehls- 
zeilen unter MSDOS). Eine problemfreie Bearbeitung der Aufgaben wird durch die 
schwer zu erlernenden BefehlssÃ¤tz und Eingaberegeln erschwert. Die Rechenzen- 
tren sind gefordert, den Benutzer bei seinem tÃ¤gliche Umgang mit dem neuen 
Arbeitsmittel zu unterstÃ¼tzen Eine progressive UnterstÃ¼tzun des Benutzers, d. h., 
Auswahl neuer Betriebsmittel und Entwicklung oder Konzeption von Applikationen, 
ist kaum mÃ¶glich Die Entwicklung einer Datenbank fÃ¼ das AWI legte diese Pro- 
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bleme offen dar [Wei87]. Um eine zufriedenstellende Betreuung des Benutzers durch 
seinen Kollegen Computer bereitzustellen> sind Grundlagen fÃ¼ einen effektiven Auf- 
bau einer Benut,zerschnittstelle zu schaffen. Eine speziell angepafite Schnittstelle 
zur UnterstÃ¼tzun der Benutzer im wissenschaftlichen Bereich des Hahn-Meitner- 
Institutes wird von F'romme beschrieben [Fro87]. 
Bei den vorliegenden Arbeiten fehlt jedoch immer die Einbeziehung des Benut- 
zers in das System in Form eines Benutzungsmodells, das der Schnittstelle Infor- 
mationen Ã¼be ArbeitsablÃ¤,uf und ZusammenhÃ¤ng geben kann. Als Ergebnis der 
vorliegenden Analyse wird ein Benutzerprofil erstellt und daraus eine adaptive (min- 
destens adaptierbare) Benutzerschnittstelle abgeleitet. Daher mufi geprÃ¼f werden, 
wsen- inwieweit sich die Ergebnisse der bisherigen Forschungsarbeiten auf den 16' 
schaftlichen Arbeitsplatz Ã¼bertrage lassen. 
Die Darstellung geschlossener Modelle als Grundlage einer Benutzerschnittstelle 
wurde fÃ¼ die Benutzer im Verwaltungssektor (Banken, ka~fm~nnischer Bereich etc.) 
durchgefÃ¼hr [TFK87, KHTF87al; die Software fÃ¼ diesen Anwendungsfall befindet 
sich im Prototypenstadium. Im wissenschaftlichen Sektor jedoch fehlt diese Betrach- 
tung. 
Aus strukturellen GrÃ¼nde kÃ¶nne im AWI keine grofiflÃ¤chige psychologisch 
und soziologisch orientierten Untersuchungen durchgefÃ¼hr werden. Es wird statt  
dessen nÃ¶ti sein, die in der Literatur verbreiteten Ergebnisse stichprobenartig zu 
verifizieren. F'ragestellungen wie ,,Was will der Benutzer machen?", ),Wie will der 
Benutzer seine Daten verarbeiten?" und ))Welche Hilfsmittel benÃ¶tig er?" werden 
die Arbeit beherrschen. 
2.1 finktionsbezogene Forderungen 
Die in diesem Abschnitt dargestellten Forderungen an ein Rechnersystem im AWI 
sind aus Diskussionen und Befragungen der Benutzer hervorgegangen. Sie stellen fÃ¼ 
die einzelnen Fachbereiche die Basisanforderungen dar) die erfÃ¼ll werden mÃ¼ssen 
damit UnterstÃ¼tzun Ã¼berhaup erst einmal gewÃ¤hrleiste werden kann. Da.bei wird 
zwischen den Anforderungen der Benutzer im a.llgemeinen und sich daraus ergeben- 
den speziellen Anforderungen an Hard- und Software unterschieden. 
2.1.1 Anforderungen der Benutzer 
Die Anforderungen der Benutzer an den Rechner werden zunehmend komplexer. 
Eine einfache Schnittstelle zum Rechner ist nicht mehr ausreichend. Das Ausgabeme- 
dium muf3 Anforderungen wie Graphik, AuswahlmenÃ¼s Ein- und Ausgabemasken 
etc. genÃ¼gen Sind diese Anforderungen bei einem Einzelrechner, z. B. einem PC, 
noch recht gut zu erfÃ¼llen so entstehen bei Mehrplatzsystemerl Probleme. Diese 
die Interaktion des Benutzers mit dem Rechner betreffenden Probleme lassen sich 
durch Betrachtung der Anforderungen an Hard- und Software eines Rechners oder 
Rechnerverbundes analysieren. 
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Die Hardware eines Rechners nimmt durch die hier aufgefÃ¼hrte mÃ¶gliche Be- 
dingungen auf die InteraktionsmÃ¶glichkeite des Benutzers entscheidenden Einflufll 
(entnommen aus [H+87]): 
Rechenleistung vor Ort, d. h. Dezentralisierung und offener Benutzerzugang 
Terminals 
- einfaches Textterminal (z. B. VT220) 
- langsames Graphikterminal (z. B. Tek4107) 
- langsamer Anschlufl an den Rechner (2. B. RS232 mit 9600 Baud) 
- Graphik-Terminal mit X1 1 -Protokoll 
- Workstation mit LAN-Anbindung (Ubertmgungsrate >lOMBit) 
Mehrere Rechner in einem Netz 
- Protokollvielfalt z. B. TCPIIP, DECNet 
- unterschiedliche Betriebssysteme 
- Anwendungsschicht auf hÃ¶here Ebenen z. B. ARPA-Dienste, telnet, ftp 
- Zugriffe innerhalb des Netzes (LAN, WAN) 
- Database-Server 
- Compute-Server 
- Dzsk- und Tape-Server 
- Graphik-Server 
- Backup-Server 
AusgabegerÃ¤t an mehreren Rechnern 
RÃ¤umlich Trennung von Rechner, Terminal und AusgabegerÃ¤ 
Verschiedene Kommunikationswege, z. B. Terminalleitung, Netzwerkverbund 
Rechnen auf nicht im Haus vorhandenen Anlagen 
Ist die Hardware an die BedÃ¼rfniss des Benutzers angepaflt, so kann immer noch 
ein E n g p d  durch die Software entstehen, wenn 
'In diesem Kapitel wird der Zustand zu Beginn der Arbeiten beschrieben. Zwischenzeitlich 
sind nahezu alle Arbeitsplatze mit Arbeitsplatzrechnern, i. e. DECStation, VAXStation, Apple 
MacIntosh 11, SUN etc., ausgestattet, die nahezu die geforderte, hier aufgefÃ¼hrt Funktionalitat 
unterstÃ¼tzen 
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die Software nur Textterminals unterstÃ¼tzt 
die Software lange Antwortzeiten hat, 
die Software nicht alle EingabemÃ¶glichkeite ausschÃ¶pf (z. B. Graphiktablett), 
die Software zwar Graphik unterstÃ¼tzt aber durch veraltete Konzepte keine 
graphische OberflÃ¤ch bietet, 
verschiedene Formate zur Datenspeicherung eingesetzt werden, 
unterschiedliche mathematisch/statistische Bibliotheken Verwendung finden, 
unterschiedliche Graphikstandards berÃ¼cksichtig werden mÃ¼sse 
Standardsoftware, wie sie vom Benutzer im AWI gewÃ¼nsch wird, ist im folgenden 
aufgefÃ¼hrt 
mathematisch/statistische Bibliotheken, die Ã¼blich Standards unterstÃ¼tzen 
z. B. NAG, IMSL, CERN 
Graphikstandaxds, z. B. GKS, PHIGS, CGM 
Standardprogrammiersprachen, z. B. FORTRAN, C 
leistungsfÃ¤hige Editor, z. B. LSE von Digital Equipment 
standardisierte Graphiksoftware, z. B. UNIRAS 
einfache Bedienung der Ausgabe, z. B. Queue-ihnagement 
einfache Bedienung der Eingabe, z. B. Datenbank 
einfaches Kopieren von Dateien zwischen Rechnern, z. B. FTP 
verteilte Datenhaltung, z. B. NFS 
einfaches Bearbeiten von Graphikdateien, z. B. MetaFile-Handling 
vom Betriebssystem unabhÃ¤ngige Agieren im System 
transparentes Arbeiten im Netz, z. B. ResourcenMunagementSystem 
Die Tabelle 2.1 (Seite 19) gibt, geordnet nach Fachbereichen, Auskunft Ã¼be die 
Anforderungen der Benutzer an einen Arbeitsplatz im AWI. 
In Tabelle 2.2 (Seite 20) und Tabelle 2.3 (Seite 22) werden im Gegensatz zur For- 
derungssammlung in Tabelle 2.1 die Anforderungen in ein Rechnersystemkonzept 
umgesetzt. Die KomplexitÃ¤ der Abbildung 1.5 (Seite 10) wird so e t w a  deutlicher. 
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Aber gerade diese KomplexitÃ¤t verbunden mit der fÃ¼ Rechnerne~ilinge schwer er- 
lernbaren Synt,ax der Software und des Gesamtsystems, kann durch diese Analyse 
erfa.fit werden. 
In den folgenden Abschnitt.en sollen die Anforderungen an Hard- und Software 
dargestellt werden, die 'us den von den Benutzern vorgetragenen WÃ¼nsche ent- 
standen sind. 
2.1.2 F'unktionsbezogene Forderungen: Hardware 
Die funktiorisbezogenen Anforderungen an die Ha,rdware (Tabelle 2.2) sind durch die 
notwendigen Arbeiten des Benutzers zur Auswertung gewonnener Daten gegeben. 
Im Grundsatz ist ein stÃ¤ndi wachsendes Datenvolumen zu betrachten. Im Einklang 
damit steht die Forderung nach immer schnelleren Rechnern und mehr Speicher- 
kapazitÃ¤t um diese Datenvolumina. auch zu handhaben bzw. auf ein sii~nvolles, 
v e r ~ ~ l t b a r e s  Volumen ZLI reduzieren. 
Die theoretischen Modelle zur Erkl'rung und Vorhersage von Eigenschaften, 
Entwicklungen und PhÃ¤nomene in den Ozeanen und in der AtmosphÃ¤r werden 
zu hochauflÃ¶sende Modellen der Vorgiinge (z. B. wirbelauflÃ¶send Modelle) weiter 
entwickelt. Speziell in diesem Bereich ist, begrÃ¼nde durch eine hohe Anzahl von 
Iterationen gleicher Rechenschritte Ã¼be weite DarstellungszeitrÃ¤ume ein Vektor- 
rechner und/oder Parallelrechner erforderlich. 
Um Rohdaten und bea,rbeitete Daten zu verwalten, ist der Einsatz einer schnellen 
Datenbmk notwendig geworden. Um eine genÃ¼gend UnterstÃ¼tzun der Datenbank 
von Seiten der Rechen1eist.ung zu gewÃ¤hrleisten ist auch hier der Einsatz schnellerer 
Prozessoren und grofier Da,tenspeicher sinnvoll. 
Der Wissenschaftler a,n seinem Arbeitsplatz wird durch den Einsatz von Farbgra- 
phik-Terminals bzw. Workstat,ions unterstÃ¼t,zt Ãœbe diese Terminals ka,nn er sich 
auf verschiedenen Rechnern des Instituts bewegen: auf ihnen rechnen und Daten ab- 
fragen. Auf dem Arbeitsplatzrechner kÃ¶nne kleinere Aufgaben wie Datenerfassung, 
Te~t~verarbeitung und Verwalt,ung kleiner Datenmengen durchgefÃ¼hr werden. 
Aus einer kleinen Rechenanlage ist inzwischen ein heterogenes Netz aus ver- 
schiedenen Arbeitsplatzrechnern, WIainfra.mes und Vektorrechnern entstanden, die 
sich teilweise im Hause, teilweise aufier Haus befinden und zu denen schnelle Da- 
tenleitungen geschaltet sind. Durch den Einsatz von standardisierten Netzwerken 
(Ethernet) und den Einsatz von standardisierten Protokollen, die von allen Maschi- 
nen eingehalten werden mÃ¼sse (TCPIIP, DECNet), wird versucht, den Zugriff zu 
homogenisieren. Bei den Problemen des Benutzers bei der BewÃ¤ltigun seiner Aufga- 
ben konnte durch Spezial-Software auf Mini- und Mikrorechnern geholfen werden. 
Der hohe Vernetzungsgrad mit den damit verbundenen MÃ¶glichkeite erzeugt jedoch 
immer neue Probleme. 
Die Betrachtung der Hardware liefert Erkenntnisse Ã¼be die EinsatzmÃ¶g~ichkei 
von Dialogtechniken. So ist z. B. im interaktiven Betrieb des Hochleistungsrechners 
Cray keine FensteroberflÃ¤ch mÃ¶glich da zum einen Cray dieses noch nicht un- 
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terstÃ¼tzt2 zum anderen durch den hohen Datenflui? der Betrieb durch die Kosten 
der DatenÃ¼bertragun zur Zeit unerschwinglich wird. 
Tabelle 2.1: Anforderungskatalog eines Wissenschaftlers im AWI an einen rechner- 
gestÃ¼tzte Arbeitsplatz 
Forderung Anwendergruppe 
BIO PHY BAT CHE GLA OZE 
Textverarbeitung 
Datenbank 
- geringe Datenmengen 
- grofle Datenmengen 
- wenige Relationen 
- viele Relationen 
Statistik 





- 2-D Darstellung 
- 3-D Darstellung 
Rechenleistung 
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2FÃ¼ die aktuelle Version von UNICOS, dem Betriebssystem der C~ay ,  existieren inz~visclie~i 
fensterorientierte Werkzeuge, die jedoch nicht den in der vorliegende Arbeit diskutierten Kriterien 
genÃ¼gen 
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Tabelle 2.2: Anforderungen an ein Rechnersystem zur UnterstÃ¼tzun der Benutzerfor- 
derungen in1 Bereich Hardware 
Forderung Anwendergruppen 
BIO PHY BAT CHE GLA OZE ZBDV 
Hochleistungrechner X X X 
- Vektorrechner X X 
- Parallelrechner X X 
schnelle Vorrechner X X X X 
Workstation X X X X X 
PC X X X 
Datenbankprozessor X 
- grof3e Datenmengen X X X X X X 
Vernetzung der Rechner 
- untereinander X X X X X 
- Datex-P X X X X X 
- 64 KÃŸi X X X 
- > 2 MBit X X X 
Graphik X X X X X X 
- Liniengraphik X X X X X X X 
- Farbgraphik X X X X X X X 
- grofiformatig X X X X X 
- hochauflÃ¶sen X X 
- Diaproduktion X X X X X 
- Filme X X X 
Graphikterminal X X X X X X X 
- hochauflÃ¶sen X X X 
- schneller Bildaufbau X X X X X 
- Animation X X X 
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2.1.3 Funktionsbezogene Forderungen: Software 
Die Anforderungen fÃ¼ Software (Tabelle 2.3) werden ebenfalls durch die Arbeits- 
methoden und die daraus erwachsenden Forderungen bestimmt,. In allen Bereichen 
ist die Erkenntnis vorherrschend, daÂ ein Bild mehr sagt als tausend Worte. Die 
ausgedehnten und verschiedenartigen Graphikanforderungen verdeutlichen dies. 
Die Datenba,nk wird im Rahmen des Datenbankprojektes im AWI erstellt, des- 
sen Grundlagen die Arbeiten von WeiÂ und Westerwick sind [Wei87, Wes871. Die 
unterschiedlichen Datenvolumina und die verschiedenen Relationen und Abfragen 
waren mit Standard Datenbankanwendungssystemen, die insbesondere auf einem 
PC lauffÃ¤hi sein sollten, nicht mÃ¶glich Es wurde daher nach einem schnellen Da- 
tenbanksystem gesucht, das 'uf nahezu allen Rechnern verfÃ¼gba ist und das eine 
einheitliche OberflÃ¤ch bietet,. 
Statistiken experimentell gewonnener Resultate werden teilweise auf PC's er- 
stellt, teils auf Groflrechnern ermittelt. Die unterschiedliche Behandlung ist zum 
einen a,n den zu bearbeitenden Datenmengen, zum anderen durch die VerfÃ¼gbarkeit 
leistungsfÃ¤hige und leicht zu bedienender Programme begrÃ¼ndet Die UnterstÃ¼tzun 
bei der Erstellung von Graphiken durch die meisten PC-Programme favorisieren 
diese Klasse von Rechnern. 
Die Programmentwicklung erfolgt, abhÃ¤ngi von Standards und FunktionalitÃ¤t 
mittels Ã¤lterer unhandlicher Programmiersprachen wie FORTRAN oder einfach zu 
lernender Sprachen wie BASIC. Viele Entscheidungen fÃ¼ eine Progr'mmierspra- 
ehe fallen auch aus strukturellen und finanziellen GrÃ¼nden FORTRAN ist vielfach 
verbessert worden, und viele gute Bibliotheken fÃ¼ den Wissenschaftler wurden in 
dieser Sprache erstellt. 
Die Textverarbeitung ist im wesentlichen auf das Schreiben von VerÃ¶ffentlichun 
gen beschrÃ¤.nkt Die Vorgaben in diesem Bereich werden meist von den Verlagen 
gegeben, so daÂ hiiufig mit einfachen Text~er~rbeit~~ngsprogrammen das Ziel er- 
reichbar ist. Jedoch setzen sich hier mehr und mehr die DTP-Programme ( d e s k t o ~  
publishing) durch, d. h. ,  es erfolgt rÃ¼ckwirken eine Voraussetzung fÃ¼ die Auswahl 
der Rechnerhardware. 
Bei der Auswahl von Software ist insbesondere darauf zu acht,en, daÂ die Pro- 
gramme auf den verschiedenen Rechnern ablauffÃ¤hi sind, bzw. daÂ zumindest ein 
Datenforma,t zum Datenaustausch existiert. Die bisher verfÃ¼gbare Softwarepakete 
unterstÃ¼tzte den Benutzer zwar mit groÂ§e Leistung, lieÂ§e 8ber beim interaktiven 
Einsatz viele Fragen offen, d. h., sie stellten EinzellÃ¶sunge mit schlechter Integra- 
tionsmÃ¶glichkei dar. 
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Tabelle 2.3: Anforderungen an ein Rechnersystem zur UnterstÃ¼tzun der Benutzerfor- 
derungen im Bereich Software 
Forderung Anwendergruppen 
BIO PHY BAT CHE GLA OZE ZBDV 
Graphik X X X X X X 
- intera,ktiv X X 






- Statistiken X X 
Numerik X X X X X 
mathematische Lib's X X 
- snezielle Routinen X X X X 
Statiktik X X 
- deskriptive Statistik X X 
Clusteranalyse X 
- intera,kttive Programme X X 
Datenbank X X X X X X 
viele Relationen X 
- einfache Relationen X X X X X 
kleine Datenmengen X X 
- groÂ§ Datenmengen X X X X X 
- einfache Abfrage X X X X X X 
- SQL o. Ã¤ X X 
Text-verarbeitung X X X X X X 
- Textedieren X X X X X X 
- desktop publzshzng X X X X X X 
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2.2 Allgemeine Zielsetzungen 
Die Forderungen, Progra,mme, Programmiersysteme und ArbeitsplÃ¤tz ergonomisch, 
d. h. am Benutzer orientiert, zu gestalten, sind aus den Erfahrungen entstanden, die 
wÃ¤hren des langen Nutzungszeitraumes von Rechenanlagen gesammelt wurden. 
Schon frÃ¼ (Anfang bis Mitke der sechziger Jahre) wurde Ã¼be die Interaktion des 
Operateurs mit dem Rechner nachgedacht. WÃ¤hren zunÃ¤chs nur die technische 
Entwicklung der Rechenanla,gen vorangetrieben wurde, entstand bei stÃ¤ndi wach- 
sender Nutzung der Anlagen eine Unzufriedenheit der Benutzer, die auch mit dem 
Begriff Softwarekrzse umschrieben wird. Heute steht fest, daÂ die Betriebsmittel und 
Leistungsgrenzen einiger Maschinen von Applikationen nur unvollstÃ¤ndi oder Ã¼ber 
haupt nicht ausgenutzt werden (z. B. Entwicklung des Betriebssystems OS12 unter 
BerÃ¼cksichtigun der LeistungsfÃ¤higkei des eingesetzten Prozessors). Problemorien- 
tierte Programmiersprachen (FORTRAN, ALGOL, COBOL, PASCAL, SIMULA) 
sowie die EinfÃ¼hrun neuer Dia l~gger~ te  (Videoterminals) Ã¶ffnete dem Ent,wickler 
und dem Benutzer den Weg zu neuen Konzepten des Arbeitsablaufs und der Arbeits- 
platzgestaltung. Die Entwicklung von Arbeitsplatzrechnern und Personalcomputern 
beschleunigte diesen Prozefi. 
Die wissenschaftliche Diskussion Ã¼be die ergonomische Gestaltung der Soft- 
ware und des Arbeitsplatzes wurde auf Fachkonferenzen (IBM Scientific Computing 
Symposium 1965) und in Gremien (CHI; INTERACT) gefÃ¼hrt Kennzeichnend fÃ¼ 
diese Konferenzen und das Forschungsgebiet der Softwareerqonomze ist die inter- 
disziplinÃ¤r Betrachtung der Problematik. Dazu zÃ¤hl auch der wachsende Bedarf 
an Informationen Ã¼be mentale VorgÃ¤ng der Benutzer (Psychologie) und soziales 
Verhalten der Benutzer (Soziologie) am computerunterstÃ¼t,zte Arbeitsplatz. Diese 
ZusammenhÃ¤ng werden in dem Versuch, das Benutzerverhalten quantitativ zu er- 
fassen [CMN83], und bei der Beschreibung der BenutzerkomplexitÃ¤ deutlich [KP85]. 
Eine ausfÃ¼hrlich Darstellung ist bei Streit,z zu finden [Str89]. 
Zur Einbeziehung des Benutzers in neue Programmierkonzepte ist es notwendig, 
Wissen Ã¼be seine Arbeitsumgebung zu sammeln. Die Kenntnis, wie der Benutzer 
beim LÃ¶se der Aufgaben agiert und welche Objekte der Benutzer bearbeitet, ist 
zwar immer notwendig gewesen, aber erst durch neue Techniken wird eine vernÃ¼nf 
tige Verwaltung und Nutzung dieses Wissens, z. B. durch Wissensbasen (Wissens- 
datenbanken), mÃ¶glich Der Aufbau und die Verwaltung von Wissensbasen erfolgt 
mit Methoden der kÃ¼nstliche Intelligenz (KI)3. Progra,mmiersprachen wie PRO- 
LOG und Smalltalk-80 sowie Erweiterungen von LISP (Flavours, LOOPS, ObjTalk) 
sind leistungsfÃ¤hig Werkzeuge zur Erstellung von Expertensystemen fÃ¼ Benut,zer- 
schnittstellen. 
3KÃ¼nstlzch Intelligenz ist die unzureichende Ãœbersetzun des angloamerikanischen artificzal 
Intelligente, die sich aber eingebÃ¼rger hat. Schmalhofer definiert KÃ¼nstlich Intelligenz als Suche 
,,nach Verfahren, die zu einem intelligenten Verhalten eines Computers fÃ¼hrt [SW88]. 
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2.2.1 Allgemeine Anforderungen an die Hardware 
Mit. zunehmender Rechenlei~t~ung am Arbeitsplatz werden mehr und neue Ein- 
satzmÃ¶glichkeit,e geschaffen und genutzt, so z. B. die graphische Darst,ellung in 
Verbindung mit. MenÃ¼ oder Fenstert.echniken. Neue Einsat,zmÃ¶glichkeite schaf- 
fen aber 'uch wieder neue Forderungen, da  sich der Benutzer schnell an die neu 
geschaffene Leistung gewÃ¶hn und diese als Anforderungen bei der Erstellung eines 
neuen Systems formuliert. Die Entwicklungen auf dem Sektor der Benutzerfiihrung 
(Software) und der Rechnersysteme (Hardware) sind nicht unabhÃ¤ngi voneinander. 
Die Hardware eines Comput,ers ist die d i r e l h  Schnittstelle zum Computer. Auch 
hier mÅ¸sse bestimmt,e Krit,erien erfÃ¼ll werden. ErgÃ¤nzen zu den vorhergehenden 
Darstellungen werden hier Anforderungen beschrieben, die den Dialog des Benutzers 
m i t  dem Rechner betreffen und nicht Forderungen, die aus der Arbeit des einzelnen 
Benutzers entstehen. 
Zun'chst wird erfaÂ§t was der Benutzer heut,e tatsÃ¤chlic fordert und wie sich die 
Forschung auf dem Gebiete der Ergonomie dazu stellt,. Die heute verfÃ¼gbar Hard- 
wa,re lÃ¤Â§ leicht eine Ã¼berschwenglich Meinung der Nutzbarkeit der neuen Hilfsmit- 
tel entstehen (allgemeine Softwarekrise4). 
Eine gute Zusammenstellung der Forderungen ist bei Shneidernmn aufgefÃ¼hr 
[Shn85]. Danach sind folgende Punkte zu berÃ¼cksichtigen 
1. Tastaturdesign: Die Eingabetastatur sollte den anatomischen Gegebenheiten 
des Menschen entspi-echen.' 
2.  Bildschimianzeige: Die Anzeige sollte hocha~~flÃ¶sen sein mit einer hohen Bild- 
wiederholrate. um den Benutzer nicht zu ~berans t r engen .~  
3. Antwortzeiten: Die Ant,wortzeit des Systems im Dialogbetrieb sollt,e den Re- 
akt.ionszeiten des Benutzers angemessen sein, d.h. .  recht klein s e h 7  
4. Zezgeinstrumente (Erkennen und Zeigen): Die textuelle Da,rstellung wird durch 
verstÃ¤ndlich bildhaft,e Da,rstellung ersetzts. 
5. Spracheingabe und Sprachausgabe: Dem Benutzer wird eine gewohnte Hand- 
lungsweise zur VerfÅ¸gun gestellt. 
'lDie allgen~eine Softwarekrise ist durch die Diskrepanz zwischen stÃ¤ndi wachsender Rechnerlei- 
stung und dem UnvermÃ¶gen diese Leistung mit entsprechenden Programmen wirklich zu nutzen, 
gekennzeichnet. 
%Wichtig hierbei ist die bisher Ã¼blich unnatÃ¼rlich Haltung der HÃ¤nd bei Standardtastaturen. 
'Die Wiederholrate sollte oberhalb von 60 Hz liegen. Texte mÃ¼sse ohne Anstrengung lesbar 
sein. 
"'Es werden maximal 2 Sekunden zwischen Absetzen des Befehls und Antwort des Systems als 
optimal angesehen, wenn nicht der Benutzer durch die Aufgabenstellung eine lÃ¤nger Zeit erwartSet. 
Beim heutigen Stand der Technik (z. B. das Zeichnen von Linien beim Erstellen von Graphiken) 
kann jedoch diese Zeit. (2 s) bereits zu lang sein. 
SDie Maus, der TrackBall und das Graphiktablett sind nicht das Optimum fÃ¼ die Dateneingabe. 
Hier mÃ¼sse zusÃ¤tzlich MÃ¶glichkeiten die das Zeigen und Erkennen unterstÃ¼tzen vorhanden sein, 
z. B. direktes Ansprechen durch Eingabe einer Befehlssequenz. 
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6 .  Leise GerÃ¤t 
2.2.2 Allgemeine Anforderungen an die Software 
Im Gegensatz zur leicht zu spezifizierenden Hardwa,re gibt es bei der Software wesent- 
lich mehr Details zu berÃ¼cksichtigen Hier sind die Modelle der Mensch-Maschine- 
Schnittstelle zu berÃ¼cksichtigen mit denen versucht wird, den Menschen und die 
Maschine als ein globales System zu betrachten [CMN83] oder das Verhalten des 
Benutzers zu modellieren [Shn85, CMN83, SIK+83]. Bei der Beschreibung dieser 
Spezifikationen muÂ zwischen den direkt erfÃ¼llbare Forderungen, wie Einsatz von 
Bibliotheken oder der Basisfunktionalit,Ã¤ und den ModellansÃ¤tzen die in Form von 
Wissensbasen, Pla,nerkennern und lernfÃ¤hige Systemen realisiert, werden, unter- 
schieden werden. 
Die Kriterien werden in folgende Kategorien eingeteilt: 
* Software-Verhalten 
e Menschliche Faktoren (Human Factors) 
e Konsistenz und Hilfe 
In der Kategorie Softwareverhalten sind die ModalitÃ¤te bei Fehlbedienungen, 
bei reproduzierbaren Ereignissen, bei Antwortzeiten etc. zu berÃ¼cksichtigen Shnei- 
derman hat fÃ¼ den Designer sehr detaillierte Anweisungen niedergelegt, die, wenn 
sie berÃ¼cksichtig werden, eine zuverlÃ¤ssig BenutzungsoberflÃ¤ch ergeben [Shn85]. 
Im einzelnen sind die folgenden Punkte zu berÃ¼cksichtigen 
VerlÃ¤fllzchkezt Steht das Resulta,t in direktem Zusammenhang mit den erwar- 
teten Ergebnissen? 
* Schutz vor Fehlbedzenung: Werden Fehlbedienungen von der Software erkannt 
und ist eine Fehlerbehebung durch den Benutzer mÃ¶glic bzw. assistiert das 
System dem Benutzer bei der Behebung des Fehlers? 
e AusfÃ¼hrungzeit Ist die Antwortzeit des Progra,mms angemessen und zumut- 
bar? 
KomplexitÃ¤ der Bedienung: Gibt es bei der Bedienung der Software viele zu 
erlernende Einzelheiten, oder sind nur wenige Grundkenntnisse erforderlich, 
um einen ersten Erfolg zu garantieren?9 
'Die Diskrepanz zwischen LeistungsfÃ¤higkei eines Systems und leichter Erlernbarkeit fÃ¼hr zur 
Unterscheidung zwischen Experten- und Novizenmodus. Einige Systeme versuchen einen Kompro- 
miÂ einzugehen, so daÂ der Lernaufwand Ã¼berschauba wird, die Leistung jedoch akzeptabel bleibt 
(vergleiche die Untersuchung von Ackermann [Ack84]). 
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Die Unterschiede bei einzelnen Personen und Personengruppen in Arbeitsver- 
halten, GewÃ¶hnun und individuellen Auffassungen begrÃ¼nde den grofien Umfang 
modellhafter Forderungen. In der angloamerikanischen Literatur wird vom H u m a n  
Factor gesprochen (zweite Kategorie). Der Umfang der Kategorie des H u m a n  Fac- 
tors macht die Schwierigkeit aus, ein Programmsystem zu schreiben, das jeden1 
Benutzer gerecht wird. Die n~enschlichen Faktoren sind bis auf wenige quantitativ 
erfafibar. Meistens mufl eine subjektive Reaktion bewertet werden. Hier soll zunÃ¤chs 
nicht zwischen qualita,tiven und quantitativen Merkmalen unterschieden werden. Die 
folgende Liste gibt die einzelnen H u m a n  Factors wieder: 
e Einarbeitungszeit 
e Antwortzeiten 
0 Fehlerrate des Benutzers 
e Zufriedenheit des Benutzers (satisfactzon) 
0 Zeitl~onstante des Vergessens (retention t ime)  
0 Novize/normal Benutzer/Experten Modus 
Aufier den H u m a n  Factors wird das Verhalt,en der Software bei der Eingabe 
von Befehlen und beim Wechseln in einen anderen Arbeitskontext betrachtet. Die- 
ser Wechsel ist bei den heutigen Arbeitspla,tzrechnern eines der Hauptprobleme der 
Softwa~rebedienung. Herczeg definiert hier die Begriffe der inneren und Ã¤uj3ere Kon-  
s is tenz ,  die hier als dritte Kategorie aufgefÃ¼hr werden [Her86a]: 
e innere Konsistenz: Verlafilichkeit des Systems, gleiches Verhalten bei gleichen 
Aktionszielen 
e Ã¤uj3er Konsistenz; VerlÃ¤fllichkei der Benutzerschnittstelle Ã¼be mehrere An- 
wendungssysteme hinweg 
Konsistenz kann vom Benutzer in beschrÃ¤nkte Umfang durch Adaption des 
Systems an die BedÃ¼rfniss erzielt werden. Die Adaption der Softwareumgebung 
durch den Benutzer oder durch den Systemmanager wird heute bereits durch lei- 
stungsfÃ¤,hig Hilfsmittel ermÃ¶glicht z. B. awk-Scripte unter UNIX. Dieses kann von 
einfachen Einstellungen, wie Vergabe von Symbolen als AbkÃ¼rzun komplexer Be- 
fehle bis zu umfangreichen Befehlsdateien fÃ¼hren Systeme dieser Art heifien ad- 
aptierbar. Die im Gegensatz dazu automatisch einstellenden Systeme (adaptive Sy- 
s teme)  sind Gegensta,nd weitergehender Forschung [KHTF87b, TKH86, Ste841. 
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Abbildung 2.1: Die grundsÃ¤tzlich Aufteilung eines Fensters des XS-2 Systems nach 
[Ste84] 
2.2.3 UnterstÃ¼tzung Hilfe und Protokolle 
Wichtiger als die Beeinflussung des Systems ist die FÃ¤.higkei eines Programms, 
in jeder Situation deutliche und Hilfe zu leisten. Hier muÂ zwischen 
automatischer (aktiver) und angeforderter (passiver) Hilfe unterschieden werden. 
Hilfe ist zu jeder Zeit, in jeder Situation kontextabhÃ¤ngi darzust,ellen. Aktive Hilfe 
kann stÃ¶ren wirken, wenn der Platz auf dem Bildschirm nicht ausgenutzt, (z. B. 
DATAEASE Datenbank mit automatischer Hilfe fDat881) oder falsch plaziert wird. 
Eine Ausnahme stellt das Beheben eines aufgetretenen Fehlers dar, sofern er nur 
durch einen Eingriff des Benutzers behebbar ist (4 Regel in einer Wissensbasis). 
Ebenso sind Protokolle der Sitzung zu fÃ¼hren die dem Benutzer einen Ãœberblic 
Ã¼be durchgefÃ¼hrt Aktionen bieten. Sie werden als Hzstory oder Trace bezeichnet. 
Diese Protokolle sind auch Grundlage fÃ¼ umfangreiche UnDo/&Do-Aktionen, die 
dazu dienen, Bearbeitungsschritte, die zu nicht gewÃ¼nschte Resultaten fÃ¼hrten 
rÃ¼ckgÃ¤ng zu machen bzw. die Wiederholung einer Sequenz von Befehlen erlauben. 
Eine Diskussion der UnDo/ReDo-Aktionen ist von Herczeg erfolgt [Her86a]. Da- 
nach ist keine allgemeine UnDo/ReDo-Funktion mÃ¶glich sondern sie muÂ fÃ¼ den 
jeweiligen Anwendungsfall neu erstellt werden. Jedoch kann durch Einsatz von Ver- 
erbungsmechanismen ein GroÂ§tei der Basis-FunktionalitÃ¤ in einer Ã¼bergeordnete 
Punktionsklasse implementiert werden (objektorientzertes Design). 
Die UnDo/ReDo-FunktionalitÃ¤ wird beispielsweise bei Smalltalk-80 mittels ei- 
nes Protokolls der Ã„nderun des Quelltextes realisiert (~han~e-Fi le) '~ .  Mit Hilfe 
dieser Datei kann im Falle eines Fehlers und folgendem Systemzusa.mmenbruch der 
letzte gÃ¼ltig Zustand vor Auftreten des Fehlers wiederhergestellt werden [Dig86a, 
Gol841. Stevlovsky legte bei seiner Implementierung XS-2 (Abbildung 2.1) sehr 
viel Wert auf Protokolle von Aktionen [Ste84]. Sie dienen der RÃ¼ckverfolgun der 
ausgefÃ¼hrte Aktionen, Speicherung als Macro und WiederausfÃ¼hrung UnDo ist 
durch RÃ¼cknahm des ausgefÃ¼hrte Befehls implementiert. (Siehe auch [SSNB84].) 
^Ahnliche Verfahren werden bei den Editoren auf DEC Rechnern (Journal file) realisiert. Hier 
wird jeder Tastendruck abgespeichert und wird bei einer Wiederherstellung automatisch erneut 
ausgefÃ¼hrt 
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UnDo/ReDo wird ausfÃ¼hrlic in Kapitel 5 behandelt. 
In beschrÃ¤nkte Unfang sollten auch Systemn~eldungeri mit. a,ngezeigt werden, 
wenn sie zur Verdeutlichung von Vorg%ngen dienen, z. B. wenn eine UNIX-OberflÃ¤ch 
das Betriebssystem versteckt, der versierte Benutzer aber die Systemmeldungen 
benÃ¶tigt um zu lernen oder um die VorgÃ¤ng zu verfolgen. 
2.2.4 Modellierung 
Die genannten Punkte berÃ¼cksichtige jedoch noch nicht das Benutzerverhalten am 
Rechner. Die Modellierung dieses Verhaltens ist Gegenstand intensiver Forschung 
und findet sich auch im AnlaÂ dieser Arbeit wieder. Ein sehr anschauliches und inter- 
essa,ntes Modell ist bei Card, Mora,n und Newell nachzulesen [CMN83], Hier wird der 
Mensch als Teil eines Gesarntsystems, des Model-Human-Processors, interpretiert, 
dessen Hardware (Teile des Gehirnes, Augen, Ohren, Arme, HÃ¤nde und Software 
(AusfÃ¼hrun der Reaktionen auf die Reize des ihn umgebenden Syst,ems) ebenfalls 
mit Antwortzeit,en, Fehlerraten etc. belegt werden kÃ¶nnen Dieses einfache Modell 
macht die Interaktion Mensch-Maschine deutlicher als jedes andere Modelll1. Um 
jedoch den Menschen innerhalb dieses Systems detailliert,er beschreiben zu kÃ¶nnen 
bedarf es weiterer Met,hoden, die ihn durch seine Arbeitsweise und sein Verhalten am 
Arbeitsplatz im Ra,hmen seiner TÃ¤tigkei mit dem Werkzeug Computer beschreiben. 
In der Literatur sind mehrere AnsÃ¤.tz erkennbar, den Benutzer und seinen Dialog 
mit dem Rechner zu erfassen. Die aufgelisteten Modelle sollen im folgenden nÃ¤he 
erlÃ¤uter und a,uf ihre Tauglichkeit zur Beschreibung des wissenschaftlichen Arbeits- 
platzes geprÃ¼f werden. Die Modelle sind nach dem Erscheinungsdatum geordnet. 
0 Produktions-Systeme [KP85, New?2] 
Syntaktisches/semantisches Modell [SM??] 
9 KeyStroke-Level Modell [CMSO] 
9 Model-Human-Processor [CMN83] 
9 GOMS: Goals-Operators-Methods-Selectors [CMN83] 
9 User-Conceptual-Model [MaA85] 
0 Simulationsmodell [S'^86] 
0 Model von Balzert [Ba1881 
"Die Vermenschlzclmng des Computers bzw. die maschinenl~afte Darstellung des Menschen 
wird von mehreren Autoren kritisiert. Weizenbaum [Wei90] und Dreyfus [Dre72] kritisieren den 
Anspruch der K I ,  je einen Computer konstruieren zu konnen, der menschliches Verhalten zeigt. 
Dreyfus anerkennt jedoch die Leistung der KI in bestimmten Teilgebieten. 
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Die verschiedenen Modelle entsprechen den AnsÃ¤tze der Forschung, ob Daten 
quantitativ erfaÂ§ werden sollen (z. B. KeyStroke-Level Model) oder ob nach ei- 
ner Beschreibung des Benutzerverhaltens gesucht wird (z. B. GOMS). Der Designer 
sollte sich bewui3t sein, daÂ ein quantitatives Modell wie das KeyStroke-Level Mo- 
del, das die Prozei3zeit des Benutzers am Rechner erfaÂ§t nicht bei der Entwicklung 
der BenutzungsoberflÃ¤ch hilft, sondern Daten liefert, wie gut (oder schlecht) diese 
in der jeweiligen Bedienungsumwelt bedient werden kann. Ein Ãœberblic Ã¼be einige 
Modelle mit Beispielanwendungen wird von Hoppe, Tauber und Ziegler gegeben 
[HTZ86]. Wegen ihrer Relevanz werden die genannten Modelle in Kapitel 3 ausfÃ¼hr 
lich erlÃ¤utert 
2.3 Der wissenschaftliche Arbeitsplatz am AWI 
Die Ergebnisse der bisherigen Forschung erlaubten AnsÃ¤tz zu adaptiven Benutzer- 
schnittstellen wie z. B. X-Azd [KHTF87b, HKST87]12. Die Realisierung dieser Be- 
nutzerschnittstellen erfolgte jedoch meist fÃ¼ den BÃ¼robereic (office automatzon), 
der mit seinen festgelegten Handl~n~sablÃ¤ufe gut zu analysieren und zu beschreiben 
ist. GunzenhÃ¤use et al. stellen eine anwendungsneutrale Benutzerschnittstelle fÃ¼ 
den BÃ¼robereic vor [BBG'^89]. Eine allgemein anerkannte Standardisierung der Ar- 
beitsablÃ¤uf ist im BÃ¼robereic erkennbar. Sie wird nach den speziellen BedÃ¼rfnisse 
eines Institutes oder einer Firma im Einzelfall angepaBt (z. B. [iD84b]). Insbesondere 
sind die Arbeitsmittel weitgehend festgelegt. (Siehe Tabelle 2.4.) 
Auch ArbeitsvorgÃ¤nge z. B. BuchfÃ¼hrung Bilanzierung, sind festgelegt. Dabei 
werden die Daten dem Benutzer hÃ¤ufi mittels Bildschirmmasken prÃ¤sentiert Die 
Daten kÃ¶nne verÃ¤nder und dann gespeichert werden. Masken sind fÃ¼ Arbeits- 
ablÃ¤uf mit sich stÃ¤ndi wiederholenden Transaktionen sinnvoll. 
"zur Zeit konzentriert sich ein Gro5teil der Forschung auf maschinelles Lernen. 
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Tabelle 2 .5 :  Charakteristika des wissenschaftlichen Arbeitplatzes am AWI 
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Compiler, Library 
spezielle EinzellÃ¶sunge 
Nach Hertweck und Sohr sind am wissenschaftlichen Arbeitsplatz, im folgenden 





Integration der Daten 
0 wissenschaftliches Rechnen 
Eine Zusammenfassung der Anforderungen an einen Arbeitsplatzrechner fÃ¼ Wis- 
senschaftler ist in den DFG-Kriterien zum Arbeitsplatzrechner fÃ¼ Wissenschaftler 
zu finden [DFG89]. Eine qualitative Ãœbereinstimmun zwischen dem ÃŸÃ¼roarbeit 
platz und dem WAP ist erkennbar. (Siehe Tabelle 2.5.) 
In vielen Bereichen, z. B. Text-IGraphikverarbeitung, sind Parallelen erkennbar. 
Das Anfertigen eines Dokumentes, einer VerÃ¶ffentlichung die Erstellung einer Gra- 
phik und die Integration von Graphiken und Text erfolgt wie bei der entsprechenden 
Aufgabe im BÃ¼robereich Es existieren jedoch spezielle Anforderungen wie z. B. ma- 
thematischer Formelsatz, Isoliniengraphik usw. 
Die Ablage von Daten erfolgt in einer Ã¤quivalente Form wie im BÃ¼ro Der Inhalt 
einer Kartei ist unterschiedlich, die Handhabung Ã¼be eine Datenbankschnittstelle 
dagegen gleich. 
Die Arbeit im BÃ¼robereic ist vom Einsatz kommerzieller Programme geprÃ¤gt 
Selten werden Programme durch den Anwender entwickelt. Der wissenschaftliche 
Anwender hingegen erstellt programmtechnische, spezielle LÃ¶sunge fÃ¼ die beson- 
deren, eigenen Aufgaben. 
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1 Graphik erstellen 
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3 Kopiert und ausgefÃ¼hr 
4 Parameter bereit 
5 altes Proaramm aeiÃ¶sch 
6 programtiI edieren 
7 Parameter bereit (Gridfiie) 
8 Programm beendet 
9 altes Gridfile gelÃ¶sch 
10 Gridfile ediert 
11 Plot fertig (Gridfiie ausgefÃ¼hrt 
1 Modell rechnen 
2 Parameter vorbereitet 
3 Programm fertig 
4 Plot fertia 
5 interaktiv 
6 nicht interaktiv 
7 alte Daten 




Aufruf mit Parameterzeiie 
interaktiv 
Abbildung 2.2: Zwei Benutzer modellieren StrÃ¶mungsvorgÃ¤n im Ozean. Die Pro- 
grammiertechniken und speziellen Modelle ergeben unterschiedliche ArbeitsablÃ¤ufe die 
hier abgebildet sind. 
Die weitere Ãœbereinstimmun wird durch die grundverschiedenen ArbeitsablÃ¤u 
fe gestÃ¶rt Bedingt durch die heterogene Zusammensetzung einer Arbeitsgruppe 
und die IndividualitÃ¤ des Wissenschaftlers bilden sich nicht einmal innerhalb von 
Arbeitsgruppen gleichartige Arbeitsmethoden heraus. Die Arbeit, ist von Arbeits- 
ablÃ¤ufe gepr5gt, die fÃ¼ eine begrenzte Zeit durchgefÃ¼hrt z. B. Entwicklung eines 
Programms zur Berechnung einer speziellen Graphik, oder nur ein einziges Mal aus- 
gefÃ¼hr werden. In Abbildung 2.2 ist der Arbeitsablauf zweier Anwender einer Mo- 
dellbildung (numerische Simulation) von VorgÃ¤nge im Ozean dargestellt. WÃ¤hren 
im BÃ¼robereic die einzelnen ArbeitsablÃ¤uf standardisiert werden kÃ¶nnen ist im 
wissenschaftlichen Bereich a priori keine derartige Standardisierung mÃ¶glich 
Da nicht jedes Arbeitsmittel bereitgestellt werden kann, wird der Wissenschaft- 
ler gezwungen, sich auf eine verfÃ¼gbar Menge zu beschrÃ¤nken Diese Arbeitsmittel 
mÃ¼sse dem Benutzer transparent gemacht werden, d. h., der Benutzer kennt Para- 
meter des Systems, z. B. die Leistungsdaten der Maschinen, einige Besonderheiten, 
z. B. Beachtung des Vektorisierungskonzeptes des Vektorrechners, und die Netzwerk- 
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struktur. Bei genÃ¼gende Transparenz benÃ¶tig der Benutzer keine spezialisierten 
HandbÃ¼cher um sein Ergebnis zu erhalten. 
Bestimmte Methoden zur Behandlung von Daten kÃ¶nne standardisiert werden. 
Dazu zÃ¤hle Datenbankabfragen, Datenbankzugriffe, Graphikausgabe auf einem be- 
stimmten GerÃ¤ sowie Kommunikation. 
Eine dedizierte, durch Anwendung von Masken vorgeschriebene Arbeitsweise lÃ¤i3 
sich aus den genannten GrÃ¼nde nicht realisieren. Die KomplexitÃ¤ der Arbeitsbe- 
reiche und die ArbeitsablÃ¤uf der Benutzer werden durch diese Verfahren einge- 
schrÃ¤nkt 
Im folgenden wird nun versucht, den wissenschaftlichen Arbeitsplatz im AWI 
nach softwareergonomischen Gesichtspunkten neu zu gestalten. Ein System, das, 
Ã¤hnlic einem integrierten Softwarepaket, die Arbeitsmittel unter einer OberflÃ¤ch 
bereitstellt, ohne den Benutzer in seinem Arbeitsablauf zu behindern, wird ent- 
wickelt. Eine detaillierte Analyse der Benutzeranforderungen in einem ausgewÃ¤hl 
ten Arbeitsbereich liegt zwei bereits eingesetzten Systemen, dem MetaFile-Handler 
[PS891 und dem W-DeskTop [KMP93], zugrunde. Zum besseren VerstÃ¤,ndni wer- 
den diese Arbeit,en zunÃ¤chs kurz vorgestellt. 
2.3.1 WAP-Beispiel 1: Der MetaFzle-Handler des AWIs 
Dem MetaFzle-Handler liegen standardisierte Entwurfsmethoden der Programment- 
wicklung zugrunde [ANS84, WB841. Da,s Pflichtenheft schreibt nachvollziehbar und 
verifizierbar die Applikation, Meilensteine in der Entwicklungsphase und Verhalt,en 
der Applikation fest. Thematisch wurden insbesondere die spÃ¤ter Akzeptanz und 
Benutzerfreundlichkeit berÃ¼cksichtigt 
Intensive Analysen der Erfahrungen der Benutzer im Umgang mit den existieren- 
den Produkten am AWI beeinflufiten die Auswahl der Entwickungswerkzeuge, das 
sichtbare Design und die Entwicklungsumgebung. Die Adaption an BenutzerprÃ¤fe 
renzen konnte Ã¼berzeugen eingearbeitet werden. Neben der Benutzerfreundlichkeit 
wurde insbesondere eine umfassende F ~ n k t i o n a l i t ~ t  und die versteckte Nutzung be- 
stehender Programme gefordert. Das System ist nicht dynamisch oder protokollie- 
rend. 
Der MetaFile-Handler ist eine erste Rea,liiserung einer menÃ¼orientierten ergono- 
mischen Benutzerschnittstelle, die auf den Rechnern im AWI eingesetzt werden kann. 
BenutzerwÃ¼nsch gehen in Form von Funktionen ein. Einstellungen, die der Benut- 
zer mittels MenÃ¼auswah in mehreren Schritten bestimmt, werden durch EintrÃ¤g 
in einer setup-Datei festgehalten. 
Dieses Produkt ist von Erfahrungen beeinfluflt, die mit dem Einsatz des Ap- 
ple Macintosh I1 im AWI gemacht wurden. Die Analyse der Anforderungen erfolgte 
gemÃ¤i ANSI-Vorgaben [ANS84]. Die vollstÃ¤ndig Beschreibung und das Pflichten- 
heft des MetaFile-Handlers sind der Arbeit von Plaschke und Schnars zu entnehmen 
[PS89]. Hier folgen einige wichtige Punkte aus dem Pflichtenheft, die im wesentlichen 
die am Benutzer orientierten Anforderungen berÃ¼cksichtigen 
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0 Die Benutzerschnittstelle ist menÃ¼orientier 
0 SÃ¤mtlich Einstellungen in den MenÃ¼ kÃ¶nne in einer speziellen setup- 
Datei des Benutzers abgelegt werden, so daÂ der Benutzer die MÃ¶glichkei 
hat, sich z. B. mehrere Dateien mit unterschiedlichen Druckereinstellun- 
gen anzulegen. 
Beim Programmstart werden alle EintrÃ¤g mit den Werten aus einer ge- 
ladenen setup-Datei belegt. (Als setup-Datei wird die vom Benutzer zu- 
letzt geladene Datei genommen; ist keine benutzereigene setup-Datei zu 
finden, wird die Grundeinstellung geladen.) 
0 FÃ¼ die Ausgabe der Segmente eines graphischen Metafiles kÃ¶nne ver- 
schiedene Optionen eingegebenlverÃ¤nder werden, die das Layout betref- 
fen (vzewport, wzndow, fast optzons etc.). 
0 FÃ¼ die Ausgabe kann der Benutzer aus den verfÃ¼gbare Graphikausga- 
begerÃ¤te auswÃ¤hlen 
0 FÃ¼ jeden MenÃ¼punk steht dem Benutzer eine passive, statische Hzlfe- 
Funktion zur VerfÃ¼gung 
0 Die BenutzungsoberflÃ¤ch wird so gestaltet, daÂ sie sowohl Ã¼be Tastatur 
als auch Ã¼be Maus bedient werden kann. 
Wunschkrzterzen 
0 Es werden einige Betriebssystemfunktionen fÃ¼ die Dateiverwaltung zur 
VerfÃ¼gun gestellt (z. B. delete, rename). 
0 Der Hilfetext erscheint wahlweise in Englisch oder Deutsch. 
0 Auf Wunsch kann der Bildschirm zweigeteilt werden (splitting), um meh- 
rere Segmente gleichzeitig nebeneinander darstellen und vergleichen zu 
kÃ¶nnen 
0 Auswahl eines Metafiles 
0 Auswahl der Segmente durch Erstellung einer Segmentliste 
0 Druck eines Plotfiles 
0 Auswahl eines Druckers 
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Verwaltung von benutzereigenen Setups (Laden, Sichern) 
Hilfe-Funktion 
Ausgabe von Informationen zum System 
Programmstart, im Batch 
Die zitierten Punkte umfassen die benut,zerabhÃ¤ngige Aufgaben (user dependent 
tasks), die sich in der Schnitt,stelle reprÃ¤sentiere lassen. 
Dieses Pflichtenheft wurde aufgrund der Erfahrungen im Umgang mit den Be- 
nutzern bei der Handhabung der graphischen AusgabegerÃ¤,te den beobachteten Pro- 
blemen der Benutzer im Umgang mit der Graphiksoftware und den besonderen 
WÃ¼nsche der Benutzer erstellt. Nach diesem Pflichtenheft sind Grundforderungen 
an eine ergonomische Benutzerschnittstelle zu erfÃ¼llen MenÃ¼technik HilfemÃ¶glich 
keit, halbgraphische OberflÃ¤che Die individuelle Arbeitsweise des Benutzers wird 
durch setup-Dateien berÃ¼cksichtigt Selektionsregeln oder HandlungsplÃ¤n haben 
hier noch einen geringen Stellenwert. 
Die erweiterte Version des MetaFÅ¸e-Handler basiert auf einem Datenbanksy- 
stem. In einer Datenbank werden die setups der Benutzer abgelegt. Druckauft.rÃ¤g 
des Benutzers werden in der Datenbank gesammelt und von einem zentralen Steu- 
erprogramm ('observer) abgearbeitet. Durch das cLzent/ser~er-Konzept des Daten- 
banksystems ist der Eintrag eines Auftrags von jedem Rechner im Netzwerk mÃ¶glich 
ZusÃ¤.tzlic werden fÃ¼ jedes AusgabegerÃ¤ Privilegien vergeben, die einer Gruppe 
oder einem einzelnen Wissenschaftler zugeordnet werden. Ein Benutzer kann nur die 
AusgabegerÃ¤t benut,zen, fÃ¼ die er auch privilegiert ist. 
In einer weiteren Entwicklungsst,ufe wird die Interaktion Ã¼be X- Wzndows erfol- 
gen. 
2.3.2 WAP-Beispiel 2: Der W - D e s k T o p  des AWIs 
Ein weiteres Aufgabengebiet innerhalb des wissenschaftlichen Arbeitsplatzes ist die 
Dokumenterstellung. Im mathematisch-orientierten Bereich ist das Formatierpro- 
gramm aufgrund seiner LeistungsfÃ¤higkei beim Formelsatz ein hÃ¤ufi a.nzu- 
treffendes Hilfsmittel. Eine PC-Version von TpX wird im AWI eingeset8zt13. 
Der Wunsch nach einer einfach zu bedienenden BenutzungsoberflÃ¤ch des gesam- 
ten W-Systems ha,t seine Wurzeln in den Erfahrungen, die bei der Textbearbei- 
tung gemacht wurden. Der unÃ¼bersichtlich Quelltext und der benutzerunfreundli- 
ehe Aufbau der HandbÃ¼che waren ebenfalls GrÃ¼nd fÃ¼ die Entwickung des TeXE- 
dztors. Das Edieren eines Textes und die Verwaltung der Dateien im Dateisystem des 
Rechners waren Grundanforderungen. Wunschkriterien sind Hilfsmittel fÃ¼ spezielle 
Eigenschaften von TfcX, z. B. Formelsatz. 
"WÃ¤hren der AusfÃ¼hrun der Arbeiten sind Versionen fÃ¼ den MacIntosh und SUN-Rechner 
hinzugekommen, die den Benutzer unterschiedlich unterstÃ¼tzen 
2.3. DER WISSENSCHAFTLICHE ARBEITSPLATZ AM AWI 
Daher wurde ein Steuerprogramm W-DeskTop14 entwickelt, das die Aufgabe 
der korrekten Behandlung von T)-$-Dateien und des Ãœberset~ungsvor~ang Ã¼ber 
nehmen sollte. Dieses System diente gleichzeitig als Vorstudie zu der vorliegenden 
Arbeit. Die Anforderungsanalyse ergab folgende Forderungen: 
- Integrierte Ge~~mtlosung basierend auf den verfÃ¼gbare Produkten, 
- Einsatz eines frei wÃ¤hlbare W-Compilers, 
- Einsatz eines frei wÃ¤hlbare PreuiewProgramms, 
- Einsatz mehrerer Drucker und Druckertreiber, 
- Integration des PC's in das lokale Netzwerk des AWI, 
- netzweites Drucken, 
- UnterstÃ¼tzun unterschiedlicher W-Formate  und Makropakete, 
- auf Formate und Makropakete angepafiter Editor. 
Eine erste Realisation erfolgte in Smalltalk/V, die sich als leistungsfÃ¤hi erwies 
und weiterentwickelt wird. 
Der T&$-DeskTop wurde parallel zu dem in dieser Arbeit beschriebenen Re- 
sourcenManager entwickelt. Konzepte und Ideen wurden zwischen den Systemen 
Ãœbertragen Ein erstes posit,ives Ergebnis ist die Konsistenz in der Bedienung der 
beiden Systeme. 
Beim W-DeskTop wurde im wesentlichen eine sinnvolle UnterstÃ¼tzun des Be- 
nutzers bei der Verwaltung der Dateien und beim Edieren des Dokuments realisiert 
(Abbildung 2.3). Das Betriebssystem wird vollstÃ¤ndi vor dem Benutzer verborgen. 
Die Interaktion erfolgt Ã¼be MenÃ¼s Eigenschaftsfelder (property sheets) und Dia- 
logboxen. Hilfe fÃ¼ den Benutzer wird z. Z. zu MenÃ¼auswahlpunkte angeboten. Ein 
Onlhe-Handbuch ist in Vorbereitung. 
Das System ist an verschiedene T&&Makropakete adaptierbar. Spezielle MenÃ¼ 
und Prozeduren unterstÃ¼tze bei der Eingabe von Befehlen oder Strukturen. Dazu 
zÃ¤hlte der Aufbau einer Tabelle, die strukturierte Eingabe von Listen und das 
Konzept der virtuellen Tastatur fÃ¼ die Eingabe von speziellen Zeichen und Symbo- 
len. Der aktuelle Zustand des Systems wird benutzerbezogen gespeichert. Es werden 
keine Smalltalk-zmages gerettet. 
Das System ist im Einsatz und wurde von den Benutzern mit einer guten Ak- 
zeptanz angenommen, d a  viele Funktionen, die sonst nur unter Konsultation des 
w/IATEX-Handbuchs ausfÃ¼hrba sind, in das System integriert wurden. 
In mehreren Diplomarbeiten am AWI wurde dieses System erweitert. Eine Portie- 
rung auf den Apple Macintosh wurde von Makedanz durchgefÃ¼hr [Mak90]. Zur Un- 
terstÃ¼tzun des mathematischen Formelsatzes wurde ein Formel-Editor entwickelt 
[PragO]. Weitere Angaben zum W-DeskTop sind im Anhang A.7 zu finden. 
^ ~ i e  Namensgebung entstammt der Arbeit von Makedanz [MakgO]. 
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Abbildung 2.3: Das MenÃ des T@GZyklusses eines TeXDzskBrowsers. Bei jeder er- 
reichbaren Funktion wird nach speziellen Parametern unter der Verwendung von MenÃ¼s 
Dialogboxen und Property-Sheets gefragt. 
Subjektive Reaktionen basieren eben- 
falls auf der Art, in der Dinge intera- 
gieren. Der Unterschied besteht darin, 
daÂ wir uns in ihnen nicht mit Ob- 
jekten der AuÂ§enwel befassen, sondern 
mit Prozessen in unseren Gehirnen. 
Marvin Minsky 
Jeder Anwender stellt aus seiner Arbeitssituation heraus unterschiedliche Anfor- 
derungen an ein Rechnersyst.em. Im AWI erzeugte insbesondere der Umgang mit 
Arbeitsplatzrechnern (IBM AT; Apple Macintosh 11)' ein von Ablehnung Ã¼be man- 
gelnde Nutzung bis zur spontanen Akzeptanz reichendes Benutzerverhalten. Erfah- 
rungen aus Diskussionen mit den Benutzern fÃ¶rderte neue Aspekte in der Benut- 
zerbetreuung zuhge, die in AnsÃ¤tze bereits in Angriff genommen wurden (standar- 
disiertes Softwareangebot mit Benutzerbetreuung, standardisierte Hardware, Aus- 
bildung der Benutzer, vorgegebene Symbole und Definitionen). Dabei darf man den 
wichtigsten Dialog, den zwischen Rechner und Benutzer, nicht vergessen. Dieses Ka- 
pitel ist eine Zusammenfassung der, in der Literatur bekannten, Ergebnisse der auf 
dem Gebiet der Benutzerunterst~Ã¼tzun geleisteten Arbeit. Die dabei auftretenden 
Probleme werden verdeutlicht. 
3.1 Die ModellansÃ¤tz 
FÃ¼ das VerstÃ¤ndni der Handl~ngsabl~ufe d s Benutzers sind mehrere Modelle ent- 
wickelt worden, die aus verschiedenen Blickwinkeln die A k t i ~ i t ~ t e n  des Benutzers 
beschreiben. Im folgenden werden einige der wichtigsten AnsÃ¤tz dargestellt, die 
auch die vorliegende Arbeit beeinfluf3t haben. Die Modelle sind in bezug auf ihren 
thematischen Zusammenha,ng nach folgenden Kriterien geordnet: 
'seit November 1990 auch SUN und DEC Workstations 
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U user 
C C omputersystem 
M@, U) a application dornain 
Abb i ldung  3.1: Ein User-Conceptual-Model (UCM) nach [MaA85] 
M ( u , a )  UCM des Benutzers u von der EntitÃ¤ a 
R ( M , F )  ReprÃ¤sentatio von M in dem formalen System F 
C(R ,P .  S) Encodierung der ReprÃ¤sentatio R mit der Programmier- 
sprache P und der Semantik S 
e konzeptuelle Modelle: UCM, Ebenenmodell, Simulationmodell, Modell von 
Balzert und Shneiderman 
0 quantitative Modelle: Model-Human-Processor, KeyStroke-Level-Model 
e Regelbasierte Modelle: G O M S ,  G O M S "  
3.1.1 Das User-Conceptual-Model 
Das User-Conceptual-Model, das die Konzepte und Beziehungen des Benutzers 
bezÃ¼glic einer Menge von Entit,Ã¤te darstellt, wird von Mac an Airchinnigh for- 
mal spezifiziert [MaA85]. (Siehe Abbildung 3.1.) 
A U C M  is  the  set of all concepts und conceptual relatzons possessed by  
a (human)  user  wzth the  respect to  some  sei of entztzes. T o  each U C M  
there corresponds a universe  of dzscourse that zs the  expression of those 
concepts an,d conceptual relations.  
Ein User-Conceptual-Model ist also die Vorstellung des Benutzers von der zu 
lÃ¶sende Aufgabe oder Einheit, dem Rechner und der Applikation. Gerade die kon- 
zeptuellen Modelle der Benutzer stellen das Bindeglied zwischen den an der Entwick- 
lung einer Benutzerschnittstelle beteiligten Disziplinen dar (Informatik, Psychologie, 
Linguistik, Philosophie). 
3.1. DIE MODELLANSATZE 
Das Modell ist geeignet, die Bildung von Vorst,ellungen und deren AbhÃ¤.ngigkei 
ten zu erklÃ¤ren FÃ¼ die Realisierung eines Benutzungsmodells kann es jedoch nur 
Hintergrundinformationen liefern. 
3.1.2 Ebenenmodell 
Im Ebenenmodell von Foley und van Dam wird ein Ansatz in vier Beschreibungse- 
benen benutzt [FvD82]. Die Ebenen unterscheiden Konzepte, Semantik, Syntax und 
lexikalische AbhÃ¤ngigkeit 
0 Konzept: Mentales oder konzeptionelles Modell des Benutzers vom System 
o Semantik: Bedeutung der Benutzer-Eingabe bzw. Computer-Ausgabe 
o Syntax: Regeln zur Formung von Instruktionen an den Computer 
o Lexikalische AbhÃ¤ngigkeit GerÃ¤teabhÃ¤.ngi Spezifikat,ion der Instrukti- 
onseingabe 
Beispiele fÃ¼ die einzelnen Ebenen sind leicht zu finden. Der zeilenorientierte 
und der bildschirmorientierte Editor sind zwei konzeptionelle Modelle der Textbe- 
arbeitung. Die semantische und die syntaktische Ebene sind auch ohne Beispiel 
verstÃ¤ndlich Auf der lexikalischen Ebene kann z. B. zwischen der Befehlseingabe 
mittels Tastatur und Maus unterschieden werden. 
3.1.3 Simulationsmodell 
Das Georg Washington User Interface Management System (GWUIMS)  benutzt 
einen objektorientierten Ansatz, um die Beziehungen zwischen Applikation, Inter- 
aktion, ReprÃ¤sentatio und Benutzer abzubilden [S+86]. In Abbildung 3.2 ist ein 
Ãœberblic Ã¼be das Objektnetz des GWUIMS dargestellt. 
Die Kommunikation innerhalb der Benutzungsschnittstelle erfolgt auf drei Ebe- 
nen. Die Applikationsobjekte (A-Objekt) der semantischen Ebene stehen fÅ  ¸ die 
Applikation. Die Darstellung mittels Objekten ermÃ¶glich zunÃ¤chs eine Simulation 
der Applikation. Die zur Simulation verwendeten Applika,tionsobjekte werden spÃ¤te 
auf die reale Applikation hin erweitert. 
In der lexikalischen Ebene wird bestimmt, wie Informationen dem Benutzer 
z ~ g ~ n g l i c h  gemacht werden (R-Objekt). Dabei wird eine einfache syntaktische Ãœber 
prÃ¼fun der Eingabe vorgenommen. 
An der Schnittstelle zwischen Syntax und Semantik arbeiten die Intera,ktionsob- 
jekte (I-Objekt). In diesen Objekten wird allgemeines Wissen Ã¼be die Applikation 
gehalten. 
Dieses Modell ist eine konzeptionelle Darstellung der Kommunikation in einer 
komplexen BenutzungsoberflÃ¤che Das Modell besitzt Eigenschaften des Ebenen- 
modells. Besonders hervorzuheben sind die ImplementierungsnÃ¤h und die objekt- 
orientierte Struktur. 
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3.1.4 Modell nach Balzert 
Ein System, das den Benutzer optimal unterstÃ¼tzt muÂ Wissen Ã¼be diesen Benut- 
zer bereithalten. Dieses Benutzungsmodell beinhaltet Regeln und Fakten Ã¼be den 
Benutzer, die individuell fÃ¼ jeden Benutzer erfaÂ§ werden. Nach Balzert sollte ein 
Benutzungsmodell folgende Bereiche abdecken [Bal88, 345ffl: 
Benutzerkonvention: GestaltungsmÃ¶glichkeite der Mensch-Computer-Schnitt- 
stelle und Anpassung der Anwendungssysteme auf die individuellen BedÃ¼rf 
nisse des Benutzers z. B. logzn-files, profiles, autoexec-files 
Benutzerkompetenz: Erfahrungen, Wissensstand, Kenntnisse des Benutzers im 
Umgang mit. Rechenanlagen, den geforderten AblÃ¤ufe und den Grundlagen 
des zu erstellenden Systems. Beispielparameter sind 
0 Systemerfahrung des Benutzers, 
Zeitspanne seit der letzten Systembenutzung, 
BenutzungshÃ¤,ufigkei von Systemfunktionen, 
FehlerhÃ¤ufigkei als Indikator fÃ¼ ein Hilfe-System oder ein tutorielles 
System, 
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l~egiilnt~ wird bei der Analyse in mehrere Teilaufgaben unterteilt. Zu jedem dieser 
Teilkoi~zepte gehÃ¶re wieder task.- und corr~puter-Konzepte. 
Zur Unterscheidung und ErklÃ¤run der Begriffe sei ein Beispiel von Shneiderman 
ii8chempfunden [Shn85]. Unl einen Gescl~Ã¤ftsbrie zu schreiben> nlui3 der Benutzer 
wissen, wie ein GeschÃ¤ftsbrie (task object) geschrieben wird (task actzon). Der Brief 
wird auf dem Rechner als File (computer object) gespeichert. Der Benutzer mui3 
wissen, wie der Text a,bgespeichert werden ka.nn (computer action und syntactzc 
knowledge). Zum Schreiben gehÃ¶r aui3erdein noch das Mlissen> wie ein Satz (task 
object) a,ufgebaut wird (task actzon). Scl1liei3lich mui3 der Benutzer die Details des 
Buchstabierens eines IVortes (task) kennen, wie der Cursor auf dem Bildschirm 
bewegt wird (computer concept) und ~ilelche Taste fÃ¼ jeden Buchstaben gedrÃ¼ck 
werden mufl (syntactzc knowled,qe). 
Das synt,aktisch/semantische b1odell wurde generiert, um das Programmieren 
zu beschreiben, Es ~ilurde auch auf Dat,cnba,nkmmipulationen und Systeme, die 
das Verfahren der dzrekten Manzpulatzon2 einsetzen, a,ngewa,ndt. Es ist besonders 
geeignet, um einen erst.en Ãœberblic Ã¼be die Aufgaben des Benutzers zu gewinnen 
~ l n d  im weiteren zur Analyse dieser Aufgaben beizutragen. 
3m 1.6 Der Model-Human-Processor 
Mit d e ~ n  A~lodell des Model-fiurr~ar~-Processors kÃ¶nne die Zusa.mmenhÃ¤ng zwi- 
schen den kognit,iven und motorischen Arbeitsphasen des Menschen verdeutlicht 
werden. Das A~Iodell beschreibt die kognitiven Leistungen des Menschen mit Begrif- 
fen aus der Conlputertechnik. Diese Beschreibung hilft bei der Anwendung quanti- 
tativer Uiitersuchungsmethoden. 
Der menschliche Funktionsapparat, wird in die Bereiche Speicher (memory)  und 
a~lsfÃ¼hrend Einheiten (processor) unterteilt, Im Speicherbereich sind das Kurz- 
und LangzeitgedÃ¤chtni (worktng memory> long terrn memory)  und die komplexen 
Speicliereinheiten der visuellen (vzsual zmage storage) und a,uditiven (audztory zmage 
storage) Verarbeitung (Sehen ,und HÃ¶ren zu finden. Die Speicher besitzen Kapa- 
zit,Ã¤.ten Zugriffszeiten und Zugriffsverfahren. (Siehe Abbildung 3.4.) 
Der AusfÃ¼hrt~ngstei enthÃ¤l die drei zur Beschreibung des Funktionsapparates 
notwendigen Einheiten der sinnlichen Wahrnehmung (perceptual processor), der Ver- 
arbeitung von IVissen und des Bildens von Folgerungen und Aktionen (cognitzve pro- 
cessor) und der motorischen Steuerung (motor  processor). Diese Prozessoren greifen 
auf die Speicher zu und sind durch die Zugriffszeiten der Speichel- und deren Kapa- 
zitÃ¤tsbeschrÃ¤nkung zusÃ¤tzliche Grenzen unterworfen3. 
Das Gesamtsystem kann durch eine Zykluszeit gekennzeichnet werden, die die 
Laufzeit vom empfangenen Reiz bis zur ausgefÃ¼hrte Aktion bestimmt. Kennzeich- 
nend fÃ¼ die menschliche FunktionalitÃ¤ ist die MÃ¶glichkeit die Prozessoren parallel 
'Siehe hierzu [Shn83]. 
'Diese einfache Sicht wird insbesondere von Dreyfus und Weizenbaum kritisiert. Minsky hinge 
gen u~lterstutzt und erweitert dieses Konzept. 

Task T l :  Replace one 5-letter word with 
(one line from previous task). 
Method for Task Tl-Bravo: 
Reach for Mouse 
Point to word 
Select word 
Horne On keyboard 
Issue Replace cornrnand 
Type new word 
Terminate type-in 
Wait for cornpletion 
another 
H[7nousel Horne hands 
P[word] Point with mouse 
Kh/eliotu] press key 
H[keyboard] 
M K[a Response by System 
5 K[word] 
M KIE;SCl Mentally prepare 
W O )  
Abbildung 3 .5 :  Auszug aus einer Analyse mit dem KeyStroke-Level-Model (nach 
[CMN83, S. 2991) 
gemacht werden. 
In1 AusfÅ¸hrungst.ei der Aufgabe werden die Operatoren Tastendruck K (key- 
stroke), Zeigen P (pozntzng), ZurÃ¼ckziehe der Hand zum Ursprungsort H ( h h g ) ,  
Zeichnen D (drawing) im physikalisch-motorischen Bereich, der mentale Operator 
M (mental) und die Antwortzeit des Systems R (responsetzme) bestimmt. Nur der 
mentale Operator M muÂ mit heuristischen Methoden bestimmt werden. Die ande- 
ren Operatoren werden wÃ¤hren des Experiments quantit,ativ erfaÂ§t 
Bei diesem Modell werden die Unterschiede der einzelnen untersuchten Systeme 
in Hinblick auf den Kenntnisstand des Benutzers in1 Umgang mit Computern nicht 
beachtet. Ein Experte ka,nn, z. B. mit dem Text,editor TECO, in vielen FÃ¤lle bessere 
Resultate bei der Textbea,rbeitung erzielen als ein normaler Benutzer (zntermzttend 
user) mit einen1 graphischen Text,verarbeitungssystem. Die subjektive Einstellung 
des Benut,zers zum System kann mit diesem Modell nicht erfaÂ§ werden. 
FÃ¼ eine Analyse des Benutzerverhaltens ist dieses Modell nur beschrÃ¤nk nutz- 
bar, da  im wesentlichen nur physikalische Parameter erfaÂ§ werden 
3.1.8 GOMS 
Mit dem GOMS-Modell ist die Beschreibung einer Aufgabe, die der Benutzer zu 
absolvieren hat,, und deren Analyse durchfÃ¼hrbar Zur Beschreibung einer Aufgabe 
sind Ziele (goals) zu definieren, die nach feststehenden Methoden (inethods) abge- 
a,rbeitet werden. Die Auswahl der Methoden im einzelnen erfolgt, durch Selektoren 
(selectors). Mit Operatoren (operators) werden explizite Anweisungen dargest,ellt. 
In Abbildung 3.6 ist ein Beispiel einer Aufgabena,nalyse gezeigt. Es wird das 
Verfahren gezeigt, mit dem der Benutzer ein Wort in einem Manuscript ediert. 
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GOAL: EDIT-MANUSCRIPT repeat until no more unit tasks 
. GOAL: EDIT-UNIT-TAST 
. . GOAL: ACQUIRE-UNIT-TASK 
. . . GET-NEXT-PAGE zf at end of manuscrzpt Page 
. . . GET-NEXT-TASK 
. . GOAL: EXECUTE-UNIT-TASK 
. . . GOAL: LOCATE-LINE 
. . . . [select: USE-QS-METHOD 
USE-M-COMMAND] 
. . . . VERIFY-EDIT. 
Abbildung 3.6: Beispiel einer Aufgabenbeschreibung mit GOMS (nach [CMN83]) 
Die Struktur des Modells erleichtert durch ihren Aufbau die Analyse der Arbeit 
des Benutzers. Das Modell ist hierarchisch gegliedert. Ziele (Goals)) werden mit 
Methoden realisiert, die ihrerseits wieder auf Teilziele zurÃ¼ckgreifen 
Das G0MiS'-Modell eignet sich gut, um einen ersten detaillierten ~berbl ick Ã¼be 
die Verfahren und H8ndlungsweisen des Benutzers zu erhalten. Sein besonderer Wert 
liegt in der direkten Transformation in ein Regelsystem4. Im gemeinsamen Einsatz 
mit dem KeyStoke-Level Model haben Ca,rd, Moran und Newell die Bedeutung bei 
der zeitlichen Analyse des Systemverhaltens gezeigt [CMN83]. 
3.1.9 Das GOMS*-Modell 
Das von Card, Moran und Newell entwickelte GOMS-Modell basiert auf der Be- 
schreibung des fehlerfrei arbeitenden Experten [CMN83]. Mit diesem Modell kann 
aber nicht der AnfÃ¤nge oder der Lernende beschrieben werden [Are89a]. Ebenso feh- 
len Informationen, wie Kontrollstrukturen notiert werden und welche Informationen 
unter einem GOAL oder einer Operation erlaubt sind. 
Arend entwickelte eine Erweiterung, um den erwÃ¤hnte LÃ¼cke zu begegnen 
[Are89a]. Das neue GOMS*-Modell wird um KontrollfluÂ§strukture erweitert. Men- 
tale Ziele und physikalische Operatoren werden Ã¼be die zugrundeliegenden kogni- 
tiven, wahrnehmenden und motorischen Prozesse unterschieden. 
Die implizite prozedurale Beschreibung des GOMS-Modells wird im GOMS*- 
Modell mit synta,ktischen Hilfsmitteln aus prozeduralen Programmiersprachen als 
Sprachelement festgelegt. Prozeduren fassen eine Sequenz von GOMS*-Instruktio- 
nen zu einer Einheit zusammen. Andere Kontrollstrukturen erheben die kom- 
mentarÃ¤hnliche Bemerkungen zu neuen syntaktischen SchlÃ¼sselwÃ¶rte (z. B. re- 
Kritiken zu Regelsystemen siehe wiederum [Dre72] 

Abbildung 3.7: Beispiel eines Transitionsnetzes: Eine einfache Interrupt-Steuerung 
(aus [Rei85, S. 611) 
zugehÃ¶rige Bedingungen erfÃ¼ll sind. Die Folgezustande werden daraufhin gesetzt. 
Ein Beispiel ist in Abbildung 3.7 gezeigt. 
Formal ist ein Platz-Transitionsnetz ein Tupel ( P ,  T, 72). Dabei sind V und T 
die Platze bzw. die Transitionen. 7?, ist eine Relation, die jeweils einen Platz mit 
einer Transition verbindet und umgekehrt. Ordnet man den Verbindungen zwischen 
PlÃ¤tze und Knoten natÃ¼rlich Zahlen, die Vielfachheit V zu, und setzt im Netz 
durch Marken, die belegte PlÃ¤tz reprÃ¤sentieren eine Markierung mo, so erhÃ¤l man 
ein Petri-Netz ( P ,  T, K, V, mo). Wenn die Vielfachheit V = 1 fÃ¼ alle BÃ¶ge aus TZ 
ist, wird das Netz als gewÃ¶hnliche Petri-Netz bezeichnet. 
Probleme treten bei der Darstellung des gesamten Netzes auf, da dieses sehr 
umfangreich werden kann. Netze kÃ¶nne daher verfeinert und zusammengefaflt wer- 
den. Dabei ist darauf zu achten, daÂ die Reduktion der Netze die Eigenschaften des 
ursprÃ¼ngliche Netzes invariant lÃ¤Â§ 
FÃ¼ die Beschreibung realer VorgÃ¤ng wird die Beschreibung mit Petri-Netzen 
aufwendig und unÃ¼bersichtlich Daher werden Modifikationen an PlÃ¤tzen Transitio- 
nen und BÃ¶ge durchgefÃ¼hrt die das Problem leichter Ã¼berschauba machen. Die 
Modifikationen bergen aber die Gefahr, daÂ u. U. die theoretisch fundierte Grund- 
lage verlorengeht. Die entstandenen Netztypen werden durch Festlegung der Art der 
Marken (z. B.: unterscheidbar), der Art der Beschriftung der Netzelemente (z. B.: 
SchaltausdrÃ¼ck fÃ¼ Transitionen), die Art der Bewertung von Netzelementen (z. B.: 
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PUSH LOCATIVE (VERIFY (NOT (GETR LOC))) LOC P C  
PUSH TIME (VERIFY (NOT (GETR TIME))) TIME P C  
PUSH MANNER (VERIFY (NOT (GETR MANNER))) MANNER P C  
Abbildung 3.8: Beispiel eines ATN-Netzes: [Sha87]. Die BÃ¶ge erlauben Adverbial- 
phrasen des Ortes (LOC), der Zeit (TIME) und der Art und Weise (MANNER) nach einer 
Verbalphrase (VP) in beliebiger Reihenfolge. (V Verb, PC erkannter Bestandteil parsed 
constztuent). 
KapazitÃ¤te fÃ¼ PlÃ¤tze PrioritÃ¤te fÃ¼ Transitionen), die Schaltregel und die Schalt- 
strategie unterschieden. 
Die Ãœbertragun natÃ¼rliche Sprache in eine Form, die vom Computer verarbeitet 
werden kann, wird mit verschiedenen Techniken durchgefÃ¼hrt Eine wichtige Technik 
dabei ist der Einsatz von Grammatiken. Grammatiken kÃ¶nne graphisch in Netzform 
dargestellt werden. (Vergleiche Syntax-Diagramme [Wir75].) Eine wichtige Form der 
graphischen ReprÃ¤sentatio einer Grammatik ist das ATN (augmented transztion 
network). Eine Eingabe des Benutzers, z. B. einzelne Zeichenketten, Zeichenketten- 
folgen, wird an Hand dieser Grammatik analysiert und in eine computergerechte 
Form Ã¼berfÃ¼hr 
Das Netzwerk besteht aus ZustÃ¤nde (states) und Transitionen (arc). Jeder 
Bogen ist durch den Namen des Konstituenten gekennzeichnet, der die Transition 
ermÃ¶glicht Eine Transition kann wiederum auf ein Netzwerk bezogen sein, das die 
Transition nÃ¤.he beschreibt. In diesem Fall liegt ein RTN (recurszv transztion net- 
work) vor. Besitzt ein Netz Register, die ZwischenzustÃ¤nd speichern kÃ¶nnen d. h. 
einzelne Abschnitte der Analyse, dann spricht man von einem ATN. Formal kann 
ein ATN als Automat betrachtet werden, dessen momentane Belegung die aktuelle 
Position der Eingabe, den Namen des Zustands, die Menge der Registerinhalte und 
den Stack kennzeichnet (nach [Sha87], Seiten 323-333). Ein Beispiel befindet sich in 
Abbildung 3.8. 
Eine erweiterte Form der AT-Netze wurde von Kieras und Polson zur Betrach- 
tung der kognitiven BenutzerkomplexitÃ¤ (cognztzve user complexzty) eingefÃ¼hrt 
GT-Netze (generalized transition networks GTN) [KP85]. Diese Netze unterscheiden 
sich in der graphischen Darstellung von einfachen Transitionsnetzen. Die ZustÃ¤nd 
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nested condition network 
Abbildung 3.9: Beispiel eines GTN-Netzes: [KP85] 
werden als kreisfÃ¶rmige Symbol abgebildet. Die Transitionen werden textuell an die 
Verbindungspfeile zwischen den ZustÃ¤.nde geschrieben. Bedingungen, die fÃ¼ eine 
Transition notwendig sind, werden ebenfalls an den Verbindungspfeil geschrieben. 
Die Darstellung in Form von GTN erlaubt eine einfache ReprÃ¤sentatio hierar- 
chisch geordneter AblÃ¤uf in einem System. In Abbildung 3.9 ist ein Beispiel gezeigt. 
Die GTN erlauben die Schachtelung eines anderen Netzes in der Art eines Un- 
terprogramms in einer Programmiersprache. Rekursionen sind ebenfalls mÃ¶glich 
Der Aufruf eines Netzes kann Ã¼be Bedingungen (condztzon nestinq) undIoder 
Aktionen (act ion nesting) bzw. durch den Aufruf eines Zustands (state nestzng) 
erfolgen. 
WÃ¤hren GTN-Netze fÃ¼ die psychologisch orientierte Analyse des Benutzerverhal- 
tens bestimmt sind, werden mit RFA-Netzen Aspekte der Systemanalyse und des 
Software-Engineerings unterstÃ¼tzt Bedingt durch die konsequente Betrachtung des 
Benutzers in seiner Rolle im Gesamtsystem kÃ¶nne RFA-Netze zur Beschreibung 
des Benutzerverhaltens herangezogen werden. 
Bei der LÃ¶sun eines Organisationsproblems wird eine Bedarfsanalyse durch- 
gefÃ¼hrt die Aussagen Ã¼be die auszufÃ¼hrende TÃ¤tigkeite gibt. Aus dieser Bedarf- 





Abbildung 3.10: Der Benutzer als Programmierer: Beispiel eines RFA-Netzes, wie es 
in der vorliegenden Arbeit angewandt wurde 
sanalyse wird ein Entwurf erarbeitet und dieser dokumentiert. Der Benutzer wird 
bei der Entwurfsgestaltung nicht mit einbezogen: 
Die Entwickler gehen mit einem aus dem Umgang mit Computern ent- 
standenen und durch vie~Ã¤ltig Abstraktionen gekennzeichneten Grund- 
verstÃ¤ndni an die Aufgabe heran, eine Organisation zu verÃ¤ndern Sie 
sind auf Grund ihrer speziellen Perspektive nicht in  der Lage, praktisch 
relevante PhÃ¤nomen und BedÃ¼rfniss bei der Modellbildung (System- 
analyse, Entwurf, Dokumentation) zu erfassen. [Obe88] 
Um den Benutzer frÃ¼hzeiti in die Entwicklung mit einzubeziehen und eine be- 
nutzerorientierte Beschreibungssprache fÃ¼ das System Mensch-Maschine zu ent- 
wickeln, fÃ¼hr Oberquelle RFA-Netze6 ein [Obe88]: 
Rolle: Eine Rolle ist die zielgerichtete Aufgabe einer Person mit dem zur ErfÃ¼llun 
notwendigen Wissen und allen Hilfsmitteln. 
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Funktion: Eine Funktion ist eine Zusammenfassung der zur ErfÃ¼llun der Rolle 
notwendigen TÃ¤tigkeite zusammen mit dem Triiger (eine Person) und der 
benÃ¶tigte Mittel. 
Aktion: Eine Aktion ist eine Zusammenfassung der fÃ¼ eine TÃ¤tigkei notwendigen 
Handlungen und des dynamischen Verhaltens. 
RFA-Netze: Ein RFA-Netz ist eine Menge von beschrifteten Netzen, die statische 
Strukturen von Rollen und Funktionen und die Dynamik a,uf der Aktionsebene 
beschreiben. 
RFA-Netze sind eine Weiterentwicklung der Transitionsnetze. Die Neuerung der 
RFA-Netze liegt in der Bereitstellung einer Beschreibungssprache aus der Sicht des 
Benutzers, der als RollentrÃ¤ge eingefÃ¼hr wird. Die abstrakten RollentrÃ¤ge kÃ¶nne 
in ihrer Gesamtheit und mit allen Abh%ngigkeiten dargestellt werden. 
In (Abbildung 3.10) ist ein Beispiel eines Â§FA-Netze gezeigt. Sie zeigt den 
Benutzer in seiner Rolle als Programmierer aus der Analyse des Autors. 
3.2.4 Produktions-Systeme (productzon sys tems)  
In einem Produktionssystem wird aus PrÃ¤misse eine Konklusion gebildet. Eine 
beispielhafte Regel ist: ,,Wenn ich den Text in der dritten Zeile verÃ¤nder will, dann 
muÂ ich den Cursor zunÃ¤chs in die dritte Zeile bewegen". Produktions-Systeme 
bestehen aus Regeln mit Bedingungen und Aktionen nach dem Schema 
WENN (Bedingung) DANN (Aktion). 
Dieser Ansatz entspricht dem Verfahren, Handlungen durch eine Sammlung 
von Regeln in einem Rechner nachzubilden. Die EinfÃ¼hrun von Expertensyst,emen 
ermÃ¶glich die Simulation des Benutzerverhaltens durch Implementation der Regeln 
in einer Wissensdatenbank. Das System kann auf dieses Wissen zurÃ¼ckgreife und 
Aktionen auswÃ¤hlen verwerfen oder Hilfe anbieten. 
Newell verwendete diesen Ansatz als Werkzeug, um formale Modelle psycho- 
logischer Prozesse zu bilden [New72]. Diese Modelle dienten der Entwicklung pro- 
blemlÃ¶sende Prozesse, der Entwicklung des Leinens und anderer kognitiver Prozesse 
(GPS7). Das Wissen der Benutzer wird von Kieras und Polson mittels des GOMS- 
Modells erfaÂ§ und dann in die Produktionsdarstellung Ã¼berfÃ¼h [KP85]. In dieser 
letzten Form kann nun die Benutzemktion verfolgt und unterstÃ¼tz werden. Kieras 
und Polson benutzten Ã¤hnlic wie Shneiderman [Shn85] task- und dewzce-abhÃ¤ngig 
Unterscheidungen des Benutzerwissens in Form von task representatzon und dewzce 
representatzon. 
Die ReprÃ¤sentatio des Wissens des Benutzers in Produktionsregeln lÃ¤Â sich 
mit einer Sprache wie PROLOG oder LISP oder mit einem auf Regeln basierenden 
7 g e n e m l  problem solver 
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Experterisystem realisieren. Das System von Kieras und Polson ist auch ein Beispiel 
einer Irnplementierung. 
Dieses bfodell ka,nn zur Bestimmung der Ein1ernzeit.en und A~lsfÃ¼hrungszeite 
eines interaktiven Programms eingesetzt werden. Die Anzahl und KomplexitÃ¤ der 
Regeln ist ein Mafi hierfÃ¼r 
3.2.5 Weitere Beschreibungsmittel 
In der Literatur finden sich weitere L/lethoden> die a . ~ ~ f  Netzen basieren. Die mei- 
sten dieser Darstellungen werden bei der Aiiforderungsermit~tl11ng fÃ¼ ein System 
eingesetzt. 
Aufgabennetze: Keil-Slawik nutzt Aufgubennetze als gemeinsame Sprache inner- 
halb einer Projektgruppe [KS89]. Aufgabennetze sind weiterentwickelte Petri- 
Netze. Nach Keil-Slawik sind sie verwa.ndt mit, RFA-Net.zen. 
Interaktionsmanagementnetze: Stary geht von globalen aufgabenorient,ierten 
AktivitÃ¤te des Benutzers aus, die problem- als a11c11 interakt,ionsspezifisch 
analysiert werden [Sta89]. Es erfolgt eine Transformation der Aktionen ZII 
Systemfunktionen und 1ntera.ktionsprozeduren. Das benÃ¶tigt Wissen wird in 
Form von konzeptuellen Einheiten und deren AbhÃ¤ngigkeite reprÃ¤sentiert 
Das Interakt,ionsma.nagementiietz wird algebraisch formuliert.. 
Beide vorgestellte Verfahren dienen der Spezifika,tion der Aktionen und Rollen 
des Benutzers bei der Aufgahenanalyse. Es ist. nicht vorgesehen, diese Netze zu 
implementieren und wÃ¤hren des Betriebes anzupassen. Die Informationen, die bei 
der Analyse gewonnen werden, kÃ¶nne als Gruiidlage fÃ¼ ein Benut,z~~ngsmodell 
dienen. 
3.3 Diskussion der EinsatzmÃ¶glichkeite 
Die gezeigten Modelle w~lrclen von ihren Autoren entwickelt uiid/oder eingesetzt, 
um 
e Daten Ã¼be die Leistung eines Systems zu erlangen [CLllN83], 
das Benutzerverhalten zu simulieren [KP85], 
Benutzerschnittstelleii zu testen [St86] 
Jedes dieser Modelle bietet AnsÃ¤tze das Benutzerverhalten zu analysieren und 
formal darzustellen. Keines dieser L/fodelle ist hislier in einem realen System 
wandt worden, insbesondere wird Wissen in \Vissensbasen erst in wenigen Systemen 
implementiert.. Mit der Benutzerschnittstelle X-Azd der GMD Birlinghoven ist ein 
erstes langfristiges Projekt entstanden, ein System mit zntellzgenten Eigenscha.ften 
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zu erstellen. Meist sind Basisfunktionen implementiert wie MenÃ¼s Fenst.ertechnik, 
graphische OberflÃ¤ch etc. 
LernfÃ¤,hig Systeme sind bisher immer noch Gegenstand der Forschung. Die 
LernfÃ¤higkei des Benutzers bezÃ¼glic des Dialogs mit dem Rechner wird bei BÃ¶sse 
behandelt [BÃ¶84] Die SystemunterstÃ¼tzun wird der Lernphase des Benutzers an- 
gepafit. FÃ¼ den Verlauf des Lernfortschritts ist der s i t~a t ive  Kont,ext mafigeblich. 
Ein Verfahren, das auf einer Task-Actzon-Grammar basiert, erkennt aus den Be- 
nutzeraktionen HandlungsplÃ¤.ne lernt diese und kann gegebenenfalls Makros ge- 
nerieren [Hop88a, Hop891. Ein beispielhafter Einsatzfall ist ein UNIX-Coach zur 
UnterstÃ¼tzun des Benutzers bei der Anwendung von UNIX [HP89]. Der Dialog 
zwischen Mensch und Ma,schine mittels natÃ¼rlichsprachliche Ein-/Ausgabe und 
die Probleme bei der Analyse der Semantik werden bei Kass und Finin diskutiert 
[KF88b]. 
Die Auswertung der auf dem Ma,rkt verfÃ¼gbare Systeme zeigt, dafi mittlerweile 
mehrere Hersteller mit den Konzepten der ergonomischen BenutzerfÃ¼hrun vertraut 
sind und versuchen, den Benutzer, so weit es mÃ¶glic ist, vom Betriebssystem und 
den Eigenheiten des Rechners fernzuhalten. Bei Herstellern, die auf das Bet,riebs- 
system UNIX gesetzt haben, ist dies durch die BerÃ¼cksichtigun des Betriebssy- 
stems naturgemÃ¤f schwerer (z. B. SUN, Apollo) als bei einem Betriebssystem, das 
die Eigenschaften einer graphischen BenutzeroberflÃ¤ch bereits integriert hat (z. B. 
A P P ~ ~ ) ,  
Die K~mmerzi~lisierung einer Methode oder eines Konzepts ist mit langen Ent- 
wicklungszeiten und derzeit noch hohen Kosten verbunden. Daher ist es durchaus 
verstÃ¤ndlich dafi noch kein Hersteller derartige Benutz~mgsoberflÃ¤che anbietet. 
Nach dem Erfolg der graphischen OberflÃ¤che ist der Einsatz dieser Hilfsmit- 
tel auch auf Rechnern zu beobachten, deren Hersteller bisher auf diese Hilfsmittel 
verzichteten. In diesem Zusammenhang seien nur die OberflÃ¤ch WINDOWS/386 
(respektive IBM Presentation Manager), das neue DOS 5.0 und WINDOWS 3.1 
genannt. 
Auch einzelne Programme wie Excel (Tabellenkalkulation), spezielle Programme 
fÃ¼ Wirtschaftsunternehmen wie Ausschreibungsbearbeitung werden mit diesen und 
weiteren Techniken ausgestattet. Die AnsÃ¤tz beruhen a,uf speziellen Erfa,hrungen 
mit den Anwendern und sind meist reine technische LÃ¶sungen Die besonderen Erfah- 
rungen im wissenschaftlichen Bereich werden in den folgenden Kapiteln analysiert. 
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oder unterstÃ¼tzen Systeme und Modelle, die nur eingeschrÃ¤nk auf diese besonde- 
ren WÃ¼nsch eingehen, werden durch VernachlÃ¤ssigun wichtiger Informationen bei 
einer Simulation des Benutzerverhaltens sicher versa,gen. 
In Kapitel 2 wurden bereits die Basisanforderungen der Benutzer des AWI an 
die Rechenanlage da,rgestellt. Die Anforderungen konnten nur durch den Einsatz 
unterschiedlicher Software und Hardware von verschiedenen Herstellern befriedigt 
werden. Eine Basisfunktiona1itÃ¤. wird gewÃ¤hrleistet Diese Basisfunktionen umfas- 
sen z. B. Edieren, Compilieren, Textausgabe, Graphika,usgabe auf einem Plotter. 
Eine wirkungsvolle UnterstÃ¼tzun des Benutzers kann jedoch erst nach der Analyse 
seiner Arbeitsschritte und Arbeitsmethoden erzielt werden. 
Ein umfassendes System, das mehrere der in Kapit,el 2.3 beschriebenen Aufgaben 
bereitstellt, muÂ mit benutzerorientierten Analysen~et~hoden betrachtet werden. In 
der Literatur sind unterschiedliche Ans%tze hierzu bekannt. 
Benda betrachtet das Sachproblem, das Interaktionsprobleni und die Rolle des 
Benutzers [vB84]. Hier wird festgestellt, wer als Nutzer in Frage kommt, wie das Sy- 
stem genutzt wird und wie sich der Benutzer das System nutzbar machen kann. Ein 
auf diesem Konzept basierendes Beispiel ist bei Dirlich et al. zu finden [DvBF+84]. 
Ackermann vergleicht, verschiedene SpezifikationsansÃ¤tz fÃ¼ den Entwurf einer 
Dialogschnittstelle [Ack88]. Die AnsÃ¤tz unterscheiden Richtlinien, Normen und 
Leitfaden. Der Vergleich zeigt, daÂ Richtlinien wertvoll sind und ein it,erativer Ent- 
wurf mit Benutzerbeteiligung angestrebt werden sollt,e. 
Carrol verlangt zum Softwaredesign Spezifikationen der Funktionen (functional 
specificatzons), der Nutzbarkeit (usabtiity specificatzons) und Spezifikationen Ã¼be 
die FÃ¤higkeite der Benutzer (subskill speczficatzons) [CR85]. Da sich die FÃ¤higkeite 
des Benutzers wÃ¤hren der Nutzungsdauer des Systems ~ e r ~ n d e r n ,  kann hier die 
Notwendigkeit zur Anpassung der subskill specificatzons abgeleitet werden. 
FÃ¼ die weitere Analyse ist ein Pflichtenheft, das die BasisfunktionalitÃ¤ des 
Systems beschreibt, sinnvoll. Mit einem Anforderungskatalog in Form eines Pflich- 
tenheftes wird ein Zustand beschrieben, der zum Zeitpunkt der Analyse gÃ¼lti ist. 
Dies gilt insbesondere fiir die Beschreibung der vom Benutzer geforderten mÃ¶gliche 
Aktionen. Ein iteratives Design, bei dem der Benutzer bereits frÃ¼hzeiti in die Ent- 
wicklung mit einbezogen wird, ergibt eine bessere Kontrolle im Entwicklungszyklus. 
Wenn eine Individualisierung stattgefunden hat, so besteht ohne die Benutzer- 
Integration aufgrund fehlender FlexibilitÃ¤ meist keine MÃ¶glichkeit das Systemver- 
halten schnell anzupassen. Daher sind weitere Untersuchungen notwendig, um das 
Benutzerverhalten zu analysieren und zu erfassen. Die Methodik orientiert sich an 
den in Kapitel 3 dargestellten Modellen. 
4.1.1 Das Beschreibungskonzept 
Die grundsÃ¤tzlich Ãœberlegun bei diesem neuen Beschreibungskonzept ist, den Be- 
nutzer weitgehend ohne groflflÃ¤chig Inter~iew~ktion zu befragen und gleichzeitig 
eine frÃ¼h Strukturierung der Daten zu ermÃ¶glichen Interviews muÂ§te im vorlie- 
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genden Fall vermieden werden, um den wissenschaftlichen Betrieb im AWI nicht 
durch groÂ§ Aktionen zu unterbrechen. 
Auswahl der Beschreibungmethoden 
Die BeschÃ¤ftigun mit den verschiedenen ModellansÃ¤tze ergab, daÂ jedes Modell 
Vorteile bietet, jedoch unhandlich wird, wenn mit einem gewÃ¤hlte Modell das ge- 
samte System beschrieben werden soll. Daher verzichten wir auf die Auswahl eines 
einzigen Modells und werden statt dessen die Vort,eile der verschiedenen Modelle 
ausnutzen und die gewonnenen Daten an geeigneten Schnittstellen in ein anderes 
Modell Ã¼berfÃ¼hre 
Im Hinblick auf die Implementierung und Erkennung von Makros aus den Ak- 
tionen des Benutzers fiel die Entscheidung zunÃ¤chs auf das GOMS*-Modell1. Der 
GOMS*-Ansatz eignet sich gut als st,rukturierte Darstellung von Aktionsfolgen. Er 
eignet sich besonders, um aus vom Benutzer erstellten Scriptdateien einen regelba- 
sierten Handlungsplan zu erstellen. Die syntaktischen Hilfsmittel des Scriptes und 
des GOMS**-Ansatzes sind sich sehr Ã¤.hnlich (Vergleiche Kapitel 5.3.) Im GOMS**- 
Ansatz wird gleichzeitig das Wissen Å¸be die Aktionen, z. B. Selektion von Metho- 
den, betrachtet. 
Teilweise werden interessante Aspekte anderer Modelle weiter beachtet, ohne 
explizit als Modell verwendet zu werden, so die Einteilung der Information in task  
representation und devzce representation [KP85] und syntaktische, semantische so- 
wie lexikalische Strukturen [Shn85, FvD821. 
Transitions-/RFA-Netze werden zur Analyse herangezogen, um die Zusammen- 
hÃ¤ng der Aktionen und Objekte darzustellen und die verschiedenen Rollen des Be- 
nutzers zu erfassen. (Siehe z. B. Abbildungen 4.1 und 3.10.) Eine Zusammenfassung 
der AblÃ¤uf zu einer umfassenden Einheit wird dadurch mÃ¶glich Dieses Netzwerk 
enthÃ¤l mÃ¶glich ZustÃ¤nd des Systems und der modellierten Benutzer. Eine Akti- 
onsfolge des Benutzers ist dann durch einen Pfad innerhalb dieses Netzwerkes, der 
durch eine GOMS**-Beschreibung realisiert wird, reprÃ¤sentierbar In Abbildung 4.2 
sind die Analysen mit Transitionnetzen und dem GOMS**-Modell in einem Beispiel 
gegenÃ¼bergestellt 
Bei der Arbeit mit dem Rechner wird das System Entscheidungen protokol- 
lieren mÃ¼ssen um aus statistischen Analysen dieser Beobachtungen dem Benutzer 
VerÃ¤nderunge des Systems mitzuteilen, soweit sie die Interaktion mit dem Benutzer 
betreffen, bzw. diese selbstÃ¤ndi anzupassen, wenn keine weitgreifenden Ã„nderunge 
der Bedienung erfolgen, z. B. PrioritÃ¤te fÃ¼ zeitaufwendige Abfragen. 
'Das GOMS*-Modell wurde letztendlich modifiziert, um den AnsprÃ¼che der Weiterverarbei- 





1 USER IF Benutzungs- 
schnittstelle 














[SELECTION-RULES: 1 Modell rechnen 2 alte Daten 
if interaktiv-bearbeiten 3 neue Daten 
then interaktiv 4 interaktiv 
else batch M54 M56 5 Parameter vorbereitet 6 nicht interaktiv 
endif 7 Programm fertig 
I 8 Plot fertig 
[SELECT: 
interaktiv: 
GOAL: M12 alte Parameter M13 Parameter vorbereiten 
DOACT interactiv(mode1,daten) M54 interaktiv 





Abbildung 4.2: Beschreibung des Aktionsverhaltens eines Benutzers durch Transitions- 
netze (rechts) und GOMS**-Modell (links) (Auszug aus der Analyse von Benutzerdaten) 
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Parameter fÃ¼ den Programmablauf 
Parameter fÃ¼ die benÃ¶tigte Daten 
Anforderung von Rechenleistung 
Compiler Optionen 
Zustandsvariablen u n d  Systemparameter  
Die Netzwerkdarstellung der Benutzeraktionen bildet eine Zust,andsbeschreibung des 
Systems Benutzer-Maschine. Zustandsvariablen beschreiben die SystemzustÃ¤nde 
und deren Wertje bilden die Grundlage fÅ  ¸Entscheidungen. Die benÃ¶tigte Variablen 
werden durch die im folgenden aufgefÃ¼hrte Begriffe klassifiziert. 
Di rek te  Zustandsvariablen, die direkt vom Benutzer beeinfluat werden. 
Indirekte  Zustandsvariablen, die vom System bestimmt werden 
Stat ische Zustandsvariablen, die eine konstante Belegung wÃ¤hren der AusfÃ¼h 
rung einer Aktionsfolge besitzen. 
Dynamische Zustandsvariablen, die ihre Belegung wÃ¤hren der AusfÃ¼hrun ei- 
nes Planes Ã¤ndern 
Lokale Zustandsvariablen, die bezÃ¼glic eines Planes lokal definiert sind. 
Globale Zustandsvariablen, die global definiert sind. 
Indirekte Variablen werden vom System gemÃ¤ den internen ZustÃ¤nde belegt; 
danach werden Aktionen angenommen, die der Benutzer beabsichtigt 
(Ta,belle 4.1). Die EinfÃ¼hrun von statischen und dynamischen Zustandsva,riablen 
(Tabelle 4.2) wird beim Einsatz eines Benutzungsmodells relevant. Die Variablen er- 
scheinen spÃ¤te bei der Definition von Scripten in Form von Parametern, Konstanten 
und Pseudo-Konstanten. Weiterhin muÂ der Geltungsbereich der Zustandsvariablen 
berÃ¼cksichtig werden (Tabelle 4.3). Die Aktionswahl wird durch die Belegung der 
direkten und dynamischen Variablen bestÃ¤tig oder falsifiziert. 
Eine Beschreibung des Aktionsverhaltens des Benutzers muÂ daher die Zustands- 
variablen liefern. Ausgehend von den Modellen GOMS**, RFA-Netz und ATN- 
Netzen wird die Analyse bei der Entwicklung des ResourcenManagers wie folgt 
durchgefÃ¼hrt 
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Tabelle 4.2: Beispiele fÃ¼ statische und dynamische Zustandsvariablen 
Rechenleistung 1 Datei Versionsnummer 
statische Zust,andsvariable 
Compiler Optionen 
Modell 1 aktueller Rechner 
dynamische Zustandsvaria,ble 
Datei 'creation date' 
Datei Typ 1 aktuelles Dzrectory 
Tabelle 4.3: Beispiele fÅ  ¸ globale und lokale Zust.andsvariablen 
globale Zustandsvariable [ lokale Zust,andsvariable 
Datei Typ 1 aktuelles directory 
Datei 'creation date' 1 aktueller Parameter eines Scriptes 
Standard: Pflichtenheft (Basisanforderungen) 
In einem Pflichtenheft werden Anforderungen der Benutzer festgehalten. Hier 




GOMS**: Erfassung und Strukturierung der Benutzeraktionen im Vorfeld, Erken- 
nen von Aktionsverzweigungen mit Regelerfassung, Scripte, Zusta,ndsvaria- 




Ob jektorientierte Analyse (OOA) : Festlegung der Objekte, der Attribute, des 
Verhalten und der Beziehungen zwischen den Objekten. 
FÃ¼ weitere ausfÃ¼hrlich Untersuchungen der Benutzerrolle und des Systemver- 
haltens sind die folgenden Methoden hinzuzuziehen. 
RFA-Netz: Erfassung der Beziehungen zwischen den Objekten und DurchfÃ¼hrun 
der Transaktionsanalyse. Erweiterte Da,rstellung der objektorientierten Be- 
schreibung. Bestimmung von Zustandsvariablen, die Beziehungen charakte- 
risieren. 
ATN: Darstellung der SystemÃ¼bergÃ¤n und Zustandsvariablen, die ZustandsÃ¼ber 
gÃ¤.ng beschreiben. 
In der Abbildung 4.3 wird der Weg vom Benutzer, der geforderten FunktionalitÃ¤t 
dem Ausgangssystem Ã¼be die Analyse zur Wissensbasis und zum Zielsystem gezeigt. 
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Wissensbasis 
Im ResourcenManager vorhanden 
rÂ¡Â Im ResourcenManager teilweise durchgefuhrt 
Abbildung 4.3: Das Konzept zur Analyse eines wissenschaftlichen Arbeitsplatzes am 
Rechner. 
4.1.2 Analysemethode: GOMS** 
Die Akquisition und ReprÃ¤sentatio der Daten werden wir mit einem modifizierten 
GOMS-Modell durchfÃ¼hren Ein Verbesserungsvorschlag des GOMS-Modells von 
Arend [Are89a] genÃ¼gt nicht, den hier vorgefundenen Anforderungen. Diese umfas- 
sen 
0 prÃ¤zis Beschreibung einer Aktion mit Eingangs- und Ausgangsobjekten, 
Typisierung der Basisstrukturen, 
abstrakte Formulierung unabhÃ¤.ngi vom Betriebssystem, 
Ãœbersetzun der Aktionssequenzen zwischen den einzelnen Beschreibungen 
(z. B. VMS -  ^ GOMS**-^ UNIX). 
Zu diesem Zweck wird auch von der separaten SCHEMA-Darstellung des Be- 
nut,zerwissens im GOMS*-Modell Abstand genommen. Dieses Wissen wird direkt 
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durch syntaktische Strukturen, die bereits teilweise in GOMS enthalten sind, und 
durch Datenstrukturen und deren Beziehungen ausgedrÃ¼ckt Durch diesen Ansatz 
werden insbesondere Zustand~v~riablen direkt darstellbar. 
Prozeduren werden nicht mehr betrachtet, da deren Aufgabe von Methoden Ã¼ber 
nommen werden kÃ¶nnen Dies gilt zunÃ¤chs syntaktisch. Aber auch semantisch wird 
durch eine Prozedur als Zusammenfassung von Methoden, Goals und Operationen 
in einer Struktur keine zusÃ¤tzlich Information erreicht. 
Methoden und Goals werden typisiert und identifiziert. Die Typisierung gestat- 
tet es, Ergebnisse an den Aufrufer zurÃ¼ckzugeben Dadurch wird leichter erkennbar, 
mit welchen Werten im nÃ¤chste Schritt weitergearbeitet wird. Die Identifizierung 
erlaubt die Verwendung derselben Methoden- oder Goalnamen fÃ¼ unterschiedli- 
che Zielbereiche. Diese Darstellung folgt dem Prinzip des operator overloadzng, das 
insbesondere in der Programmiersprache C++ zur Darstellung des Polymorphismus 
verwendet wird. 
Die vollstÃ¤ndig Notation der Syntax dieser Beschreibung, die den Namen 
GOMS*" erhÃ¤lt ist im Anhang A.1 zu finden. 
Jede Methode (METHOD:), jedes Goal und jeder Operator (OPERATION:) kann 
einen Wert zurÃ¼ckgeben Diese Objekte besitzen eine Parameterliste. Dieser Ãœber 
gabemechanismus wurde eingefÃ¼hrt um deutlicher hervorzuheben, wie Parameter 
und Variablen eingesetzt werden. Die Typisierung/Identifizierung wird wie in der 
Programmiersprache C dem Objekt vorangestellt. AuÂ§erde wurden Kommentare 
eingefÃ¼hrt die zeilenweise mit der Zeichenfolge '/*I eingeleitet werden. Das Zeilen- 
ende terminiert einen Kommentar. Einige PrÃ¤dikat in den Auswahlregeln (SELEC- 
TION-RULES:) werden nicht im GOMS**-Modell dargestellt. Sie werden als Atome 
betrachtet. Das PrÃ¤dika 'isnew (model)' beispielsweise bezieht sich auf den Sy- 
stemzustand mit der Aussage, ist das Modell bereits vorhanden, oder muÂ es erst 
generiert werden. Die Auswahlregeln werden durch einem Namen identifiziert. Die 
eigentliche Sema,ntik der Regeln steht zwischen den Klammern I{' und I}'. Da die 
Beschreibung des Handlungsablaufes des Benutzers durch das GOMS**-Modell der 
Ablaufplanerfassung dient, werden einige Goals und Operationen nur bis auf die 
Spezifikation des Kommandos aufgelÃ¶st z. B. wird 
GOAL: ~ ~ ~ ~ ( d a t e i )  
nicht weiter expandiert, sofern es eindeutig ist. Wenn weitere Einzelheiten zu 
beschreiben sind, wird das Ziel weiter aufgelÃ¶st z. B.: 
GOAL: COPY-CRAY-TO-VAX (datei) 
GOAL: GET (datei) 
GOAL: SPECIFY (datei) 
USE-METHOD: copy-ftp 
ENDG. 
Die Notation der mentalen VorgÃ¤ng ist hier nicht notwendig. Daher wird grund- 
sÃ¤tzlic darauf verzichtet, mentale VorgÃ¤ng in allen Einzelheiten zu beschreiben. 
Das obige ausfÃ¼hrlich Beispiel wird daher zu: 
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GOAL: COPY-CRAY-TO-VAX (datei) 
USE-METHOD: copyjtp 
ENDG. 
Zur Notation ist anzumerken, die EinrÃ¼ckun durch Punkte (...) wird hier von 
TabulatoreinrÃ¼ckunge Ã¼bernommen An einigen Stellen in der Notation erfolgen 
Schreibweisen der Form: 
METHOD: name (ident) 
GOAL: <ident> <type> name-des-goals (param-des-goals) 
ENDM. 
Die Punkte (!) stehen fÃ¼ nicht dargestellte Befehle. <type> steht fÃ¼ den Typ 
des Goals, <ident> fÃ¼ z. B. den Rechnertyp. Diese Notation soll semantisch gleiche 
Goals unter einem Namen zusammenfassen. z. B. wird 'DELETE (file)' dann geschrie- 
ben als '<computer_type> f i l e  DELETE (file)', da. die Semantik auf den Rechnern 
gleich ist, aber praktisch unterschiedlich ausgefÃ¼hr wird. Diese Schreibweise fÃ¼hr 
zu einer Verkleinerung der Anzahl der Goals, Prozeduren und Methoden. 
Spezielle PrÃ¤dikate die verwendet werden, sind: 
DOACT Vorbereiten eines Handlungsplanes, Beginn einer 
lÃ¤ngere Sequenz von Aktionen, 
ENTER Eingabe eines Strings oder einer semantischen Ein- 
heit, z. B. ein Systembefehl mit Para,metern, 
G ET GET und SPECIFY sind wie bei Arend definiert 
[Are89a]. 
SPECIFY 
Andere Priidikate werden gemafl ihrer semantischen Bedeutung eingesetzt wie: 
DELETE etwas, z. B. eine Datei, entfernen, 
EXEC etwas ausfÃ¼hren z. B. ein Programm , 
COPY etwas, z. B. eine Datei, kopieren. 
Hinter den meisten PrÃ¤dikate verbergen sich bei den Benutzern weitere Makro- 
dateien, die in der vorliegenden Analyse nur bezÃ¼glic deren Ergebnisse ausgewertet 
werden, z. B. GOAL: START (jobO) wird nicht weiter aufgelÃ¶st Entscheidend ist, daÂ 
eine bestimmte Aktion (Sta,rten eines Jobs) durchgefÃ¼hr wird und daÂ bekannt ist, 
welche Ver%nderungen am Systemzustand vorgenommen werden. 
Bei der Betrachtung des Aktionsverhaltens mittels des GOMS**-Ansatzes kann 
insbesondere festgestellt werden, wie das System bei einem Ãœbergan vom Zustand 
vor der AusfÃ¼hrun des Goals in den Zustand nach der AusfÃ¼hrun verÃ¤nder wird. 
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Diese Information wird spÃ¤te bei der Betrachtung von ~bergan~s funk t ionen  zwi- 
schen SystemzustÃ¤nde interessa,nt. 
Die Beschreibung der ÃœbergÃ¤n erfolgt in der Parameterliste. Diese Liste besteht 
aus zwei Teillisten. Die erste Liste enthÃ¤l die ~ b e r ~ a b e p a r a m e t e r .  Die zweite Liste 
enthÃ¤l die Parameter, die geÃ¤nder wurden, und deren Wert,e. Hierzu ein Beispiel: 
point GOAL: MacOSmoveCursor ((cursorPosition : point) (cursorPosition : point)) 
Der RÃ¼ckgabewer des Goals ist die neue Position des Cursors. Ein weiteres, 
komplexeres Beispiel folgt. 
/*  Der Typ ,,file1' muÂ zunÃ¤chs definiert werden. 
type file = (name contents mode fileType) 
/* Die Variablen ,,theUser" und ,,systeml' sind global definiert. 
/* Die Variable ,,system" wird durch die Aktionen des Benutzers gesetzt 
var theuser : User 
var system : systemDescriptor 
/* Die Zuweisung ,,system +- UNIX" sei bei einer frÃ¼here 
/*  Aktion erfolgt. 
/* UNIX unterstÃ¼tz sowohl copy als auch duplzcateMoveRename. 
file GOAL: copyFile ((filel:file,file2:string) (newfi1e:file)) 
{ [SELECTION-RULES: 
if theuser uses copy 
then 
usecopy 
/*  falls es eine Grundfunktion gibt, die eine Kopie anlegt, 
/ *  wie cp in UNIX 
else 
if theuser uses duplicateMoveRename 
then 
useDmr 
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SELECT: 
usecopy: newfile + USE-METHOD: COPY ((filel,file2) (newfile)). 
useDmr: newfile <- USE-METHOD: dmr ((filel ,file2) (newfile)) . 
default: newfile + filel 
I .  
copyFile t newfile 
1 
file METHOD: dmr ((filel:file,file2:string) (file1,newfile:file)). 
/* dmr liefert als Ergebnis den kopierten, d. h. duplizierten, 
/* bewegten und unibenannten File. 
{ var temp : file. 
* temp ist der neue, durch Kopieren erzeugte filel. 
/*  Er muÂ nicht entfernt werden. 
temp +- OPERATION: duplicateFile ((filel) (temp)) . 
temp t- OPERATION: moveFile ((temp,file2.dir) (temp.name)). 
dmr +- newfile 'Ã OPERATION: renameFile ((temp,file2) (tempmame)) 
J 
file METH0D:COPY ((filel:file,file2:string) (newfi1e:file)). 
{ [SELECTION-RUL ES: 
if system = UNIX 
then unixcopy 
else 
if system = vmscopy 
then vmscopy 
else 






J .  
[SELECT: 
unixcopy: newfile + USE-METHOD: UNIXCOPY ((filel,file2) (newfile)). 
vmsCopy: newfile + USE-METHOD: VMSCOPY ((filel,file2) (newfile)). 
macCopy: newfile +- USE-METHOD: MacOSCOPY ((filel,file2) (newfile)) . 
default: newfile +- filel 
COPY +- newfile 
MacOSCOPY ((filel:file,file2:string) (newfi1e:file)). 
/* Der Macintosh benutzt duplicateMoveRename. 
{ newfile -^ USE-METHOD: dmr (filel,file2)} 
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UNIXCOPY ((filel:file,file2:string) (newfi1e:file)). 
I* UNIX macht eine einfache Kopie. 
{ newfile t OPERATION: cp ((file1,fileZ) (newfile))} 
VMSCOPY ((filel:file,file2:string) (newfi1e:file)). 
I* VMS macht eine einfache Kopie. 
{ newfile <- OPERATION: copy ((filel,file2) (newfile))} 
4.1.3 Anwendung des Beschreibungskonzepts 
FÃ¼ die Anwendung des oben entwickelten Konzepts im AWI mÃ¼sse wir klÃ¤ren 
welche Benutzer ausgewÃ¤hl werden, um Daten fÃ¼ einen Prototypen zu gewinnen. 
Die weitere Betrachtung des ResourcenManagers beruht auf der Beriicksichti- 
gung einer kleinen Gruppe von Wissenschaftlern des AWI, die zu einer aktiven Mitar- 
beit bereit war. Nach Bearbeitung der Daten wurde eine Kontrollgruppe betrachtet, 
um damit das Konzept zu validieren und vergleichbare Ergebnisse zu erhalten. Der 
Zielgruppe wurde ein kleiner Fragebogen vorgelegt, auf dem WÃ¼nsch bezÃ¼glic der 
Arbeit mit dem Rechner geÃ¤uÂ§e werden konnten. AuÂ§erde sollte jeder Benutzer 
mittels eines FluÂ§diagramm seine Arbeit am Rechner beschreiben. 
Ein sinnvoller Datenbestand, durch dessen Analyse der Benutzer nicht gestÃ¶r 
wird, sind die vom Benutzer erstellten Makrodateien. Weitergehende Informationen, 
wie diese Makrodateien eingesetzt werden, muÂ§te durch Befragen geklÃ¤r werden. 
Die Analyse der Makrodateien fÃ¼hrt zu AktionsplÃ¤nen die mit dem GOMS**- 
Modell dargestellt werden. In dieser Modellierung sind Verzweigungen in der Ak- 
tionsfolge erkennbar. Die Regeln, nach denen verzweigt wird, sind aus dem Text 
ablesbar. Durch Befragen des Benutzers konnten weitere Handlungsregeln gefunden 
werden. 
Zusammengefaflt folgte die Erfassung der Informationen Ã¼be die Benutzer den 
fÃ¼n angegebenen Schritten: 
Auswahl einer Benutzergruppe, 
kurze Befragung, 
0 Pflichtenheft aus bekannten Daten, 
Analyse der Makrodateien der Benutzer, 
0 Benutzerbefragung zu Makrodateien. 
Vergleichbare Analysen, z. B. von Heeg [Hee88] sowie Hertweck und StÃ¶h 
[HS88], verwenden grofiangelegte Umfragen, um die erforderlichen Daten zu erhal- 
ten. Mit dem hier vorgestellten Konzept kann im wesentlichen auf einfache Analysen 
zurÃ¼ckgegriffe werden, da  mit dem realisierten System weitere Informationen erfaÂ§ 
werden kÃ¶nnen 
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Tabelle 4.4: Auswahlkriterien fÃ¼ die Ziel- und Kontrollgruppe bei der Erstellung eines 
Benutzungsmodells 
Kriterium 1 Beschreibung 
Kenntnisse 1 Die Kenntnisse der Benutzergruppe im Umgang mit 
1 Rechenanlagen sollten mÃ¶glichs in allen drei Kennt- 
AktivitÃ¤te 
nisgruppen vertreten sein. So kann geprÃ¼f werden, 
ob das erstellte System den Anforderungen aller drei 
Gruppen gerecht wird. 
Die Akt,ivitÃ¤te der Gruppen in bezug auf den Ein- 
. . - 
satz eines Rechners sollt,en mÃ¶glichs getrennt sein, 
d. h. keine Anwendungen, die von Sta,ndardprogram- 1 men erfÃ¼ll werden kÃ¶nnen 
KooperationsmÃ¶glichkei 1 Die Gruppen sollten bereit sein, eine sich ansch- 
1 liefiende Testphase bereitwillig mitzumachen, d. h. ins- 
UnterstÃ¼tzun 
besondere, daÂ die tÃ¤glich Arbeit diesen Spielraum 
zulÃ¤Â§ 
Die UnterstÃ¼tzun im gewÃ¤hlte Arbeitsbereich soll- 
- 1 te nicht oder nur sehr inkomfortabel durch bisherige 1 Anwendungen und Standardprogramme mÃ¶glic sein. 
4.1.4 Auswahl der Benutzergruppen 
Die Begriffe Ziel- und Kontrollgruppe implizieren den Vergleich von Ergebnissen 
aus statistischen Erhebungen. Die besondere Situation am AWI erforderte jedoch 
ein anderes Vorgehen, da die Anwender nicht in dem erforderlichen MaÂ§ fÃ¼ stati- 
stische Erhebungen zur VerfÃ¼gun standen. Die Begriffe Ziel- und Kontrollgruppe 
beschreiben hier zwei Benutzergruppen, deren Anforderungen und Benutzerverhal- 
ten analysiert werden, um ein System zu erhalten, das beiden Gruppen gerecht wird. 
Das realisierte System wurde fÃ¼ die Zielgruppe unter der Kontrolle der besonde- 
ren Anforderungen und Zielsetzungen der Kontrollgruppe entwickelt. Die Kontroll- 
gruppe stellt nach einem Entwicklungszyklus die zu verifizierenden Eigenschaften 
bereit. Dieser Weg wurde beschritten, um nicht durch die speziellen Anforderun- 
gen der Zielgruppe ein einseitig ausgerichtetes System zu entwickeln. Die Auswahl 
der Ziel- und Kontrollgruppe erfolgte nach mehreren Kriterien (Tabelle 4.4). Hier 
werden die charakterisierenden Merkmale dargestellt. 
Die grÃ¶Â§ Gruppe von Wissenschaftlern im AWI, der Fachbereich Biologie, die 
die geringsten Kenntnisse im Umgang mit Rechnern besitzt, konnte nicht als Ziel- 
gruppe gewonnen werden. Informationen Ã¼be die Arbeitsweise dieser Wissenschaft- 
ler, die in Diskussionen und VorgesprÃ¤che Ã¼be Konzepte des Einsatzes von Ar- 
beitsplatzrechnern unabhÃ¤ngi von der vorliegenden Arbeit erhalten wurden, dien- 
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ten daher zur Validierung des Befragungskonzepts. Die gewonnenen Informationen 
beeinfldten die Realisierung, da das System nicht nur nach einem Pflichtenheft fÃ¼ 
eine Gruppe von Wissenschaftlern erstellt wurde, sondern auch fÃ¼ andere Hand- 
lungsplane und Anforderungen offen gehalten werden muÂ§te 
Damit ein Test des Systems am Arbeitsplatz erfolgen konnte, muÂ§t eine Gruppe 
ausgewÃ¤hl werden, die bereit war, das System im tÃ¤gliche Einsatz zu testen. Die 
Wa,hl fiel auf den Fachbereich Physik/Ozeanographie/Meteorologie. Diese Benut- 
zer sind im Umgang mit Rechnern bereits sehr erfahren. Dies verkÃ¼rz die Ein- 
arbeitungszeit und gibt die MÃ¶glichkeit den Expertenmodus (expert-Modus) zu 
Ã¼berprÃ¼fe 
Im folgenden werden die GrundsÃ¤,tz zur Auswahl einer Ziel- und Kontrollgruppe 
beschrieben. Am Beispiel des AWI werden die Schwierigkeiten deutlich, die diese 
Auswahl einschrÃ¤nken 
Konzept der Zielgruppe 
Die Zielgruppe ist der Grundstock der Entwicklung des Systems. Die Ergebnisse der 
Untersuchungen beeinflussen die Entwicklung des Systems durch die Auswahl an 
unterschiedlichen Verfahren der Benutzer. 
Die Zielgruppe sollte entweder den drei Benutzerklassen (novzce, zntermzttend, 
expert) entsprechen oder einen guten Querschnitt aus den Benutzern des Instituts 
bilden. 
Im ersten Fall kÃ¶nne einzelne Konzepte anhand des tatsÃ¤chliche Kenntnis- und 
Erfahrung~st~ndes ÃœberprÃ¼ werden. Im zweiten Fall kÃ¶nne statistische Ergebnisse 
Ã¼be Akzeptanz gewonnen werden. 
Die ausgewÃ¤hlt Zielgruppe, Fachbereich Physik des AWI, besteht aus Wissen- 
schaftlern, die im Umgang mit Rechnern versiert sind. Umfangreiche manuelle TÃ¤,tig 
keiten bei der Entwicklung eines Programms werden von diesen Benutzern mit auf- 
wendigen Mitteln zu Makropaketen zusammengefaÂ§t 
Die Kenntnisse im Umgang mit dem System entsprechen meist denen eines Ex- 
perten. Dies liegt unter anderem auch daran, daÂ auf den Rechenanlagen im AWI 
ein operateurfreier Betrieb durchgefÃ¼hr wird. Der Benutzer ist gefordert, auch die 
kleinsten TÃ¤tigkeiten wie z. B. Einlegen eines Magnetbandes, selbst auszufÃ¼hren 
Auf der anderen Seite sind die Benutzer nicht bereit, mit diesen TÃ¤tigkeite viel 
Arbeitszeit zu verlieren. Daher wird eine UnterstÃ¼tzun in anderer Form notwendig. 
Bemerkenswert ist jedoch, daÂ die graphischen OberflÃ¤che von dieser Benutzer- 
gruppe zunÃ¤chs abgelehnt wurden, da scheinbar nicht mehr die gesamte Funktio- 
nalitÃ¤ verfÃ¼gba ist und der GewÃ¶hnungseffek eine sehr groÂ§ Rolle spielt. Die 
frÃ¼he aufgestellte Forderung nach ~berzeugung des Benutzers wird hier sehr deut- 
lich. 
Der Novizenstatus einer Benutzergrupe kann aus den Erfahrungen, die in1 AWI 
im Rahmen der Benutzerbetreuung gemacht wurden, abgeleitet werden. Insbeson- 
dere wenn man berÃ¼cksichtigt daÂ das Konzept des Apple Macintosh von der Mehr- 
zahl der Benutzer a,kzeptiert wird. 
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Eine andere Zielgruppe, die mit Rechnern weniger vertraut ist, kommt im spe- 
ziellen Fall dieser Arbeit dennoch nicht fÃ¼ die Untersuchung in Frage, da die Be- 
reitschaft, eine neue OberflÃ¤ch zu testen, nicht vorhanden ist. Die FÃ¤higkei der 
au~gew~hl ten  Gruppe, sich auf verÃ¤ndert Situationen einstellen zu kÃ¶nnen macht 
es mÃ¶glich diesem Benutzerkreis eine neue Benut,zungsoberflÃ¤ch anzubieten. Um 
diese Gruppe einzubeziehen. wÃ¤re insbesondere Testsituationen vorzusehen, wie sie 
in der Literatur beschrieben werden. 
Young, MacLean [YM88]: Analyse der Auswahlmethoden eines Benutzers bei 
der Auswahl verschiedener LosungsmÃ¶glichkeite fÃ¼ eine Aufgabe 
Greenberg, Witten [GW88]: Analyse der Methoden, nach denen der Benutzer 
seine Aktionen wiederholt 
Arend [Are89b]: Analyse des Einflusses von Visualisierung und Konimando- 
struktur auf das Problemlosen 
KÃ¼hn Laurig, Schmidt [KLS85]: Analyse der Eing8be Ã¼be Tastatur: Leistun- 
gen und Strategien 
Kunkel [KungO]: Wird bei der Visualisierung der Daten Ã¼bertrieben 
Roberts, Moran [RM83]: Untersuchung verschiedener Texteditoren auf ihre 
LeistungsfÃ¤higkei und Erlernbarkeit 
Card, Moran [CM80]: Analyse der AusfÃ¼hrungszeite in1 Expertenmodus 
Als Fazit kann notiert werden: 
1. Die Zielgruppe soll einen Querschnitt der Kenntnisse und Erfahrungen der 
Benutzer liefern. 
2. Die Zielgruppe soll die drei Bereiche novzce. z n t e h t t e n d ;  expertuser abdecken. 
3. Die Zielgruppe soll zur Mitarbeit bereit sein, 
4. Die Datenerhebung sollte mit anderen Mitteln als durch umfangreiche Befra- 
gung mÃ¶glic sein. 
Konzept der Kontrollgruppe 
Mit einer Kontrollgruppe, die in die erstmalige Analyse nicht mit einbezogen wurde, 
wird das Konzept Ã¼berprÃ¼f Die Kontrollgruppe wird ebenso analysiert wie die Ziel- 
gruppe. Mit diesem Ergebnis kann die Realisierung nach jedem Entwicklungszyklus 
Ã¼berprÃ¼ werden. Insbesondere kann jeder Schritt der Implementierung auf Kon- 
sistenz mit den Anforderungen der Kontrollgruppe ÃœberprÃ¼ werden. Weiter wird 
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durch die Arbeit, der Ziel- und der Kontrollgruppe mit dem Zielsystem relevantes 
Material zur Verbesserung des Systems erfaÂ§t 
Wird eine Kontrollgruppe zum aktiven Test der Realisierung ausgewÃ¤hlt d. h. 
das System dieser Grupppe zur VerfÅ¸gun gestellt, mufi die Bereitschaft der Gruppe 
zur Arbeit mit. dem System gepriift werden. Die Kontrollgruppe fÃ¼ den Test des 
erarbeiteten Systems sollte daher nach den gleichen Kriterien wie die Zielgruppe 
ausgewÃ¤hl werden. Die Bereitschaft, ein neues System zu testen, muÂ vorhanden 
sein. Durch diese EinschrÃ¤nkun werden die im Umgang mit Rechnern unerfahrenen 
Personen nahezu ausgeschlossen. 
I1n vorliegenden Fall konnten einige Besonderheiten berÃ¼cksichtig werden. Die 
laufenden Erweiterungen der Anlage im AWI erzeugen ein in Verhalten und AusrÃ¼ 
stung nicht statisches System, d. h., der Benutzer wird stÃ¤ndi mit Neuheiten kon- 
frontiert. Mit Betriebssystemmitteln ist eine vernÃ¼nftig UnterstÃ¼tzun des Benut- 
zers nicht mehr zu erzielen. Der Benutzer wird daher seine Aufgaben nicht mehr 
ohne grÃ¶fiere Aufwand erledigen kÃ¶nnen Es erfolgt eine Anpassung des Benutzers 
an die neue Umgebung. 
Die Zusammensetzung der Gruppe ist Ã¼be die Zeit nicht konstant. Die Fluktua- 
t,ion der Mitarbeiter hatte zur Folge, daÂ sich zwar die Intention der Gruppe nicht 
Ã¤nderte d. h., Arbeitsweisen der Benutzer waren in weiten Bereichen gleich. Jedoch 
waren die einzelnen Mitglieder der Gruppe in einem anderen FÃ¤higkeitsbereic an- 
zusiedeln. 
Die neu hinzugekommenen Mitglieder der Zielgruppe konnten daher wieder als 
Novizen oder intermediate user angesehen werden; die Individuen wurden zwangs- 
lÃ¤ufi ausgetauscht. Mit dieser EinschrÃ¤nkun war es mÃ¶glich daÂ Ziel- und Kon- 
trollgruppe identisch blieben. Ein Urteil Ã¼be Vereinfachung und LeistungsfÃ¤higkei 
ist dann ebenso signifikant wie die Akzeptanz des Systems. 
Die Anforderungen und Arbeitsweisen der anderen Benutzergruppen waren nur 
Ã¼be Diskussionen und individuelle Befragungen zugÃ¤nglich Diese Ergebnisse zeig- 
ten jedoch eher auf, welche Applikationen gewÃ¼nsch werden, als Hinweise, wie mit 
dem Rechner gearbeitet werden kann. Diese Gruppen sind als Novizen einzustu- 
fen, denen mit einer mÃ¶glichs einfach zu bedienenden OberflÃ¤ch UnterstÃ¼tzun 
gewÃ¤hrleiste wird. 
Als Fazit kann notiert werden: 
0 Die Punkte 1 - 4 der Zielgruppe gelten hier ebenfalls. 
e Hinzu kommt: Die Kontrollgruppe kann die Zielgruppe mit einschliefien. 
Um signifikante Ergebnisse zu erhalten, sollte die Kontrollgruppe von der Ziel- 
gruppe verschieden sein. Die obige Darstellung der Situation im AWI erlaubt 
es demgegenÃ¼ber die ehemalige Zielgruppe mit in die Kontrollgruppe hinein- 
zunehmen, da  sich die personelle Zusammensetzung und damit das Anforde- 
rungsspektrum mit der Zeit verÃ¤nder hat. 
Als Maostab fÃ¼ Anforderungen bei Bedienungskomfort, SimplizitÃ¤ und intuitiv 
eingÃ¤ngige Handhabung dienen die Ergebnisse der Diskussionen mit Anwendern 
KAPITEL 4. A;\rALYSEVERFAHREN, BENUTZERMODELL, DIALOG 
und die Tatsache, da,Â der Apple Macintosh I1 im Rahmen dieser Punkte im AWI 
spontane Akzepta.11~ erfahren hat. 
4.1.5 Zusammenfassende Darstellung des Konzepts 
Die Entwickl~~ng einer BenutzungsoberflÃ¤ch fÃ¼ das AWI erfordert ein mehrstufiges 
Vorgehen. Die Ergebnisse fÃ¼ den Fall des ResourcenManagers sind in Kapitel 6.3 
dargestellt. Wir fassen die wesentlichen Punkte, die die Erfassung der notwendigen 
Daten ermÃ¶glichen hier noch einmal zusammen. 
ZunÃ¤chs werden die Informationen als Beschreibung des Ist-Zustands und der 
Anforderungsanalyse in einem Pflichtenheft gesammelt. 
Erstellung eines Pflichtenheftes Erfassung der Benutzerforderungen 
Erfassung des status quo 
Erfassung der BasisfunktionalitÃ¤ 
Erfassung der gewÃ¼nschte FunktionalitÃ¤ 
Sofern nicht bereits in der Anforderungsanalyse bestimmte Anwender angesprochen 
werden, mÃ¼sse nun die Ziel- und die Kontrollgruppe 'usgewÃ¤hl werden. 
Auswahl einer Zielgruppe Kenntnisse 
AktivitÃ¤te 
1 KooperationsmÃ¶glichkeite 1 
UnterstÃ¼tzun 
Auswahl einer Kontrollgruppe wie Zielgruppe - 
Zu einer guten Analyse gehÃ¶r auch die Identifikation und Beschreibung von Ar- 
beitsablkfen. Dabei kann vielfach festgestellt werden, daÂ bestimmte Stereotypen 
existieren, die als Grundlage fÃ¼ die individuelle Gestaltung benutzt werden kÃ¶nnen 
Erfassung von Stereotypen AktionsplÃ¤n 
Datenhaltung 
Datenbearbeitune 
Aus den Stereotypen und der Anforderungsana.lyse kÃ¶nne verÃ¤nderlich Parameter, 
die Aktionen nÃ¤.he spezifizieren, und festgelegte Regeln, nach denen ein Benutzer 
agiert, abgelesen werden. 




Erfassung von Regeln Aktionsregeln 
Adaptierungsregeln 





Die Daten werden mitt,els der in Kapitel 4.1.3 dargestellten Verfahren strukturiert, 
und dargestellt. Daran schlieÂ§ sich ein Implementierungsentwurf a,n, der mit einer 
geeigneten Programmierumgebung realisiert wird. 
Das Konzept der Ziel- und Kontrollgruppe ermÃ¶glich eine Simulation des Sy- 
stems mit den aus den Untersuchungen entnommenen Vorgaben. Ist diese Simula- 
tion erfolgreich, wird das System an die Kontrollgruppe weitergereicht und dann von 
dieser getestet. 
4.2 Benutzungsmodell fur den wissenschaft- 
lichen Arbeitsplatz am AWI 
Das Benutzungsinodell ist die Zusammenfassung von Aktionsregeln und Handlungs- 
planen des Benutzers. Wir stellen hier die in der Literatur bekannten Untersuchun- 
gen und deren Ergebnisse vor. Zahlreiche Untersuchungen betrachten entweder den 
Novizen2 [Shn83, Shn85] oder den Experten [CM80]. FÃ¼rs und Merle zeigen, daÂ 
die Betrachtung von Benut,zern mit einem weitgefÃ¤cherte Erfahrungshorizont bes- 
sere Ergebnisse fÃ¼ die Modellierung liefert, [FM86], Der hier beschriebene Ansatz 
zur Wissensstr~~kturierung von Balzert ist vom Erfahrungsstand des Benutzers un- 
abhÃ¤ngi [Bal88]. 
Die Aufteilung des Wissens nach Balzert ist fÃ¼ die konzeptionelle Strukturierung 
der erfaÂ§te Daten nÃ¼tzlich Diese Strukturierung gibt dem Entwickler Richtlinien, 
nach welchen Angaben beim Benutzer gesucht werden muÂ§ und erleichtert den 
Aufba,u von Wissensbasen. 
Eine Aufgliederung der Schnittstelle in Ein--/Ausgabe-Schnittstelle, Dialogbe- 
reich und Anwendungsbereich wird nach dem IFIP Model (Abb. 4.4) durchgefÃ¼hr 
(Siehe auch das Seeheim-Modell (Presentatzonlayer, dzalog layer, applicatzon layer) 
[Pfa85].). Anwendungszustand und Dialogzustand werden mittels einer Tranmkti- 
onskomponente mit der Dialogkomponente und der Anwendungskomponente ge- 
koppelt. Wichtig ist die EinfÃ¼hrun einer Expertenkomponente, die das Wissen fÃ¼ 
die Transaktionskomponente bereithÃ¤lt Die Transaktionskomponente kann durch 
ein Transitions-/Zustands-Netz reprÃ¤sentier werden. Die Trennung in Dialog und 
Transaktion erlaubt ein logisches Vorgehen auf zwei Ebenen - reine Dialogarbeit 
und Regel- bzw. WissensÃ¼berpriifung 
Die Expertenkomponente besteht nach WaldhÃ¶ aus einer Menge von Interak- 
tionsexperten, die in die vier Experten Benutzungsmodell, Dialogwissen, System- 
selbstbildnis und Interaktionsmethoden zerfallen fWal89J. In dieser Arbeit wird, im 
Gegensatz zu WaldhÃ¶r keine Menge von gleichberechtigt,en Intera,ktionsexperten 
'^Die zitierten Arbeiten von Shneiderman sind ein Beispiel fÃ¼ die Darstellung dieses Themas. 
Die direkte Manipulation wird als besonders geeignet angesehen, um Novizen an ein System her- 
anzufÃ¼hren d a  wenig Detailwissen Ã¼be interne VorgÃ¤ng notwendig ist und das System intuitiv 
bedient werden kann. 
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A Setzen B Abfragen 
Abbi ldung  4.4: VerÃ¤nderte IFIP Modell; auf die BedÃ¼rfniss der vorliegenden Arbeit 
angepafit. (ErlÃ¤uterunge siehe Text.) 
betra,chtet. Ausgehend von den Anforderungen des Benutzers ist das Benutzungs- 
modell die zentrale Einheit,, die mit den anderen Einheiten kommunizieren muÂ§ Die 
Reihe der Expert,en wurde hier um das Anwendungswissen erweitert und stellt De- 
t.ailwissen Ã¼be die Applikation zur VerfÃ¼gung Dieses Wissen wird benÃ¶t,igt da  das 
System auf bereits best,ehende Applikationen zuriickgreifen muÂ (heterogene Umge- 
bung). Diese Applikationen verlangen z. B. bestimmte Regeln beim Aufbau eines a,n 
sie a,bgesandten Kon~mandos. Die verbindende Rolle zwischen den Experten wird 
von der Transaktionskomponent,e Ã¼bernommen 
4.2.  BENUTZUNGSMODELL 
4.2.1 Wissen 
Konventionen 
Konventionen bezeichnen Festlegungen, die zwischen Benutzern einer Gruppe getÃ¤ 
tigt werden, um die Kommunikation aufrecht zu erhalten und zu erleichtern. Die 
Erfassung kann durch Vergleich von Symboldefinitionen auf den Rechnern erfolgen, 
z. B. Durchsicht der login-Dateien, 
Der einzelne Benutzer hat bestimmte Vorlieben fÃ¼ seinen Arbeitsablauf. In die- 
sen Bereich fallen z. B. die Festlegung von Symbolen und der Aufbau von Makrc- 
Dateien. Der gleiche Arbeitsgang wird bei verschiedenen Benutzern von unterschied- 
lichen Konventionen begleitet. Wenige sind hiervon in einem Pflichtenheft unterzu- 
bringen, da die BerÃ¼cksichtigun der IndividualitÃ¤ ein Pflichtenheft unÃ¼bersichtlic 
werden lÃ¤Â§ Konvent,ionen lassen sich auch fÃ¼ Benutzergruppen erfassen. 
Strukturel les  Wissen 
Das strukturelle Wissen einer Benutzergruppe ist die gemeinsame Arbeitsbasis der 
Gruppe. Die Kenntnisse Ã¼be die Zu~ammenh~nge,  die die Arbeit der Gruppe betref- 
fen, werden verfÃ¼gba gemacht, so daÂ eine Aufgabe ohne groÂ§e ErldÃ¤rungsaufwan 
durchgefÃ¼hr werden kann. 
Die Kenntnisse der Benutzer von strukturellen ZusammenhÃ¤nge beziehen sich 
auf ArbeitsablÃ¤ufe Datenverteilung, benÃ¶tigt Rechner und eingesetzte Betriebssy- 
steme. Die Erfassung kann durch den Vergleich von Makro-D&teien der einzelnen 
Benutzer und durch Befragung erfolgen. 
Der Benutzer besitzt eigene Verfahren, um Daten zu ordnen und ArbeitsablÃ¤uf 
zu organisieren. Dieses individuelle Wissen erg%nzt das Wissen Ã¼be die Gruppe. 
Faktenwissen 
Das Faktenwissen umfaÂ§ die Kenntnisse der Benutzer von Einzelheiten, die Kennt- 
nisse, was zu tun oder wie ein Schritt auszufÃ¼hre ist, wo Daten zu finden sind 
etc. Zum Fa,ktenwissen zÃ¤hl auch die Kenntnis von Optionen zu Betriebssystem- 
befehlen. Diese Kenntnisse sind fÃ¼ vielgenutzte Befehle ausgeprÃ¤gt Faktenwissen 
der Benutzer kann sehr leicht erfaÂ§ werden. Statistiken Ã¼be Hilfs-Funktionen oder 
Fehler kÃ¶nne Auskunft geben. 
Das Faktenwissen einer Benutzergruppe wird durch die Information gebildet, 
welche Arbeitsmittel zur VerfÃ¼gun stehen, wie ein Arbeitsmittel angesprochen und 
mit ihm gearbeitet wird. Als Beispiel sei die Bereitstellung einer Bibliothek rnathe- 
matischer Funktionen genannt. 
Individuelles Faktenwissen wird durch Arbeitsmittel gebildet, die dem Benutzer 
allein bereitstehen, so z. B. spezielle Programmbibliotheken. Der Benutzer ist fÃ¼ 
diese Mittel allein verantwortlich. 
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ProblemlÃ¶sungswisse 
Jeder Benutzer hat. Keni~t~nis davon, welche Handlungen auf den1 Rechner a,us- 
zufÃ¼hre sind, d.  h., vollstiindige oder Teil-HandlungsplÃ¤n werden erfaÂ§t Das Pro- 
blemlÃ¶sungswisse des Benutzers wird nicht vollstÃ¤ndi durch eine Befragung des 
Benutzers oder einer Benutzergruppe erfa,Â§ werden kÃ¶nnen An dieser Stelle sind 
AnsÃ¤tz wie die von Schwab [Sch89b], Hoppe [Hop88a] und GOMS* [Are89a] o. a. 
gefordert. 
Das ProblemlÃ¶sungswisse einer Gruppe kann am einfachsten an einem Bei- 
spiel erlÃ¤ut,er werden. Der Einsatz von Bildsequenzen (Filmen) zur Verfolgung von 
VerÃ¤nderunge im a,usgewerteten numerischen Modell ist ein Verfahren, um das 
Modell zu Å¸berprÃ¼fe In einem schnell ablaufenden Film lassen sich Fehler leichter 
erkennen, als durch den Vergleich von Einzelbildern. Das ProblemlÃ¶sungswisse lie- 
fert insbesondere Informationen, wie ein Film aus den Dat,en mit einem gewÃ¤hlte 
Modell erzeugt wird. 
Regeln 
Fakten dienen als Grundlage fÃ¼ Handlungsentscheidungen (Regeln). Regeln ent- 
scheiden Ã¼be den Ablauf eines Handlungsplanes. Die Befragungen der Benutzer mit- 
t.els Modellen wie GOMS* liefern Grundregeln, nach denen ein Benut,zer seine Auf- 
gabe am Rechner 'usfÃ¼hrt Mit. diesem Ansatz werden jedoch nur Ha.ndlungsplÃ¤n 
erfaÂ§t die dem Benutzer zur Zeit. der Befragung bekannt sind. Jede VerÃ¤nderun 
einer Regel wird das System zum Scheitern verurteilen, da implementierte Hand- 
l~~ngsplÃ¤n nicht mehr gÃ¼lti sein mÃ¼ssen 
Ein Benutzer entscheidet bei der AusfÃ¼hrun von Aktionen nach bestimmten 
Fakt,en, welche Akt,ion folgen wird. Diese Fakten bestimmen fÃ¼ die gesa,mte Gruppe 
gleichlautende Aktionssequenzen. Dies schliefit insbesondere ein, welche Programme 
fÃ¼ einen vorliegenden Anwendungsfall in jedem Falle zu benutzen sind. Regeln 
kÃ¶nne auch fÃ¼ Benutzergruppen zut,reffen. 
4.2.2 Erfassung des Wissens 
Die weitgefÃ¤chert Darstellung des Wissens bedeutet in keinem Fall, daÂ dieses Wis- 
sen immer in den entsprechenden Kategorien verfÃ¼gba ist. Die Kategorisierung 
ermÃ¶glich uns eine Strategie der Erfassung und der Implementierung, d. h.: 
e Interviews, um eine globale ~bers icht  zu erhalten, d.  h. tatsÃ¤chliche Wissen 
und geplante Fakten, Regeln, Strategien, 
e GOMS**-Analyse der Ma,kro/Script-Dateien, um die tatsÃ¤chlic vorhandenen 
Daten zu erhalten, d. h. tatsÃ¤chlic genutztes Wissen, 
Kategorisierung, um mit effizienten Hilfsmitteln das Wissen bereitzustellen, 
d.  h. ,  logische Fakten in einer Regelbasis und symbolische Fakten in einer Da- 
tenbank zu halten. 
4.3 Dialoghistorie 
Die Bedeutung eines Protokolls der Benutzeraktionen ist bereits in den vorhergehen- 
den Kapiteln erlÃ¤uter worden. Eine Strategie zur effizienten Erfassung der Dialog- 
historie mit Einsatz von UnDo/ReDo-Mechanismen, UnterstÃ¼tzun des Benutzers 
durch aktive und passive Hilfe und Methoden zur Handlungsplanverfolgung werden 
wir hier erarbeiten. 
Definition 1 Eine Dzaloghzstorie ist ezn Objekt, mit dem die Aktionen des Anwen- 
ders protokolliert werden. Es stellt Operationen zur VerfÃ¼gung mit denen Aktionen 
zurÃ¼ckgenomme (UnDo), wiederhergestellt (ReDo) oder noch einmal ausgefÃ¼hr 
werden kÃ¶nne (Again). 




Die Protokolle kÃ¶nne linear oder als Baum oder auch als allgemeiner Graph 
strukturiert sein. Auf dieser Struktur gibt es Operationen, die mit den Informationen 
in der Historie arbeiten z. B. UnDo. Die Verwaltung einer Dialoghistorie, der Ein- 
satz und die Problematik von UnDo/ReDo-Operationen wurden bereits von Herc- 
zeg, Rathke und Yang mehrfach dargestellt [Her86a, Rat86, Rat89, Yan88a, Yan88b]. 
Herczeg fÃ¼hr ein UnDo-Rahmensystem ein. Dabei wird gleichzeit,ig gezeigt, daÂ ein 
allgemeines UnDo nicht mÃ¶glic ist. Rathke betrachtet UnDo/ReDo bei der Naviga- 
tion in einer Litera,turdatenbank. Eine Erweiterung der UnDo/ReDo-FunktionalitÃ¤ 
wird von Rathke vorgestellt [Rat89]. In der genannten Arbeit wird ein Historierah- 
mensystem beschrieben, das den Softwareentwickler von der Notwendigkeit befreit, 
ein komplettes UnDo/ReDo-System zu erstellen. Es sind nur die fÃ¼ die Anwen- 
dung spezifischen Komponenten einzusetzen. Die Arbeiten von Ya,ng beschreiben 
die Entwicklung eines UnDo-Systems durch Formalisierung der VorgÃ¤ng des UnDo 
und ReDo [Yan88a, Yan88bI. Die Arbeiten von Archer, Conway und Schneider und 
Vitter be~ch~f t igen  sich mit der Implementierung eines Scripteditors, mit dem eine 
Dialoghistorie vom Benutzer modifiziert werden kann [ACS84, Vit841. 
4.3.1 Protokolle 
Aktionsprotokoll 
In einem Aktionsprotokoll werden die Aktionen des Benutzers mit allen notwendigen 
Parametern protokolliert. Man erhÃ¤l eine Liste von ausgefÃ¼hrte Kommandos. 
Die Speicherung der ausgefÃ¼hrte Aktionen lÃ¤Â keine RÃ¼ckschlÃ¼s auf den 
Systemzustand zu. Einzig die Daten, mit denen gearbeitet wird, mÃ¼sse vor der 
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AusfÃ¼hrun der Aktion vorhanden sein (Ausnahme: Erzeugungsbefehle, z. B. copy , 
crea te ) .  
Eine MÃ¶glichkeit die fehlenden Informationen bereitzustellen, ist. eine Wissens- 
basis, die fÅ  ¸ jeden Befehl die modifiziert,en Daten beschreibt. Da abgeschlossene 
ZustÃ¤nd des Systems beschrieben werden, sind die Unterschiede der Zust,Ã¤nd aber 
nicht, die explizit,en Anderungen bekannt. 
Zustaiidsprotokoll 
In einem Zustandsprotokoll werden die ZustÃ¤nd des Systems abgelegt, die durch 
die AusfÃ¼hrun einer Aktion erzeugt wurden. 
Eine Mitschrift der Zust,Ã¤ncl allein lÃ¤Â keine RÅ¸ckschlÃ¼s auf die Aktionen 
des Benutzers zu, da  Daten auf verschiedene Arten gewonnen und gelÃ¶sch werden 
kÃ¶nnen3 
Funktionsprotokoll 
Mit dem Funkt,ionsprot~okoll wird versucht,, die Nachteile der beiden vorgena,nnten 
Verfa,hren zu beseitigen. In einer Hist,oricst,ruktur wird sowohl eine Inf~rmat~ion Ã¼be 
den Zustand als auch Ã¼be das ausgefÃ¼hrt Komma,ndo abgelegt. 
Auch hier ist eine Wissensbasis nÃ¶t,ig die die VerÃ¤nderun von Dat,en beschreibt. 
Jedoch kann diese Wissensbasis einfacher gestaltet werden, da  viel Inforn~a,t,ion be- 
reits durch den Befehlsaufruf bereit,gest,ellt wird. Diese Inforn~a~t~ion entspricht der 
eines Aktionsprotokolls. Jedoch ist hier ein Vergleich des vorhergehenden mit dem 
na,chfolgenden Zustand mÃ¶glich so daÂ gena,uere Angaben Ã¼be Vera,nderungen ge- 
macht werden kÃ¶nnen 
4.3.2 HistoriebÃ¤um oder Aktionslisten 
Die vorgestellten Verfahren, eine Dialoggeschichte aufzuzeichnen, haben Vor- und 
Nachteile. Eine elegante LÃ¶sun ist die Sicherung der Zust,Ã¤nd des Systems, da. 
der Benutzer im Falle der RÃ¼cknahm einer Aktion nur einen Zustand auswÃ¤,hle 
muÂ§ der da,nn vom System wieder generiert wird. Eine Wiederholungsfunktion ist 
hier ohne weiteres nicht, mÃ¶glich da  keine Informationen Ã¼be die d~rchgefÃ¼hrt~e 
Aktionen bereitliegen. Insbesondere wird durch die Speicherung vollstÃ¤ndige Sy- 
stemzustÃ¤nd die Datenhaltung unrealistisch. 
Ein Ausweg ist die Haltung der ZustandsÃ¤.nderunge entsprechend einem Funk- 
t,ionsprotokoll. Hier werden die Aktionen, analog zum Aktionsprotokoll, und die 
hervorgerufenen Anderungen des Systemzustands gesichert. Dieses Verfahren er- 
mÃ¶glich die Beschreibung eines Systemzustands und gleichzeitig die Anwendung 
bzw. Betrachtung der durchgefÃ¼hrt,e Aktionen. 
^ine Datei kann eine Ausgabe eines Programms sein oder mit einem Editor erstellt werden. 
Der Zustand des Systems kann vor  und nach der AusfÃ¼hrun eines Befehls identisch sein. 
Die Frage nach der Art der Datenhaltung in dieser Dialoghistorie stellt sich, 
wenn Aktionsfolgen analysiert. werden. Die Aktionen eines Benutzers bilden lineare 
Folgen von Handlungen. Innerhalb dieser linearen Aktionslisten kann UnDo/ReDo 
einfach eingefÃ¼hr werden. 
BÃ¤um entstehen, wenn der Benutzer die MÃ¶glichkei hat, zu einem Zeitpunkt 
verschiedene Aktionspfade anzuwenden. Dies wurde von Rat,hke im Rahmen einer 
Literahrrecherche gezeigt, [Ra,t86]. Da in diesem Beispiel keine Daten verÃ¤.nder 
wurden, lieÂ sich auch der Systemzustand einfach beschreiben. 
Kellerman et al. beschreiben im Rahmen des Projektes X-AzD eine Dialoghisto- 
rie, die die lineare Folge von Benutzeraktionen auf einer Ã¼bergeordnete Ebene in 
eine logische Struktur umset,zt [KHTF87a]. Dabei wird darauf geachtet, daÂ pa,ral- 
lel ausfÃ¼hrbar Aktionen im Baum in parallelen Zweigen auftreten und voneinander 
abhÃ¤ngig Aktionen in einer linearen Folge dargestellt werden. Ã„hnlich Betrachtun- 
gen wurden von Archer, Conway und Schneider [ACS84] und, erweitert, von Vitter 
[Vit84] vorgenommen. 
In der vorliegenden Arbeit werden wir die Probleme bei der Parallelisierung und 
Sequentialisierung von Aktionen in der Dialoghistorie untersuchen. Die Vorausset- 
zungen fÃ¼ parallele Darstellung und Abh%ngigkeiten bei der Beibehaltung eines 
Systemzustands werden herausgearbeitet. 
4.3.3 UnDoIReDo im System 
Die EinfÃ¼hrun der UnDo/ReDo-FÃ¤higkei in eine Benutzerschnittstelle ist gekenn- 
zeichnet durch 
e die UnmÃ¶glichkei eines allgemeinen UnDo-Ansatzes, 
e fehlende inverse Operationen einiger Aktionen, 
e den Speicheraufwand fÃ¼ ein mehrschrittiges UnDo. 
Die EinfÃ¼hrun geeigneter UnDo/ReDo-Mechanismen wurde bereits von Herc- 
zeg [Her86a,], Rathke [Rat86, Rat.891 und Ya.ng [Yan88a, Yan88bI ausfÃ¼hrlic dis- 
kutiert. WÃ¤hren Herczeg und Yang eine allgemeine Formalisierung des UnDo auf 
linearen Handlungsabfolgen zeigen, wurde von Rathke [Rat86], bedingt durch das 
ZurÃ¼ckfÃ¼hr einer Dialoghistorie auf SystemzustÃ¤nde die EinfÃ¼hrun einer Baum- 
struktur notwendig. An dieser Stelle wird eine, der Beschreibung der linearen Hand- 
lungsabfolge analoge, Formalisierung einer Ba.umstruktur vorgenommen. Die Schwie- 
rigkeiten, die bei einer baumartigen Historie mit gleichen ZustÃ¤nde in parallelen 
Ã„ste auftreten, konnten bei Rathke [Rat891 unberÃ¼cksichtig bleiben, da  parallele 
ZustÃ¤nde bedingt durch die Aufgabe, nie gemeinsame DatenbestÃ¤nd enthalten, so 
daÂ eine Kollision ausgeschlossen ist. Die von Herczeg, Rathke und Yang formal 
beschriebenen Systeme sind Rahmensysteme fÃ¼ UnDo/ReDo. 
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Ansa tz  nach  Herczeg 
Bevor die Formalisierung beschrieben wird, erfolgt eine kurze Definition des UnDo. 
Herczeg definiert, drei verschiedene UnDo-Verfahren [Her86a]: 
Retract-UnDo: Wiederherstellung des Systemzustands vor der AusfÃ¼hrun des letz- 
ten Befehls und Beseitigen des gelÃ¶schte Zustands aus der Dialoghistorie. 
Travel- UnDo: Wie Retract-UnDo, aber ohne LÃ¶sche des Zustands aus der Dialog- 
historie. Ein ReDo ist mÃ¶glich 
Recall-UnDo: Dieses UnDo ist auf sich selbst a,nwendbar und erweitert die Dialog- 
historie 
Die EinfÃ¼hrun von UnDo/ReDo-Mechanismen erfordert die Mitschrift des Dia- 
logs. Diese Dialoghistorie wurde in [Her86a] bereits fÃ¼ eine einfxhe, linear geordnete 
Folge von ZustÃ¤nde oder Systemfunktionen dargestellt. 
Herczeg betracht,et die verschiedenen Verfahren des UnDo/ReDo auf der Basis 
der Implementierung der Verfahren. Dabei zeigt er die Ã„quiv3len und Existenz von 
Funktionen, die einem einfachen, schrittweisen bzw. einem springenden, mehrstufi- 
gen, UnDo/ReDo entsprechen. 
Wird in einer Dialoghistorie ein Travel-Undo zugelassen, so kann durch nach- 
folgende Aktionen und ZustandsÃ¤nderungen z. B. Again4, eine Verzweigung der Hi- 
storie entstehen. Die lineare Form der Dialoghistorie erweitert. sich dann zu einer 
baumartigen Struktur. Die Handhabung dieser Struktur erfordert eine genaue For- 
malisierung der Ablgufe innerhalb des Baumes. Im Anhang A.3 sind die benÃ¶tigte 
Hilfsmittel definiert. 
Ansa tz  nach  Archer,  Conway, Schneider u n d  Vi t t e r  
Bei der konzeptuellen Sicht der Interaktion wird jedes Kommando des Benutzers 
als abgeschlossen betrachtet. Dabei wird ein Kommando zunÃ¤chs vorbereitet, dann 
ausgefÃ¼hrt Es scheint daher sinnvoll zu sein, die Folge der Kommandos bearbeiten 
zu kÃ¶nnen bevor sie ausgefÃ¼hr wird. Verschiedene Aktionsfolgen kÃ¶nne denselben 
Zustand erreichen. Eine Unterscheidung von beteiligten Objekten wird von Thim- 
bleby getroffen [ThigO]: 
Historie: Eine vollstÃ¤ndig Aufnahme der Benutzera.ktionen 
Script: Eine Aufnahme der Interaktion, die das System als effektive Historie 
benÃ¶tig (behandelt) 
- State: die ~~uivalenzklasse  von Script 
^Again ist die wiederholte AusfÃ¼hrun von Aktionen oder Aktionssequenzen. Die einfachste 
Form ist die Wiederholung der letzten Aktion, z. B. mehrfaches Suchen einer Zeichenkette in einem 
Text. 
4.3. DIALOGHISTORIE 
Nach Archer, Conway und Schneider konstruiert der Benutzer ein scrzpt und das Sy- 
stem interpretiert dieses. Das Benutzerinterface schaltet zwischen zwei AktivitÃ¤ten 
edzt actimty: Der Benutzer bearbeitet das Script. Jede edzt-Aktivit%t wird 
durch ein spezielles Signal beendet, z. B. enter-Kommando. 
- execute actzvity: Das System interpretiert das Script. Die Phase wird durch 
ubergabe der Steuerung an den Benutzer beendet. 
Zu einem interaktiven System wird ein Script interaktiv erstellt, im Batch-Betrieb 
bevor die AusfÃ¼hrun gestartet wird. Wenn hier UnDo betrachtet wird, besteht die 
MÃ¶glichkei einer weitergehenden Bearbeitung der Scripte. Die Abarbeitung eines 
Scriptes kann in zwei Teile zerfallen. Eine Sequenz von Aktionen wurde vorbereitet. 
Der erste Teil dieser Folge wurde terminiert, d. h. abgearbeitet. Der zweite Teil wird 
vor der weiteren Arbeit noch einmal vom Benutzer Ã¼berarbeitet Archer, Conway 
und Schneider unterscheiden zwischen ausgefÃ¼hrte Befehlen A und wartenden Be- 
fehlen W5. Dann ist ein Script durch S = A o W r e ~ r ~ s e n t i e r t .  Wir nehmen nun an, 
daÂ der Benutzer die wartenden Befehle modifiziert. Mit einem Apostroph werden 
alle Befehle nach AusfÃ¼hrun und Bearbeitung gekennzeichnet. Das Script ist dann 
S = A o W' = U' o V'. U steht fÃ¼ unverÃ¤nderte V fÃ¼ verÃ¤,ndert Kommandos. Die 
AusfÃ¼hrun eines Scripts ist 
- vollstÃ¤ndig wenn W = 0 und A = S ,  
- partiell, wenn W # 0 oder A # S, 
- nicht UnDo-fÃ¤hig wenn der Benutzer ausgefÃ¼hrt Kommandos nicht erreichen 
kann, d. h.. U' = S und M' ist Erweiterung von S. 
Ein Teil des Scripts ist akzeptiert, wenn der Benutzer es nicht mehr %ndern 
kann. 
- Ein Script kann nur erweitert werden, wenn U' = S ist. 
- Wenn A E  kein PrÃ¤fi von U' o M' ist, dann ist das System in einem inkon- 
sistenten Zustand. Der Benutzer mÃ¶cht Kommandos Ã¤ndern die das System 
bereits ausgefÃ¼hr hat. 
Vitter ergÃ¤nz die Betrachtungen um die MÃ¶glichkeit Alternativen da,rzustellen. Das 
Resultat ist nach wie vor ein Zustand, der aus einer linearen Folge von Aktionen 
zusammengesetzt ist. 
command znsertzon: Ein Kommando kann an einer beliebigen Stelle im Script ein- 
gefÃ¼g werden. 
5Die ursprÃ¼ngliche Zeichen E und P wurden nicht verwendet, da deren Gebrauch mit spÃ¤tere 
Definitionen kollidiert. 
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change of heart: Eine Alternative kann nach vorhergehendem UnDo der bisherigen 
Aktionsiblge erneut ausgefÃ¼hr werden. 
command substztution: Ein Kommando oder eine Kommandofolge kann durch ein 
a,nderes Kommando oder eine Kommandofolge ersetzt werden. 
selectzve undos: A u ~ g e w ~ h l t e  Kommandos kÃ¶nne zurÃ¼ckgenomme werden, 
command rearrangement: Die R,eihenfolge der Kommandos in einer Komniandose- 
quenz kann verÃ¤ndert werden. 
selectzve rearranqement: Einzelne, ausgewÃ¤hlt Kommandos kÃ¶nne umgeordnet wer- 
den. 
Ansatz von Yang 
Die Voraussetzungen von Archer, Conway, Schneider und Vit,ter sind Grundlage der 
Betrachtungen von Yang [Yan88a]. Dabei verzichtet sie auf eine lineare oder baum- 
artige Struktur des Scripts. Die durchgefÃ¼hrte Akt,ionen befinden sich nach wie 
vor in einem linearen Script. und reprÃ¤sentiere den Zustand des Syst,ems. In einer 
Ringliste werden die zurÃ¼ckgenommene Aktionen abgelegt. Durch Manipulationen 
auf der Ringliste kann jede beliebige in ihr enthaltene Aktion wieder an beliebiger 
Stelle in das Script Ã¼bernomme werden. Die Met.aaktionen von Vitter werden in 
diesem Modell auf ihre GÃ¼ltigkei hin Ã¼berprÃ¼f 
Weitere Ãœberlegunge 
SystemzustÃ¤.nd in einer Benutzerhistorie ebenso wie Funktionsaufrufe des Benut- 
zers unterliegen einer zeitlichen Abfolge. Jedes Dia,logereignis (eine Aktion oder eine 
ZustandsÃ¤nderung wird durch eine ordnende Relat,ion (zeitlich n,ach) in Beziehung 
zu anderen Dialogereignissen gesetzt. Mit einer Ordnung der zeitlichen Abfolge der 
Zustandsa.nderungen erhalten wir einen geordneten Baum6. 
Die eigentliche Baumstrukt.ur kommt nach DurchfÃ¼hrun von UnDo/ReDo und 
Again zustande, wie auch von Herczeg deutlich gemacht wurde [Her86a]. Es ist auch 
denkba,r, z. B. um alternative PlÃ¤n zu verfolgen, einen beliebigen Zustand in der 
"Ein Baum enthalt eine Wurzel, die hier immer als oberstes Element dargestellt wird. Die Wur- 
zel des geordneten Ereignisbaumes wird gema5 Definition 20 bestimmt. (Siehe Anhang A.3.) Bei 
Ereignisabfolgen, wie z. B. Dialogereignissen, kann ein Ursprungs- oder Ausgangsereignis ange- 
nommen werden. Wenn als ordnende Relation Rz die zeitliche Abfolge der Ereignisse betrachtet 
wird, die Elemente der Menge M mit den Dialogereignissen identifiziert werden und ein Ursprungs- 
ereignis betrachtet wird, erhalten wir eine externe Ordnung der Dialoghistorie. Die Ordnung Rz 
impliziert im allgemeinen nicht die Vorganger/Nachfolger-Relation der Zustande, wie sie in ei- 
nem Baum der Dialoghistorie gebraucht wird. Die Ordnung R, bestimmt nur, da5 zwei Ereignisse 
zusÃ¤tzlic in einer festgesetzten Reihenfolge auftreten. Dadurch wird insbesondere impliziert, daÂ 
die wiederholte AusfÃ¼hrun erneut in den Baum eingetragen werden mu5, da sonst WidersprÃ¼ch 
bezÃ¼glic der zeitlichen Reihenfolge auftreten. 
a Abgearbeitete Schritte b UnDo der letzten Schritte 
Aktueller Zustand aekenn- gekenn* C ReDo Zweig seiektien d Nach dem ReDo 
zeichnet zeichnet 
0 Abgearbeiteter Zustand Aktueller Zustand 
0 Selektierter Zustand Nicht verfÃ¼gba 
Abbildung 4.5: Eine UnDo/ReDo-Sequenz wird ausgefÃ¼hrt 
Dialoghistorie a ~ s z u w ~ h l e n  u d mit einer von diesem Zustand noch nicht getÃ¤tigte 
ZustandsÃ¤nderun fortzufahren. 
In Abbildung 4.5 ist ein Szenario einer baumartigen Dialoghistorie abgebildet. 
Innerhalb dieses Szenarios ist interessant, was tatsÃ¤.chlic bei einem UnDo geschieht, 
wie der Benutzer bei einem ReDo in den jeweiligen Zweig kommt. Hier ist es be- 
sonders wichtig herauszustellen, was mit Zweigen geschieht, die von einem Knoten 
ausgehen, der von einem UnDo bzw. ReDo berÃ¼hr wird. 
Bei der Betrachtung des UnDo/ReDo-Szenarios wird davon ausgegangen, daÂ 
fÃ¼ den Benutzer ein springendes UnDo mÃ¶glic ist, d. h. ,  der Benutzer ist nicht 
gezwungen, ein UnDo fÃ¼ jeden Zustand oder jede Funktion durchzufÃ¼hren sondern 
kann einen beliebigen Zustand auswÃ¤.hlen bis zu dem ein UnDo durchgefÃ¼hr werden 
soll. Es ist zu Ã¼berlegen ob ein ReDo auf die gleiche Weise ausgefÃ¼hr werden soll, 
d.  h., der Benutzer selektiert einen bereits verlassenen Zustand und setzt ein ReDo 
bis zu diesem Zustand in Gang, gegebenenfalls mit nachfolgendem aktivierten ReDo 
von dem selektierten Zustand aus. Dies bedeutet, daÂ Zweige wiederholt mit gleichen 
Parametern durchlaufen werden. 
Ein besonderes Augenmerk ist auf die Knoten zu richten, a,n denen durch be- 
reits ausgefÃ¼hrt ReDo- und Agam-Aktionen mehrere Aktionszweige entstanden 
sind. Ein Agazn verÃ¤nder den Zustand des Systems. Daher wird beim Agazn ein 
neuer Zweig eingefÃ¼gt Beim ReDo muÂ der Benutzer einen Zweig fÃ¼ das ReDo 
auswÃ¤hlen wenn nicht dieser Verzweigungsknoten der letzte Knoten der ReDo- 
Sequenz ist. Durch das freie Navigieren innerhalb des Baumes treten Probleme auf, 
die bei der Behandlung linearer Dialoghistorien nicht berÃ¼cksichtig werden mufiten. 
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Die folgenden Punkte kennzeichnen diesen Problemkreis: 
0 ReDo einer Aktionssequenz, 
0 Again einer Aktionssequenz, 
0 inverse Funktionen nur innerhalb eines linearen Teilbaumes, 
0 UnDo bei Zweigen, die durch UnDo/ReDo-Sequenzen entstanden sind, 
o UnDo bei Zweigen, die durch Agazn entstanden sind. 
0 System muÂ prÃ¼fen ob die ZustÃ¤nd bereit,s aktiviert sind, 
gegebenenfalls mÃ¼sse sie neu aktiviert werden. 
Die in einem Historiebaum notwendigen Funktionen kÃ¶nne im RÃ¼ckgrif auf 
die Formalisierung von Herczeg definiert und beschrieben werden [Her86a]. Bevor 
die Funktionen beschrieben werden, sind noch einige Definitionen notwendig. (Siehe 
Anhang A.3.) 
Def in i t ion  2 (Selektiertes,  akt ives  u n d  aktuel les  E lemen t )  
Ein Element i m  Baum hegt  selektiert, wenn es der zuletzt angefÃ¼gt Knoten ist, falls 
einer seiner Nachfolger gelÃ¶sch wurde oder falls es aktiv vom Benutzer ausgewÃ¤hl 
wurde. 
Ein Element i m  Baum heg t  aktiv, wenn er durch ein UnDo/ReDo nicht zurÃ¼ck 
genommen wurde. 
Ein Element wird aktuell, wenn durch eine geeignete Operation des Benutzers 
das System auf den Zustand, den das Element beschreibt, gesetzt wird. 
D. h . ,  ein selektiertes Element kann aktuelles Element werden, ein aktuelles Ele- 
ment ist gleichzeitig auch selektiert, sofern kein anderes Element selektiert wird. 
Doch nun zurÃ¼c zu den notwendigen Funktionen: 
0 Selektieren eines Elements 
0 Aktivieren eines Elements 
0 EinfÃ¼ge eines Elements 
0 UnDo eines Elements oder Bereichs 




Selektieren: Die Selektion eines Elements erfolgt durch Eingabe einer Identifika- 
tion des Elements. Die Funktion entspricht einer Suchfunktion auf dem Baum7. 
select(Identifikation, Baum) := ke)C falls Identzfikatzon vorha,nden 
K falls Identzfikatzon nicht vorhanden 
Aktualisieren: Das Aktualisieren eines Elements besteht aus einem UnDo des bis- 
herigen aktuellen Bereichs und nachfolgenden ReDo des neuen zu aktualisie- 
renden Zweiges (Notation nach Herczeg [Her86aI8). 
UnDo in Verzweigungen: Eine UnDo-Funktion in einer Baumstruktur muÂ auch 
gegebenenfalls vorhandene Verzweigungen des Baumes beachten. ZunÃ¤chs exi- 
stiert nach Def. 22 ein Pfad pfad(r, z s 4  von der Wurzel zum selektierten Ele- 
ment als Kette. FÃ¼ Verzweigungen gilt, entweder ist der Zweig aktiv, oder es 
wurde bereits ein UnDo darauf ausgefÃ¼hrt d. h., die UnDo-Funktion muÂ den 
aktiven Zweig bearbeiten. Daraus kann abgeleitet werden, daÂ die einfachen 
UnDo-Funktionen von Herczeg Anwendung finden. 
Zusammenfassung 
Nach den vorhergehenden AusfÃ¼hrunge sind mehrere Verfahren mÃ¶glich mit denen 
UnDo/ReDo erfai3t werden kann. Vorherrschend ist eine lineare Abfolge von Aktio- 
nen, deren Resultat jeweils der Systemzustand ist. Die zurÃ¼ckgenomme Aktionen 
werden gekennzeichnet. In der vorliegenden Arbeit werden wir in beiden FÃ¤lle einen 
Baum verwenden, zwischen denen Aktionen durch Metaoperationen ausgetauscht 
werden. 
Im weiteren wird eine Dialoghistorie benutzt, um aus getÃ¤tigte Aktionen eine 
Folge zu selektieren, die dann, den BedÃ¼rfnisse des Benutzers entsprechend, an- 
gepai3t werden kann. Jede Umordnung oder VerÃ¤nderun der Historie widerspricht 
dem Aspekt der Dokumentation von Aktionen. Jede Aktionssequenz des Benutzers 
ist ein Experiment, das zu einem gewÃ¼nscht,e Ergebnis fÃ¼hre soll. Alternativen 
sollen Fehler deutlich machen und VerÃ¤nderunge darstellen. Dabei helfen Verglei- 
che zwischen einzelnen Alternativen, die richtige zu entwickeln. Daher wird in den 
folgenden AusfÃ¼hrunge auf Umordnungen und Ersetzungen im Sinne von Vitter 
verzichtet. 
71dentifikation identifiziert das Element, Baum ist der Baum der Historie, K ist die dem Baum 
zugrundeliegende Knotenmenge. Das Zeichen K. reprÃ¤sentier ein nicht definiertes Element. 
~ e f i n i t i o n e n  nach Herczeg 
z  Zustand pf ( r ,  z )  Pfad von der Wurzel r  zum Zustand z  
r  Wurzel der Historie sup(pf l )  zuletzt erreichter Zustand im Pfad pf 
zait vorheriger Zustand redo(zl ,z2) Wiederholung der ZustÃ¤nd von 21 bis 22 
zneu der neue Zustand u n ( z i ,  2 2 )  RÃ¼cknahm der ZustÃ¤nd von z\ bis 22  
Regel 1: Kein Roboter darf einem 
Menschen Schaden zufÃ¼ge oder 
durch UntÃ¤tigkei zulassen, daÂ 
einem Menschen Schaden zuge- 
fÃ¼g wird. 
Regel 2: Ein Roboter muÂ dein ihm 
von einem Menschen gegebenen 
Befehl gehorchen. es sei denn, ein 
solcher Befehl wÃ¼rd mit Regel 
Eins kollidieren. 
Regel 3: Ein Roboter muÃ seine Exi- 
stenz beschÃ¼tzen solange dieser 
Schutz nicht mit Regel Eins oder 
Zwei kollidiert. 
Kapitel 
5.1 Das Datenmodell fÃ¼ die ialoghistorie 
Aus der vorhergehenden Formalisierung ist ein abstrakter Datentyp ADT eines Ele- 
ments des UnDo/ReDo-Mechanismus abzuleiten. Eine Ãœbersich Å¸be anwendbare 
Datenmodelle ist bei Brodie zu finden (B1-0861. Shaw stellt eine Ãœbersich Å¸be die 
Realisierung von Konzepten in Programmiersprachen da,r [Sha86]. Da ein abstrakter 
Dat,entyp in seiner Definition sowohl notwendige Dat,en als auch Operataoren ent,hÃ¤lt 
sind die Voraussetzungen fÃ¼ eine spÃ¤ter objektorientierte Realisierung gegeben. 
Mit einem abstrakten Datentyp werden alle Anforderungen einer objektorient.ierten 
Umgebung wie Verstecken der Daten (data hiding), Bereitstellen von Nachrichten 
und Vererbung erfÃ¼llt Ein besseres Wort fÃ¼ Abstrakter Datentyp in diesem Zu- 
sammenhang ist Objekt. Dieser Begriff soll im weiteren Verwendung finden, damit. 
keine Verwechselung mit der Definition des abstrakten Datentyps HistorzeBauml 
'Treten im Text zusammengesetzte Worte auf wie z.B. HzstorzeBaum, so sind dies bereits Hin- 
weise auf Klassennamen, mit denen die beschriebenen Objekte im Programm realisiert werden. 
ZeichenerklÃ¤runge sind im Anhang C zu finden. 
5.1. DAS DATENMODELL E'UR DIE DIALOGHISTORIE 
VorgÃ¤nge 
Nachfolger (Collection) 
ZustandsÃ¤nderun zum Erreichen dieses Elementes 
Kontextinformationen 
Implementierung 
Abbildung 5.1: Die Abbildung zeigt die Datenstruktur eines HzstorzeBaumElementes 
und die Implementierung. 
stattfindet. Die Konstruktion eines abstrakten Datenmodells bei der Entwicklung 
eines objektorientierten Datenbanksystems wird von Banerjee et al. beschrieben 
[BCG+87]. Eine Diskussion konzeptioneller Ansiitze zur Datenmodellierung finden 
sich bei Brodie [BMH85], Die Beschreibung und Anwendung der konzeptionellen 
Datenmodellierung ist von Vetter dargestellt [VetgO]. 
Im Anhang A.3 wird eine Datenstruktur der Dialoghistorie mathematisch formu- 
liert. Der rnathem&tische Ansatz der Formalisierung soll helfen, die Struktur besser 
handhabbar zu machen und gegebenenfalls die Implementierung zu ÃœberprÃ¼fe 
In Abbildung 5.1 ist das Objekt HzstorieBaumElement ( H B E )  gezeigt. Die not- 
wendigen Daten des Elementes werden wie folgt gespeichert: 
[VorgÃ¤nger Jedes Element im Historiebaum hat einen VorgÃ¤nger Ein Verweis auf 
diesen wird benÃ¶tigt um im Baum die Suche nach einem Element nicht immer 
bei der Wurzel beginnen zu mÃ¼sse (doppelt verkettete Liste).  
[Nachfolger] Jedes Element ka,nn mehrere Nachfolger besitzen. Bei der weiteren 
Betrachtung wird die ReprÃ¤sent,atio durch einen binÃ¤re Baum vorgezogen. 
Die Erzeugung und Verwendung von Nachfolgern ist eine direkte Ableitung 
aus den Aktionen Agazn und ReDo.  
[ZustandsÃ¤nderung Beim Erzeugen des Elementes wird der Systemzustand in 
signifikanter Weise ~ e r ~ n d e r t .  Diese Ã„nderunge werden hier abgelegt, damit 
bei einem folgenden UnDo/ReDo der Systemzustand durch Anwendung einer 
inversen Operation wiederhergestellt werden kann. 
[Kontext] Jedes Element wird in einem Systemkontext eingesetzt. Dieser Kontext 
ist durch einen Zustand beschreibbar. 
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Ein Objekt stellt eine Reihe von Operatoren (Methoden, Funktionen und Pro- 
zeduren) zur VerfÃ¼gung mit denen auf seine Daten zugegriffen werden kann bzw. 
Ã¼be die Aktionen des Objekts aktiviert werden. Die Operatoren des HistorzeBaum- 
Elements leisten folgendes (Vergleiche Abbildung 5.1): 
[Selektieren] Ein Element im Baum wird vom Benutzer selektiert, um eine Aktion 
damit durchzufÃ¼hren Die Selektion eines Elementes erzwingt die AusfÃ¼hrun 
eines privaten Operators. Auch die Selektion eines Teilpfades muÂ mÃ¶glic 
sein. 
[Pfad bestimmen] Der Pfad zu einem Element muÂ bekannt sein, um Aktionen 
ausfiihren zu kÃ¶nnen 
[HinzufÃ¼gen Ein Element muÂ zum Baum hinzugefÃ¼g werden, z. B. der nÃ¤chst 
Dialogschritt. 
[Entfernen] Ein Element wird als gelÃ¶sch markiert. Dies entspricht einem UnDo. 
[Physikalisches Entfernen] Nicht mehr gebrauchte Elemente werden aus dem 
Baum entfernt. 
[Wiederholen] Die Aktionen eines selektierten Elements werden wiederholt, ge- 
gebenenfalls mit neuen Para,metern. Dies entspricht einem Agazn. Die Aktion 
wird als neue h d e r u n g  betrachtet. 
[Erneut ausfÃ¼hren Selektierte Aktionen werden wiederholt. Dies entspricht ei- 
nem ReDo.  Die Aktion wird als Wiederherstellung eines bekannten Zustandes 
betrachtet. 
[script/macro] Eine Sequenz von HzstorzeBaumElementen, die eine Handlungs- 
folge reprÃ¤sentieren werden zu einem Makro zusammengefafit. Dieser Makro 
enthÃ¤l Parameter, die bei der AusfÃ¼hrun des Makros vom Benutzer anzuge- 
ben sind bzw. aus dem Kontext belegt werden. 
Neben den Elementen einer Dialoghistorie, die die Knoten eines Dialogbau- 
mes reprÃ¤sentieren wird noch eine Datenstruktur benÃ¶tigt die als Ganzes vom 
Benutzer angesprochen wird. Diese Datenstruktur ist der DialogHzstorieBaum. 
Die EinfÃ¼hrun dieses Objekts dient der leichteren Strukturierung des gesam- 
ten Baumes in TeilbÃ¤ume der besseren Zugriffskontrolle und dem Kapseln der 
Information (dato, hiding). Mit dem DzalogHistorzeBaum wird erreicht, daÂ sich 
im System zwar identische ZustÃ¤nd befinden kÃ¶nnen diese aber nur referen- 
ziert werden mÃ¼ssen Dies betrifft z. B. vordefinierte Symbole eines Betriebssy- 
stems. festgesetzte Aufrufe fÃ¼ Compiler und Linker, aber auch komplette Sy- 
stemzusta.nde. Der Kontext des Zustands befindet sich im DzalogHzstorzeBaum 
oder im HzstorzeBaumElement. Im DzalogHzstorzeBaum werden globale Daten 
5.1. DAS DATENMODELL F U R  DIE DIALOGHISTORIE 
HistorieBaum Element (Collection) 
Kontextiniormationen 
Abbildung 5.2: Die Abbildung zeigt die Struktur des DialoqHistorieBaumes mit Attri- 
buten und Methoden. 
gespeichert, in1 HistorzeBaumElement lokale. Eine algebraische Definition des 
DzalogHistorzeBuumes als abstrakter Datentyp folgt in1 nÃ¤chste Abschnitt. 
Ein DialogHistorzeBaum ist eine Struktur, die es ermÃ¶glicht Methoden zur Na- 
vigation und Manipulation bereitzustellen, ohne auf den Inhalt des gezeigten Ele- 
ments zugreifen zu mÃ¼ssen Der DzalogHzstorzeBaum referenziert einzig und allein 
die Informationen Ã¼be VorgÃ¤nge und Nachfolger beim Navigieren im DzalogHz- 
storzeBaum. Erst bei der Manipulation - dies umfaÂ§ insbesondere das UnDo - 
muÂ auf den Inhalt des HzstorzeBaumElementes zugegriffen werden. Die Struktur 
des DzaloqHzstorzeBaumes vereinfacht da,her den Umgang mit. der Dialoghistorie. In 
Abbildung 5.2 ist das Objekt DialoqHzstorieBaum abgebildet. 
Bei den nachfolgenden Betrachtungen der Aktionsfolgen eines Benutzers wird 
nicht von parallel ausgefÃ¼hrte Prozessen ausgegangen. Wenn parallele Aktionen 
mÃ¶glic sind, wird ausdrÃ¼cklic versucht, diese zu sequentialisieren. Dadurch wer- 
den viele Arten mit dem Rechner zu arbeiten a priori untersagt.. Wir treffen hier 
die Voraussetzung, daÂ der Benutzer abgeschlossene Aktionen besitzt, auf denen er 
seine nÃ¤chste Aktionen aufbaut. Eine abgeschlossene Aktion in diesem Zusammen- 
hang werden wir dann als Aktion definieren, deren Anderungen zum Zeitpunkt des 
Absetzens bekannt sind, die Aktion kann jedoch quasiparallel ausgefÃ¼hr werden. 
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5.2 Abstrakte Datentypen und der HzstorzeBaurn 
Im folgenden skizzieren wir einen abstrakten Datentyp (ADT), der eine Dialoghi- 
storie reprÃ¤sentiert Die Definitionen kÃ¶nne so weit abstrahiert werden, daÂ die 
Ansiitze von Archer, Conway und Schneider, Vitter und Herczeg mit eingeschlossen 
werden. Am Ende der AusfÃ¼hrunge werden diese Korrespondenzen gezeigt. Insbe- 
sondere werden Voraussetzungen erarbeitet, unter denen die von Vitter geforderten 
Metaakt.ionen gÃ¼lt,i sind oder nicht. 
Die algebraische Spezifikation einer Dat,enstruktur oder eines Systems ist fÃ¼ die 
In~plement~ierung vorteilhaft, da. mit ~n~thematisch-logischen Methoden Ã¼berprÃ¼ 
werden kann, ob eine neu definierte Funktion oder Operation konsistent zur Spe- 
zifikation ist. Ein Vergleich mehrerer algebraischer AnsÃ¤tz zur Spezifikation einer 
Benutzerschnittstelle findet sich in [Chi85]. 
Wichtig fÃ¼ die folgenden Betrachtungen sind die AusfÃ¼hrunge in [Yan88b]. 
Hier werden verschiedene generelle UnÅ¸o-Modell betrachtet. Das Ergebnis ist eine 
Ringliste der Aktionen und eine Ringliste der zurÃ¼ckgenommene Aktionen. Re- 
sultierend verbleibt eine lineare Struktur der Aktionen. Diese lineare Struktur der 
Aktionsfolge wird in den folgenden AusfÃ¼hrunge zugunsten einer Baumstruktur 
aufgegeben. Die Folge der ZustÃ¤nd des Systems (states) bleibt linear. Hier ist die 
AbhÃ¤ngigkei einer Aktion vom Zust,and des Systems zu klÃ¤ren 
Die Motivation fÃ¼ die Baumstrukt,ur ergibt sich aus dem Wunsch, den Anwender 
bei der Arbeit mit der Dialoghistorie zu unterstÃ¼tzen Eine Bauinstruktur liefert 
dem Benutzer Informationen Ã¼be den Kontext, einer Aktion oder einer Sequenz von 
Aktionen. Sowohl bei ACS wie auch bei Vitter und Chan sieht der Benutzer nur die 
fehlerfreie Sequenz, kann aber auf Alternativen nicht mehr (ACS, Chan) oder nur 
schwer (Vitter) zurÃ¼ckgreifen Mit einem Baum sind auch erfolgreiche, aber wieder 
verworfene Alternativen weiter verfÃ¼gbar 
Zur Identifikation der Elemente (Knoten) in der Historie werden Identifikatoren 
eingefÃ¼hrt aus denen sofort die Position des Knotens im Baum ablesbm ist. Das 
AnfÅ¸ge und LÃ¶sche eines Knotens wird definiert. Diese Punkte sind zunÃ¤chs 
unabhÃ¤ngi von den Daten, die ein Knoten beschreibt, definierbar. 
Wird jedoch spÃ¤t,e der Knoten im Kontext der verÃ¤ndert,e Daten oder des 
verÃ¤.nderte Gesamtzustands des Systems betrachtet, ergeben sich zusÃ¤tzlich Be- 
dingungen fÃ¼ die AusfÃ¼hrbarkei der einzelnen Operationen. Diese Bedingungen 
werden dargestellt. 
Als erstes werden die Grundstrukturen und Funktionen erklÃ¤rt dann wird unter 
BerÃ¼cksichtigun der Semantik der Ansatz verifiziert. Abschlieknd wird die Historie 
bei der Anwendung der UnDo/ReDo-Funktionen betrachtet. 
Bisherige Betrachtungen lieÂ§e auÂ§e acht, daÂ die Benutzer nicht mehr nur in 
einer Applikation arbeiten und diese bis zum AbschluÂ ihrer Aufgabe nicht mehr 
verlassen. Bedingt durch die neuen FensteroberflÃ¤che kann zwischen Applikatio- 
nen gewechselt werden, und Aufgaben kÃ¶nne parallel ausgefÃ¼hr werden. Wird 
diese ParallelitÃ¤ von Aktionen zugelassen, dann kann die Synchronisation dieser 
5.2. ABSTRAKTE DATENTYPEAT UND DER HISTORIEBAUM 
AktivitÃ¤te nicht mehr ohne Aufwand in einer Dialoghistorie reprÃ¤sentier werden. 
Daher wird eine Voraussetzung getroffen, die ermÃ¶glicht pa,rallele Aktionen in be- 
schrÃ¤nkte Umfang zuzulassen. (Siehe Seite 93ff.) 
Die im weiteren definierte Dialoghistorie wird ZustandsÃ¤nderunge speichern. 
Daraus sind lokale Ã„nderunge des Gesamtzustands ableitbar. Der Gesamtzustand 
ergibt sich in der Regel nicht durch Betrachtung der Ã„nderunge entlang eines 
Pfades, sondern auch die aktiven Ã„nderunge in parallelen Pfaden tragen zum Ge- 
samtzustand bei. 
5.2.1 Die Darstellung der Dialoghistorie 
Eine Dialoghistorie wird in der vorliegenden Arbeit als binÃ¤re Baum betrachtet. 
Ein Knoten im Baum reprÃ¤sentier dabei eine ZustandsÃ¤nderung z. B. ein Kom- 
mando. Bedingt durch die Operationen, die auf der Dialoghistorie erlaubt werden, 
kann ein Knoten mehrere Nachfolger besitzen. Daher werden sogenannte dummy- 
Knoten eingefÃ¼hrt durch die der Baum eine binÃ¤r Struktur erhÃ¤lt In den folgenden 
AusfÃ¼hrunge werden einige Begriffe kurz definiert. Es werden wenige formale Dar- 
stellungen gezeigt. Diese sind insgesamt im Anhang A.3 zu finden. 
Eigenschaften im Baum 
Eine SystemzustandsÃ¤nderun wird durch folgende Attribute innerhalb einer Dia- 
loghistorie gekennzeichnet: 
Art der Ã„nderun 
Zeitpunkt der Ã„nderun 
Zuordnung innerhalb der Historie 
Die Zuordnung innerhalb der Historie wird durch die Position, die die Systemzu- 
standsÃ¤nderun innerhalb des gebildeten Baumes hat, erreicht. Dazu wird ein Kno- 
ten definiert, der die Ã„nderun mit der Zeitinformation und die Position enthÃ¤lt 
Ein Knot,en ist dann durch die Position bestimmt. Durch Betrachtung der Positio- 
nen verschiedener Knoten lassen sich RÃ¼ckschlÃ¼s auf die AbhÃ¤ngigkeite zwischen 
den Knoten gewinnen. Die Position ist eine Zeichenkette Ã¼be MI2. 
Im folgenden bezeichnet Baum einen binÃ¤re Baum, wenn nichts anderes ver- 
merkt wird, Knoten eine Struktur, die als Knoten in einem Baum benutzt wird, 
Position eine Identifikation eines Knotens in einem Baum, und Datum eine all- 
gemeine Datenstruktur. Die hier zugrundeliegende Relation ist die Inklusion der 
Zeichenketten ,! E". 
Die VorgÃ¤nge und Nachfolger eines Knotens k werden mit pred(K, k}  bzw. 
succ(K, k) bezeichnet, speziell bei binÃ¤re BÃ¤ume die linken bzw. rechten Nach- 
folger mit lsucc(K, k) bzw. rsucc(K! k). Die Mengen der linken, rechten Nachfolger, 
VorgÃ¤nge und Nachfolger werden mit L(t ,  k), R( t ,  k) ,  V(t, k) und S ( t ,  k) bezeichnet. 
'Siehe Anhang A.3. 
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Es existieren Operationen, die einen Baum verÃ¤ndern d. h.  die Menge der Knoten 
vergrÃ¶fler oder verkleinern und die Relation neu festlegen. Daher muÂ bei den 
meisten Operationen der  Baum als Argument mit. angegeben werden, auf dem die 
Operation ausgefÃ¼hr wird. 
FÃ¼ weitere Betracht,ungen ist die Vereinigung von BÃ¤ume relevant. Die Verbin- 
d ~ n g  von BÃ¤~uine wird benÃ¶tigt wenn Knoten, die ZustandsÃ¤nderunge enthalten, 
aus dem Bauin der zurÃ¼ckgenommene Aktionen in den Ba)um der Dialoghistorie 
eingebunden werden. Die Vereinigung lÃ¤Â sich als Mengenvereinigung der zugrun- 
deliegenden Knotemnengen unter Beibehaltung der Relation darstellen3. Das Ent- 
fernen eines Teilbaumes erfolgt Ã¼be die Bildung der Mengendifferenz. 
Zum Aufbau des binÃ¤re HzstorzeBaum wird ein spezieller Knoten eingefÃ¼hrt 
der durch eine Duplikat,-Funktion generiert wird. Das Duplizieren eines Knotens ist 
eine Hilfsfunktion. Mit. dieser Funktion wird ein Baum erzeugt, der einen einzelnen 
Knoten ent,halt, der spÃ¤te das gleiche Datum erhÃ¤lt wie der, dessen Nachfolger er 
wird. Dieser Knoten besitzt daher weder VorgÃ¤,nge noch Nachfolger. 
Der Algorithmus, der das AnfÃ¼ge eines Baumes a n  einen Zielbauin beschreibt, 
wird durch Betrachten einzelner Teilfunktionen wesentlich vereinfacht. ZunÃ¤chs 
wird das AnfÃ¼ge eines Knotens definiert, (append).  Diese Operation prÃ¼f nach, 
ob der Zielba,um leer ist,. Der Zielbaum wird dann gleich dem Quellbaum gesetzt. 
Ist, der Zielbaum nicht leer, wird das AnfÃ¼ge des Baumes als linksseitiger Teilba,um 
versucht,. Falls kein linker Na,chfolger des ausgewÃ¤hlte Knot,ens existiert,, ist die 
Operat,ion erfolgreich, sonst wird versucht, den Baum als rechtsseitigen Teilbaum 
a,nzufÃ¼gen Gibt es zu dem gewÃ¤hlte Knoten keinen rechten Nachfolger, so wird ein 
Duplikat des Knotens rechtsseitig angefÃ¼g und der Baum a.ls linksseitiger Teilbaum 
an dieses Duplikat angefÃ¼gt Ist diese Operation nicht erfolgreich, d.h., es existiert 
ein rechter Nachfolger, so wird versucht, den Baum linksseitig a,n diesen Nachfolger 
anzufÃ¼ge (luppend). Die Operation lappend ist rekursiv definiert. Da. die Anzahl 
der Knot,en eines Baumes endlich ist, wird der Algorithmus terminieren. 
Der direkte rechte Nachfolger eines Knotens ist nach dieser Konstruktion i m m e r  
das Duplikat des Knotens. Die EinfÃ¼hrun des D~pl ikat~es  rleichtert die Bestim- 
mung der Position eines Knotens und die Bestimmung der VorgÃ¤nger-/Nachfolger 
Beziehung. Die Aufeinanderfolge von Aktionen bleibt ebenfalls sichtbar. Die Eigen- 
schaften eines bznÃ¤re B a u m e s  kÃ¶nne ausgenutzt werden. Duplikate werden im 
Baum besonders gekennzeichnet. (Siehe auch Abbildung A.3.l.) Durch diesen Algo- 
rithmus wird auch sichergestellt, daÂ die Position signifikanter Knoten, d .  h.  Knoten, 
die ZustÃ¤nd beschreiben, immer auf .,O1' endet. 
Die Daten und der Zugriff 
Die Knoten in der Dialoghistorie beschreiben einzelne Schritte des Benutzers, der 
Baum die Gesamtheit, alle Dialogschritte innerhalb einer Sitzung. Bedingt durch die 
besondere Art der in den Knoten abgelegten Daten ergeben sich spezielle Funktionen 
Einzelheiten siehe Anhang A.3, 
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auf den Knoten und auf dem Baum. 
Ein Zustand ist durch den aktuellen Status der vom Benutzer erreichbaren Rech- 
nerkonfiguration bestimmt, d. h. (deskriptiv, vergleiche auch Definition 5): 
0 Zustand der Daten auf den erreichbaren Rechnern: V (Daten) 
login-Status: S (Status) 
0 falls vorhanden: geÃ¶ffnet Fenster auf Daten, Rechnern und Directories: W 
(Windows) 
0 Symboldefinitionen und Umgebungsvariablen: & (Environment) 
Optionen von Befehlen % 
Im folgenden fassen wir die Mengen V',  Cl& und & zu der Menge der Daten des 
Systemzustands zusammen: D := D' X U', X E .  
GemaÂ den AusfÃ¼hrunge in Kapitel 4.3.2 sind die Ã„nderungsfunktione des Sy- 
stemzustands zu protokollieren. Eine Ã„nderungsfunktion z. B. ein Betriebssystem- 
befehl, wird durch die Daten, auf denen sie operiert, und durch Optionen bestimmt. 
Es bleibt zu diskutieren, ob die Befehle (VMS-Befehle) 
copy a b 
copy/log a b 
copy/log=logfile a b 
durch Angabe der Optionen unterschiedliche Befehle darstellen oder ob die Optionen 
die Auswirkungen eines Befehls nÃ¤he prÃ¤zisieren Der letzte Befehl Ã¤nder auf jeden 
Fall den Datenbestand, da immer eine Protokolldatei logf i l e  angelegt wird. In der 
vorliegenden Arbeit werden als Befehle die GrundÃ¤nderunge betrachtet, so daÂ im 
Beispiel der copy-Befehl als Ã„nderungsfunktio und die Dateien a und b als Daten 
sowie die Option /log oder /log=logf i l e  als Bestimmungsteil des Befehls in der 
Menge D zusammengefafit werden. In jedem Fall kÃ¶nne fÃ¼ die copy-Befehle des 
Beispiels die Eingabe~~rameter  und die Ausgabeparameter bestimmt werden. 
Definition 3 (Zeitpunkt) Ein Zeitpunkt wird durch das zugrundeliegende Rech- 
nersystem bestimmt. Ein Zeitpunkt ist der Abstand eines Erezgnisses zu einem Start- 
punkt, gemessen in  ganzzahliqen Vielfachen des Systemtaktes bzw. einer daraus ab- 
geleiteten GrÃ¶fle Daraus ergibt sich eine Folge von Zeitpunkten. Die Zeitpunkte 
werden durch die Menge 2 beschrieben. 
Definition 4 (Systemzustand) 
Ein Systemzustand ist ein Tupel X = ( d ,  s ,  W, z )  mit d E D ,  s E S ,  W E W ,  z E 2. 
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Nach jeder ausgefÃ¼hrte Aktion ist im Hinblick auf diesen Zustand ein Aus- 
schnitt aus den durch die Werte d, s ,  W und z beschriebenen Daten modifiziert. Im 
Falle disjunkter Teilbereiche ist die Vereinigung aller Modifikationen zum Beoba.ch- 
tungszeitpunkt eine Beschreibung des Ge~amtzust~ands. 
Mit jeder Aktion ~ e r ~ n d e r t  der Benutzer den Zustand seiner Arbeitsumgebung 
auf dem Rechner. Damit erreichte ZustÃ¤nd unterscheidbar bleiben, wird folgende 
Voraussetzung getroffen: 
G r u n d a n n a h m e  1 I m  Gesamtsystem existiert ein einziger Zeittakt, der die Folge 
von Zeitpunkten generiert. 
Dieser Zeittakt kann durch Bezug auf die Syst,emuhr des lokalen Rechners, auf 
dem der Benutzer seine Arbeit ausfÃ¼hrt hergestellt werden4. 
Hier stÃ¶Â man unweigerlich auf die Problematik, die auch bei der Entwicklung 
von Betriebssystemen [Ric84, Neh871 und Datenbanken bekannt ist: ErmÃ¶gliche 
und Synchronisieren von zeitgleich 'uftretenden Prozessen. Nach Nehmer ist eine 
vollstÃ¤ndig Beschreibung eines aktuellen Gesamtzustands in aller Allgemeinheit 
nicht mÃ¶glic [Neh87, S. 551. Wir beschrÃ¤nke uns daher auf einige signifikante 
Aspekte, fÃ¼ die damit eine Beschreibung des Ge~amtzust~nds erreicht wird. 
Die VerÃ¤nderun des Systemzustands, d.  h. der Daten, des Status, der OberflÃ¤ch 
und der Umgebung, ist eine erwÃ¼nscht Folge einer Benutzeraktion. Die ~nderungen  
6 von einem Zustand X auf einen Zustand y werden durch Ãœbergangsfunktione 
beschrieben. Aktionen kÃ¶nne sich beeinflussen, wenn sie den gleichen Datenbestand 
benutzen. Diese AbhÃ¤ngigkeite in einer Folge von Aktionen sind nun zu diskutieren. 
Wir betrachten unterschiedliche Typen von Aktionsfolgen. (Siehe Tabelle 5.1.) 
Wegen der in der Regel fehlenden globalen Sicht auf einen konsistenten Zustand 
muÂ der Typ 4 aus unseren Betrachtungen herausgenommen werden [Neh87, S. 551. 
Die Typen 2 und 3 stellen uns vor die Problematik der Synchronisation und der 
Darstellung. Aktionsfolgen gemÃ¤ Typ 2 kÃ¶nne allerdings sequentialisiert werden. 
Dadurch mÃ¼sse auch Sperrmecha,nismen eingefÃ¼hr werden. Die folgende Voraus- 
setzung dient als Hilfsmittel zur Identifikation einer Aktion. Aktionen vom Typ 1 
werden nur streng sequentiell abgearbeitet, d. h., es ist kein multiprozessinij erlaubt 
z. B. Warten beim Drucken eines Textes aus einem Dokumenten~yst~em. Wenn das 
System multzprocessing erlaubt, kann auf mehreren Datenbereichen gleichzeitig ge- 
arbeitet werden, wenn die Bereiche disjunkt sind z. B. Ã¼bersetze eines Programms 
und gleichzeitige Bearbeitung eines Dokuments. 
G r u n d a n n a h m e  2 (Eindeutigkeit  einer ZustandsÃ¤nderung 
Zu einem beliebigen Zeitpunkt kann nur eine Aktion durchgefÃ¼hr werden, d .  h., zwei 
Aktionen unterscheiden sich mindestens durch den Zeitpunkt ihres Auftretens. 
- - 
"Da jeder Rechner, den der Benutzer erreichen kann, seinen eigenen Systemtakt besitzt, wird von 
der Tatsache ausgegangen, daÂ das Historiesystem auf einem bestimmten Rechner implementiert 
ist. Der Systemtakt dieses Rechners liefert die Zeitinformation fÃ¼ das Historiesystem. 
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Tabelle 5.1: Die verschiedenen Typen von Aktionsfolgen 
1 definierter Ausgangszustand 
Typ 2 1 wie Typ 1 1 quasi-parallel 
Typ 1 
1 disjunkt,e Datenbereiche 
Typ 3 1 wie Typ 1 1 parallel 1 nicht disjunkte Datenbereiche 1 




- I 1 nicht deterministisch 1 
streng sequentiell 
Obwohl die Forderung der Grundannahme deutlich ist, muÂ bei der Betrachtung 
realer Aktionen zwischen durchgefÃ¼hrte und den vom Befehl bewirkten Ã„nderunge 
unterschieden werden. Die Grunda,nnahme erfaÂ§ nur die abgesetzten Befehle. 
Parallel auftretende Aktionen werden, soweit mÃ¶glich sequentialisiert (Prinzip 
des V. Neumann-Rechners). Konkurrierende Aktionen warten, falls nÃ¶tig aufeinan- 
der. (Vergleiche auch [KHTF87b].) Werden Arbeitsschritte in den Hintergrund ver- 
legt (Batch), dann wird die Aktion nach dem Absetzen des Befehls als abgeschlossen 
betrachtet. Jedoch muÂ vermerkt werden, welche Daten von den Hintergrundprozes- 
Sen beeinflufit werden, damit der Benutzer benÃ¶tigt Daten nicht Ã¼berschreib oder 
Namen fehlerhaft belegt. Am Ende des Hintergrundprozesses wird der Benutzer be- 
nachrichtigt. Die Ã„nderunge sind von nun an verfÃ¼gbar 
Das Problem der Synchronisa,tion von Aktionen auf nicht abgeschlossenen Zu- 
standsÃ¤nderunge wird weiter unten bei der Betrachtung der GesamtzustÃ¤nd dis- 
kutiert. Eine Unterscheidung von Zusta,nds%nderungen ist notwendig, um deutlich 
zu machen, wie ~ n d e r u n ~ e n  in der Historie behandelt werden. 
Als reale ZustandsÃ¤nderun bezeichnen wir eine vollstÃ¤ndi durchgefÃ¼hrt Ã„n 
derung. Eine begonnene, aber noch nicht beendete Ã„nderun bezeichnen wir als 
virtuelle ZustandsÃ¤nderung3 
Virtuelle ZustandsÃ¤nderunge sind den Anderungen durch lazy evaluatzon ver- 
gleichbar [ThiQO]. So entspricht dem einfachen copy-Befehl eine reale ZustandsÃ¤nde 
rung, da der Zustand des Systems nach AbschluÂ des Befehls vollstÃ¤ndi geÃ¤nder 
wurde. Wird der gleiche Befehl im Hintergrund ausgefÃ¼hrt so liegt eine virtuelle 
ZustandsÃ¤nderun vor, da  zwar die Auswirkungen der Ã„nderun bereits bekannt 
sind aber real noch nicht durchgefÃ¼hr wurden. Durch die Fortsetzung unterscheidet 
sich die virtuelle ZustandsÃ¤nderun von der l aq  evaluatzon. FÃ¼ die Dialoghistorie 
bedeutet dies, daÂ die virtuelle Ã„nderun eingetragen wird und fÃ¼ die folgenden 
Aktionen BeschrÃ¤nkunge existieren. Insbesondere bedeutet dies, daÂ ein Zeitpunkt 
Vergleiche Anhang A.3, Definition 33 
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beka,nnt ist, zu dem zumindest die BeschrÃ¤nkunge festgesetzt sind, die Ã„nderun 
also als abgeschlossen betracht,etet werden kann. So wie bei Archcr, Conway, Schnei- 
der und Vitter erwÃ¤hnt muÂ auch hier die Historie die Aufhebung der BeschrÃ¤nkun 
gen bekanntgeben. Grundsa.tzlich heiÂ§ dies, daÂ ein Transaktionskonzept eingefÃ¼hr 
werden muÂ§ Die angegebenen BeschrÃ¤nkunge sind dem Benutzer bekannt, dadurch 
werden einige Aktionen automatisch verhindert, z. B. das Edieren einer gelÃ¶schte 
Datei, wenn das LÃ¶sche noch nicht bearbeitet wurde, 'ber die BeschrÃ¤nkung daÂ 
die Datei nicht mehr existieren wird, bereits bekannt ist. 
Wenn nicht a,nders vermerkt, sind im folgenden ausschlieÂ§lic virtuelle Zustands- 
Ã¤nderunge gemeint. Systemzustandsanderung beschreiben wir formal '1s ein Tu- 
pel 6 = (*, z ) .  Dabei beschreibt (j) die Ã„nderun des Systemzustandes und z den 
Zeitpunkt der abgeschlossenen Ã„nderung Die Gesamtheit der mÃ¶gliche Systemzu- 
standsÃ¤,nderunge ist durch die Menge A' gegeben6. 
Die Abfolge von Benutzeraktivita,ten (ZustandsÃ¤nderungen impliziert eine Ord- 
nung der Systemzustande. Dieser Ordnung liegt wiederum der Zeitpunkt der Ak- 
tivitÃ¤ zugrunde. In1 Vergleich dazu steht die Ordnung im Baum, die die direkten 
Zusammenhange der Aktionen deutlich macht. 
FÃ¼ die weiteren Betrachtungen benÃ¶tige wir einen HistorieKnoten, der ein 
Knoten ist, bei dem das Datum einen Systemzustand reprÃ¤sentiert7 
Im folgenden sei C die Menge der Namen der Betriebssystembefehle und Be- 
nutzer- und Systemmakros. Die Menge V der Daten umfaÂ§ die Dateien auf dem 
jeweiligen Rechner und die Eingabe und Ausgabe Ã¼be das Terminal. Mit diesen 
Mengen kann die AusfÃ¼hrun eines Befehls aus C als Funktion auf den Daten aus 
V dargestellt werden. Die Menge aller Daten auf dem jeweiligen Rechner zu einem 
Zeitpunkt ist V = ?(V) (Potenzmenge). 
Definition 5 
Befehle C := { c  [ c zst Betriebssystembefehl oder Makro] 
Daten V := {d 1 d ist  Datei auf der Rechenanlage} 
V := P ( V )  
Umgebung & := { e  1 e ist  Umgebungsvariable} 
E' := P(Â£ 
Optionen U := {o 1 o zst Option des Befehls c} 
0' .- 
C - W 4  
Daten und Optzonen V* := V X U& X E' 
Im weiteren benÃ¶tige wir Operationen auf den Mengen der D a t e n b e ~ t ~ n d e  r 
ZustÃ¤nd oder ZustandsÃ¤nderungen Da,zu werden der Schnitt und die Vereinigung 
von Knoten definiert. Der Schnitt zweier Knoten enthÃ¤l Informationen Ã¼be ge- 
meinsame Daten. Die Vereinigung enthalt Informationen Ã¼be die Daten in beiden 
Knoten. Die Differenz 0 zweier Knoten gibt die Daten wieder, die nicht zu beiden 
Knoten gleichzeitig gehÃ¶ren8 
'Vergleiche Anhang A.3, Definition 34. 
"'Vergleiche Anhang A.3, Definition 36. 
NÃ¤here  hierzu siehe Anhang A.3. 
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Wir benÃ¶tige bei der Betrachtung einer ZustandsÃ¤nderun auch die MÃ¶glichkei 
festzustellen, ob eine Ã„nderun im System einen Widerspruch erzeugt, d. h. Daten 
verÃ¤ndert z. B. lÃ¶scht die an anderer Stelle referenziert. werden. 
Wir nennen eine Ã„nderun 6 widerspruchsfrei bezÃ¼glic einer anderen Ã„nderun 
6 '  wenn die Ã„nderunge keinen gemeinsamen Datenbereich besitzen9. 
Wir nennen eine Ã„nderun 6(x) des Systemzustands X fehlerfrei, wenn das Be- 
triebssystem die Ã„nderun fehlerlos ausfÃ¼hre kann, die Ã„nderun widerspruchsfrei 
ist, die OberflÃ¤ch W keine Fehler meldet, und es keinen Konflikt mit der Uinge- 
bung Â gibt1'. Die Gesamtheit aller fehlerfreien ZustandsÃ¤nderunge wird durch die 
Menge A beschrieben. 
Im folgenden verwenden wir einen HistorieBaum gemiif3 Definition 43". Jeder 
Nachfolger eines Knotens ist durch die Zusta.ndsiinderung seines VorgÃ¤.nger be- 
stimmt. Dieser Zusa,mmenhang wird durch die Identifika,toren beschrieben. 
5.2.2 Benutzeraktionen 
Allgemeine Betrachtungen 
Bisher wurde nur die Struktur untersucht, die der Dialoghistorie zugrunde liegt. Es 
wurden Bedingungen herausgearbeitet, wann Operationen ausfÃ¼hrba sind und wie 
sich die Dialoghistorie aufbauen 1Ã¤. Im weiteren werden nun die Operationen des 
Dialogs und die ZusammenhÃ¤ng mit der Dialoghistorie untersucht. Dabei wird auch 
auf die Systembefehle eingegangen und festgestellt, welche Befehle redundant sind 
oder gesondert behandelt werden mÃ¼ssen Redundanz ist auch bei der Betrachtung 
von Makros wichtig. 
Die Benutzera.ktionen sind bezogen auf das System durch die vier Grundfunk- 
tionen undo, redo, agazn und do gekennzeichnet. Die Bedeutung der Funktionen ist 
in Tabelle 5.2 erlÃ¤utert1' 
Tabelle A.4.2 im Anhang A.4.2 (Seite 174) enthÃ¤l eine ~bers icht  Ã¼be die Be- 
fehle des Betriebssystems VMS 5.x der Firma Digital Equipment [DigQO]. In dieser 
Ãœbersich werden die Befehle im Zusammenhang mit Aktionen in Aktionsprotokollen 
betrachtet. Aus der ~bers icht  ist erkennba,r, daÂ einige Befehle nicht mitprotokol- 
liert werden mÃ¼sse (durch '-' in der Spalte Ã£Histl gekennzeichnet), andere kÃ¶nne 
ohne Betrachtung des Systemz~st~ndes ausgefÃ¼hr werden, z. B. der Befehl  LINK'^. 
'Vergleiche Anhang A.3, Definition 40. 
^Vergleiche Anhang A.3, Definition 41. 
"Vergleiche Anhang A.3. 
^NÃ¤here hierzu im Anhang A.3. 
^Eine Ã¤quivalent Darstellung fÃ¼ das Betriebssystem Concentrix 5.0 der Firma Alliant (Ber- 
keley UNIX BSD 4.3) [Al1891 ist in Tabelle A.4.3 (Seite 174) dargestellt. Diese Darstellung der 
wichtigsten UNIX-Befehle kann fÃ¼ alle UNIX-Rechner Ã¼bernomme werden. Die Befehle einer 
direktmanipulativen OberflÃ¤ch sind im wesentlichen selektieren, bewegen, verÃ¤ndern Dabei ent- 
spricht der Befehl verÃ¤nder einer groi3en Gruppe von Befehlen, mit denen Eigenschaften des 
Objekts modifiziert werden kÃ¶nne z. B. schlie&n oder vergrÃ¶fler eines Fensters. 
KAPITEL 5.  DIALOGGESCJ-IICHTE UND HANDLUNGSPLANE 
Tabelle 5.2: Bedeutung der Funktionen do, undo, redo, agazn 
AusfÃ¼hre eines Betriebssystembefehls. Dieser Befehl kann auch ein Ma- 
kro mit definiertem Ausgangs- und Zielzustand sein. 
ZurÃ¼cknehme eines Betriebssystembefehls oder eines Systemzustandes. 
Es ist zu berÃ¼cksichtigen wie weit die Historie verfolgt werden soll, und 
insbesondere welche Befehle UnDo-fÃ¤hi sind. 
Wiederholen einer mit UnDo zurÃ¼ckgenommene Sequenz. Hier ist zu 
berÃ¼cksichtigen welche Befehle ReDo-fÃ¤hi sind. 
Wiederholen einer Befehlsfolge oder Zustandssequenz. Im Gegensatz 
zum redo wird die Historie erweitert, auch, wenn die SystemzustÃ¤nd 
bereits in einen1 Knoten des HistorzeBaumes enthalten sind. Die Un- 
terscheidung der ZustÃ¤nd auf Systeniebene erfolgt durch die zeitliche 
Abfolge zweier Zust,Ã¤nde 
Die in diesen Tabellen zusammengestellten Daten sind Grundlage fÃ¼ die erwÃ¤,hn 
ten Benutzeraktionen im HistorieBaum. Mit dieser im folgenden ausgefÃ¼hrte Be- 
trachtung soll die Definition der Benutzeraktionen im HistorieBaum vereinfacht wer- 
den. FÃ¼ den HzstorzeBaum gilt insbesondere die Definition 4614 fÃ¼ das AnfÃ¼ge 
eines HistorieKnotens. 
Einzelne Knoten und ZustÃ¤nd im Baum 
Im HistorzeBaum gibt es a,ktive und aktuelle ZustÃ¤nd (respektive Elemente). Der 
aktuelle Zustand ist derjenige Zustand, a,uf dem die nÃ¤chst Aktion des Benutzers 
operiert. Dieser Zustand ist im Ge~~mtkontex t  nur an Hand einer Markierung, d. h. 
dem Zeitpunkt des Erreichens. erkennbar. Daher niufi diese Markierung bestimmt 
werden. 
Zuvor mufi der Zeitpunkt einer Operat,ion, die den Baum verÃ¤ndert bestimmt 
werden. 
Definition 6 
Sei a eine Aktion auf der Dialoghistorze t ,  d. h. do, undo, redo, again. Die Projektion 
ordnet einem Zustand X in der Historie den Zeitpunkt der abgeschlossenen Aktion 
a zu. 
Wir prÃ¤zisiere nun Definition 2. 
Definition 7 (aktive und aktuelle ZustÃ¤nde 
"Siehe Anhang A.3. 
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aktiv E i n  Zustand im HistorieBaum h e Q t  aktiv, wenn  er  durch 
e in  undo nicht zurÃ¼ckgenomme wurde. 
aktuell E i n  Zustand y i m  HistorieBaum ist aktuell 
4==> er  wurde gerade eingefÃ¼g ( d o )  V 
er  wurde durch ein  undo  erreicht V 
er  wurde durch, e in  redo wieder aktiviert. 
Eine einf8che Folgerung, die sich sofort aus den Definitionen ergibt, ist das fol- 
gende Lemma. 
Folgerung 1 E i n  aktuelles Element ist auch selektiert. 
Wir zeigen nun, da,Â die aktiven ZustÃ¤nd in einer Historie einen Baum bilden. 
Satz  1 Se i  t e i n  His torieBaum. Sei X* die Menge der aktiven Knoten  im B a u m  K.. 
D a n n  ist  K," e in  B a u m  im Sinne der Defimtionen. 
Beweis: Es ist zu zeigen, daÂ 
(i) eine Wurzel in K* existiert, 
(ii) die Positionen verschiedener Knoten in K." nicht identisch sind und 
(iii) es genau einen Pfad von der Wurzel zu jedem Knoten in K* gibt. 
Der Punkt (ii) ist trivialerweise erfÃ¼llt da K" eine Teilmenge von K ist. Sei k E K ein 
beliebiger aktiver Knoten, dann ist auch sein VorgÃ¤nge aktiv. Denn wÃ¤r der VorgÃ¤nge 
nicht aktiv, ist er durch ein undo deaktiviert worden. Dies ist richtig, da nach Def. 4615 
nur aktive Knoten angefÃ¼g werden. Damit ist nach Def. 3216 auch k inaktiv. Dies kann 
bis zur Wurzel W von K verfolgt werden, d. h., W E K*.  K* besteht daher aus der Wurzel 
von K. und deren Nachfolgern, jeweils bis zu einem durch K" bestimmten Knoten in den 
einzelnen Pfaden. Damit sind auch (i) und (iii) erfÃ¼llt Q 
Mit t* bezeichnen wir den Baum aktiver Zustande, mit T" die Menge der mÃ¶gli 
chen aktiven Baume. 
Die folgenden Befehle sind Systemaktionen, die vom Benut,zer durch eine Aktion 
auf dem Baum bzw. unter Verwendung des Baumes ausgefÃ¼hr werden. Die Befehle 
werden wie folgt beschrieben: 
doit (c,d) Entspricht dem do. Die Benutzeraktion do wird in die 
durch c und d bestimmte Systemaktion Ã¼berfÃ¼hr 
undoi t (c ,d )  Entspricht dem undo.  Die Benutzeraktion undo wird in 
die durch c und d bestimmte Systemaktion Ã¼berfÃ¼hr 
redoi t (c ,d)  Entspricht dem redo. Die Benutzeraktion redo wird in 
die durch c und d bestimmte Systemaktion ÃœberfÃ¼hr 
doi tagain(c ,d)  Entspricht dem again. Die Benutzeraktion again wird in 
die durch c und d bestimmte Systemaktion ÃœberfÃ¼hr 
^Siehe Anhang A.3. 
^Siehe Anhang A.3. 
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Abbildung 5 .3 :  Diese Darstellung zeigt das Problem des ReDo in einem HistorzeBaum. 
Einzelheiten siehe Text, 
Ein Befehl oder eine Aktion des Benutzers wird durch die Funktion dozt auf 
die Systemebene gefÃ¼hrt In dieser Funktion sind alle Informationen Ã¼be das zu- 
grundeliegende System entha,lten. Das Ergebnis ist ein Zustand. Die beschriebenen 
Funktionen sind Metafunkt,ionen, die der AusfÃ¼hrun des Befehls mit den Ã¼bergebe 
nen Parametern entspricht. dozt ist die AusfÃ¼hrun der ZustandsÃ¤nderungsfunktio 
6 auf Systemebene. BezÃ¼glic des HzstorieBuumes kann die BefehlsausfÃ¼hrun do 
durch eine Hintereina,nderausfÃ¼hrun der Funktionen dozt und uppend definiert wer- 
den. 
Die Funktion undozt fÃ¼hr die reverse Aktion der in1 Zustand beschriebenen Ak- 
tion aus. Die UnDo-Operation auf dem HzstorzeBaum nimmt einen aktiven Zustand 
zurÃ¼ck 
Bei der AusfÃ¼hrun von Befehlen durch do wird mittels der Funktion dozt eine 
ZustandsÃ¤nderun &(X) = y durchgefÃ¼hrt Diese Zusta.ndsÃ¤nderun ist nur dann 
gÃ¼ltig wenn durch die Anderung Daten in anderen ZustÃ¤nde nicht unzulÃ¤ssi beein- 
fluÂ§ werden. D. h. ,  eine komplexe Operation, die Dateien, die bei der Zusta,ndsÃ¤nde 
rung zu einem Blatt erzeugt wurden, entfernt und die nicht der Nachfolger des einen 
Widerspruch erzeugenden Blattes ist, wÃ¤r danach eine ungÃ¼ltig Zusta,ndsÃ¤nde 
rung. (Siehe Abbildung 5.3.). Die soeben beschriebene Zusta,ndsÃ¤nderun nennen 
wir gÃ¼ltig 
Das in der Abbildung 5.3 gezeigte Problem besteht in den Fragen ,,Darf auf 
den gekennzeichneten Zustand die ReDo-Operation angewandt werden?", Ã£Welch 
WiderprÃ¼ch entstehen im System?". Die bisherige Sprechweise impliziert einen glo- 
balen Zusta,nd, der durch die Vereinigung der BlÃ¤tte des Baumes reprÃ¤sentier 
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wird. Eine Systemzusta~ndsÃ¤.nderun kann auf diesen Zustand angewa,ndt werden. 
Ein eventueller Widerspruch wird sich dann, wenn er auftreten sollte, sofort zu er- 
kennen geben. FÃ¼ die ZustÃ¤nd im Baum heiÂ§ dies aber, daÂ nur Teile des Gesamt- 
zustands gezeigt werden und die wesentliche Information in dem ~ b e r g a n g  zwischen 
den ZustÃ¤nde besteht, wie es bereits vorher richtig definiert wurde. 
Ausgehend von der Situation, daÂ in einem HistorieBaum die Zustandsinforma- 
tionen in den BlÃ¤tter enthalten sind, muÂ nun ein Ãœbergan zu einem globalen 
Zustand Q erfolgen. 
Definition 8 
Seien b l ,  . . . , bk E t BlÃ¤tte im B a u m  t .  Der globale Zustand Q wird wie folgt definiert. 
Der globale Zustand hat Ã„hnlichkei mit den states im Modell von Archer, Con- 
way und Schneider. Im vorliegenden Fall gibt es aber die MÃ¶glichkeit den Zustand 
entlang eines Pfades oder sogar eines Teilbmmes zu betrachten. Zwei Knoten ha- 
ben mindestens die Wurzel des Baumes als gemeinmmen VorgÃ¤nger Sonst muÂ ein 
maximaler  gemeinsamer VorgÃ¤nge bestimmt werden. (Siehe 49 im Anhang.) 
Der globale Zustand Q ist dynamisch, d.  h., er Ã¤nder sich nach jeder Benutzerak- 
tion. Der globale Zustand ist von nun an Grundlage der weiteren Betrachtung. Unter 
der Annahme des globalen Zust.ands kann eine gÃ¼ltig ZustandsÃ¤nderun definiert 
werden. 
Definition 9 (GÃ¼ltig ZustandsÃ¤nderung 
Eine ZustandsÃ¼nderun h e g t  gÃ¼ltig wenn  der von der Ã„nderun erzeugte Zustand 
in keiner  Weise  d e m  globalen Zustand des Baumes  t* wzdersprzcht m i t  Ausnahme 
des Zustands des Blattes, auf d e m  die ZustandsÃ¤nderun operiert. 
In jedem Falle gibt es Knoten, deren Zustandsbeschreibungen unabhÃ¤.ngi sind. 
Diese UnabhÃ¤ngigkei wird mit Hilfe des Datenbestandes zu einem Knoten definiert. 
(Vergleiche Definition 52.) 
Die Betrachtung des HistorieBaumes nach einem do ist einfach, da  sich der 
Baum stÃ¤ndi vergrofiert. Auch die Selektion eines Elementes und ein folgendes do 
beintrÃ¤chtige den Baum kaum. Nach einem undo  ist jedoch ein Element oder ein 
ganzer Teilbaum verÃ¤ndert (Vergleiche Abbildung 5.4.). Dieses Element (der Teil- 
baum) wird deaktiviert, d. h. ,  die in ihm definierten Operationen (ZustandsÃ¤nde 
rungen) mÃ¼sse rÃ¼ckgÃ¤ng emacht werden. Bei einem redo wird entprechend ein 
Element (ein Teilbaum) wieder aktiviert,  d. h. ,  es mÃ¼sse die enhprechenden Ope- 
rationen (ZustandsÃ¤nderungen wieder ausgefÃ¼hr werden. 
Die Freiheit, Aktionen an einem beliebigen Platz im Baum zu plazieren, wird 
durch die Bedingung der UnabhÃ¤ngigkei eingeschrÃ¤nkt Bei der Bestimmung der 
UnabhÃ¤ngigkei ist die Semantik der Mengenoperationen zu beachten. Hier kann 
folgendes unterschieden werden: 
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@ aktiver Knoten @ deaktivierter Knoten 
selektierter Knoten Blatt und aktiver Knoten 
Abbildung 5.4: Die dargestellten BlÃ¤tte und aktiven Knoten seien im Sinne von Defi- 
nition 52 unabhÃ¤ngig Wenn Knoten ks aktiviert wird, d. h . ,  ein ReDo ausgefiihrt werden 
soll. dann findet eine UberprÃ¼fun gern%Â Definition 52 statt. 
Dateien: Die ÃœberprÃ¼fu von Dateien wird Ã¼be zwei Krit,erien durchgefÃ¼hr 
Dateiname: Dateien werden nur a,uf Grund der Existenz Å¸berprÃ¼f Eine Da- 
tei, d. h. der Dateiname, kann vorhanden sein oder nicht. Hier ist das 
Ergebnis der Mengenopera,tionen leicht zu ent,sc,heiden. 
Dateninhalte: Eine PrÃ¼fun der Dateninhalte von Dateien, wird nicht vor- 
genommen. Jedoch kann durch Vergleich des .&nderungszeitpunkts einer 
Datei auf eine Modifikation geschlossen werden und damit ein Unterschied 
festgestellt werden. 
Optionen: Eine Option steht immer im Kontext des Befehls oder gegebenenfalls 
eines Parameters. Es gilt hier der direkte Vergleich der Akt,ionen, der das 
Ergebnis der Mengenoperation liefert. 
Umgebungsvariablen: Umgebungsvariablen kÃ¶nne im Verlauf einer Sitzung ihren 
Wert verÃ¤ndern Bei der ÃœberprÃ¼fu werden die Werte der Variablen mit- 
einander verglichen und nicht deren Existenz, Insbesondere sind dabei nicht. 
definierte Variable gesondert zu beriicksichtigen. Eine in einen1 Teilzustand 
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Tabelle 5.3: Eine Befehlssequenz, die ausgefÃ¼hrt zurÃ¼ckgenomme und wiederholt wird: 
Befehl ausfÃ¼hre do(t, k ,  k ' )  
doit(c, d )  
Befehl zurÃ¼cknehme undo(t, k )  
undoitfc, d )  
Befehl wiederholen redo(f ,  k )  
redoit(c, d )  
nicht existierende Variable wird als existent mit einem nicht definierten Wert 
angesehen. 
Die Abfolge einer Befehlssequenz, die ausgefÃ¼hrt zurÃ¼ckgenomme und wieder- 
ausgefÃ¼hr wird, ist in der Tabelle 5.3 dargestellt. Die Sequenz wird vom 
HzstorzeBaum aus betrachtet. 
Eine fÃ¼ das System relevante Operation ist das Abschneiden weit zurÃ¼cklie 
gender Ereignisse. Die Funktion cut spaltet den Baum in mehrere TeilbÃ¤um auf. 
Diese Funktion ist wegen der begrenzten SpeicherkapazitÃ¤ der Rechenanlagen ein- 
zufÃ¼hren 
Die Funktion cuf sammelt alle BlÃ¤tte des Baumes t* auf, die nicht Element des 
Teilbaumes t ,  sind. t, C t ist der Teilbaum, der als Wurzel das selektierte Element s 
hat. Dann erstellt cuf einen Zustand, der der Vereinigung aller unabhÃ¤ngige BlÃ¤tte 
und der Wurzel s entspricht. 
Die Aufgaben der Funktion cut umfassen also folgende Aspekte: 
Abschneiden der vorhergehenden Historie 
0 Beibehalten des aktuellen globalen Systemzustands 
0 Beseitigen der freigesetzten HistorieKnoten 
Die Funktion cuf betrachtet den globalen Zustand Q, sichert diesen Zustand und 
stellt den Zustand Q durch chronologische Vereinigung verbliebener ZustÃ¤nd und 
durch das cut verlorengeganger ZustÃ¤nd wieder her. Die BlÃ¤tte des Baumes mÃ¼sse 
hier gewÃ¤hl werden, da  sie allein als Endpunkte einer Benutzeraktion den globalen 
Zustand reprÃ¤sentieren 
Eine Folge dieses Verfahrens zur DurchfÃ¼hrun der Funktion cut ist, daÂ der 
Benutzer auf der entstehenden Wurzel kein und0 ausfÃ¼hre kann. In den Abbildun- 
gen 5.5 und 5.6 (Seiten 103 bzw. 104) ist die Situation noch einmal dargestellt. 
Eine Funktion cutzt ist hier nicht erforderlich, da  sich am Datenbestand keine 
Ã„nderunge ergeben, cufit wÃ¤r daher die identische Abbildung. 
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Definition 10 (Cut-Funktion) 
Sei t' der Ausgangszustand des Baumes, Q' der globale Zustand des neuen Baumes 
t ,  s der selektierte Zustand. 
cut : T X K. -  ^T ,  (t ' ,  X )  i-f t 
Das Funktionsergebnis wird nach folgenden Regeln generiert: 
I .  Der Teilbaum mit der Wurzel s bleibt unverÃ¤nder 
Vk = ( p ,  X ,  f )  et' : k E tS(t1, s)A(k ist Blatt in t' ) ==> (k  E t )  A (k ist Blatt in t )  
2. Die Positionen in diesem Teilbaum werden auf die Position der Wurzel redu- 
ziert. 
V^ q t l ,  s)  : p(z) + p(pred(s)) I P(^ ) 
3. Die nicht in diesem Teilbaum enthaltenen BlÃ¤tte bilden einen neuen Zustand. 
Q ' =  U W 
: < S ( t 1 . s )  A 
x ist Blatt  
4 .  Eine neue Wurzel wird generiert. 
5. Der Teilbaum tx  mit s als Wurzel wird an die neue Wurzel angefÃ¼gt 
t = append({w}, t* ,  k (w))  
6. Alle Knoten des nun entstandenen Teilbaumes mÃ¼sse an den globalen Zustand 
angepaÂ§ werden. 
Sei Q" := GOg'. 
Vx E t Vg E G'' : X Ã  ˆ g ===> Å ¸ ( X  := Å ¸ ( X  U Å ¸ ( g  
Die Funktion cut ist nicht auf jeden Knoten einer Dialoghistorie anwendbar. Im 
schlimmsten Fall muÂ der Baum auf einen Knoten, der den momentanen, globalen 
Zustand beschreibt, reduziert werden. Im folgenden zeigen wir, wann cut anwendbar 
ist und welche Eigenschaften sich daraus ergeben. Dazu benÃ¶tige wir die folgenden 
Lemmata. 
Lemma 1 
Seien 60 un,d 6 gÃ¼ltig ZustandsÃ¤nderungen Dann ist die ZustandsÃ¤nderun 
6 := C& o 60 ebenfalls gÃ¼ltig 
Beweis: (Beweis durch Kontraposition) Ist 6 nicht gÃ¼ltig dann existiert ein Widerspruch 
in den Daten nach Definition 9. Ist So gÃ¼ltig so folgt, daÂ S1 den Widerspruch erzeugt. Ist 
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aktiver Knoten deaktivierter Knoten 
I selektierter Knoten Verbundzustand 
Abbildung 5.5: Der HzstorieBaum ist hier mit aktiven, deaktivierten Elementen und 
einem selektierten Element vor der AusfÃ¼hrun der cut-Operation gezeigt. 
hingegen Sy nicht gÃ¼ltig dann sind folgende FÃ¤ll zu betrachten: 
(i) 6i ist von 60 unabhÃ¤,ngig Dann bleibt der Widerspruch auch nach der AusfÅ¸hrun von 
& erhalten. 
(ii) Li ist von 60 abhÃ¤ngig Dann kann fehlerfrei ausgefÃ¼hr werden. 
In beiden FÃ¤lle ist mindestens eine der Ã„nderunge nicht gÃ¼ltig 0 
Es folgt durch Indukt,ion sofort das folgende Lemma. 
Lemma 2 
Seien 6y, & . . . gÃ¼ltig ZustandsÃ¤nderungen Dann ist die ZustandsÃ¤nderun 
6 := Sn o . . . o 60 ebenfalls gÃ¼ltig 
Satz 2 (AusfÃ¼hrbarkei von cut) 
Sei s das selektierte Element i m  aktiven Baum t .  Die cut-Funktion ist ausfÃ¼hrbar 
wenn gilt 
4 s )  = {( , ( t )}  
oder 
V k  E t ,  k 6 S ( t ,  s )  Vk' E S ( t ,  ~ r e d ( s ) )  U { s }  
( k  ist Blatt ) A ( k  und k' sind unabhÃ¤ngig 
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modifizerter Knoten aktiver Knoten 
Â deaktivierter Knoten selektierter Knoten 
Abbildung 5.6: Der HistoneBaum nach der AusfÃ¼hrun der Cut-Operation. Die akti- 
ven Elemente auaerhalb des Bereiches des selektierten Elementes werden zu einem inodi- 
fizierten Element zusammengefaBt. 
Beweis: Die erste Aussage ist trivial. Die zweite Aussage wird durch Kontraposition 
bewiesen. Sei t* der abgetrennte Teilbaum. Sei k t ein Blatt mit k S(t ,  s). Sei 
k' S( t ,  pred(s)) .  Seien k und k' nicht unabhÃ¤ngig Dann existiert eine nicht gÃ¼ltig 
Anderungsfunktion S ( Q  zum Knoten k'. Nach Definition 4117 ist S ( k l )  nicht fehlerfrei. 
Nach Definition 4618 ist ein AnfÃ¼ge nicht mÃ¶glich d.  11.. ein cut ist nicht ausfÃ¼hrbar 0 
Der Sa,tz sagt ans, daÂ ein cut auf dem zeitlich letzten aktiven Knot,en ohne 
Probleme d u r c h f ~ h r b ~ r  ist. Der verminderte globale Zustand Q' = Q O D ( S ( t ,  s)) 
beschreibt akurat die Situation nach Anwendung von 6(s), 
Weiterhin kann ein cut ausgefÃ¼hr werden, wenn keine Beeinflussung von Daten 
aus Knoten des Teilba.umes mit Wurzel s und den iibrigen Knoten besteht. Dann 
wird ein globaler Zusta,nd G' erzeugt, der den Zust,and des Systems beschreibt, nach- 
dem 6(s) angewandt wurde. 
In allen anderen FÃ¤llen in denen eine Beeinflussung besteht, muÂ der selektierte 
Teilbaum verÃ¤.nder werden. Dies ist ein Eingriff in die Dialoghistorie, da  die Zu- 
standsÃ¤nderunge 6 fÃ¼ die Generierung des jeweiligen globalen Zustands angepaÂ§ 
werden mÃ¼ssen Die Ã„nderun 6'. die durch diesen Vorgang entsteht, entspricht nicht 
mehr der Aktion des Benutzers. Da,her wird dieser Weg ausgeschlossen. 
17Siehe Anhang A.3. 
^Siehe Anhang A.3. 
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Wenn vorausgesetzt wird, daÂ die Funktion im Sinne von Satz 2 ausgefÃ¼hr 
wurde, kann gefolgert werden, daÂ die Funktion cut einer ZustandsÃ¤nderungsfunk 
tion 6' Ã¤quivalen ist, die aus einem Grundzustand das System in den durch cut 
erzeugten Zustand versetzt (Vergleiche Lemma 2). 
Neben der Funktion cut kann eine Funktion combzne definiert werden, die Ã¤hnlic 
wie die Funktion cut arbeitet,, jedoch ohne Daten aus dem Baum zu vergessen. Die 
Combzne-Punktion erweitert die FunktionalitÃ¤ fÃ¼ die FÃ¤lle in denen die nÃ¤chst 
Aktion auf dem bestehenden Baum einen Widerspruch erzeugen wÃ¼rde 
Wenn die aktiven ZustÃ¤nd zu einem Zustand zusammengefaÂ§ werden, kann 
eine beliebige neue Aktion ausgefÃ¼hr werden, ohne einen Widerspruch zu erzeugen. 
Die Wirkung der Combine-Funktion kann durch ein uncombine zurÃ¼ckgenomme 
werden. Sowohl combzne als auch das uncombine operieren nicht auf den ZustÃ¤nden 
sondern auf dem Baum. Die Funktion combzne entspricht der Checkpoint-Funktion, 
die von Archer, Conway und Schneider sowie Thimbleby eingefÃ¼hr wurde, um ein 
RÃ¼cksetze auf bestimmte ZustÃ¤,nd zu ermÃ¶glichen Diese ersetzt nicht die von 
Herczeg geforderten verschiedenen UnDo/ReDo-Operationen. Ein uncombine auf 
eine frÃ¼here combzne setzt alle seitdem generierten Aktionen zurÃ¼ck 
Bisher wurden einzelne ZustandsÃ¤nderunge betrachtet. Durch eine kanonische 
Erweiterung der definierten Funktionen kÃ¶nne auch Anweisungssequenzen bzw. 
Folgen von ZustandsÃ¤nderunge betrachtet werden. 
5.2.3 Ergebnis 
Ziel der EinfÃ¼hrun des DzalogHistorzeBaumes war, aus verschiedenen AnsÃ¤tze 
ein implementierbares Modell zu erzeugen, das in der Lage ist, die von [Her86a] 
definierten Mechanismen fÃ¼ UnDo, ReDo und Agazn anzuwenden. 
Die Funktionen fÃ¼ UnDo, ReDo und Agazn kÃ¶nne auf die Herczegs'schen Funk- 
tionen zurÃ¼ckgefÃ¼h werden, wenn die selektierten Pfade keine aktiven Verzwei- 
gungen haben. Die Funktionen gehen Ã¼be in backtracking-Ã¤hnlich Funktionen, 
wenn aktive Verzweigungen vorliegen. Jeder Pfad wird bis zu einer aktiven Ver- 
zweigung mittels Herczeg'scher Funktionen zurÃ¼ckgenommen dann erst werden die 
Verzweigungen entfernt, bevor auf dem Pfad weiter zurÃ¼ckgegange wird. Eine Kon- 
sistenzÃ¼berprÃ¼fu ist auf jeden Fall vorzunehmen. 
AuÂ§erde wird UnDo etc. zunÃ¤chs simuliert. Erst wenn keine WidersprÃ¼ch 
auftreten, wird die Aktion an das Betriebssystem weitergeleitet. 
Durch die Konstruktion der Dialoghistorie wird sowohl eine lineare Historie wie 
auch eine Baumstruktur unterstÃ¼tzt Bei den HistoriebÃ¤ume kÃ¶nne zwei FÃ¤ll un- 
terschieden werden. Im ersten Fall besteht die Historie aus voneinander unabhÃ¤ngi 
gen Handlungsfolgen, z. B. Verzweigung einer Literaturrecherche nach unterschiedli- 
chen Themengebieten. Im zweiten Fall, der insbesondere in dieser Arbeit untersucht 
wurde, werden AbhÃ¤ngigkeite zwischen Aktionssequenzen berÃ¼cksichtigt 
Die Tabelle 5.4 stellt die diskutierten Modelle in einer Ãœbersich gegenÃ¼ber 
Damit wird zum Einen ein Zusammenhang der Modelle deutlich, andererseits aber 
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Tabelle 5.4: In der Tabelle werden die Modelle von Vitter [Vit84], Yang [Yan88b], 
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auch die Differenz in der Bet,rachtungsweise, Anwendung und Funktionsweise. 
5.3 Scripte 
Der Benutzer, der sein System an seine BedÃ¼rfniss anpassen mÃ¶chte kann dies 
auf den meisten Rechnern durch Erstellen von Profilen, sogenannten startup- oder 
Kommando-Dateien verwirklichen. Diese Dateien, die beim Anmelden an das Sy- 
stem einmal ausgefÃ¼hr werden, setzen bestimmte, vom Benutzer einmal festgelegte 
Parameter des Systems. Anderungen sind aufwendig, das System ist statisch. 
Eine Erleichterung ist die automatische Parametrisierung einer Aktionsfolge, 
wenn sie in einer Kommandofolge zusammengefaÂ§ werden. Dabei sind sowohl die 
Befehle als auch die Parameter BeschrÃ¤nkunge unterworfen, z. B. redundante Be- 
fehle. 
Mit,t,els vom Betriebssystem ausfÃ¼hrbare Kommando-Dateien kann ein Benutzer 
Makros bereitstellen, also Folgen von Befehlssequenzen, die in gleicher Folge immer 
wieder auftreten werden, so z. B. Dateien, die im Hintergrund (Batch) ablaufen 
sollen. 
Die vorgestellt,e Dialoghistorie ist ein geeignetes Hilfsmittel, um aus durchgefÃ¼hr 
ten Sequenzen Makros zu generieren. Dabei muÂ auf Redundanzen ebenso geachtet 
werden wie auf die Parametriesierung der Befehle. Ein Makro wird aus einer Bei- 
spielsequenz generiert, abstrahiert und ~ a r ~ m e t r i s i e r t .  Dazu und zur Erkennung sind 
geeignete Werkzeuge wie Parser, Compiler und Erkenner notwendig. 
5.3. SCRIPTE 
Der MakeBefehl der UNIX-Welt ist eine Ablaufsteuerung fÃ¼ Kommando-Da- 
teien, die z. B. den Compila,tions- und Bindevorgang eines Programms steuern. 
In diesen speziellen Kommando-Dateien werden parametrisierte Befehle des Be- 
triebssystems mit Kontrollflufisteuerbefehlen zu einem Programm zusammengefÃ¼gt 
Unter UNIX heiÂ§e diese Dateien Script. 
Der Begriff des Scripts wird hÃ¤ufi mit unterschiedlicher Bedeutung benutzt. 
FÃ¼ die weitere Betrachtung benÃ¶tige wir daher eine Definition dieses Begriffs. 
Definition 11 (Script) 
Ein Script ist eine Wissensstruktur, die stereotype Folgen von Aktionen enthÃ¤lt 
(Siehe [Sha87, SA771.) Ein Script wird hier als eine Zusammenfassung von para- 
metrisierten Handlungen des Benutzers betrachtet. Diese Zusammenfassung erhÃ¤l 
einen neuen Namen, unter dem das Script aufgerufen werden kann. 
Diese Definition schliefit den Gebrauch des Begriffes Script in UNIX ein. Ein 
Script in diesem Sinne wird hÃ¤ufi auch Makro genannt. Um Verwechselungen aus- 
zuschliefien, wird im weiteren der Begriff Makro verwendet. In einem ergonomischen 
System werden feste Anforderungen an einen Makro gestellt. Diese Anforderungen 
erleichtern dem Benutzer die Erstellung und den Umgang mit Makros. 
Funktionen: Die in einem Makro enthaltenen Funktionen entsprechen den vom 
Benutzer einzugebenden Befehlen. Diese Befehle sind: 
Befehle der OberflÃ¤ch 
0 Befehle des aktiven Betriebssystems 
Ã„nderunge des Makros: Der Benutzer sollte Ã„nderunge am erstellten Makro 
leicht durchfÃ¼hre kÃ¶nnen Dieses Verfahren kann aber die Redundanzfreiheit 
und Korrektheit des Makros beeintrÃ¤chtigen Im einzelnen heifit dies: 
0 Makros sind edierbar. Der Text eines Makros kann vom Benutzer mit 
einem Editor bearbeitet werden. 
0 Makros sind auf einer Metaebene edierbar. Der Benutzer kann einen Ma- 
kro mit Metabefehlen verÃ¤.ndern z. B. werden Abfragen von ZustÃ¤nde 
in einem Makro mit IF, . . THEN. . . ELSE-Konstrukten erstellt. 
Ã„nderunge durch den Makro: Die durch Anwendung des Makros erzeugten 
Ã„nderunge werden in der Makro-Spezifikation bereits angegeben. 
Parameter: Makros sind parametrisierbar. Ein Makro kann mit Parametern verse- 
hen werden, wie z. B. Dateinamen oder Z~st~ndsvariablen, die aus dem Kon- 
text gewonnen werden. 
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Redundanz: Makros sind redundanzfrei. Ein zu erstellender Makro wird vor der 
Speicherung auf mÃ¶glich Redundanzen geprÃ¼ft Dabei sind Befehle oder Be- 
fehlsfolgen gemeint, die keine wesentliche Anderung des Zustands bewirken 
wie z. B. ein type- oder dir-Befehl unter VMS, mit dem ein Text bzw. der 
Inhalt eines Verzeichnisses nur angezeigt wird. Diese PrÃ¼fun wird in vielen 
FÃ¤lle negativ ablaufen, wie z. B. die Textbearbeitung mit &TEX, wenn das 
endgÃ¼ltig Dokument erstellt wird1'. 
Korrektheit: Makros sind syntaktisch korrekt. Eine Uberpriifung eines Makros 
auf Korrektheit ist notwendig, um auf Fehlverhalten angemessen zu reagie- 
ren. Fehlverhalten sollte nicht auftreten. Gegebenenfalls ist eine ausreichende 
Fehlerbehandlung vorzusehen. 
5.3.1 Aufbau von Makros 
Ein Makro besteht aus einer Folge von Befehlen, die vom Benutzer unter einem neuen 
Namen zusammengefafit werden. Die urprunglichen Befehle haben Parameterlisten, 
die leer oder recht lang sein kÃ¶nnen Eine Analyse der Parameterlisten, die die 
Listen auf identische Parameter durchsucht, ist erforderlich. Das Ergebnis ist ein 
parametrisiertes Makro, innerhalb dessen die Parameter korrekt zugeordnet werden. 
Dazu ein Beispiel: 
Original Sequenz 1 Parametrisierter Makro 
copy f  i l e l  f i l e 2  1 COPY PI  ~ 2  
Der neue Makro wird nun durch s c r i p t  p i  p2 p3 p4 aufgerufen bzw. interaktiv 
durch Auswahl des Makros. Um eine vollstÃ¤ndig Analyse durchfÃ¼hre zu kÃ¶nnen ist 
ein umfangreicher Parser fÃ¼ jedes Betriebssystem erforderlich. Im Rahmen dieser 
Arbeit ist eine BeschrÃ¤nkun auf einige wesentliche und hÃ¤ufi benutzte Befehle 
notwendig geworden. 
Wir mÃ¼sse uns einige Begriffe kurz in Erinnerung rufen. Ein Befehl ist ein Sym- 
bol (eine Zeichenkette), das eine Aktion im System r e ~ r ~ s e n t i e r t .  Ein Befehl benÃ¶tig 
grundsÃ¤tzlic niihere Angaben Ã¼be die Objekte, mit denen er operiert. Diese Anga- 
ben kÃ¶nne zusÃ¤tzlic weiter spezifiziert werden. Dies erfolgt Ã¼be Parameter und 
Optionen. 
Ein Parameter ist ein Platzhalter fÃ¼ ein Symbol (eine Zeichenkette). Ein Pa- 
rameter variiert einen Befehl oder einen Makro in seiner Wirkung. Ein Pa,rameter 
^Der Anwender muÂ§ um ein vollstÃ¤ndige Dokument mit korrektem Inhaltsverzeichnis und kor- 
rekten Verweisen zu erhalten, &TEX dreimal mit den gleichen Parametern aufrufen. Das bedeutet, 
daÂ zwei Aufrufe bei einer einfachen RedundanzprÃ¼fun entfernt wÃ¼rden 
e d i t  f i l e l  
compile f i l e l  f i l e 3  
l i n k  f i l e l  f i l e 3  l i b l  
run  f i l e l  
e d i t  p l  
compile p l  p3 
l i n k  p l  p3  p4 
run  p l  
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einem WÃ¶rterbuc zu verwenden. Der abgespeicherte Wert ist dann eine Liste von 
Parametern mit zusÃ¤.tzliche syntaktischen Informationen. Zusiitzlich wird die Liste 
der Ã„nderunge spezifiziert,. Die Analyse lÃ¤uf dann wie in Abbildung 5.7 gezeigt 
a.b. Die Funktionsweise des parsers wird im folgenden Abschnitt nÃ¤he erlÃ¤utert 
Ein WÃ¶rterbucheintra mit Befehl und Parameterliste ist wie folgt aufgebaut: 
Die Spalt,e Beschreibung ist in der Tabelle nur zur Verdeutlichung enthalten, kann 
aber bei einer Realisierung durch einen Verweis in ein Hilfesystem ergÃ¤nz werden. 
5.3.2 Makros zwischen verschiedenen Systemen 
SchlÃ¼sselwor Separator Liste 
1 s - l a  
mv - U 
delete /U 
Ausgehend von den unterschiedlichen Makrodateien der Benutzer, . COM-Da,teien 
unter VMS, csh,ell-scrzpts unter U N I X ,  wurde eine GOMS**-Beschreibung der Hand- 





o eine Liste der ausgefÃ¼hrte Aktionen, 
e eine Liste der Para,meter jeder Aktion, 
e eine Liste der ausgewÃ¤.hlte Optionen jeder Aktion, 
e als Folgerung die unt,erschiedlichen Aktionen unter verschiedenen Umgebun- 
gen, 
o Regeln, nach denen unter unterschiedlichen Bedingungen Aktionen und Para- 
meter ausgewÃ¤hl werden. 
Mit dem Einsatz von Erkennungsregeln und Expansionsregeln lassen sich aus 
den Aktionen des Benutzers die abstrakten Beschreibungen, die dann in eine Wis- 
sensbasis eingetragen werden, gewinnen und umgekehrt aus den abstrakten Beschrei- 
bungen die konkreten Aktionen unter der Bedingung der dann gewÃ¤hlte Umgebung 
recompilieren. Die Aktionen werden in einer Aktions-Beschreibungs-Sprache notiert 
(ABS). Dies kann wie folgt dargestellt werden: 
T 
constraint (OS) GOMS** 
Beim Umsetzen auf ein anderes System sind die Bedingungen des Zielsystems zu 
berÃ¼cksichtigen 
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constraint (OS3 ) 
1 
Aktionsfolge(OS1) + A BS 
\\ 
constraint (OS2) GOMS"* 
1 // 
Aktionsfolge(OS2) +-- ABS 
In der Literatur gibt es weitere Methoden, um HandlungsplÃ¤n zu beschrei- 
ben. Es seien hier erwÃ¤,hn LEXITAS [HP89], DELTA [Sch89b] und GOMS* [CMN83, 
Are89aI. ABS ist eine Vereinfachung der GOMS**-Methodik. In ABS werden nur die 
Befehle notiert. HandlungsplÃ¤n sind eine sequentielle Folge von ABS-AusdrÃ¼cken 
GOMS** stellt auch das Wissen zu Aktionen und Objekten dar. ABS wird ein- 
gesetzt, wenn konzeptionelle Probleme, wie z. B. Pa,ra.nietererkennung, dargestellt 
werden mÃ¼ssen 
5.3.3 Makros und PlÃ¤n 
Analyse und Synthese 
Die folgende Darstellung beschreibt die Suche nach einer geeigneten ReprÃ¤sentatio 
der Befehlsfolgen. 
Ein wesentlicher Punkt in der Betrachtung von Aktionsfolgen ist die Erkennung 
der semantischen BlÃ¶cke Eine Wissenskomponente wird die Aktionsfolge aufnehmen 
und unter der PrÃ¤miss der aktuellen Umgebung analysieren. 
Jede Aktion dieser Folge wird auf ihren Typ (Systembefehl oder Applikation) 
geprÃ¼ft AbhÃ¤ngi von diesem Ergebnis werden unterschiedliche Experten konsul- 
tiert. Die Wissensbasis System Ã¼berprÃ¼ den Befehl auf syntaktische Korrektheit 
und teilt die Aktion in die Komponenten Aktionsbezeichner (A) und Parameterliste 
(PL) auf. Der Aktionsbezeichner wie auch die Parameter (P) kÃ¶nne Optionslisten 
(POL, OL) besitzen. 
Der syntaktische Aufbau kann Abbildung 5.8 auf Seite 120 entnommen werden. 
In dieser Abbildung wird die Zerlegung eines Kommandos in seine Bestandteile 
gezeigt. Diese Syntaxdiagramrne liegen den folgenden Beispielen zugrunde. Das erste 
Beispiel zeigt die Zerlegung eines Kopierbefehls unter dem Betriebssystem VMS. 
Aktion Constraint Zerlegung Kommentar 
copyuaub VMS A : copy Befehl 
PL : (a b) Parameterliste 
P1 : a Parameter 1 
P2 : b Parameter 2 
POL : (0 0) Parameteroptionen 
OL : 0 Befehlsoptionen 
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Im Beispiel ist zu erkennen, daÂ der Befehl keine Optionen hat, die Befehls- 
optionsliste OL ist leer. Ebenso haben die beiden Paramet,er keine Opt,ionen, die 
Paramet,eroptionslist.e enthÃ¤l nur leere Listen. Aus dieser Zerlegung wird die A B S -  
Beschreibung gewonnen. 
MACR,O kopiereAle von p l  nach p2 
copyfile < p l >  <p2> 
Die Methode com-file ist bereits in der ABS-Beschreibung definiert, daher ist 
die Aktion vollstÃ¤ndi beschrieben. Eine lÃ¤nger Aktionsfolge wird in eine Folge von 
ABS--Aktionen Ã¼bersetzt, 
Diese Aktionsfolge kann als Makro in einer Wissensbasis unter einem Namen 
(z. B. mtest) abgelegt werden. Unter dem Namen mtest kann die Aktionsfolge wie- 
der aufgerufen werden. Die Pazameter werden dann abgefragt. 
Ein Problem beim Eintragen der Folge in die Wissensbasis ist die Behandlung 
der Parameter. Der Benutzer muÂ die MÃ¶glichkei haben, Parameter als konstant 
zu kennzeichnen. Diese Parameter werden dann bei einem erneuten Aufruf mit dem 
angegebenen Wert vorbesetzt. Durch explizites Ã¼berschreibe kann der Parameter 
jedoch neu gesetzt werden. 
Weitere Probleme bereiten bei dieser Analyse die Optionen zu den einzelnen 
Befehlen. Nicht alle Optionen sind Ã¼beral verfÃ¼gbar Aus diesem Grunde mÃ¼sse 
die Optionen in einer weiteren Wissensbasis Ã¼berprÃ¼ und mit einer Kennzeich- 
nung versehen werden, die a,uf die Verwendbarkeit schlieÂ§e lÃ¤Â§ (Vergleiche auch 
Kapitel 4.3.) 
In Unterschied zu einem Makro, der eine feshtehende Reihenfolge von parame- 
frisierten Aktionen beschreibt, wird unter einem Plan ein Objekt verstanden, das 
auf von Benutzer eingegebene Aktionen reagieren kann. Ein Plan ist in der Lage, 
die eingegebene Aktion mit den Aktionen, die er enthÃ¤lt zu vergleichen und ge- 
gebenenfalls eine Erkennung an den Benutzer zu melden. Ein Plan kann mehrere 
Makros reprÃ¤sentieren Dies hÃ¤ng jedoch vom internen Aufbau eines Planes ab. 





Definition 12 (Plan)  E i n  P lan  ist  eine ReprÃ¤sentatio einer Aktionsfolge, die als 
Objekt betrachtet i n  der Lage ist ,  auf v o m  Benutzer  eingegebene Ak t ionen  z u  reagie- 
ren. 
Ebenfalls problematisch ist die Erkennung einer Aktionsfolge in einem neue Plan. 






copy-file <p l>  <p2> 
copyJile <p3> <p4> 
compilelist <p2> <p4> <p5> 
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nicht verÃ¤ndern sind bereits entfernt. Auch werden diese Aktionen nicht zum pat- 
t e r n  matching herangezogen, es sei denn, ein Plan enthÃ¤l diese als letzte Aktion, 
Durch pattern matching kann dann die Ubereinstimmung zwischen den abgelegten 
Aktionsfolgen und Teilfolgen im neuen Makro geprÃ¼f werden. Die Teilfolge wird 
dann durch den Namen der bekannten Folge ersetzt. Interessant ist, ob die Reihen- 
folge, in der die Aktionen eingegeben werden, fÃ¼ das Erkennen eines Plans relevant 
ist. Hier gibt es zwei Verfahrensweisen. 
Die Reihenfolge der Aktionen ist relevant. Dann wird ein Plan nur erkannt, 
wenn der Benutzer die Aktionen in exakt dergleichen Reihenfolge nutzt, wie 
sie im Plan stehen. 
Die Reihenfolge der Aktionen kann vertauscht werden. Dann muÂ ein Ver- 
fahren gefunden werden, daÂ diese VertauschungsmÃ¶glichkei innerhalb eines 
Plans reprÃ¤sentiert 
Das erste Verfahren ist einfach zu realisieren. Die Erkennung einer Aktionsfolge, 
bei der Aktionen als nicht vertauschba,r vorausgesetzt werden, ist einfach zu realisie- 
ren. Die eingegebene Aktion wird Ã¼bersetzt und deren Parameter werden innerhalb 
des zu iiberpriifenden Plans gemÃ¤ den Vorgaben des Plans instanziiert. Dies betrifft 
insbesondere die Belegung der Parameter. Stimmt die Aktion mit der gespeicherten 
Aktion Ã¼berein bleibt der Plan aktiv, ansonsten wird er als nicht erkannt eingestuft 
und zurÃ¼ckgesetzt 
Das zweite Verfahren ist in Abbildung 5.9 erlÃ¤utert Dabei wird vorausgesetzt, 
daÂ ein Plan (1) bestimmte Aktionen enthÃ¤l und (2) als Ãœbergan von einem 
Anfangs- in einen Endzustand betrachtet werden kann. Da. Aktionen, die sich nicht 
gegenseitig beeinflussen, wie z. B. copy a b und copy C d, vertauscht werden kÃ¶n 
nen, ohne daÂ sich der Endzustand Ã¤ndert wird eine neue ReprÃ¤sentatio eines Plans 
gewÃ¤hlt Vertauschbare Aktionen stehen in Ebenen, abhÃ¤ngig Aktionen stehen in 
Pfaden. Der Erkennungsmechanismus durchlÃ¤uf folgende Schritte: 
1. Erkenne Aktionen in einer Ebene 
2. Eine Ebene besteht aus allen im nÃ¤chste Schritt erreichbaren Aktionen. 
3. Wenn eine Aktion eingegeben ist und nicht mit einer Aktion in einer Ebene 
Ã¼bereinstimmt dann wird der Plan nicht erkannt. 
4. Bei der Planfortsetzung werden alle nicht erkannten Aktionen einer Ebene 
zuerst ausgefÃ¼hrt dann wird der Plan vollstÃ¤ndi beendet. 
Die bekannte Folge sei, wie oben angegeben, unter dem Namen mtest verfÃ¼gbar 
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Die neue Folge ist: 
editfile < p l >  
edit-file <p2> 
copyfile < p l >  <p3> 
copyfile <p2> <p4> 
compilelist <p l>  <p3> <p5> 
run-program < p l >  
editfile <p2> 
copyfile < p l >  <p3> 
copyfile <p2> <p4> 
compilelist <p l>  <p3> <p5> 
run-program < p l >  
Diese Folge ka,nn dann erset,zt werden 
durch: 
editfile <p l>  
editjile <p2> 
mtest < p l >  <p2> <p3> <p4> <p5> 
editjile <p2> 
mtest < p l >  <p2> <p3> <p4> <p5> 
Die aufgetretenen Parameter sind bisher frei instanziierbar. Aktionen kÃ¶nne je- 
doch auch auf Konstanten und Pseudo--Konstanten zurÃ¼ckgreifen Diese Konstanten 
werden dann in den Makro mit aufgenommen und bei einem Aufruf verwendet. Eine 
gewisse FlexibilitÃ¤ sollte jedoch mÃ¶glic sein. Daher sind Pseudo-Konshnten sub- 
stitutionsfÃ¤hig d.  h., ist bei einem Aufruf der Wert fÃ¼ den Parameter neu gesetzt, 
wird dieser neue Wert verwendet. Im bisherigen Beispiel kann die hinzugeladene 
Bibliothek als Pseudo-Konstante angesehen werden. Das einfache Beispiel ist dann: 
copy_file < p l >  <p2> 
copyfile <p3> <p4> 
compilelist <p2> <p4> <s5> 
run-program <p2> 
Definition 13 (Pseudo-Konstante) 
Eine Pseudo-Konstante wird syntaktisch wie ein Parameter behandelt (laufende 
Nummer) ,  jedoch durch eine andere Benennung (s) gekennzeichnet. Der W e r t  der 
Pseudo-Konstanten ist durch die Belegung festgelegt, kann aber durch ~berschre iben  
verÃ¤nder werden. 
Sinnvoller als die MÃ¶glichkeit den Wert der Pseudo-Konstanten zu Ã¼berschrei 
ben, ist die Festsetzung einer Konstanten, deren Wert nicht nur ein einfaches Objekt 
sein kann, sondern auch eine logische Beschreibung des Objekts. Wieder ist das Bei- 
spiel die hinzuzuladende Bibliothek. Wird die Bibliothek & Konstante angesehen 
und eingefÃ¼gt so wird bei einem Aufruf der Bibliotheksname eingesetzt, wie er ge- 
speichert wurde. Wird die Bibliothek als logisches (sema.ntisches) Objekt betrachtet, 
so wird bei einem Aufruf eine Ãœbersetzun in den gÃ¼ltige Namen vorgenommen. 
Da dieser zweite Fall mehr FlexibilitÃ¤t zeigt, insbesondere bei der Umsetzung in 
verschiedene Zielsysteme. wird er hier verwendet. Das Beispiel ist dann: 
copylile < p l >  <p2> 
copyfile <p3> <p4> 
compiledist <p2> <p4> <c5> 
run-program <p2> 
Definition 14 (Konstante) 
Ezne Konstante wzrd syntaktzsch wze ezn Parameter behandelt (laufende Nummer), 
jedoch gekennzezchnet durch ezne andere Benennung (C).  Der Wert ezner Konstanten 
zst durch dze Belegung festgelegt. 
Das vorliegende System registriert jede Aktion des Benutzers als Liste von Befeh- 
len und ErgÃ¤nzunge (Optionen). Dabei sind die Pa.1-ameter durch die vom Ben~ltzer 
eingesetzten Werte belegt. Der h/fakro-Parser muf3 nun aus den Aktionen die ABS- 
Beschreibung gewinnen. Ein Beispiel soll dies verdeutlichen. 
Im obigen Beispiel wird die Konstante als eine zus~tzliche Bedingung fÃ¼ den 
Compiler benutzt. Die Programmiersprache ist durch die Angabe des A BS-Befehls 
ccompilelist bereits spezifiziert. Der Inhalt der Konstanten c5 gibt anl welcher Com- 
piler genutzt werden m ~ f 3 ~ ~ .  Durch dieses Verfahren kann die Anzahl der ABS- 
Befehle eingeschrÃ¤nk werden. 
Die RÃ¼ckÃ¼bersetzu ist der umgekehrt,e Weg. Aus der ABS-Beschreib~~ng wird 
unter der PrÃ¤miss des Zielsystems die korrekte Aktionsfolge gelvonnen. 
Um die Ãœbersetzunge korrekt ausfÃ¼hre zu kÃ¶nnen werden Compiler fÃ¼ jedes 
System) fÃ¼ jede Applika,tion nach ABS und unigekehrt benÃ¶tigt Weiter mÃ¼sse 
diese Compiler von Expertensystemen unterstÃ¼tz werden, die die GÃ¼ltigkei von 
Par&metern und Optionen erkennen. 
Die folgenden beiden Aktionen werden vom System vÃ¶lli unterschiedlich behan- 
delt, obwohl derselbe Befehlsname verwendet wird: 
Eingabe 
copy a b 
copy c d 
cc b d lib 
r b 
Aktion 
listlile < p l >  
Im Beispiel enthÃ¤l der Parameter p1 eine Liste von Dateien, die a.n die Datei p2 
angefÃ¼g werden sollen. 
In Kapitel 4.1.2 wurde die neue Beschreibung der Benutzeraktionen mittels des 
GOMS**-Modells vorgenommen. Bei der Implementierung der Aktionserkennung ist 
Liste im System 
copy ! 'a) 'b' 
copy ! 'C' 'd' 
compile ! 'cc' 'b' 'd' 'lib' 
execute ! 'b' 
"Unter UNIX existieren zumindest zwei verschieden C-Compiler, cc und gcc. 
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copy-file < p l >  <p2> 
copyfile <p3> <p4> 
ccompilelist <CS> <p2> <p4> <c6> 
run-program <p2> 
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zu berÃ¼cksichtigen da,i3 der Benutzer nur eine Aktion durchfÃ¼hr und das zugehÃ¶rig 
Wissen riiclit explizit a.usdrÃ¼ckt Daher reicht hier eine Betrachtung der durchgefÃ¼hr 
ten Aktion allein aus. Ebenfalls ist fÃ¼ die durchfÃ¼hrbare Aktionen dem System 
das MJissen bereits bekannt. Bei der AusfÃ¼hrun des copy-Befehls ist, bekannt, wie 
Ziel und Quelle angegeben werden, welche Parameter Ã¼bergebe werden und welche 
Ã„nderunge mftreten. Bei neu definierten h4a.kros mufl der Benutzer dieses Wissen 
angeben bzw. das System erkennt dieses Wissen aut.oma.tischZ3. 
Die vollstÃ¤ndig Beschreibung der Aktionen erfolgt jedoch immer im GOMS**. 
Die beiden Darstellungen korrespondieren miteinander. Die in A B S  ausgedrÃ¼ck 
te Aktion entspricht in G0MSe*  der Definitionszeile eines Plans (eznes Goals, ezner 
Methode) ohne die zugehÃ¶rig ~ n d e r u n ~ s l i s t e  und Angabe der Datentypen. 
ABS wurde insbesondere bei der ÃœberfÃ¼hru von Aktionen innerhalb des Re- 
sourcenManagers benutzt, um die Ã¼be MenÃ¼ selekt.ierten Befehle zu notieren. 
Bearbeitung von Makros 
Zum Arbeiten mit Makros und PlÃ¤ne gehÃ¶rt a,uch, dai3 sie modifiziert werden 
kÃ¶nnen Dabei mu6 im hier beschriebenen System eine Aktionsfolge zunÃ¤chs in ei- 
nen Makro Ã¼berfÃ¼h werden. Die Begriffe Makro und Plan sind keine Synonyme. Ein 
Makro ist eine Liste von Aktionen. Ein Plan enhÃ¤l die Aktionsfolge eines Makros, 
kann jedoch auch auf Aktionsfolgen reagieren, die den gleichen Effekt hervorrufen, 
deren Reihenfolge also vertauscht sein kann. 
Liegt eine Aktionsfolge in der Dialoghistorie vor, so kann sie in einen Makro 
Ã¼berfÃ¼h werden. Bei diesem llansfer werden die bisher gena,nnten Regeln ange- 
wendet. Der h4akro steht dann als systeminternes Konstrukt zum Aufruf bereit. 
Bei einem Aufruf werden die Befehle in einer Dialogbox angezeigt und die Pa,ra- 
meter abgefragt. Dies entspricht dem oben a,ufgefÃ¼hrte rsten Verfahren zur Para- 
meterabfmge. Der hlfakro in dieser Form ist eine Aktionsfolge mit inshnziierbaren 
Parametern. 
23Bei der a~itoinatischen Erkennung ist zu Ã¼berlegen wie die folgenden Befehle erfafit werden 
kÃ¶nnen 
Hier ist das System gefordert, die Semantik des Befehls zu erkennen, d.  h., da8 der erste Parame- 
ter des uppend-Jle-Befehls eine Liste von Dateien reprÃ¤sentiert Der uppend-Jle-Befehl ist daher 
als Befehl mit zwei Parametern darzustellen, d. h.: 
1. appendfile <p l>  <p2> appendfile ((a b c d e f )  (g)) 
2. appendLfile <p l>  <p2> appendLfile ((a b C d e f g ) (h)) 
Diese Darstellung wird in1 GOMS** verwendet. Die ABS-Beschreibung ist aus technischen 
GrÃ¼nde einfacher gehalten, arbeitet mit der Auflistung aller Parameter und erkennt implizit 
durch den ABS-Befehl die Bedeutung der einzelnen Parameter. 
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Dieser Makro kann im System in einen Plan ÃœberfÃ¼h werden. Dabei findet die 
Ãœbersetzun in GOMS** bzw. einfacher in ABS statt. Zur Bearbeitung des Plans 
werden zunÃ¤chs nur die Befehle gezeigt. In Abbildung 5.10 ist ein Plan in der inter- 
nen Notation abgebildet. Der Plan umfai?t die Befehle e d i t ,  e d i t ,  cornpile, l i n k  
mit Parametern. Daneben wird die Beschreibung der Aktion l i n k  dargestellt. Um 
den Bearbeitungsvorgang fÃ¼ den Anwender lesbar zu gestalten, wurde die GOMS**- 
Definition in die Syntax von Smalltalk umgeformt. Hier nun ein kurzes Beispiel: 
Der Befehl l i n k  a b C wird nach der Parametrisierung im Planeditor wie folgt 
dargestellt. 
(Action withcommand: > l i n k 1 )  
withparameter: ' < P I > ' ;  
withpararneter: '<p2> ' ;  
withpararneter: '<PS>' 
Dies entspricht der GOMS**-Darstellung USE-METHOD: link ( (p l  p2 p3) (pl) ) .  
Dabei ist berÃ¼cksichtigt dai? der Name des ersten Parameters auch gleichzeitig der 
Name des Ausgabeparameters ist. 
Der Benutzer kann nun den Plan modifizieren. Er kann Aktionen hinzufÃ¼gen 
lÃ¶sche oder die Reihenfolge vertauschen. 
Diskussion der Verfahren 
Die soeben beschriebenen Ans5tze1 einen Plan zu verfolgen, mÃ¼nde in einen ein- 
fachen Erkenn~ngsmechanismus~ der mit geringem Aufwand implementiert werden 
kann. Jede Aktion und jede Handlungssequenz oder jeder Plan kÃ¶nne Ã¼be den 
Namen und die vorhandenen Parameter identifiziert werden. Beim Vergleich werden 
die Parameter mit den in der aktuellen Handlungssequenz vorgegebenen Werten in- 
stanziiert. Durch ein ÃœberprÃ¼f der so aufgebauten puttern erfolgt die Erkennung 
einer Aktion. Im Falle einer linea,r abgelegten Aktionsfolge, d. h., jede in der Folge 
vorkommende Aktion ist in der Reihenfolge ihres Erscheinens ohne RÃ¼cksich auf 
Parallelisierbarkeit gespeichert, sind keine weiteren Regeln zu berÃ¼cksichtigen Die 
Folge wird auch nur bei exakter Ãœbereinstimmun erkannt. Anders ist es hingegen 
bei einer angenommenen Paralleli~ierb~rkeit der Aktionen, d. h., bei der Speiche- 
rung wird die Folge auf mÃ¶glicherweis pa.r&llel ausfÃ¼hrbar Aktionen Ã¼berprÃ¼f 
Hier mÃ¼sse Regeln fÃ¼ KommutativitÃ¤ von Aktionen und gegenseitige Beeinflus- 
sung aufgestellt werden. Zusammenfassend kann folgendes gesagt werden: 
PlÃ¤n und Aktionen sind Objekte des ResourcenMunugementSystems: Durch 
Verwendung des Polymorphismus im objektorientierten Konzept verstehen 
beide Objekte, Plan und Aktion, die Nachricht paobjekt rnatch: a n ~ c t i o n ~ ~ .  
Dies bedeutet, dai? eine Aktion anAction bezÃ¼glic einer anderen Aktion 
2 4 p a ~ b j e k t  steht sowohl fÃ¼ einen Plan als auch fÃ¼ eine Aktion. paobjekt ist der EmpfÃ¤nge 
einer s~genannten keyword-Nachricht mit einem Parameter anAction. 
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anotherAction durch Senden der Nachricht 
anAction match: anotherAction 
auf Ãœbereinstiminun geprÃ¼f werden kann. Wird einem Plan aPlan die Nach- 
richt 
aPlan match: anAction 
gesendet, wird die aktuelle Aktion anAction mit der Definition des Plans ver- 
glichen. 
Hierarchische Schachtelung: Kann eine Aktion mit der Definition eines Plans, 
d. h. dem Planaufruf, zur Deckung gebracht werden, gilt der P1a.n als erkannt 
im Sinne einer einfachen Aktion. Trifft dies nicht zu, so wird die erste Aktion 
des Plans mit der eingegebenen Aktion Ã¼berpi-Ã¼f Der P1a.n bleibt solange ak- 
tiv, bis er entweder vollstÃ¤ndi erkannt m ~ r d e  oder eine NichtÃ¼bereinstin~mun 
eintritt. Dicser Ansatz erniÃ¶glicht auch geschachtelte PlÃ¤n zu erkennen, und 
ist in beideri Verfahren einsetzbar. 
Parallelisierung: Um eine Aktionsfolge zu parallelisieren, mÃ¼sse geeignete Regeln 
fÃ¼ die AbhÃ¤ngigkei und KomniutativitÃ¤ angegeben werden. Nach Richter 
sind Aktionen parallelisierbar, wenn sie vertauschbar sind (notwendige Bedin- 
gung) und wenn sich Eingangsbereich der einen und Ausgangsbereich der an- 
deren Aktion nicht beeinflussen (hinreichende Bedingung)" [Ric84]. Ein Ver- 
fahren, da,B a,uf diese Regeln achtet, kann implementiert werden. Dabei muB fÃ¼ 
jede bekannte Aktion und jeden bekann,ter~ Plan von Benutzer oder Entwick- 
ler angegeben werden> welche Eingaiigsbereiche uiid welche Ausgangsbereiche 
existieren und ob Vertauschbarkeit vorliegt. Eine vollstÃ¤ndig Betrachtung die- 
ser Probleinatik) insbesondere der automatischen Erkennung dieser Bereiche, 
wÃ¼rd den Rahnien dieser Arbeit, sprengen. 
BeschrÃ¤nkunge constraznts: Die wesentlichen BeschrÃ¤nk~~nge liegen zum einen 
in der strengen zeitlichen Sequentialisierung der Aktionen des ersten Verfa,h- 
rens. Hier werden parallelisierbare Aktionsseequenzen des Anwenders nicht 
erkannt, Zu anderen wird das zweite Verfahren dadurch beschrÃ¤nkt dai3 fÃ¼ 
Aktionen und A~Iakros die Erstellung der Wissensbasis fÃ¼ Eingangs- und Aus- 
ga,ngspara.n~eter ~ l n d  KommutativitÃ¤ der Aktionen nur ungenÃ¼gen automa,- 
tisiert werden kann. 
Untei- BerÃ¼cksichtigun dieser Fakten konnte ein einfaches Werkzeug implemen- 
tiert werden, das) unter Verwendung von vordefinierten Regeln fÃ¼ Eingangs- und 
Ausga,ngsbereiche und die Festlegung der Korn~n~ltativitÃ¤ f ¼ einige Betriebssystem- 
befehle, in des Lage ist: aus einer Handlungsfolge ein parallelisiertes Planobjekt zu 
generieren. 
"Diese Betrachtung deckt sich mit den AusfÃ¼hrunge in Kapitel 5.2.2, die dort fÃ¼ die Anwen- 
dung auf Aktionen in einer Dialoghistorie verfeinert wurden. 
5.3. SCRIPTE 
copy filel file2 l'---- 1 edit filel 
1 cornpile filel file3 1 link filel file4 file3 lib 
1 run filel 
VMS 
-
link p l  p4 p3 p5 
Abbildung 5.7: Der Ablauf des Makro-Parsings: Aus einer Befel~lsseque~~z wird ein 
Meta-Makro erzeugt. Dieser Meta-h4akro dient als Grundlage zur Umsetzung der Be- 
fehlssequenz in die Syntax des zugrundeliegenden Betriebssystems. In der Abbildung ist 
zum Vergleich mit der in der Arbeit gewÃ¤hlte Darstelung die Notation ?p1 fÃ¼ die Not- 
wendigkeit der Abfrage des Parameters und ! p l  fÃ¼ die Ersetzung des Parameters benutzt 
worden, Bei den AusfÃ¼hrunge in1 Text wird deutlich, dafl diese Darstellung nicht benÃ¶tig 
wird, Es gibt zwei AnsÃ¤tz zur Vermeidung dieser Darstellung: (1) Die Para~neter  werden 
zu Beginn des Makros abgefragt und dann bei jedem Auftreten eingeset,zt, oder (2) die 
Parameter werden beim ersten Auftreten innerhalb des Makros instanziiert. 
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Abbildung 5.8: Die Abbildung zeigt die Syntaxdiagramme fÃ¼ die Zerlegung eines Kom- 
mandos in seine Bestandteile und in eine maschinenlesbare Form. Diese Form ist eine 
vereinfachte Darstellung der GOMS**-ReprÃ¤sentatio zur Verdeutlichung konzeptioneller 
Aspekte, wie z. B. Parametererkennung. 
delete a compile b d e copy e f 
Ende 
Aktionsfolge 1 
copy a b 
delete a 
copy C d 
edit e 
copy e f 
compile b d e 
Aktionsfolge 2 
copy a b 
copy C d 
edit e 
compile b d e 
delete a 
copy e f 
Aktionsfolge 3 
edit e 
copy a b 
copy C d 
edit e 
compile b d e 
delete a 
copy e f 
Abbildung 5.9: Die Abbildung zeigt den Graphen eines gespeicherten Plans als Tran- 
sitionsnetz und daneben zwei mÃ¶glich Aktionsfolgen, die beide als Plan erkannt werden. 
Die Ebenen des gespeicherten Plans enthalten Aktionen, die voneinander unabhÃ¤ngi sind. 
Die Aktionsfolge 3 wird nicht erkannt. 
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gelModelAndLi,ik 
((Action wilhCommancI: '<command>' 
usingOptions: #('<commandOplions>')) 
wilhParaineler: '<parameler>' 
Abbildung 5.10: Die Bearbeitung eines Plans wird gezeigt. Das obere Fenst,er 
zeigt die verfÃ¼gbare PlÃ¤n in1 System. Es kÃ¶nne PlÃ¤n hinzugefÃ¼gt verÃ¤nder 
oder gelÃ¶sch werden. Ein Plan kann ausgewÃ¤hl und in einem Editor bearbeitet 
werden. Dieser Editor ist im Fenster darunter zu erkennen. In den Textfenstern 
der Browser ist jeweils die Definition eines Plans (einer Aktion) gezeigt, wie sie vom Com- 
piler verstanden wird. Im Planeditor kÃ¶nne einzelne Aktionen hinzugefÃ¼gt modifiziert 
oder gelÃ¶sch werden. 
Der HÃ¼ge sinkt in die Ebene 
zurÃ¼ck und Sie befinden sich wieder 
auf der StraÂ§e Der nÃ¤chst Schau- 
platz ist eine Wiese, auf der einige 
abstraktere Aspekte dieser Lerneinheit 
erÃ¶rter werden sollen. Dort haben sich 
schon ein halbes Dutzend exotischer 
GeschÃ¶pf versammelt. Viele Menschen 
auf der ganzen Welt lesen dieses Buch, 
und dank der weltweiten Vernetzung 
kÃ¶nne die Leser, die den Wunsch 
dazu verspÃ¼ren wÃ¤hren der LektÃ¼r 
miteinander in Verbindung treten. . . . 
Hans Moravec: Mznd Children 
Kapitel 6 
Methodik der Realisierung 
In den bisherigen AusfÃ¼hrunge haben wir ein Konzept zur Analyse und Erfassung 
eines wissenschaftlichen Arbeitsplatzes definiert. ErgÃ¤nzen wurden Methoden zur 
UnterstÃ¼tzun des Benutzers eingefÃ¼hrt Die Verfahren werden nun auf das reale 
Problem angewandt. ZunÃ¤chs muÂ ein geeignetes System gefunden werden. Auf3er- 
dem werden Werkzeuge zur Implementierung benÃ¶tigt die ebenfalls ausgewÃ¤hl wer- 
den. 
Aus den Erfahrungen, die bei der Betreuung der Wissenschaftler im AWI bei 
der Benutzung der Rechenanlagen gemacht wurden, ergaben sich fÃ¼ ein zu betrach- 
tendes Zielsystem drei groÂ§ Bereiche, die fÃ¼ den Einsatz der bisher entwickelten 
Konzepte sowie Methoden und Hilfsmittel geeignet erscheinen: 
Erstellen einer Graphik: Der Benutzer mÃ¶cht, eine Graphik ausgeben. Dazu 
stehen ihm unterschiedliche Graphikterminals und verschiedene Drucker zur 
VerfÃ¼gung AuGerdem soll die MÃ¶glichkei bestehen, die Graphik aus mehreren 
Dateien aufzubauen und das Format der Graphik zu verÃ¤ndern Der mittler- 
weile im Einsatz befindliche MetaFile-Handler unterstÃ¼tz den Benutzer bei 
der Generierung von Graphiken auf diversen AusgabegerÃ¤ten 
Entwicklung eines numerischen Modells: Die LÃ¶sun eines Differentialglei- 
chungssystems auf einem Rechner kann unter verschiedenen PrÃ¤misse erfol- 
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gen. Die Auswahl der unterschiedlichen Rechner geschieht nach LeistungsfÃ¤ 
higkeit, Laufzeit, Anzahl der Variablen und der GrÃ¶Â des zu erwxtenden 
Datensatzes. Bei der Bearbeitung von numerischen Modellen hilft sich der 
Benutzer bisher mit. selbsterstellten Scripten. 
Navigat ion im Netzwerk:  Die Daten zu den numerischen Verfahren wie auch die 
Graphikda,ten sind auf Dateiservern im Netz dezentral gespeichert. Der Benut- 
zer benÃ¶tig effektive Verfahren, um auf die von ihm zu beabeitenden Daten 
zugreifen zu kÃ¶nnen Die Navigation im Netz erfolgt entweder Ã¼be die Ba- 
sisbefehle des Betriebssystems, mittels eigener Scripts, mitt,els spezieller Pro- 
gramme wie FTP oder, in besonderen FÃ¤llen Ã¼be netzweite Da,teihierarchien 
z. B. NFS. 
Neben der Auswahl der Anwendung ist auch eine Auswahl der Entwicklungsver- 
fahren und Softwareanalysemethoden und der Entwickl~mgswerkzeuge zu treffen. Bei 
den Analyseverfahren kann U. a .  mit strukturierter Analyse (SA) oder mit objekt- 
orientierter Analyse (OOA) vorgegangen werden. Die Verfahren sind unabhÃ¤ngi 
von den spÃ¤te zu wÃ¤hlende Werkzeugen. Dabei sind die konzeptionellen ~ b e r l e -  
gungen aus Kapitel 4 zu berÃ¼cksichtigen 
Die Werkzeuge, d. h. die eingesetzten Entwicklungsumgebungen, werden nach 
der VerfÃ¼gbarkeit der Problemorientierung und der voraussichtlichen Implementie- 
rungsdauer ausgesucht. Werkzeuge kÃ¶nne die Analysemethodik unterstÃ¼tzen wenn 
sie speziell dafÃ¼ angepaÂ§ sind1. 
6.1 Auswahl des zu realisierenden Zielsysterns 
In allen Arbeitsbereichen des AWI wird der Benutzer derzeit durch den Einsatz ge- 
eigneter Rechner (Apple MacIntosh) und anwendungsspezifischer Programme, die 
auf Da,tenbanksystemen basieren (SYBASE [Syb89], 4 t k ~ i m e n s i o n  [ACI89]), un- 
terstÃ¼tzt Insbesondere wird in einem Projekt im AWI durch konsequente Nutzung 
des Datenbanksystems und der dazu angebot-enen Entwicklungswerkzeuge ein kon- 
sistentes Werkzeug fÃ¼ den Benutzer geschaffen (Nachfolger des MetoFzZe-Handler). 
In den drei vorgestellten Bereichen modifiziert der Benutzer Objekte in seinem 
aktuellen Nutzungsbereich. Die Modifikationen werden mit den Betriebsmitteln des 
Rechners vorgenommen. Diese Betriebsmittel kÃ¶nne in Ressourcen kategorisiert 
werden: 
1. Betriebsmittel: z. B. Compiler, Editor, 
2. Ausgabe: z. B. Bildschirm, Drucker, 
3. Objekte: z. B. Datei, Directory. 
1Smalltalk-80 als objektorientierte Entwicklungsumgebung eignet sich besonders gut fÃ¼ die 
Umsetzung einer objektorientierten Analyse. 
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5 VAX vorbereitet 
6 Alliant vorbereitet 
7 CRAY vorbereitet 
8 istat = 0 
9 istat != 0 
10 knudsn 
11 istat Bearbeitung fertig 
12 nicht knudsn 
13 knudsn fertig 
14 bereit zum Rechnen 
15 fertig 
M211 M20 
Abbildung 6.1: Die Abbildung zeigt den Ablauf einer Handlung eines Benutzers am 
Rechner bei der DurchfÃ¼hrun eines Modellaufs als Zustandsdiagramm (Analyse einer 
.COM-Datei). Die Stellen 2, 3 und 4 sind aus GrÃ¼nde der Ãœbersichtlichkei links unten 
wiederholt eingetragen. istat ist eine Variable, die vor dem Start des Programmlaufs gesetzt 
wird, knudsn ist ein spezielles Programm zur Datenvorbereitung. 
M1 1 VAX vorbereiten 
M12 Alliant vorbereiten 
M1 3 CRAY vorbereiten 
M14 aktuelle Versionen sichern 
M21 1 Dateien copieren 
M21 2 knudsn aufrufen 
M213 aktuelle Version erhalten 
M215 ediere Parameter 
M216 fÃ¼hr Programm aus 
M31 Rechnen auf der VAX 
M32 Rechnen auf der Alliant 
M33 Rechnen auf der CRAY 
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Als Beispiel sei dazu der Zyklus fÃ¼ den Test eines numerischen Modells auf- 
gefÃ¼hrt In Abbildung 6.1 wird dargestellt, wie der Benutzer in diesem Fall a m  
R,echner a,giert.. Er wÃ¤hl sich eine Aufgabe aus, z. B. Rechnen auf der VAX (Dia- 
grammpunkt 1, 2). Diese Aufgabe kann bedeuten, daÂ die Ressourcen frei gewÃ¤hl 
werden kÃ¶nne oder aber auch erzwungen sind2. Der ResourcenManager sollte da,- 
her in der Lage sein, anha,nd einer Aufgabe oder eines Faktes zu erkennen, welche 
Bedingungen eine Ressource erzwingen. 
Mit den zunehmenden Anforderungen an die Rechenanlagen (Ressourcekatego- 
rie: Objekte) mit vert,eilten Rechnern und Ein-IAusgabegerÃ¤te (Ressourcekatego- 
rie: Ausgabe) ist a,uch hier eine Unt,erstÃ¼tzun der Benutzer erforderlich. Produkte 
wie NFS und NCS (Ressourcekategorie: Betriebsmittel) stellen unter den in1 AWI 
genutzten Betriebssystemen VMS und UNIX MÃ¶glichkeite zur einfachen Naviga- 
tion im hierarchischen Filesyst,em der Rechner bereit. Die jeweilige benutzereigene 
Umgebung muÂ auf dessen BedÃ¼rfniss eingestellt werden. Der Benutzer ist jedoch 
meist gefordert, diese Einstellungen selbst vorzunehmen. Dies erfordert wiederum 
Kenntnisse der jeweiligen Betriebssysteme. Einige, fÃ¼ alle Benutzer gleichermaflen 
gÃ¼ltig und sinnvolle, Einstellungen werden aber vom System vorgegeben. 
Auch kann der Benutzer eine Ã¼bersichtlich Darstellung seiner Daten verlangen. 
Diese Darstellung sollte unabhÃ¤ngi vom zugrundeliegenden Betriebssystem sein, 
um die Konsistenz der OberflÃ¤ch zu bewahren und ein stÃ¤ndige Umdenken zu 
vermeiden. Die Folge wird eine vereinfa,chte Bedienung des gesamten Syst,ems sein. 
Um den Benutzer von diesen Anforderungen zu ent,last,en und ihm eine Un- 
terstÅ¸tzun zu bieten, die sowohl dem AnfÃ¤nge als auch dem Fortgeschrittenen 
gerecht wird, wird als Anwendung der bisher in der vorliegenden Arbeit dargestell- 
ten Konzepte ein ResourcenMan,agementSystem ent,wickelt. 
Im folgenden werden nun die Anforderungen, gemÃ¤ den AusfÃ¼hrunge in Ka- 
pitel 4, an ein ResourcenManagementSystem im AWI in Form eines Pflichtenheftes 
dargestellt. Die Eingliederung einer wissensbasierten Benutzerschnittstelle erfolgt 
unter BerÃ¼cksichtigun dieses Pflichtenheftes. 
6.1.1 Anforderungen an das Zielsystem 
Das Zielsystem muÂ zunÃ¤chs in seiner Ist- und Soll-Konfiguration erfaÂ§ werden. 
Dies geschieht na,ch Kapitel 4 mittels eines Pflichtenheftes. Dann werden die Ziel- 
und Kontrollgruppen bestimmt, die wesentlichen Ant,eil an der Entwicklung haben, 
indem sie helfen, das System zu verifizieren. ZusÃ¤tzlic lassen sich aus den Analysen 
des Benutzerverhalt,ens aus diesen Gruppen die Stereotypen und Basisverhaltensre- 
geln gewinnen. 
'Wenn der Benutzer ein Programm (Ressourcekategorie: Objekt) schreiben mÃ¶chte hat er die 
Wahl zwischen verschiedenen Editoren (Ressourcekategorie: Betriebsmittel). Dann kann er auch die 
Programmiersprache (Ressourcekategorie: Betriebsmittel) wÃ¤hlen sofern diese nicht bereits durch 
andere Bedingungen erzwungen wird. Ist das Programm aber erstellt, wird durch die Wahl der 
Programmiersprache die entsprechende Compiler-Ressource erzwungen, z. B. C-Code erzwingt die 
Anwendung des C-Compilers. 
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Das Pflichtenheft 
Die Basisanforderungen an das Zielsystem werden gemafl den Betrachtungen aus 
Kapitel 4 in einem Pflichtenheft gesammelt. Die darin zusammengefaflten Angaben 
sind eine Sammlung der BenutzerwÃ¼nsche um deren Aufgabe optimal zu erfÃ¼llen 
Hier werden nun auszugsweise wichtige Punkte aufgefiihrt,: 
Die BenutzeroberflÃ¤ch ist graphikorientiert,. 
e Der Benutzer wird durch ein Modell unterstÃ¼tzt Dieses Modell enthÃ¤l Infor- 
mationen Å¸be grundlegende Handlungsplane, Zustandsvariablen und Regeln 
des Benutzers. 
0 Der Benutzer erhÃ¤l passive und kontextbezogene Hilfe. Aktive Hilfe erscheint 
automatisch im Falle eines Bedienungsfehlers und bei vom System erkennbaren 
Fehlerzustanden auf dem Hintergrundrechner. 
Im Verlauf einer Sitzung am System erfolgt eine Protokollierung des Dialogs, 
um dem Benutzer einen Ãœberblic Ã¼be durchgefÃ¼hrt Aktionen zu geben (Vor- 
aussetzung fÃ¼ UnDo/ReDo und die Erstellung von Makros und zur Verfolgung 
von HandlungsplÃ¤nen . 
0 UnDo/ReDo sind auf die ausgefÃ¼hrte Funktionen bezogen. 
e Die Einbindung eines tutoriellen Systems ist fÃ¼ die Einarbeitung in das Sy- 
stem gedacht und im Bedarfsfalle als ErklÃ¤,rungkomponent einsetzbar. 
e Die Aktionen des Anwenders werden durch das Konzept der Handlungsplan- 
verfolgung mit automatischer Handlungsplanerstellung protokolliert und ana- 
lysiert. 
0 Der Benutzer kann seine Dialogsprachen wÃ¤hlen 
e Es sind mehrere Fenster vorhanden, um auf verschiedenen Rechnern zu arbei- 
ten, in denen der Zielrechner erkennbar ist. 
cut/copy/paste Funktionen fÃ¼ die Systemeditoren werden bereitgestellt 
0 Die UnDo/ReDo-FunktionalitÃ¤ wird erweitert. 
Die Daten werden dezentral nach Inhalt und logischem Zusammenhang geord- 
net. 
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Die Zielgruppe(n) 
Das ResourcenManagementSystem ist fÃ¼ alle Benutzer des AWI konzipiert. Wie be- 
reits in Kapitel 4 erwÃ¤hnt konnten nicht alle Benutzer zur Mitarbeit herangezogen 
werden. Daher wurde der Personenkreis, der fÃ¼ den Test des Zielsystems in Frage 
kommt, eingeschrÃ¤nkt Die EinschrÃ¤,nkun erfolgte unter BerÃ¼cksichtigun der Rele- 
vanz einer EinfÃ¼hrun eines derartigen Werkzeuges, der Bereitschaft zur Mitarbeit 
und den Vorkenntnissen. Die Zielgruppen wie auch die Kontrollgruppen setzen sich 
aus den Wissenschaftlern der Fachbereiche Physik, Ozeanographie und Meteorolo- 
gie mit einer offenen Architektur zur Einbindung der noch fehlenden Fachbereiche 
zusammen. 
Stereotypen, Scripte und HandlungplÃ¤n 
Stereotypen bei der Zielgruppe waren relativ einfach zu finden, da ein Modellierer 
einen festvorgegebenen Plan zur Bearbeitung und PrÃ¼fun eines numerischen Mo- 
dells hat. Dieser Basisarbeitsplan ist festgelegt. Jedes numerische Modell ist jedoch 
einzigartig in seinem progra,mmierten Aufbau. Hier gibt es ausschlieÂ§lic individu- 
elle AusprÃ¤gunge fÃ¼ die Arbeit mit einem realisierten Modell. Ein Stereotyp dafÃ¼ 
ist in Abbildung 6.2 dargestellt. Dieses Stereotyp eignet sich jedoch nicht besonders 
fÃ¼ die Betrachtung der ArbeitsablÃ¤uf bei den verschiedenen Modellierern. Es wird 
daher darauf verzichtet, globale Stereotypen zu betrachten. 
Im Gegensatz dazu stehen die lokalen Stereotypen der einzelnen Benutzer. Hier 
muÂ geprÃ¼f werden, ob tatsÃ¤chlic ein Stereotyp vorliegt oder nur ein Handlungs- 
plan3. Wegen der stÃ¤ndige Modifikationen, die ein programmiertes Modell erfÃ¤hrt 
mÃ¼Â§ der Stereotyp stÃ¤ndi erweitert werden. Eine sich immer wiederholende Folge 
von Aktionen liegt also nicht vor. Daher wird auch darauf verzichtet, lokale Stereo- 
typen zu betrachten. 
Da globale und lokale Stereotypen nicht verwendbar sind, setzen wir hier Hand- 
lungsplÃ¤n als Basis der Benutzeraktionen ein und kÃ¶nne so die gerade erwÃ¤hnte 
Schwierigkeiten Ãœberwinden (Vergleiche hierzu Abbildung 2.2.) 
FÃ¼ Regeln gelten die gleichen Betrachtungen. Entweder es existieren sehr allge- 
meine Regeln, die dann aber die Benutzer in keiner Weise charakterisieren, oder sie 
sind so speziell, daÂ sie als Teil des individuellen Benutzerbildes im System abgelegt 
werden mÃ¼ssen Zur Verdeutlichung sei hier auf die Abbildung 6.2 verwiesen, in der, 
abhÃ¤ngi von der Belegung einer Variablen im Script, verschiedene Bearbeitungs- 
pfade beschritten werden kÃ¶nnen 
6.1.2 Die Realisierungsidee 
Aus den Anforderungen der Benutzer ergibt sich im ersten Ansatz fÃ¼ die Un- 
terstÃ¼tzun bei der Navigation in einem Computernetzwerk ein System, das fÃ¼ den 
'HandlungsplÃ¤n unterliegen einer stÃ¤rkere Modifikation als Stereotypen 
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Testlauf 0 
1 Produktion I 
Abbildung 6.2: In der Abbildung wird ein Stereotyp eines Modellierers gezeigt. Dieses 
Stereotyp ist sehr allgemein gehalten und bedarf einiger genauerer Betrachtungen. (Siehe 
Text.) Entscheidend ist dabei, daÂ mit dieser allgemeinen Darstellung dieses Stereotyp nur 
von geringem Nutzen ist, da bei der Spezialisierung auf den einzelnen Nutzer spezifische 
Eigenheiten des Benutzers in so starkem MaÂ§ berÃ¼cksichtig werden mÃ¼ssen daÂ ein 
stereotypes Verhalten der Benutzer nicht mehr angenommen werden kann. 
Benutzer wie in Abbildung 6.3 erscheint. Die wesentlichen Verwaltungsobjekte wer- 
den gezeigt. Die Ãœberlegunge fÃ¼hrte zu der Forderung, die verschiedenen Funktio- 






0 Terminal (Ã¤hnlic DEC VT200) 
0 direkte Manipulation 
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Abbildung 6.3: Die Abbildung zeigt, wie ein Dialog mit dem ResourcenManager aus- 
sehen kÃ¶nnte Ein Fenster zeigt die Struktur des Netzwerkes (Fenster: ResourcenBrowser 
Network Nodes). In anderen Fenstern werden Ben~~tzerdateihierarchien eines Rechnerkno- 
tens (Fenster: AWI 10 - User Kurdelski :Dir 1) und verfÃ¼gbar Systemressourcen gezeigt. 
Der ScratchPad dient zum Aufbau konlplexer Ablaufstrukturen, hier mit graphischer Un- 
terstÃ¼tzung 
Der Wunsch sei, einen Rechnerknoten zu selekt,ieren, ein Directory zu Ã¶ffnen 
eine Datei auszuwÃ¤hle und Ressourcen mit der Datei zu verbinden. Zwei AnsÃ¤tz 
sind hier zu unterscheiden: 
1. externer Aufbau von Verbindungen (Links) und 
2. Aufbau von Verbindungen auf einem Arbeitstableau. 
Der erste Ansatz ist ressourceorientiert. Eine Ressource wird ausgewÃ¤hlt eine 
Verbindung zu einer Datei wird aufgebaut und der Verarbeitungsvorgang gestartet. 
Die Handhabung ist vergleichbba der des Xerox-Star Systems [SIK'^83], z. B. wird 
ein Dateiicon, das einen FORTRAN-Programmtext beschreibt,, auf das Icon des 
FORTRAN-Compilers bewegt. Der Compilationsvorgang wird automatisch gestar- 
tet. 
Der zweite Ansatz ist datenorientiert. Ausgehend von den ausgewÃ¤hlte Daten 
wird der Verarbeitungsvorgang auf einem Tableau spezifiziert. Der Benut,zer erhÃ¤l 
nun ein Datenflufldiagramm. Der Verarbeitungsvorgang wird auf Anforderung des 
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Benutzers gestartet. Dieses Verfahren entspricht dem Fabrik-Konzept, das von In- 
galls et al. entwickelt wurde [IWC488]. 
Ã„hnlich Verfahren sind auch in den Programmen, die einen intemktiven Aufbau 
einer Mefianordnung erlauben Lab Vzew [Nat] oder die eine spezielle Form des proty- 
pischen Programmierens vorsehen ProGraph [Pro], zu finden. Das Entwicklungspa- 
ket aPe ,  das zur Erstellung, Visualisierung und Aufbereitung von wissenschaftlichen, 
graphischen Darstellungen dient, ist in dieser Hinsicht sehr weit. entwickelt, jedoch 
auf den einfachen Rechnern, wie z .  B. SUN Sparcstation 1, zu langsam [CengO]. 
6.2 DurchfÃ¼hrun der Realisierung 
Bei der Realisierung eines wissensbasiert,en Systems wird berÃ¼cksichtigt da.Â Kom- 
ponenten zur intelligenten UnterstÃ¼tzun des Benutzers enthalten sind und diese 
auf zuvor erfafiten Regeln und Fakten basieren. Bedingt durch die Sichtweise des 
Entwicklers werden die Hilfsmittel ausgewÃ¤hlt mit denen das System erstellt wird. 
Die Hilfsmittel umfassen im wesentlichen die Programmiersprache bzw. die Ent- 
wicklungsumgebung. Andere Hilfsmittel werden je nach Anwendungsgebiet hinzu- 
genommen, z. B. Entwicklung in einer prozeduralen Programmiersprache mit Da- 
tenbankanbindung und Zugriff auf ein Expertensystem oder Entwicklung auf Basis 
einer Datenba,nk mit Zugriff auf St'ndardbibliotheken und ein Expertensystem. Im 
folgenden wird die Auswahl der Methodik und der Hilfsmittel erlÃ¤,utert 
6.2.1 Auswahl der Implementierungsmethode 
In Kapitel 4 wurde ein Beschreibungskonzept entwickelt, das auf dem GOMS**- 
Modell und ATN/RFA-Netzen basiert. Gemeinsa,m mit den Erkenntnissen aus der 
Literatur (z. B. [Her86a]) ist ein objektorientierter Implenientierungsansatz vorzu- 
ziehen. Dieser Ansatz ist gekennzeichnet durch (Vergleiche auch [HA86].): 
o Datenkapselung (encapsulation), 
Nachrichten zwischen Objekten (message passzng), 
e Vererbung (znherztance), 
o Polymorphismus (polymorphism, operator overloadzng) 
Die Auswahl einer reinen objektorient.ierten Entwicklungsniethode wird hier, im 
Vergleich zu anderen Methoden, begrÃ¼ndet 
Prozeduraler Ansatz 
Der prozedurale Ansatz (GOMS*-Modell) lÃ¤Â sich mit Programmiersprachen wie 
PASCAL oder C realisieren. Der Zugriff mit diesen Sprachen auf Datenbanken und 
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Expertensysteme ist gut realisierbar, da Bibliotheken verfÃ¼gba sind, mit denen der 
Zugriff ermÃ¶glich wird. 
Dieser Ansatz muÂ§t jedoch verworfen werden, da. sich die in Kapitel 4.3 definier- 
ten abstrakten Datentypen in diesen Sprachen nicht oder nur sehr schwer realisieren 
lassen. Das Versenden von Nachrichten, Vererbung und Polymorphismus ist nicht 
implementiert. 
Funktionaler Ansatz 
Der funktionale Ansatz lÃ¤Â sich z. B. in LISP realisieren. Das GTN-Modell wurde 
bereits in seiner ursprÃ¼ngliche Form in LISP implementiert [KP85]. Auch bietet. 
LISP mit Erweiterungen gute UnterstÃ¼tzun des objektorientierten Ansatzes. 
Die Entscheidung gegen LISP fiel einzig aus GrÃ¼nden die VerfÃ¼gbarkeit gra- 
phische OberflÃ¤ch und Wartung beinhalten. So ist z. B. ObjTalk der U n i ~ e r s i t ~ t  
Stuttgart ein Forschnngssystem, das keiner Wartung unterliegt. Zudem stellen LISP- 
Maschinen, wie z. B. Symbolics, InsellÃ¶sunge im Gesamtkonzept des AWI dar. 
Logik-Ansatz 
Die Entscheidung gegen Prolog, den Vertreter des logischen Ansat,zes, fiel aufgrund 
der mangelhaften UnterstÃ¼tzun graphischer Benutzerschnittstellcn und der fehlen- 
den objektorientierten Erweiterungen. 
Mittels dieses Ansatzes lieÂ§e sich sehr gut Faktendatenbanken und regelbasierte 
Entscheidungseinheiten realisieren. 
Objektorientierter Ansatz 
Aus den Analysen der Beschreibungsmittel und ModellansÃ¤tz kann eindeutig ein 
Trend zur objektorientierten Beschreibung abgelesen werden. (Vergleiche [Her86a], 
Obe881, [SH86].) Der objektorientierte Ansatz bietet Vorteile bei der Analyse (Be- 
trachtung der agierenden Objekte) und Synthese (Kapselung von Daten und Me- 
thoden). Die Beschreibungen von systembezogenen Datentypen mittels abstrakter 
Datentypen lassen hier eine direkte Implementierung zu. Der Nachteil ist die bei 
den meisten einsetzbaren Werkzeugen fehlende komfortable Darstellung von Fakten 
und Regeln. 
Entscheidung 
Die Ablehnung der verschiedenen AnsÃ¤tz bedeutet nicht, daÂ diese fÃ¼ das Gesamt- 
system wertlos sind. Eine Wissensbasis, die auf der logischen Entscheidung von Fak- 
ten beruht, ist sicherlich flexibler in Prolog zu implementieren. Die Entscheidung fÃ¼ 
eine objektorientierte Implementierung wurde aus den Anforderungen des Benutzer- 
schnittstellendesigns (Manipulation von Objekten) und der Analysemethode (RFA- 
Netze) abgeleitet. Dabei wurde die Arbeit von konzeptionellen AnsÃ¤tze im Da- 
6.2. DURCHFUHRUNG DER R,EALISIERUNG 
tenbankbereich [BCG+87], bei der Erstellung von BenutzungsoberflÃ¤che [BBG+89] 
und im Software-Engeneering [PW89, Coa89, SM881 beeinflui3t. 
Von Coad und Shlaer werden allgemeine Hinweise zum objektorientierten Pro- 
grammentwurf vorgestellt [Coa89, SM881. Mit diesen Konzept,en sind Systeme im 
Hinblick auf verwendete Daten, Manipulationsmethoden und ZusammenhÃ¤ng ana- 
lysierbar . 
6.2.2 UnterstÃ¼tzend Systeme im Vergleich 
Die Implementierung des Zielsystems nach dem im AWI gesetzten Haus-Shndard 
erfordert einen Vergleich zwischen existierenden UIMS's und entsprechenden Soft- 
warewerkzeugen. Viele dieser Syst,erne bauen auf demselben Betriebssytem (UNIX) 
auf oder benutzen einen virtuellen Prozessor (Smalltalk-80): Die Ideen und Kon- 
zepte sind portierbar. In diesem Vergleich soll daher ein Leistungsstand bestehen- 
der Systeme aufgezeigt werden und die EinsatzfÃ¤higkei des Systems fÃ¼ das zu 
entwickelnde UIMS geprÃ¼f werden. Die Syst,eme verfolgen alle grundsÃ¤tzlic den 
objektorientierten Ansatz zur Erstellung der BenutzungsoberflÃ¤che 
Herczeg und Hoppe fÃ¼hrte zwei Ã¤hnlich Vergleiche durch [Her86a,, Hop88b1, 
ebenso Balzert [BHJ87], deren Vergleichskriterien hier mit berÃ¼cksichtig werden. 
Herczeg betracht,et die ausgewÃ¤hlte Systeme unter dem Gesichtspunkt der soft- 
wareergonomischen und kognitionspsychologischen Zielvorstellungen und der, fÃ¼ 
den Benutzer sichtbaren, SystemfunktionalitÃ¤t Hoppe untersucht die Eignung der 
Systeme auf ihre Anwendbarkeit in einer vom Benutzer gescha,ffenen Situation, 
z. B. Programmentwicklung in kleinerem und grÃ¶Â§er Mafistab, Textverarbeitung, 
grÃ¶Â§e und kleinere Projekte, bei denen die LeistungsfÃ¤higkei der Systeme (z. B. 
in MIPS gemessen) entscheidend ist. Einige der in den beiden VerÃ¶ffentlichunge 
untersuchten Systeme sind fÃ¼ den Anwendungsfall im AWI von vornherein ausge- 
schlossen, da sie ein festes Aufgabengebiet umfassen (z. B. Xerox-Star). Die Krite- 
rien und einige Ergebnisse kÃ¶nne jedoch Ã¼bernomme werden. Eine Ausweitung 
dieser Vergleichskriterien auf neuere Systeme, deren Auswahl sich auch an Normen 
und Verfugbarkeit orientiert und die die Anwendbarkeit auf die Situation im AWI 
gesondert berÃ¼cksichtigen wird vorgenommen. Weiter werden zusÃ¤tzlich Auswahl- 
punkte eingefÃ¼hrt 
6.2.3 Vergleichsmethodik 
Die zum Vergleich herangezogenen Systeme sind kommerzielle oder rein akademische 
AnsÃ¤,tz zur LÃ¶sun des Problems der benutzerfreundlichen, angepaÂ§te Mensch- 
Maschine-Schnittstelle. Es finden sich in der Liste Systeme, die verwendbar und 
einsetzbar sind, die aber mit EinschrÃ¤nkunge zu sehen sind, z. B. sind sie nicht 
auf allen Rechnern lauffÃ¤hig oder ihre zukÃ¼nftig Entwicklung ist ungewii3. Bei 
den gewÃ¤hlte Systemen wurde die Ein~etzb~rkei t  als Entwicklungswerkzeug in den 
Vordergrund gestellt. Daher sind Systeme, wie die, die in der Arbeit von Herczeg 
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Tabelle 6.1: Fakten zur Auswahl einiger BenutzeroberflÃ¤che 
e Ist das Syst,em verfÃ¼gba, ?
e Wird Unt3erstÃ¼tzun geboten (Wartung, neue Versionen) ? 
e Ist das System portierbar ? 
e Ist es ein Standard oder nutzt. es Standards? 
e Werden Maschinen im AWI bei Investitionen in Erwiigung gezogen, auf denen 
das System lauffÃ¤hi ist ? 
e KÃ¶nne die Konzepte port,iert werden ? 
e Ist der Einsatz von Expertensystemen mit dem System mÃ¶glic ? 
erwÃ¤hnt wurden, nicht in die Auswahl genommen worden. Die Systeme wurden 
zusÃ¤tzlic zu den von Herczeg und Hoppe aufgefÃ¼hrte Kriterien unter den in Ta- 
belle 6.1 dargestellten Gesichtspunkten betrachtet. Die beschriebenen Systeme sind 
einerseits vollstiindige Entwicklungsumgebungen. teils Werkzeuge zur Entwicklung 
graphischer OberflÃ¤chen die weitere Werkzeuge benÃ¶tigen um den Anforderungen 
einer adaptiven Schnittst,elle gerecht zu werden. Wenn jedoch der Einsatz des Sy- 
stems in den Vordergrund gestellt. wird, dann ist es vernÃ¼nftig Systeme auszuwÃ¤hlen 
mit denen eine einsetzbare Anwendung erstellt werden kann. Die Entscheidung muÂ 
nicht notwendigerweise fÃ¼ eine integrierte Entwicklungsumgebung fallen. 
Bei der geplanten Realisierung muÂ§t insbesondere die VerfÃ¼gbarkei der Sy- 
st,eme Ã¼berprÃ¼ werden, die diese Kriterien erfÃ¼lle konnten, d. h. ,  entweder die 
vorhandenen Ressourcen nutzen oder ein neues Syst,em wÃ¤hlen das in die Umge- 
bung eingepaÂ§ werden kann. Eine Entwicklung auf einem nicht vertrÃ¤gliche System 
ist nicht anzustreben4. 
Die Tabelle 6.2 (Seite 135) zeigt eine ~bers icht  Ã¼be die eingesetzten Systeme. 
Es ist zu erkennen, daÂ die meisten Systeme verfÃ¼gba sind. Ein System (X-Aid} 
ist noch in der Experimentalphase. Der Presentation Manager ist verfÃ¼gbar5 Das 
einzige standardisierk Syst,em (X- Windows) wird im AWI zukÃ¼nfti als Grundlage 
fÃ¼ die Erstellung von graphischen OberflÃ¤che eingesetzt werden. In Tabelle 6.3 
(Seite 136) werden weitere Fakten beschrieben, die die Auswahl unter dem Ge- 
sichtspunkt der Softwareentwicklung einordnen. 
"Die Entwicklung ist heute einfacher, da  viele AnsÃ¤tz (X-Windows, NFS, NCS o. Ã¤. auch auf 
kleineren Arbeitsplatzrechnern verfÃ¼gba sind. Die Einbindung eines Systems fÃ¤ll dann leichter. 
Presentution Manager wird als Teil des Betriebssystems OS12 angeboten und ist kein 
eigenstÃ¤ndige Produkt mehr. 
6.2. DURCHFUHRUNG DER R,EALISIER.UNG 
Tabelle 6.2: ~bersicht Ã¼be die Verfiigbarkeit der Systeme 
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Com. Konz. KI 
X X ie 
X X e 
X ie 
X X e 
X X e 
ErklÃ¤runge der SpaltenÃ¼berschrifte 
Verf.: Das System ist zum Zeitpunkt der Analyse auf dem Markt erhÃ¤ltlich 
Unter.: Das Produkt wird von Softwareherstellern unterstÃ¼tzt 
port.: Das Produkt ist auf andere Rechner portierbar. 
Stand.: Das Produkt ist internationaler Standard (ISO etc.). 
Com.: Der entsprechende Rechner wird im AWI eingesetzt. 
Konz.: Die Konzepte sind Ã¼bertragbar 
KI: Die Wissensbasis ist im System integriert (i), extern verfÃ¼gba (e) 
ErklÃ¤runge der SpalteneintrÃ¤g 
X Vorhanden. 
- Nicht vorhanden. 
? Unbekannt. 
i e Siehe KI. 
In der Tabelle 6.4 (Seite 137) werden die Systeme im Hinblick auf ihre Ein- 
satzmÃ¶glichkei bei der Softwareentwicklung gegenÃ¼bergestellt Ein wesentliches Kri- 
terium bei der Auswahl war auch die Einarbeitungszeit und die Zeit bis zum ersten 
Prototypen sowie DurchfÃ¼hrun von Anderungen. 
Im folgenden werden einige Systeme kurz beschrieben. 
6.2.4 Beschreibung der Systeme 
Smalltalk-80 und The Analyst 
Smalltalk-80 ist eine objektorientierte Programmiersprache. Unter dem Begriff Small- 
talk wird jedoch nicht nur die Sprache, sondern auch eine Programmierumgebung 
verstanden, die mit der Integration von Benutzerschnittstelle, Bibliotheksverwaltung 
und source-level-debugger andere Systeme mafigeblich beeinflufit hat. 
Smalltalk-80 besticht durch die einfachen Methoden, eine graphische Benutzer- 
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Tabelle 6 .3 :  Fakten zur Auswahl der einzusetzenden EntwickIungswerl<zeuge im Hinblick 
auf Wartung, VertrÃ¤glichkeit Eritwicl<lungszyklus und UnterstÃ¼tzung 
Entwicklungsumgebung: Die Entwicklung des Systems sollt,e innerh'lb einer 
E n t w i c k l ~ ~ ~ ~ g s ~ ~ i n g e b ~ ~ n g  erfolgen, um den Programmierzyklus klein zu halten, 
abersichten zu erhalten und einfache Versionsverwalt~~ng zu ermÃ¶glichen 
Wiederverwendbarer Programmtext: Die Bereit~t~ellung gleichen Programm- 
text,es fÃ¼ iihnliche AmvendungsfÃ¤lle wie z. B. bei der Vererbung in objekt- 
orientierten Sprachen, sollte unterstÃ¼tz werden. 
Graphikorientiert: Direkte Manipulation und visuelle, deutlichere Darstellung 
sind mÃ¶glich 
Bibliotheken: Existiert bereits eine Bibliothek fÃ¼ Basisa.ufga,ben wie Aufbau von 
Fenster, Dialogboxen, Betriebssyst,emdurchgriff, Schnittstellenanbindung? 
VertrÃ¤glichkeit Ist das entwickelte System mit am Arbeitsplatz vorhandenen Sy- 
stemen vcrtrÃ¤,glich 
schnittstelle zu entwerfen. Das MVC-KonzeptG ist eine leicht verstÃ¤ndlich Vorge- 
hensweise, um Daten zu manipulieren. 
Smalltalk-80 unterstiitzt einfache Konzepte der KI wie pattern rnatching, Verer- 
bung (2s-a, has-U), Frames. Baumstrukturen sind leicht realisierbar. Der Aufwand 
zur Generierung einer neuen Dat,enstruktur ist relativ gering, d a  durch den Verer- 
bungsmechanismus meist wenige Anderungen erforderlich sind, um die gewÃ¼nschte 
Effekt,e zu erzielen. (Siehe z. B. Abbildung 6.4, Seite 138.) 
Neben Smalltalk-80 mÃ¼sse hier zwei Applikationen erwÃ¤hn werden, die beson- 
dere Eigenschaften zum Smalltalk-80 bereitstellen. Die erste Anwendung, The Ana- 
lyst, ist ein integriertes System mit Dokumentenbearbeitung, Tabellenkalkulation 
(Spreadsheet), Date iver~al t~ung,  Landkartendarstellung und Landkartenbearbeitung 
und einer einfachen Datenbank. 
Die Dateiverwalt,ung erfolgt Å¸be eine zentrale logische Einheit, das Information 
Center. In dieser Einheit werden die I i~form~t~ionen Å¸be Dokumente. Da,teien, Gra- 
phiken etc. verwaltet. Jeder Benut,zer erhÃ¤lt sein eigenes Information Center. Die 
Einordnung der Daten und die Suche nach den Daten wird durch die Vergabe von 
SchlÃ¼ssel erleichtert (Siehe Abbildung 6.5). 
In der Tabellenkalkulat,ion kÃ¶nne beliebige Datenobjekte in die Zellen eingetra- 
6~bfVC-Konzept: (Model-View-Controller), Model = Datenstruktur, View = Sicht auf das Mo- 
del, Controller = Steuerung der Benutzeraktionen (des Datenflusses). FÃ¼ weitere ErlÃ¤uterunge 
wird auf die Literatur verwiesen [GR83, Gol84, Xer89. Pie87, Dig86b, Die.881. 
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Tabelle 6.4: Ãœbersich Ã¼be die UnterstÃ¼tzun des Entwicklungszyklusses 
Smalltalk-80 






















































ErklÃ¤runge der SpaltenÃœberschrifte 
Ent.: Das System besitzt eine komfortable Entwicklungsumgebung. 
Wie.: Das System lÃ¤Â einen wiederverwendbaren Code zu. 
Graph.: Das System unterstÃ¼tz Graphik. 
Stand.: Das System verfÃ¼g Ã¼be komfortable, standardisierte Bibliotheken. 
Ver.: Das System ist mit der bestehenden Umgebung vertrÃ¤glich 
ErklÃ¤runge der SpalteneintrÃ¤g 
- Nicht vorhanden. 
? Konnte nicht festgestellt werden bzw. ist von der eingesetzten Software abhÃ¤ngig 
X Vorhanden. 
1 Herstellerspezifische Entwicklungswerkzeuge. 
2 Bedingt durch den Einsatz der Bibliotheken. 
3 Umfangreiche Basisbibliotheken. 
gen werden. Diese Objekte kÃ¶nne manipuliert werden, und es kÃ¶nne Berechnungen 
vorgenommen werden. Bei den Objekten sind beliebige, in Smalltalk reprÃ¤sentier 
bare Objekte mÃ¶glich z. B. Graphiken, Datenbanken oder einfache Objekte wie z. B. 
Zahlen. 
Das Dokumentensystem enthÃ¤l einen DTP-Editor, mit dem eine Seite wahl- 
frei gestaltet werden kann. Dieses Dokument kann als Grundlage zum Suchen von 
Begriffen verwendet werden (Online-Hilfe) oder zu einem druckreifen Dokument 
umgesetzt werden. 
Die zweite Anwendung, Humble, ist ein Expertensystem, das in weiten Teilen 
wie das bekannte Expertensystem MYCIN aufgebaut ist. Das System ist sehr gut 
in die Smalltalk-80 Umgebung integriert, d. h., Wissensbasen kÃ¶nne aus Smalltalk 
Methoden abgefragt und manipuliert werden. 
Smalltalk-80 ist fÃ¼ alle gÃ¤ngige Arbeitsplatzrechner erhÃ¤ltlich Die Kompati- 
bilitÃ¤ der Systeme auf Quelltextebene ist gut, da eine systemumbhangige Pro- 
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Abbildung 6.4: Die Abbildung zeigt die Hierarchie der Klassen Baum und Knoten, wie 
sie in Smalltalk-80 realisiert werden kennen. (Implementierung des Verfassers). Das Bild 
wurde im The Analyst mit der Klasse ConnectedBoxView erzeugt. 
grammierung durch besondere Klassen und Methoden ermÃ¶glich wird. Die binÃ¤r 
KompatibilitÃ¤, der zmage-Dat.eien konnte im Rahmen der vorliegenden Arbeit nicht 
verifiziert werden. Nachteilig ist der immense Speicherpla,tzbedarf auf den lokalen 
Rechnern und das La,ufzeitverhalten7. 
X-Aid, Babylon 
X-Azd ist ein Projekt der GMD Birlinghofen zur Gewinnung eines adaptiven UIMS. 
Hierzu werden Wissensbasen benÃ¶tigt die vom System automatisch a,ngepaÂ§ wer- 
den kÃ¶nnen Das System ist mit UnDo/ReDo ausgestattet und enthÃ¤l einen Planer- 
kenner zur Erfassung der HandlungsplÃ¤n des Benutzers. Ebenfalls ist ein kontext- 
sensit,ives Hilfe-System integriert. 
Das UIMS soll sich dem Benutzer individuell 8npassen. Dies geschieht hier nicht 
durch Eintragen von Vorgaben z. B. eines Standardbenutzers. Das System soll mit 
dem Benutzer gemeinsa,m lernen. Weiterhin ist das System unabhÃ¤ngi von der 
zugrundeliegenden Applikation. 
In Abbildung 6.6 ist. der prinzipielle Aufbau des Systems abgebildet. 
Im Vergleich zu den Ã¼brige betrachteten Systemen ist X-Azd die am weitesten 
fortgeschrittene Arbeit und nicht nur ein Werkzeug. Der Nachteil von X-Azd ist, 
daÂ es bisher nicht verfÃ¼gba ist. 
q i e s e  EinschrÃ¤nkun galt nur fÃ¼ die verwendete Version 2.3. Bei allen Nachfolgeversionen wur- 
den sowohl das Laufzeitverhalten (durch zweistufige Compilierung) als auch die EinschrÃ¤nkunge 
im Objektadrearaum behoben. 
Information Centers 
1 
ResMan Info Center 
"3 PostScript 1 Q Hints on ResourcenManager 
t=0 hintsonresman 
-4 document 
Abbildung 6.5: Die Abbildung zeigt ein Information Center des The Analyst. Der 
Anwender hat einige Ordner geÃ¶ffnet In dem mit der Ãœberschrif Key Words gekenn- 
zeichneten Fenster sind die zur logischen Einordnung genutzten SchlÃ¼sse zu finden. 
Ein weiteres System, BABYLON,  ist bereits kommerziell erh51tlich [CdV89]. Im 
Gegensatz zu X-Aid ist BABYLON als Expertensystem-Shell konzipiert, die auch 
in X-Azd eingesetzt wird. 
Apple Macintosh 
Der Apple Macintosh wird hier wegen der guten, standardisierten Benutzungs- 
oberflÃ¤ch erwÃ¤hnt Die OberflÃ¤ch wird durch die Human Interface Guidelznes 
[App86] beschrieben. Der Anwendungsprogrammierer muÂ sich an diese Richtlinien 
halten, um ein funktionsfÃ¤hige Programm fÃ¼ den Apple Macintosh zu erhalten. 
Die Human Interface Guidelines beschreiben jedoch nur die Hilfsmittel der 
direkten Kommunikation mit dem Benutzer [App86]. Dazu gehÃ¶re Dialogboxen, 
Property-Sheets. Prompter fÃ¼ Text oder binÃ¤r Antworten. Durch die Anwendung 
der Guidelznes ist der Umstieg von einem Programm auf ein weiteres in relativ kur- 
zer Zeit mÃ¶glich da  sich die Grundfunktionen (z. B. Datei Ã¶ffnen sichern, Objekt 
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Abbildung 6.6: Das UIMS X-Azd mit seiner Struktur (aus [TKH86] 
cut und puste) bei allen Programmen wiederholen. 
Mit den Hilfsmitteln, die der Apple Macintosh bietet, liefie sich eine leicht er- 
lernbare, intuitiv handhabbare BenutzungsoberflÃ¤ch erstellen. Die Verbindung ei- 
ner Benut.zungsoberflÃ¤ch mit den Applikationen des Apple Macintosh wird mit der 
MacApp-Bibliothek hergestellt. 
Ein auf dem Apple Macintosh erstelltes U M  benÃ¶tig ein Expertensystem und 
eine Datenbank. Die Schnittstellen zu diesen Systemen sind meist definiert und 
leicht zugÃ¤nglich Insbesondere ist der Zugriff a,uf Grofirechner mit den verfÅ¸gba,~-e 
Programmen einfach auszufÃ¼hren 
Die wesentlichen Kritikpunkte an dieser OberflÃ¤ch sind die Verfugbarkeit des 
Systems allein a,uf dem Apple Macintosh und die fehlende Anpassung an andere 
Stand&rds. 
In jÃ¼ngste Zeit sind im neuen System 7.x von Apple viele interessante Aspekte 
verwirklicht, wie z. B. dezentrale Speicherung von Daten und logische Ordnung der 
Daten durch Verbindungen (links). 
nalyse und Implementierung 
Die Auswahl eines nach den bisher dargestellten Vorgaben real i~ierb~ren Systems 
wurde s ~ r g f ~ l t i g  nach anwendungsorientierten Gesichtspunkten durchgefÃ¼hrt (Siehe 
6.3. ANALYSE UND IMPLEMENTIERUNG 
Kapitel 6.) Die Modellzerer8 benutzen das komplexe Netzwerk des Institutes, um 
ihre Daten immer auf dem fÃ¼ den Anwendungsfall notwendigen Rechner zur VerfÃ¼ 
gung zu halten. D. h., der Anwender muÂ bei der Navigation und den allgemeinen 
Aufgaben auf dem Rechner unterstÃ¼tz werden. Das Zielsystem wird ein Navigati- 
onssystem fur die im AWI vorhandene Rechnerkonfiguration sein, das insbesondere 
die Arbeit mit den Ressourcen erleichtern soll. 
Die Realisierung eines komplexen Systems dieser Art erfolgt in mehreren Schrit- 
ten, die auch durch das Verfahren des rapzd-prototypzng gestÃ¼tz werden: 
0 Entwicklung des Systems innerhalb kleiner Grenzen in einer Sprache 
UberprÃ¼fung welche Systemteile in der Sprache nicht implementiert werden 
sollen oder kÃ¶nne 
Entwicklung von Systemschnittstellen 
Entwicklung der ausgelagerten Systemteile 
Die Implementierung wurde mit dem T h e  Analyst V 3.0 unter Smalltalk-80 V 2.3 
Rel. 4 durchgefÃ¼hr [Xer89, Xer871. Smalltalk-80 unterstÃ¼tz eine recouery/commit- 
Funktion nach Archer, Conway und Schneider. Der Benutzer kann beim Verlassen 
von Smalltalk-80 zwischen Sichern und Verlassen des Systems (saue&quzt), Sichern 
(saue) und nur Verlassen ohne Sicherung (quit only) wÃ¤hlen Das Sichern entspricht 
dem commzt nach Archer und das Verlassen ohne Sichern ist ein komplettes Wie- 
derherstellen eines vorhergehenden internen Zustands von Smalltalk-80 (recovery). 
6.3.1 Objektorientierter Ansatz 
In den bisherigen Betrachtungen der Modelle (Kap. 3.1) und Beschreibungsmetho- 
den (Kap. 3.2) sowie den konzeptionellen AnsÃ¤tzen die zu Rahmensystemen fÃ¼hre 
[Her86a, Sch89a1, wurde die Auswahl des objektorientierten Ansatzes (siehe auch 
Kap. 6.2) begrÃ¼ndet Die hier gewÃ¤hlt Programmierumgebung unterstÃ¼tz diesen 
Ansatz. Daher sind im folgenden die benÃ¶tigte Objekte, ihre Attribute, ihre Eigen- 
schaften und die Beziehungen untereinander darzustellen. Die Analyse folgt im we- 
sentlichen der Methodik von Coad [Coa89]. Dieser Ansatz hilft bei der Analyse 
des Systems und lÃ¤Â genÃ¼gen Spielraum fÃ¼ Techniken wie rapid prototyping. Die 
gewonnene Systemstruktur lÃ¤Â sich direkt in den Programmtext Ã¼bertragen Die 
wesentlichen Beziehungen zwischen den Objekten werden dargestellt. Einzelne spe- 
zielle Beziehungen zwischen Objekten, wie z. B. die MVGBeziehung, sind jedoch 
von der verwendeten Programmierumgebung abhÃ¤.ngi und kÃ¶nne daher nur kon- 
zeptuell erwÃ¤hn werden. 
Der Benutzer arbeitet mit Programmen, Daten, Graphiken und GerÃ¤ten Aus 
diesem kurzen Satz kÃ¶nne bereits wesentliche Objekte fÃ¼ das System abgeleitet 
Physiker,  Ozeanographen, Meteorologen, die numerische Modelle zur Analyse von VorgÃ¤nge 
entwickeln. 
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Tabelle 6.5: Die Tabelle zeigt Objekte, mit denen der Benutzer arbeitet und wie sie 
implementiert werden kÃ¶nnen 
Objekt Beschreibung Smalltalk 
Datei Datenspeicherung Ja 
Ordner ~rdnngshilfsmitt~l ja 
Text Programme, Texte ja 
Programm Programmdatei ja : FileStream 
ausfÃ¼hrba ja : via SystemCall 
Rechner Darstellung ja : Icon 
Darstellung des Inhalts ja : SampleFileSystem 
werden: (1) der Benut,zer, (2) Programme, (3) Daten, (4) graphische Darstellun- 
gen und (5) GerÃ¤te Es gibt einen Akteur (actor) und abh&ngige Objekte. Bei der 
Realisierung des Systems wurde davon ausgega,ngen, wie der Benutzer die Objekte 
einsetzt, d. h. welche Dinge (Objekte) er benutzt und wie er sie benutzt. Das Ergeb- 
nis dieser Betrachtung ist in Tabelle 6.5 gezeigt. 
Einige Dinge sind dem Benutzer nicht zugÃ¤nglich Diese Objekte dienen der 
Strukturierung des Programms und verbergen systemspezifische Details. In Ta- 
belle 6.6 sind die Objekte zusammengefafit, die im System realisiert wurden. 
Attribute 
Attribute kennzeichnen die Eigenschaften eines Objekts. Zu diesen Eigenschaften 
zÃ¤hle interne, extern zugÃ¤nglich und systemspezifische Eigenschaften. Interne Eigen- 
schaften (i) werden vom Objekt genutzt, um z. B. einen Zustand zu speichern. Extern 
zugÃ¤nglich Eigenschaften (e) sind auch fÃ¼ den Anwender verfÃ¼gbar z. B. der Fi- 
lename in einem DzrectoryBrowser. Systemspezifische Eigenschaften (s) sind fÃ¼ die 
Koordination der Objekt,e untereinander relevant, z. B. der Verweis eines TextEdztors 
auf seinen DirectoryBrowser, um Kommandos korrekt abzusetzen. 
In Tabelle 6.7 werden einige Eigenschaften der obengenannten Objekte erlÃ¤utert 
Methoden 
Methoden geben dem Anwender die MÃ¶glichkeit Eigenschaften der Objekte zu be- 
nutzen. Dem Objekt wird eine Nachricht gesendet, die die gewÃ¼nscht Eigenschaft 
abfragt, als Ergebnis liefert oder ausfÃ¼hrt Der Anwender wird diese Eigenschaften 
Ã¼be ein MenÃ selektieren. Das System wird die Aktion umsetzen. 
In Tabelle 6.8 (Seite 147) werden einige Methoden gezeigt, die aktiviert werden 
kÃ¶nnen 
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Tabelle 6.6: Die Tabelle zeigt die Objekte, die realisiert wurden, um die geforderte 
FunktionalitÃ¤ sicherzustellen. 
Objekt Beschreibung AbkÃ¼rzun 
ResourcenManager System zum Verwalten von RM 
Ressourcen 
NetworkIconHBInternalState Netzwerkansicht der Rechner- NIHBIS 
konfiguration 
SampleFileSystem Bereitstellung einer Directory- SFS 
Ansicht 
NoActionDocumentView spezielle Darstellung der NADV 
Hilfstexte (read-only) 




Retten gelÃ¶schte Daten nach PK 
UnDo oder delete 
UnterstÃ¼tzun der interakti- FM 
ven Planerstellung 
NetzwerkÃ¼bersich 
Macro Scripterstellung/-parsing M 
Relationen 
Relationen sind hier Objekte (Relationsobjekte), die Beziehungen zwischen ande- 
ren Objekten herstellen. Einfache Relationen zwischen zwei Objekten kÃ¶nne ohne 
zusÃ¤tzlich Relationsobjekte implementiert werden. Komplexe Relationen werden 
Ã¼bersichtliche unter Verwendung von Relationsobjekten. Nachrichten zur VerÃ¤nde 
rung werden nicht mehr an jedes einzelne Objekt abgesandt, sondern nur noch an 
die verbindende Relation. 
Einfache Relationen kÃ¶nne durch einen Verweis innerhalb des Objekts auf das 
abhÃ¤ngig Objekt realisiert werden. Bei komplexeren Relationen, insbesondere, wenn 
die Relation zusÃ¤tzlich Attribute erhÃ¤lt werden reine Relationsobjekte benÃ¶tig 
(assoziative Objekte). 
Eine wichtige Gruppe von Relationsobjekten sind die dependents im model ei- 
ner Smalltalk-80-Implementierung. Das MVÅ¸-Konzep von Smalltalk-80 benÃ¶tig 
eine Verbindung zwischen model (zu betrachtende Datenstruktur) und dem view- 
controller-Paar (VGPaar) .  Es gibt zu jedem VC-Paar genau ein model aber zu 
einem Modell kÃ¶nne mehrere VC-Paare gehÃ¶ren In den dependents werden alle zu 
einem Modell gehÃ¶rende VC-Paare zusammengefaflt. Die dependents reprÃ¤sentie 
ren die l:n-Beziehung zwischen dem model und den VGPaaren. 
Die Beziehungen der Objekte sind in Abbildung 6.7, der Datenflufl innerhalb des 
ResourcenManagementSystems ist in Abbildung 6.8 dargestellt. 
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Name Realisiertes Objekt Funktion 
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Filemanager 
























Zugriff auf einzelne Rechner im Netzwerk 
Datenhierarchie, Status. Terminal 
Dateibearbeitung, Benutzeraktionen 
Mitschrilt der Benutzeraktionen 
ReprÃ¤sentan einer Benutzeraktion 




Abbildung 6.7: Die Abbildung zeigt die Beziehungen der Objekte im ResourcenManage- 
mentsystem. Die Darstellung erfolgt nach Clien/Bachmann. 

KAPITEL 6. METHODIK DER REAL,ISIERUNG 
Tabelle 6.7: In der Tabelle werden einige realisierte Objekte und ihre Eigenschaften 
beschrieben. 
Objekt Attribut Beschreibung Eigenschaften 
RM Participantusers Nutzer des ResMan fname, is 
password) 
HelpDictionary Verwaltung der Hilfs-Texte s 
NIHBIS historyTree Zugeordnete Dialoghistorie es 
deletedFileList zugeordneter Papierkorb es 
selection ausgewÃ¤hlte Rechnerknoten e 
SFS historvTree zugeordnete Dialoehistorie s 
U 
HB datum von1 Benutzer ausgefÃ¼hrte e 
Kommando 
PK list Liste der gelÃ¶schte Dateien i 
FM icons Liste der verfÃ¼gbare Aus- i 
wahlmoglichkeiten 
selections Liste der ausgewÃ¤hlte es 
Objekte 
M ResManMacroDict ionary verfÃ¼gbar Macros es 
s systemspezifische Eigenschaft 
e externzugÃ¤nglich Eigenschaft 
i interne Eigenschaft 
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Tabelle 6.8: In der Tabelle werden einige Beispiele implementierter Methoden der rea- 
lisierten Objekte gezeigt. 
Objekt Methode Beschreibung 
RM open Offnen eines Netzwerk-Fensters 
h e l p :  asymbol Anzeigen der Hilfe zu einem Symbol 
NIHBIS openvolume einen Browser auf einen Rechnerknoten 
Ã¶ffne 
h i s t o r y  Anzeigen der zugeordneten Dialoghistorie 
doThis: asvmbol Aktion aus einem Macro ausfiihren 
SFS c r e a t e F i l e  Datei erzeugen 
d e l e t e F i l e  Datei lÃ¶sche 
HB add:  einKnoten einen neuen Knoten anfÃ¼ge 
pf adFrom: k l  t o  : k2 Pfad in der Historie auswÃ¤hle 
aga in  Sequenz wiederholen 
und0 Sequenz zurucknehmen 
,nsrhpn von Dateien zurucknehmen PK u n d e l e t e  L.-. . 
M macro: p fad  Macro aus einer Handlungssequenz erzeugen 
a g a i n :  pfad Handlungssequenz aus pfad zur AusfÃ¼hrun 
aufbereiten 
show Macro anzeigen 
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6.3.2 Aufbau der Wissensbasen 
Bereits in Kapitel 5 wurden die not.wendigen Experten eines benutzeruiit~erstÅ¸tzen 
den Systems beschrieben. Hier sollen nun die R,ealisierungen der Experten explizit 
dargest,ellt werden. 
Benutzungsinodell 
Das Benutzungsinodell ist die Zusan~menfassung von Aktionsregeln und Handlungs- 
planen des Benutzers. Im Idealfall sind diese Wissensbasen durch explizites Eingrei- 
fen modifizierbar. Aber schon die F%higkeit des Systems, sich bei der Hilfe auf den 
Benutzer anzupassen, erfordert dynamische Analysen des Benutzerverhaltens. 
HandlungsplÃ¤n werden zur Zeit. nur Ã¼be die Dialoghistorie erfaÂ§t Aktionsre- 
geln der Benutzer, die mittels des GOMS**-Modells gewonnen wurden, finden sich 
teilweise im Aufbau, teilweise in bestimmten AblÃ¤ufe der Ben~~tzerschnittstelle wie- 
der. 
Eine Sammlung von Makros kann dem Benutzer bereits Ã¼be den Plan initgege- 
ben werden. Hier ist ein leistungsfÃ¤hige Hilfsmittel zur Spezifikation und Modifika- 
tion von Aktionen und Aktionsfolgen entstanden. Aktionen undIoder Aktionsfolgen 
kÃ¶nne in einer systemunabhÃ¤ngige Notation eingegeben werden. Den Aktionen 
liegen die AusfÃ¼hr~~ngsregel d s Betriebssy~t~ems zugrunde, an das die Aktionsfolge 
gesandt wird. 
Aus der Dialoghistorie werden PlÃ¤n aus progranimtechnischen GrÃ¼nde noch 
in einer Vorform der ABS-Beschreibung gewonnen. Die PlÃ¤n werden aber in der 
ABS-Darstellung von einem Planedit,or dargestellt und kÃ¶nne vom Benutzer modi- 
fiziert werden. Diesen Planen wird bei der Aktionsanalyse die jeweils aktuelle Aktion 
geschickt. Jeder Plan prÃ¼f die a,ktive Aktion gegen die aktuelle Aktion und kann 
schrittweise fortschreiten. Die Pla,nerkennung bricht bei Nicht-Ubereinstimmung so- 
fort. ab.  Die Plane kÃ¶nne mit Triggern versehen werden, die AktivitÃ¤te auslÃ¶sen 
wenn der Plan erkannt oder die Erkennung abgebrochen wurde. 
Diese Tatsache kann insbesondere dann ausgenutzt werden, wenn zu abgespei- 
cherten suboptimalen PlÃ¤ne optimierte Verfahren bekannt sind. Bei vollstÃ¤ndige 
Erkennung des suboptimalen Plans zeigt der Trigger dem Benutzer den opt,imalen 
Plan. 
Vorausschau ist nur durch den Benutzer zu aktivieren. Der Benutzer kann sich 
die gerade aktiven PlÃ¤n anzeigen lassen und dann einen zur weiteren Bearbeitung 
auswÃ¤hlen In Abbildung 6.9 ist der DatenfluÂ innerhalb der Planerkennung des 
ResourcenManagem~entSysterns dargestellt. 
Einige der vom Benutzer angewandten Regeln sind in der folgenden Ãœbersich 
zusammengestellt. Diese Angaben sind det8illiert in der An81yse im Anhang zu 
finden (Anhang A.2). 
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e Auswahl eines Rechners bezogen auf ein Modell 
Edieren auf einem langsameren Rechner 
Compilieren auf dem langsameren Rechner zum TestJauf unter BerÃ¼ck 
sichtig~mg der KompatibilitÃ¤ 
- Coinpilieren auf dem Zielrechner zum Modellauf 
e Auswahl eines Rechners bezogen auf die graphischen MÃ¶glichkeite 
- int,eraktives Bet,rachten der errechneten Daten 
- Darstcllungsnioglichkeiten der Daten mittels Softnmre 
e Auswahl eines Veifahiens bezogen auf Modell und Rechner 
- Modelle kleiner AuflÃ¶sun 
- Modelle groÂ§e AuflÃ¶sun 
- Modelle mit, groÂ§e realen Datenmengen 
e Auswahl eines AusgabegerÃ¤te 
- Gra,phik 
* Farbgraphik 
* PrÃ¤sentatio auf Folie 
* AuflÃ¶sun 





Die Auswahl von Ressourcen fÅ  ¸ ein Modell bleibt. Å¸be einen 1Ã¤.ngere Zeitraum 
konstant. Daher wird zu einem Modell eine Beschreibung gespeichert, die die Daten 
Å¸be die eingesetzten Ressourcen enthÃ¤lt (Siehe Abbildung 6.10.) Diese und andere 
entsprechen einem Reposztory einer logischen Datenbank, in dem die Informationen 
Å¸be Objekte des Systems abgelegt werden. 
Systemselbstbild 
Das Systemselbstbild best,eht aus Informat,ionen des Systems Ã¼be sich selbst. Aus 
diesem Wissen kann in1 jeweiligen Kontext Hilfe a,ngeboten werden, die den Benutzer 
kontextabhÃ¤ngi unterstÃ¼tzt, Auch kÃ¶nne Fehler erkannt und behoben werden. Der 
einfachere Fall ist eine ~t~atische.  konte~t~bezogene Hilfe. 
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'D:\tex.dir\kurdelsk\prornl 
' prom . t e x J  
J LATEXJ J GRJ 
J -C=lJ J -LA=OFFJ J J J J 
'd:\tex.dir\kurdelsk\akJ 
J ak. t e x J  
J LATEXJ J GR' 
J -C=lJ J -LA=OFFJ J - S = l :  2' J J 
' D: \ t e x .  dir\kurde1sk\akJ 
' ak.  t e x J  
J LATEX' J GRJ 
J - C = l J  J -LA=OFFJ J J 3 J 
Abbildung 6.10: Ein Ausschnitt aus dem File-Information-Dictionary. Ein File wird 
durch Namen und Directory identifiziert. Die abgelegte Information ist in T ) - D a t e n  und 
Druckerdaten aufgeteilt. Die hier abgelegte Informationen gehen weit Ã¼be die Systemin- 
formationen hinaus. 
Zu einem Dialogzustand, z. B. ein aktives Fenster, kann der Benutzer Hilfe, be- 
zogen auf den Zustand (das Fenster oder den Inhalt des Fensters), erhalten. Aus der 
Hilfsfunktion kann der Benutzer detailliertere oder allgemeinere Hilfe abfragen. Der 
Benutzer ist jedoch selbst zu einer Aktion aufgefordert. 
Unter anderem zÃ¤hl hierzu auch das Wissen Ã¼be verfÅ¸gbar Kommandos bzw. 
die Umsetzung der einzelnen Kommandos auf verschiedene Betriebssysteme. 
Das Wissen ist in Form von Regeln innerhalb von Methoden und WÃ¶rterbÃ¼che 
abgelegt. VerÃ¤nderunge werden nicht vom Benutzer vorgenommen. Insbesondere 
sind hier die Compiler zu nennen, die eine Aktion von der Syntax des einen Betriebs- 
systems in den korrekten Befehl des weiteren Betriebssystems Ã¼berfÃ¼hre Hier geht 
das statische Wissen Ã¼be die Semantik der einzelnen Befehle ein. 
In der Zusammenstellung ist noch einmal ausschnittsweise das benÃ¶tigt Wissen 
gezeigt: 
e Kennzeichnung der Fehlersituationen 
- Passive Hilfe aus dem Kontext 
- Hilfe im Fehlerfall 
e Systemspezifisches Wissen 
- Syntax der Befehle im jeweiligen Zielsystem 
- Semantik der Befehle bei der Ãœbersetzun 
- GÃ¼ltig Operationen 
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Tabelle 6.9: Beispiele eines Kommandos mit Standardvorgabe. Ja  in der Spalte Vorgabe 
bedeut,et, daÂ die Option eine Standardvorgabe ist. 
Aufruf 
f xc name . C 
fxc name.c -0 
fxc name.c -1 
fxc name. C -1 - (  
Beschreibung 
Programm Å¸bersetze und binden 
Programm iibersetzen, optimieren und binden 
Programm iibersetzen, nicht binden 
Programm Å¸bersetzen optimieren, nicht binden 
Anwendungswissen 
Das Anwend~~ngswissen beschreibt die Anweiidung irn einzelnen. Die Problematik 
soll am Beispiel des Anwendniigsexperten fÃ¼ Betriebssysteme erliiutert werden. Die 
Uberset,zung eines Prograirirncs erfolgt mit eineni Conipiler und einer Reihe von 
Opt,ionen9, Die Optionen folgen bestimmten Regeln. Einige Opt,ionen kÃ¶nne sich 
gegenseitig ausschlieÂ§e bzw. erfordern die Angabe einer weiteren Option. FÅ  ¸ diese 
Anwendung muÂ ein Werkzeug bereitgestellt werden, das in der Lage ist, Optio- 
nen des Compilers zu erkennen, zu verÃ¤nder und gegebenenfalls den Benutzer auf 
Fehler aufmerksam zu machen. Auch mÃ¼sse Standa.rdvorgaben mÃ¶glic sein. Die 
Tabelle 6.9 gibt. einen winzigen Auszug mÃ¶gliche Optionen und Standardbelegun- 
gen bei eineni C-Compiler wieder. Eine als Standardvorgabe eingesetzte Option ist 
mit ja gekennzeichnet,. 
Beim Aufruf des Ubersetzers muÂ das Syst,ern wissen, welche Optionen erforder- 
lich sind. unr das Programm wie gewÃ¼nsch zu Å¸hersetzen Auch default-Ekstellun- 
gen der Applikat,ion mÅ¸sse bekannt sein. Der Anwendungsexperte nimmt dann die 
ÃœberprÃ¼fu oder Geirerierung der Standardvorgabe vor. 
Das Objekt. das Aiiwendungswissen verwaltet,, kann als Pa,rser der Benutzer- 
aktion ausgefÃ¼hr werden. Uni bei dem Beispiel zu bleiben, wird der Befehl bei 
Eintrag in die Wissensbasis in seine semantischen Bestandteile aufgelÃ¶st 
Der Benutzer wird innerhalb der OberflÃ¤ch nur noch mit semantischen Ob- 
jekt,en arbeiten, d. h.. jede ausgefÃ¼hrt Aktion muÂ in die Syntax der Applikation 
Ã¼berfiihr werden. Die Benutzerakt,ion wird unter einer externen Bedingung (Rech- 
ner. Betriebssystem) in den syntaktisch korrekt,en Befehl Ã¼berfÃ¼hr 
f x c  1iame.c 
"Schalter, switch,es 
-0 
Programniname (Aktionstyp) 1 Datenspezifikation 1 Optionen 
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Benutzeraktion 1 externe Bedingung 
A l t  1 Datenspezifikation 1 Optionen 1 
I 
b e t e  1 Programmtext 1 Option 1 Rechner 1 Betriebssystem 
Compiler 1 na111e.c 1 optimieren 1 AWI10 1 UNIX 
f x c  name.c -0 
Compiler 1 na111e.c 1 optimieren 1 AW15 1 VMS 
c c  name. C 
Wie das Beispiel zeigt, muÂ die Optimierung bei einem Compiler (f xc) angegeben 
werden, bei dem zweiten Compiler (cc) ist dies voreingestellt,. 
Der Anwendungsexperte ist ein starres Regelwerk, das mit jeder Erweiterung 
der Applikation geÃ¤,nder werden muÂ§ Hier sind Schnittstellen fÃ¼ den Bet,reiber 
der Software gefordert, die Anderungen des Regelwerkes erleichtern. Mit einer Ex- 
pertensystemshell kann ein Expertensystem erstellt werden, das vom Pa,rser befragt 
wird und die notwendigen Antworten liefert. 
Interaktionsmethoden 
Die Interaktion des Benutzers mit dem Rechner erfolgt mittels einer graphischen, 
n~ausorientiert,en OberflÃ¤che Der Benutzer muÂ jede Aktion1' mit der Maus auswÃ¤h 
len, die Tastatur ist derzeit noch nicht als Ersatz/Zusatz bereitgestellt. 
AbhÃ¤,ngi von der Art des Dialogs kann jedoch nicht jede Akt,ion mit, der Maus 
allein durchgefÃ¼hr werden (z. B. Eingabe eines Namens). Hier helfen Selektionsme- 
thoden wie MenÃ¼s wenn die Gesamtheit der Auswahl bekannt ist, prompter, wenn 
eine Zeichenkette eingegeben werden muÂ oder eine Ja./Nein-Antwort erwartet wird. 
Dialogboxen mit komplexem Aufbau helfen bei komplexen Abfragen. 
Die Antwort des Rechners kann visuell und zusÃ¤tzlic akustisch erfolgen. Jede 
Aktion des Rechners wird mit einer visuellen Ant,wort gekennzeichnet,, die zumindest. 
aussagt, daÂ einer der Rechner aktiv ist und der Benutzer warten muÂ§ 
Diese Tatsachen sind fest implementiert und gegen VerÃ¤nderunge geperrt. Ein- 
fache Regeln werden jedoch beherrscht, z. B. die Auswahl eines Begriffs aus einer 
Liste durch Angabe eines Teilbegriffs mit Platzhaltern. Ist mehr als ein Begriff vor- 
handen, wird ein MenÃ angezeigt, ist nur ein Begriff vorhanden, so wird dieser au- 
tomatisch gewÃ¤.hlt, An einigen Stellen erfordert die Auswahl die BestÃ¤tigun durch 
den Benutzer (z. B. LÃ¶sche von Dateien). 
Bei der Eingabe von Befehlen wird der Benutzer im System auch durch eine 
einfache Kommandooberflache unterstÃ¼tzt Diese Komma.ndooberflache wird akti- 
viert, wenn der Benutzer eine Eingabe Ã¼be die Tast,atur wÃ¤hlt, Ein Dialogfenster 
erscheint, das die Eingabe eines Befehls entgegennimmt. Dieses Verfahren sichert 
dem Benutzer die MÃ¶glichkeit einen Befehl direkt ohne den Umweg Ã¼be mehrere 
Fenster (wie beim Kopieren von Dateien z. B. beim Apple Macintosh) auszufÃ¼hren 
^Die Eingabe eines Zeichens Ã¼be die Tastatur wird nicht als Aktion betrachtet, die Eingabe 
eines Punktionscodes Ã¼be die Tastatur hingegen schon, z. B. cursor-Tasten, enter-Taste, control- 
Tastencode etc. 
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Options 
P s  
1 accept  1 c a n c e l  j h a i l o u t  1 
1 1 Option f ~ r  B 1 ' ' ' 
F i l e  name lpk-lest-6 
Abbildung 6.11: Die Abbildung zeigt ein property sheet ,  wie es bei der Eingabe der Op- 
tionen des Alliant FX80 C--Compilers benutzt wird. Es wird die Klasse DBoxView des T h e  
Analyst  benutzt. Die grau unterlegten Felder sind fÃ¼ Eingaben und Selektionen gesperrt. 
Options for D 
Option for I 
ZusÃ¤tzlic verfiigen zentrale Fenster, wie die login-Fenster, Ã¼be ein Eingabe- und 
ein Antwortfenst,er. Hier erfolgt der Dialog nahezu wie auf einem gewohnten Termi- 
nal. 
Zusa,mmengefaÂ§ wurden in dem System die Methoden Menii, Dialogbox, Promp- 
t e r ,  Systemfenster und Terminal implementiert. 
Je nach Ãœbun und Kenntnis wird der Benutzer eine dieser MÃ¶glichkeite wÃ¤hle 
wollen. Da die Funktionalitat des Systems durch die verschiedenen Interaktionsme- 
t,hoden mehrfach verfiigbar ist, besteht diese MÃ¶glichkei der Auswahl. 
In Abbildung 6.11 ist ein Beispiel eines Eigenschaftsfensters gezeigt, mit dem 
Einstellungen von Programniparametern, hier die Optionen eines C-Compilers, vor- 
genommen werden. Das Applikationswissen ist in den Regeln, welche Optionen an- 
dere ausschlieÂ§e und welche Optionen weitere Parameter benÃ¶tigen verborgen. 
dir1 dir2 dir3 
Dialogwissen 
Vom System her werden dem Benutzer fest,gelegte Dialogmethoden vorgegeben, die 
derzeit noch nicht individuell a,ngepaÂ§ werden kÃ¶nnen Die Regeln, nach denen 
dieser Dialog implementiert ist, bilden eine Basis. 
Eingabe einer Zeichenkette: Die Zeichenkette wird durch ein Dialogfenster, das 
nur diese eine Zeichenkette erwartet, abgefragt. 
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Auswahl  a u s  e ine r  Liste: Die Liste wird als MenÅ bereitgestellt, oder, wenn die 
Liste Teil eines Fensters ist, als Listenobjekt. 
K o m p l e x e  Selektion: Komplexe Selektionen, z. B. die Druckmaske des Apple Ma- 
cintosh, enthalten mehrere Basiselemente. aus denen die Dialogbox zusammen- 
gesetzt ist. 
Der Benutzer muÂ fÃ¼ einen interaktiven Aufbau eines eigenen Dialogs die Ba- 
siselemente bzw. die Semantik kennen. Das System muÂ bereitstellen, welche Basis- 
elemente fÃ¼ den Zweck geeignet sind, und gegebenenfalls Fehler in der Definition 
erkennen. 
Im vorliegenden System wurde mit den verfÃ¼gbare Mitteln des The Analyst 
gearbeitet, daher sind zunÃ¤chs 'lle Dialoghilfsmittel in ihrem Aufbau voreinge- 
stellt. Ein eigener Dialog muÂ derzeit noch in Smalltalk-80 programmiert werden. 
Der Benutzer hat. daher wenige MÃ¶glichkeite einzugreifen. (Vergleiche auch Abbil- 
dung 6.11 .) 
6.3.3 Einige Details aus der Implementierung 
In diesem Abschnitt werden einige Details vorgestellt, wie die vorgestellten Konzepte 
implementiert werden. FÃ¼ eine ausfÃ¼hrlich Betrachtung sei a,uf den Anhang A.6 
verwiesen. 
Betrachten wir zunÃ¤chs die Ubersetzung von Benutzeraktionen in Befehle ver- 
schiedener Betriebssysteme. Die Umwa,ndlung der Benutzeraktionen in Betriebs- 
systembefehle erfolgt Ã¼be Parser und Codegeneratoren. Dabei ist fÃ¼ jedes Be- 
triebssystem je ein Pa,rser und ein Codegenerator vorgesehen. Mit einer abstrakten 
Klasse OperatingSystemParser werden die Grundoperationen zur VerfÃ¼gun ge- 
stellt. (Siehe Abbildung 6.12.) Die spezielle Anpassung fÅ  ¸ das jeweilige Betriebssy- 
stem erfolgt Ã¼be die einzelnen Unterklassen, z. B. fÃ¼ VMS mit der Klasse VMSParser 
Jeder Parser Ã¼bertrÃ¤ eine Befehlssequenz des jeweilige Betriebssystems in die 
GOMS**-Syntax und umgekehrt. Im folgenden Beispiel wird eine Befehlssequenz 
aus dem UNIX-System nach VMSÃ¼bertragen Das Ergebnis ist eine Liste der VMS- 
Befehle 
OperatingSystemParser 
gomsSequenceToSystem: (UNIXParser systemSequenceToGOMS: 
c p a b  




('copy a b' 
rename a c' 
delete d') 
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Abbildung 6.12: Die hier dargestellte Hierarchie der Parser erfolgt nach [SM88]. 
ErklÃ¤runge siehe Text. 
Betra,chten wir nun die Generierung eines Makros aus der Dialoghi~t~orie. Die 
Makrogenerierung erfolgt durch die Analyse der eingegebenen Befehlssequenz. Da- 
bei wird einem Objekt, hier der Klasse Macro, ein Pfad aus der Dialoghistorie Ã¼ber 
geben. Das Objekt Macro analysiert diesen Pfad und erzeugt, mit UnterstÃ¼t,zun des 
Benutzers, einen Makro. Die folgende Methode ist ein Anschnitt aus diesem Ablauf. 
Die Methode macro: wird bei der Makrogenerierung aufgerufen. Der Parameter ist 
ein Pfad. d.  h. eine Liste von Historieknoten. Die Einzelheiten der Methode macro:  
sind im Anhang A.6 dargestellt. 
Macro macro: aHistoryPath I 
Als nÃ¤chste betrachten wir die Erkennung von Aktionen und PlÃ¤nen Die Er- 
kennung eines Plans durch pattern-matching wird in der folgenden Methode ver- 
deutlicht. Die Methode wird in ihrer vollen LÃ¤ng dargestellt. Die PlÃ¤n sind in 
einer Kollektion zusammengefaflt. Jedem einzelnen dieser PlÃ¤n wird die Nachricht 
match:  mit der aktuellen Aktion als Parameter gesendet. Der Plan vergleicht die 
Aktion mit der intern aktuellen Aktion und setzt seinen internen Zeiger auf die 
folgende Aktion. Wenn keine Aktion mehr im Plan vorhanden ist, kann ein Aktions- 
block ausgefÃ¼hr werden. Wenn die Aktion nicht erkannt wurde, kann ein Fehlerblock 
ausgefÃ¼hr werden. 
6.3. ANALYSE UND IMPLEMENTIERUNG 
From The Analyst(ti11) on Smalltalk-80, Version 2.3 of 
13 June 1988 on 12 February 1993 at  6:41:31 pm'! 
!Plan methodsFor: 'matching'! 
match: anAction 
f l  
"Ein n~atchen der Aktion findet nur statt ,  wenn die Aktion keine 
Dummy-Aktion ist. Da der Test auf Dummy-Aktion auch wahr ist, wenn 
die Dummy Aktion die letzte innerhalb eines Plans ist. Wird zusÃ¤tzlic 
die Bedingung finalState Ã¼berprÃ¼f Diese Abfrage ist nur dann falsch, 
wenn der letzte Zustand erreicht ist. Dann wird in jedem Fall die Aktion 
gematched." 
(self finalstate not and: [self actionIsDummy: anAction]) 
ifFalse: [ 
parametercollection isNil 
ifTrue: [parameterCollection +-OrderedCollection new]. 
anAction parameterordered do: [ :anAssoc 1 
(parametercollection includes: anAssoc key) 
ifFalse: [ pararnetercollection add: anAssoc key]]. 
f <Ã (actionCollection at :  state) copy. "seif halt." 
((f repla~eP~rameterFrom: parametercollection) 
and: [f match: anAction]) 
ifTrue: [ 
state  e s t a t e  + 1. 
s ta te  - s ~ a c t i o n C o l l e c t i o n  s i z e  
i f T r u e :  [ 
s e l f  a c t i o n B l o c k  v a l u e :  s t a t e .  
s e l f  r e s e t l  I 
i f F a l s e :  [ 
s e l f  f a u l t B l o c k  v a l u e :  s t a t e .  
s e l f  r e s e t  . 
a n A c t i o n  p a r a m e t e r o r d e r e d  d o :  [ : anAssoc 1 
( p a r a m e t e r c o l l e c t i o n  i n c l u d e s :  anAssoc key)  
i f F a l s e :  [ p a r a m e t e r c o l l e c t i o n  add:  anAssoc key]] . 
f <Ã (actionCollection at: state) copy. 
((f replaceParameterFrom: parametercollection) 
and: [f match: anAction]) 
ifTrue: [ state  e s t a t e  + 11 
ifFalse: [ self reset I]]! ! 
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6.4 Erfahrungen mit d e m  ResourcenManager 
Der ResourcenMariager wurde als Protot,yp auf dem Apple Macintosh I1 ent,wickelt. 
Der Rechner besitzt, keine entsprechend leistungsfÃ¤hige Schnittstellen zu anderen 
Rechnern wie UNIX-Arbeitsplatzrechner. Der Datentransfer zu anderen Rechnern, 
bzw. die Rechner selbst muÂ§te daher auf dem Rechner simuliert. werden. 
An diesem simulierten System konnten alle Eigenschaften gezeigt werden: 
e Direkte Manipulation von Objekten beim Kopieren, LÃ¶schen Bewegen 
e Uber Eigenschaft.sfelder gesteuerte Einga,be von Optionen beim Aufruf einer 
Ressource (z. B. : Compiler) 
Bei einen1 vollstÃ¤ndi ausgebauten System mit Zugriff a,uf die realen R,echner 
werden, wegen des Transfers vieler Daten beim Zugriff auf ein Directory, die Ant- 
wortzeiten des Systems steigen. Die Datenhaltung innerhalb des Smalltalk-Syst,ems 
ist derzeit fÃ¼ Produktionsversionen nicht ratsam, d a  der verfÃ¼gbar Objekt,spei- 
cherbereich knapp istl1. Eine Speicherung der Objekte in einer Datenbank ist ein 
zukÃ¼nftige Projekt,. 
Der groÂ§ Vorteil des Systems fÃ¼ den Benutzer liegt. zunÃ¤chs in der konsist,en- 
ten OberflÃ¤ch fÅ¸ das Gesamtsystem und der zentxalen Steuerung der VorgÃ¤nge 
Zum zweiten wird der Benutzer von vielen Arbeitqiingen entlastet,, z. B. durch die 
Anzeige und Vorauswahl von Optionen beim Aufruf des Compilers. An einer Aus- 
lagerung von Objekten wird zur Zeit gearbeitet [Rei92]. 
Bei der Impleinenticrung wurden folgende Punkte besonders berÃ¼cksichtig (Ver- 
gleiche auch Abbildung 6.13): 
Gesamtdarstellung der erreichbaren Rechner 
Die Ãœbersich Ã¼be das Netzwerk bzw. die erreichbaren Rechner erleichtern 
dem Benutzer das Navigieren und die Auswahl des Rechners. Zusa.tzlich kÃ¶nne 
zu den einzelnen Rechnern Ii~form~tionen Ã¼be deren besondere Eigenschaften 
abgerufen werden (Hilfe). Uber den Netzwerk-Browser kÃ¶nne auch Daten 
transferiert. werden. Das Icon eines Rechners entspricht dem Wurzelverzeich- 
nis des Benutzers. Diese Regel muÂ im System vorha,llden sein. 
Gesamtdarstellung des Directory-Baumes 
Die Ãœbersich Ã¼be den Directory-Baum entbindet den Benut,zer von der Auf- 
gabe, die Kommandos zum Directory-Wechsel einzugeben. In einer Ãœbersich 
kann der Benutzer bequem navigieren. Diese Konzepte werden inzwischen auch 
von neueren BenutzungsoberflÃ¤che bereitgestellt. Besonders einfach gestaltet 
sich der Zugriff auf logische dekla,rierte Speichermedien (mounten). 
l lMit  der neuen Version von Smalltalk ist diese BeschrÃ¤nkun nicht mehr gÃ¼ltig 
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Abbildung 6.13: Die realisierten Fenster entsprechen dem geforderten Aufbau. (Ver- 
gleiche Abbildung 6.3, Seite 130, ErlÃ¤uterunge siehe Text.) 
Kompakte Anordung der geÃ¶ffnete Directory-Fenster 
Die geÃ¶ffnete Directory-Fenster eines Rechners werden wie ein Kartenstapel 
Ã¼bereinande angeordnet, so daÂ aber immer noch das Label sichtbar bleibt. 
Dieser Stapel kann nur als Ganzes verschoben werden. Wie aus einem Kar- 
tenstapel kann ein Directory-Fenster herausgezogen und auf den Stapel gelegt 
werden. Diese Darstellung vermeidet ein Durcheinander auf dem Desktop, ins- 
besondere, wenn viele Fenster geÃ¶ffne sind. Diese Darstellung kann durch die 
Erfahrungen begrÃ¼nde werden, die im Umgang mit FensteroberflÃ¤che gesa.m- 
melt wurden. Die Betrachtung eines Fenster allein ist mÃ¶glich Das Auffinden 
einer Datei wird durch ein spezielles Programm ermÃ¶glicht Zum Kopieren von 
Dateien muÂ jedoch ein Teil des Zielordners sichtbar sein. Dies wird durch den 
sichtbaren Label erreicht. 
Direkte Eingabe von Befehlen 
Die direkte Eingabe von Befehlen ist ein ZugestÃ¤ndni an die intermediate 
user ,  die wissen, welchen Befehl sie eingeben mÃ¼ssen und die wissen, wo die 
Daten in der Directory-Hierarchie stehen. In vielen FÃ¤lle ist es einfacher, 
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einen Befehl direkt einzugeben, als mÃ¼hsa in der Direct.ory-Hierarchie zu 
navigieren, bis die Datei gefunden wurde. 
Historiebaum fÃ¼ alle Aktionen auf allen Ebenen 
Die Dialoghistorie wird fÃ¼ die Sitzung des Benutzer erstellt. D. h. ,  jede Ak- 
tion des Benutzers, die korrekt ausgefÃ¼hr wird, erscheint in der Dialoghi- 
storie. AnfÃ¤nglich Ãœberlegungen die Dialoghistorie an ein Fenst,er, i. e. ein 
Directory, zu binden, wurden wieder aufgegeben, da (1) diese Inforniation aus 
der Gesamthistorie extrahiert werden kann und (2) die Verwaltung der einzel- 
nen HistoriebÃ¤um vom Benutzer geleist,et werden muÂ§ Dies widerspricht der 
Einfachheit der Bedienung der OberflÃ¤che (3) Mit einer Historie werden die 
Ã„nderunge des Gesamtzustands des Systems betrachtet,. Bei einer Gesamt,- 
historie ist, zusÃ¤tzlic der Verwaltungsaufwand geringer, d a  eine Aktion nur 
an eine Dialoghist,orie angefÃ¼g werden muÂ§ Es entfallen die Uberpriifungen, 
welche weiteren Historien von der durchgefÃ¼hrte Aktion betroffen sind1'. 
Hilfe 
Das System verfÃ¼g Å¸be passive Hilfe. Hilfe ist durch SchlÃ¼sselwÃ¶rt~e di  
a.n ein Hilfe-Objekt gesendet werden, das daraufhin die entsprechende Hilfe 
anzeigt, kontextgesteuert. Auf automat,ische Hilfe wurde verzichtet, da. diese 
stÃ¶ren wirken kann oder nicht genÃ¼gen Platz in einem Fenst,er vorhanden ist, 
um ausfÃ¼hrlich Hilfe zu geben. In jedem Hilfe--Fenster sind, wenn erforderlich, 
Begriffe hervorgehoben, Å¸be die dann weitere Hilfe angefordert werden kann. 
(Siehe auch Abbildung 6.14.) 
Papierkorb lokal fÃ¼ den Rechner und das Netzwerk 
Beim Papierkorb wurde jedoch lokal gedacht. Die Dat,en sind lokal auf ei- 
nem Rechner verfÃ¼gbar Der Benutzer wird sie Å¸be diesen Rechner lcschen. 
Wenn der Benutzer dazu Ã¼bergeht sÃ¤mtlich Aktionen Å¸be das Netzwerk ab- 
zuwickeln, ist eine zentrale Verwaltung der gelÃ¶schte Daten erforderlich, um 
Inkonsistenzen zu vermeiden und den Verwaltungsaufwand gering zu halten. 
Bei der Dialoghistorie sind insbesondere die Ergebnisse aus der theoretischen 
Betrachtung eingeflossen. Dabei wurden die Probleme wieder deutlich, die schon 
bei der Betrachtung des Befehls delete auftreten: inverse Funktion, Behandlung des 
Systemzustands. Bei der t,heoretischen Betrachtung ergab sich schliefllich, daÂ es 
FÃ¤ll gibt, in denen kein UnDo oder ReDo mÃ¶glic ist, d a  die SystemzustÃ¤.nd nicht 
unabhÃ¤ngi sind. Es stellt sich dann die Frage, sollt,e die Dialoghist.orie dennoch als 
Baum realisiert werden oder nicht, d.  h . ,  ein Verzicht auf die Ergebnisse aus der theo- 
retischen Betrachtung in Kauf genommen werden. Die Entscheidung fÃ¼ den Baum 
fiel, nachdem eingesehen wurde, daÂ ein Baum logische Vorteile birgt. Zuni ersten 
erscheint eine lineare Folge von Aktionen m c h  im Baum, so daÂ bequem ein Makro 
^Beim Kopieren von einem Dzrectory in ein anderes werden zwei Dialoghistories beeinfluÂ§t die 
Historie des Quellverzeichnisses und die des Zielverzeichnisses. 
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erzeugt werden kann. Zum zweiten kann bequem erkannt werden, welche Wege an 
Verzweigungen eingeschlagen wurden, ohne daÂ diese in der Historie verloren ge- 
hen. Es konnte gezeigt werden, daÂ die linearen Modelle von Archer, Conway und 
Schneider und Herczeg sowie das Baummodell von Vitter ebenfalls berÃ¼cksichtig 
sind. 
Bei der Implementierung der Sicht auf die Dialoghistorie wurden zwei Wege 
eingeschlagen: 
1. Darstellung als Graphik in Form eines Baumes 
2. Darst,ellung in textueller Form als Liste mit EinrÃ¼ckungen die die Hierarchie 
verdeutlichen 
Der Vorzug der graphischen Darst,ellung liegt unter anderem in der einfacheren 
Deutung. Bei der textuellen Darstellung kann mehr Informat,ion auf dem gleichen 
Raum dargestellt, werden. Die textuelle Darstellung ist optional verfÃ¼gbar Als Ein- 
stellung ka,nn sie der OberflÃ¤ch als defuult bekanntgegeben werden. 
Anhand eines kurzen Scenarios soll die Arbeit mit dem ResourcenMunager ge- 
zeigt werden. Die Da,rstellung des Scenarios zeigt nicht die wichtigen Funktionen 
wie Kopieren durch Bewegen eines Icons von einem Ordner in einen zweiten. Auch 
MenÃ¼ werden nicht gezeigt,. Dieses Scenario zeigt ZustÃ¤nd des Systems nach den 
einzelnen Aktionen des Benutzer. 
In Abbildung 6.15 (Seite 164) wird der Zustand der OberflÃ¤che wie sie sich 
dem Benutzer darstellt, gezeigt, nachdem der Benutzer die wichtigsten Funktionen 
angesprochen hat: 
e Ã–ffne des ResourcenMunuger-Fensters 
e Offnen eines Zuganges zu einem Rechner 
e 0ffnen eines Ordners 
e Ã–ffne der Dialoghistorie 
e Offnen des Papierkorbs 
e Der Benutzer hat bereits zwei Dateien gelÃ¶sch 
Im Fenster der Dialoghistorie (~istory) sind die bisher ausgefÃ¼hrte Befehle zu 
erkennen. Im Papierkorb sind die beiden Dateien zu sehen. 
Abbildung 6.16 (Seite 165) zeigt das Scenario, nachdem der Benut,zer das LÃ¶sche 
der beiden Dateien mittels UnDo zurÃ¼ckgenomme hat. Die Aktionen sind in der 
Dialoghistorie grau unterlegt, und die D8teien sind aus dem Papierkorb verschwun- 
den. 
In den MenÃ¼leiste ist der help-Button zu erkennen, der eine kontextsensitive 
Hilfe aufruft. 
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Das Scenario der Planbearbeitung wird in Abbildung 6.17 und 5.10 (Seite 166 
und 122) gezeigt,. Uber diese Browser kann ein Plan eingegeben bzw. modifiziert 
werden. Falls nicht bereit,s bei der Generierung des Makros geschehen, kann hier die 
Festlegung der Parameter als Konstante, Pseudo-Konstante oder Variable erfolgen. 
Diese Festlegung kann menugefÃ¼hr oder durch Angabe der korrekten Nachricht 
erfolgen. 
AbschlieÂ§en wird in Abbildung 6.18 (Seitel67) das P1a.nerkennungsverfahren 
gezeigt. Zur VerfÃ¼gun st,ehen vier PlÃ¤ne denen die Aktionen 1-5 (im untersten 
Fenster) geschickt werden. Die PlÃ¤n zeigen in dieser Ansicht, daÂ die Aktionen 
zweifelsfrei erkannt werden. Die Belegung der Parameter innerhalb eines Plans er- 
folgt durch Ersetzen der Parameter durch den angegebenen Namen. Ein Plan wird 
&brechen, wenn die Reihenfolge der Parameter nicht exakt eingehalten wird13. 
"Dieser Effekt kann auftreten, wenn innerhalb eines Plans die Parameter festgelegt sind und 
ein Kopierbefehl abgesetzt wird, der mehrere Dateien in ein Directory kopiert. Wird die Reihen- 
folge hier nicht exakt eingehalten, bricht der Plan ab. Dies kann jedoch durch die Beachtung der 
Semantik des Befehls umgangen werden, indem die Befehlsliste als Set aufgefa5t wird. Hier spielt 
die Anordnung keine Rolle. 
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Die Dialog-Historie 
Das ResourcenMangement 
Eine adaptive Benutzerschnittstelle ist auf eine 
Mitschrift der vorn 
Mit dem ResourcenMangementSystein ' 
in die Lage versetzt, innerhalb eines he mschrif t  
Computernetzwerkes zu navigieren und abgelegt, Diese Mitschrift erlaubt die Erkennung 
auszufuehren, von Handlungsplaenen ( 1 SS) ~andlungplan  1 ), 
Weiter ist diese Mitschrift fuer die Ruecknahme 
vor1 Aktionen ( 1- ) oder die wiederholte 
handhaben mit einigen i 
Macros 1~ createMaci-, 
1 Die Programmierung des Systems kam 
Datenflussplan sehnlichen Diagramme 
Abbildung 6.14: Die Abbildung zeigt eine Situation, wie sie bei der Anforderung von 
Hilfe entsteht. Kurze, prÃ¤gnant Informationen geben dem Benutzer Hinweise. Ãœbe die 
eingerahmten Worte kann durch duppelchck ein weiteres Hilfe-Dokument geÃ¶ffne werden. 
Der Benutzer suchte zunÃ¤chs nach der ErklÃ¤run des Begriffs ResourenManagementSy- 
s t em  und dann nach dem Begriff Hzstury. 
KAPITEL 6. METHODIK DER. REALISIERUNG 
Abbildung 6.15: Der Anfang einer Sitzung eines Benutzers mit den wichtigsten Fen- 
stern: Netzwerk, Rechner, Directory. Papierkorb und Historie 
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Abbildung 6.16: Das Scenario nach einem UnDo. Es ist zu erkennen, daÂ die zuriick- 
genommenen Aktionen in der Historie grau unterlegt sind. 






Abbildung 6.17: Die Plandarstellung mittels Browser. Die PlÃ¤n kÃ¶nne gelÃ¶sch oder 
verÃ¤nder werden. Ein HinzufÃ¼ge ist ebenfalls mÃ¶glich 
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Abbildung 6.18: Hier wird der Ablauf der Planerkennung an einem fiktiven Beispiel 
gezeigt. Die vier oben gezeigten PlÃ¤n haben die Aktionen erkannt (oder sind zurÃ¼ckgesetz 
worden). Der aktuelle Zustand eines Plans wird durch die hervorgehobenen Aktionen in der 
Aktionsliste angezeigt. Die verfÃ¼gbare PlÃ¤n sind runModel, copyAndLznk, UnkModul und 
getModelAndLznk. Die erkannten Aktionen sind in der gleichen Reihenfolge die Aktionen 
2 (copy < p l  ><PS>), 2 (edit <p2>), 1 (copy <p l  ><PS>) und 1 (edzt <pl>). 
Ein Werkzeug ist immer zugleich ein 
Modell fÃ¼ seine eigene Reproduktion 
und eine Gebrauchsanweisung fÃ¼ die 
erneute Anwendung der FÃ¤higkeiten 
die es symbolisiert. 
Joseph Weizenbaum 
7.1 Zusammenfassung der Ergebnisse 
In der vorliegenden Arbeit wurde. ausgehend von der Situation in1 Alfred-Wegener 
Institut, ein ResourcenManagementSyst.em entwickelt, das die Aspekte 
0 direktmanipulierbare Schnittstelle, 
Analyse des Benutzerverhalt.ens, 
e Speicherung der Benutzeraktionen in abstrahierter Darstellung, 
Bereitstellung von statischen Regeln und Fakten, 
e Bereitstellung von dynamisch inodifizierbaren Regel- und Fa,ktenbasen, 
e formale Beschrei-bung der Dialoghistorie und 
e Integration von Makroerstellung. -verfolgung und -erkennurig 
berÃ¼cksichtigt Zu  allen Punkt,en existieren in der Lit,erat,ur mehrere AnsÃ¤tze 
die jeweils ein Teilgebiet beschreiben. In dieser Arbeit wurde nun die Integration 
der AnsÃ¤tze verbunden mit neuen Ideen, an einem realen System durchgefÃ¼hrt 
An Hand des ResourcenManagementSystems, das nach diesen Gesichtspunkten ent- 
wickelt wurde, konnte verifiziert werden, daÂ dieser Ansat,z erfolgreich war. An ei- 
nigen Stellen hat sich gezeigt, daÂ weiterfÃ¼hrend Arbeiten notwendig sind, um den 
Benutzer noch effektiver zu unterstÃ¼tzen Im folgenden wird das Verfahren kurz 
diskutiert, und ein Ausblick auf weiterfÃ¼hrend Arbeiten gegeben. 
7.2. DlSK USSIOA' DES MODELL1ERUArGSVERFA HRENS 
7.2 Diskussion des Modellierungsverfahrens 
Die Ergonomie einer BenutzungsoberflÃ¤ch wird in zunehmendem MaÂ§ auch von 
der FÃ¤higkei des Systems bestimmt, auf die AktivitÃ¤ des Benutzers zu reagieren 
und ihn gegebenenfalls zu unterstÃ¼tzen Der Benutzer wÃ¤hl Objekte aus, mit de- 
nen er seine Arbeit erledigen kann. Um diese Objekte und die damit verbundenen 
AktivitÃ¤te des Benutzers erfolgreich zu erfassen und dem Benutzer geeignete Werk- 
zeuge zur Manipulationen seiner Daten in die Hand zu geben, wurde im Rahmen 
der Arbeit der objektorientierte Ansatz gewÃ¤.hlt Der Benutzer muÂ§t auÂ§erde in 
die Lage versetzt werden, die Objekte zu erkennen und dann zu manipulieren. Im 
Rahmen der Arbeit wurden verschiedene objektorientierte Modelle auf ihre Eignung 
geprÃ¼ft Dabei stellte sich heraus, daÂ kein Ansa,tz das Problem vollstÃ¤ndi erfaÂ§t 
Aus diesem Grunde wurde ein Kombinationsansatz gewÃ¤hlt bei dem die positi- 
ven Aspekte der in Kapitel 3 diskutierten Modelle genutzt wurden. Globale Zusam- 
menhÃ¤nge Relationen und DatenflÃ¼ss zwischen Objekten konnten mit Â§FA-Netze 
dargestellt werden. Die parallel durchgefÃ¼hrt objektorientierte Analyse lieferte ei- 
nen statischen Ãœberblic Ã¼be die ZusammenhÃ¤ng zwischen den Objekten. Mit ihrer 
Hilfe konnten die Attribute der Objekte und die benÃ¶tigte Dienstleistungen einfach 
gefunden und dargestellt werden. 
Um die AktivitÃ¤te der Benutzer zu beschreiben, werden in der Literatur unter- 
schiedliche Grammatiken verwendet. Mit diesen Grammatiken werden die Regeln, 
nach denen bestimmte Aktionen vom Benutzer ausgewÃ¤hl werden, notiert. Das Ziel 
der vorliegenden Arbeit war, die AktivitÃ¤te der Benutzer in ihrer Grundform erst 
einmal zu erfassen, d. h. ,  auch der Anwender soll eine Methode erhalten, mit der er 
seine Aktionen planen kann. Diese PlÃ¤n finden dann als Eintra,g in der Wissensbasis 
Verwendung. 
Die individuelle Arbeitsgestaltung der Wissenschaftler a,m AWI kann nicht mit 
einfachen, fÃ¼ eine GroÂ§zah von Wissenschaftlern giiltigen Standardsequenzen er- 
folgreich unterstiitzt werden. Aus diesem Grunde wurde insbesondere eine Modi-. 
fikation des GOMS*-Modells erforderlich. Die Abstraktion von einer Aktionsfolge 
zu einer formalen Beschreibung war ein Beweggrund fÃ¼ die Formalisierung. Mit 
diesem neuen GOMS**-Modell ist es nun mÃ¶glich Selektionsregeln fÃ¼ Planverzwei- 
gungen und Fakten sowie Vorbedingungen fÃ¼ Aktionen kompakt darzustellen. Die 
Syntax des GOMS**-Modell ist in EBNF dargestellt. Eine erwÃ¼nscht Folge dieser 
Darstellung ist die MÃ¶glichkeit fÃ¼ diese Beschreibungssprache einen Ãœbersetze zu 
konstruieren, der eine GOMS**-Sequenz in die Syntax der verschiedenen Betriebs- 
systeme transformiert. 
Um eine geschlossene Darstellung der AktionsplÃ¤n des Anwenders zu erhal- 
ten, ist eine Mitschrift seiner vergangenen Aktionen notwendig. Diese Mitschrift 
wurde als Baum implementiert. Die hier auftretenden Probleme wurden diskutiert. 
Die ÃŸaumstruktu wurde gewÃ¤hlt um dem Benutzer jede Ã„nderun in ihrem Kon- 
text zu prÃ¤sentieren Parallele Zweige in dieser Historie kÃ¶nne zu WidersprÃ¼che 
im Datenbestand fÃ¼hren In der vorliegenden Arbeit wurde eine Darstellung der 
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Handlungsalterna~tiven als besonders wichtig erachtet. Mit geeigneten Funktionen 
(com,bine,  cufl und einer dadurch bedingten EinschrÃ¤.nkun der Baumstruktur konn- 
ten diese WidersprÅ¸ch beseitigt werden. Die Historie wird insbesondere zur Gene- 
rierung von Makros aus den Pfaden des Baumes genutzt. Diese Makros kÃ¶nne a,ls 
pa,rametrisierte PlÃ¤n bereitgest,ellt werden. AuÂ§erde kÃ¶nne bekannte AnsÃ¤tz 
mitverwendet werden, z. B. das UnDo-Rahmensysteni von Herczeg. 
Der Erkennungsmechanismus fiir HmdlungsplÃ¤n ist hier noch einfach gehal- 
ten. Jede gerade ausgefÃ¼hrt Aktion wird mit jedem verfÃ¼gbare Plan verglichen. 
Dadurch werden verschiedene PlÃ¤,n aktiv, d. h.  als fortsetzbar erachtet. Die PlÃ¤n 
besitzen einen Triggermechanismus. der bei vollst,Ã¤.ndige Erkennung, bei Nichter- 
kennung oder bei einem Zwischenzustand schalten kann. Das Schalten eines Zwi- 
~chenzus t~ndes  wird dann von Regeln und Fakten in den Wissensbasen beeinfluflt. 
Die Makroerkennung und -generierung berÃ¼cksichtig durchgÃ¤ngi das GOMSk*- 
Modell. Die Aktionen werden in einer leicht modifizierten, fÃ¼ die Erkennung vorbe- 
reiteten Form abgelegt. Makros werden aus der Dialoghistorie in dieser Form Ã¼ber 
nommen. Der Benutzer kann interaktiv die M8kros und PlÃ¤n verÃ¤ndern Dabei 
bewegt er sich sowohl in der Akt.ionsebene, wenn er die Parameter einer Aktion mo- 
difiziert. als auch auf einer Metaebene, wenn er die Struktur des Makros verkndert 
oder Aktionen hinzufÃ¼g oder lÃ¶scht 
Im folgenden wird diskutiert, wie die Arbeiten am ResourcenManagementSystem 
weitergefÃ¼hr werden kÃ¶nnen 
7.3 Adaptive Erweiterungen 
Am Anfang der Ent,wicklung st,and der Wunsch, das System adaptiv zu gestalten. Ein 
ada.ptives System ist in der Lage, aus den Aktionen des Benutzers Verhaltensregeln 
abzuleiten, die in spÃ¤tere Ã¤hnliche Situationen als Script benutzt werden kÃ¶nnen 
Die vorliegende Arbeit beschrÃ¤nk sich zunÃ¤chs auf ein adaptierbares System1. 
Ein Teil der Implementierung setzt sich mit der Planerkennung auseinander. In  
diesem Rahmen wurde ein einfaches pattern-matchzng-Verfahren gewÃ¤hlt um aus 
einer Handlungssequenz einen Plan herauszufiltern. Dem Benutzer kÃ¶nne auf diese 
Weise mehrere P15ne zur Auswahl vorgelegt werden. Aktionen werden gemÃ¤ der 
Darstellung in Kapitel 5.3.1 gefiltert. Eine Aktion wird nur dann erkannt, wenn 
sie exakt mit der gespeicherten parametrisierten Aktion Ãœbereinstimmt Eine Ã¤qui 
valente Beha,ndlung gilt fÅ  ¸ Aktionsfolgen. Der konzeptionelle Ansatz des Systems 
ist so gestaltet, daÂ zu einem spÃ¤tere Zeit,punkt dieser Erkennungsmechanismus 
erweitert werden kann. 
Ein adaptives System muÂ auch mit aktiver Hilfe aufwarten. Die Hilfe wird im 
vorliegenden System auf den aktuellen Zustand des Systems bezogen, ist jedoch nur 
'Â¥Dies BeschrÃ¤nkun heiÂ§ jedoch nicht, daÂ das System nicht adaptiv sein kann. In einigen 
Situationen verhÃ¤l es sich adaptiv, z. B. bei der Generierung von Makros. Wenn ein Makro generiert 
oder entfernt wird. werden alle MenÃ¼s die auf die Liste der Makros Bezug nehmen, automatisch 
angepaot. Der Benutzer sieht dann immer die aktuelle Liste von Makros. 
7.4. FAZIT UND VORAUSSCHAU 
auf Anforderung durch den Benutzer verfÃ¼gbar Durch Festlegung eines Kompetenz- 
faktors, auf den sich eine erneute Meldung bezieht und der sich stÃ¤.ndi anpa,Â§t kann 
ein Lernen des Systems erreicht werden. Die Detaillierung der Hilfe erfolgt ebenfalls 
Ã¼be diesen Kompetenzfaktor. ZusÃ¤tzlic zur kontextbezogenen Hilfe benÃ¶tig der 
Benutzer eine Referenz Ã¼be die MÃ¶glichkeite des Systems. Diese Aufgabe kann ein 
onLhe-Ma,nua12 Å¸bernehmen Der Einstiegspunkt in dieses online-Manual erfolgt 
Ã¼be den aktuellen Zustand der aktiven Hilfe. 
Eine einfache Adaptierung des Systems kann auch durch das dynamzc-defauLtzng 
erzielt werden. Dabei werden Auswahlangebote3 so gesteuert, daÂ beim Aufruf des 
Auswahlangebot,es der Zeiger auf eine Auswahl zeigt, die sich in sinnvoller Weise 
(Regeln) aus der vorhergehenden Aktion ergibt, z. B. ein tut oder copy erzwingt 
ein puste als Selektionsangebot. Das dyna,mik defaulting wird z. B. bei allen MenÃ¼ 
eingesetzt. (Siehe Abbildung 7.1.) Auch Eigenschaftsfelder werden unterstÃ¼tzt Die 
zuletzt ausgewÃ¤hlt Aktion oder Einstellung wird beim dynamic-de,fauLting erneut 






FrÃ¼her Eingaben des Benutzers Druckereinstellung 
Browsers 
Die letzte Einstellung (Compiler Option) 
Beschreibung 
Die zuletzt gewÃ¤hlt Aktion wird er- 
Das System ist derzeit noch nicht im Sinne der Systeme von Hoppe und Kobsa 
lernfÃ¤hi [HP89, Hop89, Kob84, Kob851. Aber die Trennung in Aktionsobjekte4 und 
Datenbankobjekte5 macht eine Anpassung einfach, da nur die Eigenscha,ften der 
verwendeten Objekte modifiziert werden mÃ¼ssen 
Beispiel 
Jedes MenÃ 
7.4 Fazit und Vorausschau 
Die Unt,ersuchungen ha,ben gezeigt, daÂ trotz des Einsatzes von graphischen Benut- 
zungsoberflÃ¤chen wie OSF-Motzf, die wirkungsvolle UnterstÃ¼tzun der Anwender 
mit leistungsfÃ¤hige Werkzeugen bisher nur in AnsÃ¤tze erreicht ist,. WÃ¤,hren der 
Entwicklung des ResourcenManagementSystems am AWI wurden die Bet,riebssy- 
steme der verfÃ¼gbare Rechner stÃ¤ndi weiterentwickelt. Derzeit gibt es noch wenige 
t e u e r e  Versionen von bekannten Programmen wie Word und Excel verfÃ¼ge Ã¼be ein onlzne- 
Tutotrial, das dem Benutzer die ersten Schritte mit dem Programm erlÃ¤utert und online-Hilfe, 
die mit einem Thesaurus gekoppelt ist, um sinnverwandte Begriffe bei der Hilfe mitanzugeben. 
'h'lenus, Dialogfenster , property sheets 
'Aktionsobjekte kennzeichnen die Objekte, auf denen der Benutzer operiert und mit denen er 
agiert. 
'Zu Datenbankobjekten werden hier auch die Wissensbasen hinzugezÃ¤hlt 
KAPITEL 7. AUSBLICK 
paste H 
Abbildung 7.1: Ein MenÅ¸ das mehrfach aufgerufen wird, bietet eine Vorauswahl an ,  
die aus  der vorhergehenden Aktion sinnvoll folgt. 
Spezialrechner, die eine einfache OberflÃ¤ch Dennoch wird meist, nur ein 
Rahmen geboten, der dein Anwender die Arbeit erleichtert, der jedoch keineswegs 
benutzerorientiert ausgelegt ist. AnsÃ¤tz unter Verwendung kÃ¼nstliche Intelligenz 
fehlen ganz. In der vorliegenden Arbeit wurde ein Weg gezeigt, die WÃ¼nsch und 
Forderungen der Benutzer mit benutzerorientierten Methoden aufzunehmen und sie 
in ein reales System zu Ã¼berfÃ¼hre ZusÃ¤tzlic wurde ein Ansat,z fÃ¼ den Einsatz von 
Methoden und Verfa,hren a,us der KI gezeigt. 
Die Manipula,tion von Objekten mit einem Zeigeinstrument ist unbestritten ein- 
fach, aber das Zeigeinstrument muÂ nicht unbedingt eine Ma,us sein. Die neuen, 
mit einem Zeichenstift zu bedienenden transportablen Rechner7 demonstrieren dies 
eindrucksvoll. Auch die neuen MÃ¶glichkeiten die von Multi-Media und Hypertext- 
Systemen angeboten werden, werden dem Benutzer eine groÂ§ Hilfe sein. Das Erken- 
nen einer handschriftlichen Eingabe macht es zudem einfacher, mit dem Rechner zu 
kommunizieren. Die Eingabe in natÃ¼rliche Sprache ist. jedoch noch ungelÃ¶st Aku- 
stische Spracheingabe bei Rechnern ist noch nicht verbreitet. Hier gibt es Probleme 
bei der reproduzierbaren Erkennung einer Person und der Verarbeitung natÃ¼rliche 
Sprache. 
Die ungelÃ¶st Frage der kommerziellen Systeme bleibt aber die individuelle, auto- 
^uch Superrechner wie die CRAY besitzen inzwischen komfortable OberflÃ¤che zur 
Administration. 
E s  gibt hier mehrere Begriffe, die auch gleichzeitig Produktbezeichnungnen sind: Notebook, 
PowerBook, Pen-Computer ,  Der letztgenannte ist ein Rechner, der nicht mehr Ã¼be eine Tastatur 
sondern allein mit einem Schreibstift bedient wird. Daher der Name. Dabei ist die Erkennung von 
Handschriften ein wichtiger Aspekt 
7.4. FAZIT UND VORAUSSCHAU 
matische oder halbautomatische Anpassung an die BedÃ¼rfniss des Menschen. Nach 
wie vor muÂ sich der Mensch den, wenn auch wesentlich leichter zu bedienenden Ma- 
schinen anpassen. Die Entwickungen in der KI-Forschung zeigen zwar Fortschritte, 
aber die Maschinen, mit denen die geforderten Resultate geliefert werden, sind noch 
nicht am Arbeitsplatz einsetzbar. Daher wird weiterhin auf gute AnsÃ¤tz gehofft, 
die die UnterstÃ¼tzun des Entwicklers von Applikationen und des Benutzers vor Ort 
ermÃ¶glichen 
Unter diesen Voraussetzungen ist keiner der Gedanken, die in dieser Arbeit gesagt 
wurden, Ãœberholt Statt dessen sollte eine Weiterentwicklung des ResourcenManage- 
mentsystems unter den Aspekten 
m Weiterentwicklung des Pla~nverfolgungsmechanismus, 
erweitertes Lernen von Handlungsplanen, 
WeiterfÃ¼hrun des Wissenschaftler-Benutzermodells, 
ReprÃ¤sentatio des Wissens, 
m Manipulation von Objekten und 
erfolgen. Nicht vergessen werden darf dabei der Feldtest im Stile des KeyStroke- 
Level-Modells, der dann quantitative Daten Å¸be die Aktionen des Benutzers liefert. 




Die folgenden AnhÃ¤ng wurden nicht. mitubernonirnen, und sind der Originala,rbeit 
des Verfassers zu emtnehmen. 
A.1 EBNF fÃ¼ G O W *  
A.2 GOMS Analysen, Vorbereitung, VerÃ¤nderun 
A.3 Abstrakte Datentypen und der Historiebaum 
A.4 Analyse der VMS- und UNIX-Befehle be- 
zogen auf die Dialoghistorie 
A.5 Konzeptionelle Objekte des RM 





Adap t ive  Benutzerschnittstelle Benutzerschnittstelle, die sich hinsichtlich der Informations- 
darbietung, des Eingabemodus, ggf. auch hinsichtlich des Funktionsangebotes an die indi- 
viduellen Eigenschaften des jeweiligen Benutzers oder an den Aufgabenkontext anpal3t. Im 
Unterschied dazu heiot eine Schnittstelle adaptierbar, wenn sie durch explizite Voreinstel- 
lungen individuell konfiguriert werden kann (nach [Bal88]). 
Akzep tanz  OberflÃ¤chlich Annahme eines Systems durch die Benutzer. Die bloi3e BeschrÃ¤nkun 
auf eine vordergrundige und kurzfristige Betrachtung der Akzeptanz verhindert oft einzig 
sinnvolle inhaltlich tiefergehende Ã„nderunge z. B. des Arbeitsinhaltes (nach [Bal88]). 
Aufgabe  Die Zielsetzung, einen gegebenen Ausgangszustand in einen gewÃ¼nschte Zielzustand 
zu Ã¼berfÃ¼hre Dabei kann es sich um eine organisatorisch vorgegebene Aufgabe, um die 
subjektive Interpretation der Aufgabenstellung oder um eine selbstgestellte Aufgabe han- 
deln. In der Software-Ergonomie ist der Begriff Aufgabe nicht auf Handlungen im Rahmen 
von ErwerbstÃ¤tigkeite beschrÃ¤nk (nach [Bal88]). 
Aufgabenanalyse  Methodisches Vorgehen zur Bestimmung von Aufgaben sowie deren Struktur 
und Merkmale. Je nach Kontext wird die Aufgabenanalyse durchgefuhrt, um aus einem nicht 
rechnergestÃ¼tze Arbeitskontext Anforderungen an eine Systemgestaltung abzuleiten oder 
fÃ¼ ein bestehendes System Verbesserungen zu spezifizieren. Die Aufgabenanalyse liefert 
Informationen fÃ¼ den Systementwurf (nach [Bal88]). 
Aufgabenanalyse ,  kognitive Die kognitive Aufgabenanalyse wird zur Erfassung einer Aufgabe 
durch den Benutzer herangezogen. Aus einer Modellierung der kognitiven AufgabenreprÃ¤sen 
tation kÃ¶nne Aussagen Ã¼be Erlernbarkeit, Handlungseffizienz, Fehlerwahrscheinlichkeit, 
Konsistenz U. a. von Benutzerschnittstellen gewonnen werden (nach [Bal88]). 
Auskunf tssys teme Sie geben dem Benutzer Auskunft Ã¼be alle den Einsatz der Mensch-Conlpu- 
ter-Schnittstelle und der Anwendung betreffenden Fragen (nach [Bal88]). 
Benutzungsmodel l  Ein Modell des Systems Ã¼be den Benutzer. Dieses beinhaltet Fakten oder 
Annahmen Ã¼be einen Benutzer, d. h. ,  systemrelevante FÃ¤higkeite und Eigenschaften des 
Benutzers. Benutzungsmodelle sind die Voraussetzung fÃ¼ eine individuelle Behandlung von 
Benutzern undIoder Benutzergruppen. Dynamische Benutzungsmodelle kÃ¶nne im Lauf des 
Dialogs aufgebaut und modifiziert werden (nach [Bal88]). 
Benutzerschni t t s te l le  Unter einer Benutzerschnittstelle werden hÃ¤ufi die fÃ¼ eine Computer- 
anwendung gewÃ¤hlte Methoden des Mensch-Maschine-Dialogs verstanden. Technisch ge- 
sehen ist dies die Menge der Programme, die der Abwicklung des Mensch-Maschine-Dialogs 
dient. 
ANHANG B. GLOSSAR 
Beratungssys terne  beraten den Benutzer iiber den Einsatz der Mensch-Computer-Schnittstelle 
und die Anwendungssysteme betreffenden Fragen. Fiir die Berat,ung wird ein Benutzungs- 
modell benÃ¶tigt (nach [Bal88]). 
B i tB l t  bit boundary block trmsfer. (Siehe RasterOp.) 
B i t m a p  Ein Bild, das aus einem Pixel-Array aufgebaut ist 
B ravo  Ein bildschirniorientiertes WYSIWYG-TextbearbeitunÂ¡;sprogram der Firma Xerox auf 
der Alto Workstation. 
Browser  Ein Instrument zur st,rukturierten Betrachtung der ZusammenhÃ¤ng von Dat,en (engl. to 
browse stÃ¶bern) Ein Browser wird meist als Fenster einer Benutzerschnittstelle ausgefÃ¼hrt 
in dem oft in verschiedenen Teilfenstern die Informationen Ã¼be das untersuchte Objekt 
angezeigt werden (nach [Bal88]). 
B u t t o n  Ein Icon, das einer Taste nachgebildet ist. Durch Aktivieren des Buttons wird die dazu- 
gehÃ¶rig Aktion Ã¤hnlic wie beim BetÃ¤tige einer Taste sofort ausgefÃ¼hrt 
d i c k  Das kurzzeitige DrÃ¼cke einer Taste innerhalb eines bestimmten Zeitintervalls, um ein Er- 
eignis auszulÃ¶sen 
d i e n t  Ein Applikationsprogramm, das den Window-Manager auffordert, bestimmte Aktionen 
auszufÃ¼hren 
Curso r  Eine sichtbare Darstellung der Eingabeposition auf einem Bilclschirm, der den Bewegun- 
gen oder Befehlen des EingabegerÃ¤te folgt. 
C u t  a n d  P a s t e  Die FÃ¤higkeit einen Bereich in einem Fenster einer Applikation zu selektieren 
und in einer anderen in einem weiteren Fenster aktiven Applikation einzusetzen. Bei Editoren 
entspricht dies dem Bewegen von Textbereichen innerhalb des aktuellen Dokuments oder 
zwischen zwei Dokumenten (z. B. Apple MacIntosh 11: Zwischenablage). 
Defaul t  Voreinstellung einer Datenstruktur, wenn kein Wert explizit angegeben ist 
Desk top  Nachbildung (Metapher) einer SchreibtischoberflÃ¤ch auf dem Bildschirm. Es werden 
nieist BÃ¼roobjekt wie Dokumente, Ordner und PostkÃ¶rb mittels Text und Graphik darge- 
stellt. Mit Hilfe eines Zeigeinstrunientes und der Tastatur bewegt, fÃ¼llt kopiert, bearbeitet 
und entfernt der Benutzer diese Objekte. Oft wird der Schreibtisch, zum BÅ¸r erweitert, 
und es werden auch Objekte wie Papierkorb, SchrÃ¤nke Kopierer und sogar Personen oder 
Personengruppen dargestdlt (nach [GB88]). 
Dialogverhalten Das Dialogverhalten ist die vom Benutzer subjektive empfundene Reaktion auf 
eine Aktion des Benutzers. Ein System sollte die gewohnte Arbeitsumgebung des Benutzers 
wiederspiegeln. 
D i r ek te  Man ipu la t ion  Bearbeitung von Objekten ohne Einsatz einer Kommandosprache, z. B. 
Verschieben einer Datei in ein anderes Verzeichnis durch Bewegen eines Icons auf dem 
Bildschirm. Das GefÃ¼h einer direkten Einflufinahme wird vermittelt (nach [Bal88]). 
Expe r t ensys t em Programmsystem, das menschliches Expertenwissen, das durch Ausbildung 
und Erfahrung erworben wurde, verwendet, um in erklÃ¤rungsfÃ¤hig Form Probleme zu 
lÃ¶sen die normalerweise menschliche Intelligenz erfordern (nach [Bal88]). 
Fens ter  In einem konventionellen graphischen System der Teil des Bildes, der auf dem Bildschirm 
dargestellt wird. In einer BenutzeroberflÃ¤ch ein virtueller Bereich, der einer Applikation 
zugeordnet wird und die mit dem Window-Manager in einem Bereich des Bildschirmes 
abgebildet wird. 
Hilfesystem Teil eines Programmes, das zu vom Benutzer ausgewÃ¤hlte Aspekten ErklÃ¤runge 
bereitstellt. Dieses Programm kann passiv (auf Anforderung durch den Benutzer) oder aktiv 
(auf Grund der Erkenntnis, daÂ der Benutzer eine ErlÃ¤uterun benÃ¶tigt reagieren. Statische 
Hilfe liegt vor, wenn die Antwort auf dieselbe Frage immer gleich ist. Dynamische Hilfe 
bezieht in die Beantwortung den aktuellen Kontext des Systems ein (nach [Bal88]). 
I con  Ein kleines Piktogramm, das zur visuellen Darstellung von Fensterinhalten, Operationen, 
Operanden, Prozessen und ProzeÃŸstat eingesetzt wird. 
Kogni t ive  Model lb i ldung Die typische Vorgehensweise einer sich konstruktiv verstehenden Ko- 
gnitionswissensch,aft (cognitive science), die sich aus der Ãœberlappun von Informatik (spe- 
ziell KI), kognitiver Psychologie und Linguistik ergibt. Das allgemeine Ziel ist, Denkprozesse 
durch Computermodelle zu simulieren. Dabei kommt es nicht allein darauf an, daÂ das Mo- 
dell ein best,immtes zntelligentes Verhalten zeigt, sondern auch darauf, daÂ die im Modell 
verwirklichten internen Prozesse und Strukturen den in der RealitÃ¤ festgestellten oder ver- 
muteten entsprechen, also psychologisch valide sind (nach [Bal88]). 
Konsis tenz  Grad der strukturellen und inhaltlichen Ãœbereinstimmun zwischen verschiedenen 
Teilen einer Benutzerschnittstelle. zwischen verschiedenen Anwendungsprogrammen oder 
zwischen verschiedenen Systemen. Hohe Konsistenz fÃ¶rder das Erlernen und die Durch- 
schaubarkeit von Benutzerschnittstellen (nach [Bai88]). 
Look-Ahead-Mechanismus Bezeichnet einen Vorausschau-Mechanismus bei Erkennungsvor- 
giingen. FÃ¼ den Erkennungszweck kann es notwendig sein. daÂ eine gewisse Anzahl von 
Zeichen vorausgelesen wird (nach [GB88]). 
M a k r o / M a c r o  Unter einem Makro wird eine Zusanlnlenfassung einer parametriesierten Befehls- 
Sequenz verstanden, die unter einem neuen Namen aufgerufen werden kann. Makros dienen 
der Verkurzung der Eingabezeit und der Betriebssicherheit. 
M a u s  EingabegerÃ¤ fÃ¼ graphische interaktive Terminals. Die Bewegung der Maus wird in die 
Bewegung des Cursors auf dem Bildschirm Ã¼bersetzt 
Mauskl ick  siehe Clzck 
M e n Ã  Ein Fenster, in dem eine Auswahl von Texten oder Graphiken angeboten wird. Durch 
Bewegen des Zeigers (Maus, Cursors) wÃ¤hl der Benutzer eine Auswahl aus und aktiviert 
damit eine Aktion oder gibt den Parameter einer Aktion an. 
Metaf i le  Sequentielles File, das Segmente enthÃ¤l (100 Segmente bei UNIRAS) 
MetaFi le-Handler  Programm, das die Auswahl, Transformation und Ausgabe von bestimmten 
Segmenten eines bestimmten Metafiles auf diverse AusgabegerÃ¤t ermÃ¶glicht 
Model l ,  men ta l e s  Ein mentales Modell ist die Vorstellung des Benutzers, die sich der Benut- 
zer von seiner Arbeit mit dem Computer und von den DatenflÃ¼sse im Rechner macht. 
Kobsa zitiert drei Arten von Modellen: individuelles Modell, verallgemeinertes Modell zur 
UnterstÃ¼tzun des Softwareentwicklers und das Modell, das das Programm vom Benutzer 
generiert [Kob89]. Mentale Modelle werden insbesondere zur Verbesserung der Lernleistung 
eingesetzt. 
Model l ,  ope ra t ives  Operative Modelle reprÃ¤sentiere die Vorstellung des Rechners vom Be- 
nutzer. Diese Vorstellung wird durch die Arbeit des Benutzers mit dem Rechner stÃ¤ndi 
verfeinert. Nach Kobsa wird ein Benutzungsmodell in ein Dialogsystem eingeiÃ¼hrt um dem 
Computersystem eine natÅ¸rlich Verhaltensweise zu ermÃ¶gliche [Kob89]. Die Analyse der 
natÃ¼rliche Sprache bei der Eingabe von Fragen und Antworten steht hier im Vordergrund. 
Es  werden Annahmen Ã¼be Verhalten und Ziele des Benutzers formuliert und, aufgrund 
bereits vorhandenen Wissens, Inferenzen gebildet (belief systems). 
ANHANG B. GLOSSAR 
MVC-Konzept  Das MVC-Konzept ist ein unter Smalltalk-80 entwickeltes Konzept, Daten zu 
manipulieren. 
Navigation Eine Form der interaktiven Informationssuche, bei der sich der Suchende schrittweise 
durch eine hierarchisch oder netzartig aufgebaute (in aller Regel komplexe) Informations- 
struktur hindurchbewegt. Werkzeuge, die diesen Vorgang unterstÃ¼tzen werden als Naviga- 
tionswerkzeuge oder Browser bezeichnet (nach (GB881). 
Ob jek t  Ein Objekt ist ein Modell einer realen oder abstrakten Sache, das durch Attribute be- 
stimmt wird und das auf Nachrichten ein der Sache angemessene Verhalten, das durch 
Methoden bestimmt wird, zeigt. 
Plotfi le Datei mit gerateabhÃ¤ngige Informationen zur Ansteuerung eines bestimmten Ausgabe- 
gerÃ¤tes 
Pop-Up M e n Ã  Ein MenÃ¼ das auf Anforderung an der Cursor-Position erscheint und wieder 
gelÃ¶sch wird. wenn eine Auswahl selektiert wurde. 
P r o m p t e r  Ein Fenster, in dem der Benutzer gezielt (durch eine dargestellte Frage) zu einer 
speziellen Eingabe aufgefordert wird. Es werden Texteingabe (z. B. Dateiname beim Kreieren 
einer Datei) und Auswahl (z. B. Ja/hrein-Abfrage beim LÃ¶sche einer Datei) unterschieden. 
P r o p e r t y  Shee t  Fenster, in dem Eigenschaften mittels verschiedener Auswahlmechanismen ein- 
gestellt werden kÃ¶nnen Die Einstellungen erfolgen mit Auswahllisten, Schaltern, Textein- 
gabe. Ein Property Sheet wird z. B. bei der Einstellung eines Fonts und der FontgrÃ¶fi 
benutzt (nach [Bal88]). 
Pull-Down M e n Ã  Eine Variante des Pop-Up MenÃ¼s die erscheint, wenn in einem Fixed MenÃ 
die Maustaste an einem MenÃ¼punk gedrÃ¼ck wurde. Ein Pull-Down MenÃ wird wie ein 
Rollo in den Bildschirm gezogen. 
Rapid-Prototyping Bezeichnet eine bestimmte Methode der Software-Erstellung, die im Be- 
reich der KÃ¼nstliche Intelligenz entstanden ist. Ausgangspunkt dieser Methode ist die Er- 
kenntnis, daÂ es sich bei der Erstellung von Software um einen EntwurfsprozeÃ handelt, der 
am besten dadurch unterstÃ¼tz wird, daÂ schon zu einem mÃ¶glichs friihen Zeitpunkt Proto- 
typen des Anwendungssystems existieren. An diesen Prototypen lÃ¤Ã sich die Spezifikation 
der Anwendung fortentwickeln (nach [GB88]). 
R a s t e r O p  Eine Operation mit der rechteckige BztMaps Ã¼berlager werden. Jedes Pixel im Ziel- 
BitMap ist eine logische Kombination der korrespondierenden Pixel des Quell- und Ziel- 
BztMaps. 
R e D o  Bezeichnet eine Operation zur Wiederholung einer frÃ¼he ausgefÃ¼hrte Operation, mit der 
ein mittels UnDo verlassener Systemzustand wiederhergestellt wird. 
Scollbar Ein Bereich eines Fensters, mit dem das Verschieben des Fensterinhaltes kontrolliert 
wird. 
Scr ip t  Siehe auch Macro. 
Segmen t  Enthalt eine Graphik in gerateunabhÃ¤ngige Form. Ein Segment setzt sich aus graphi- 
schen Primitiven zusammen. 
Segment l i s te  Liste von Segmenten, die zur sequentiellen Ausgabe erstellt wurde 
SelbsterklÃ¤rungsfÃ¤higke Die Selbsterklarungsfahigkeit des Systems basiert auf grundlegen- 
den Wissensbasen einer Benutzerschnittstelle wie Wissen Ã¼be Visualisierung, Wissen Ã¼be 
den Arbeitsablauf sowie die Arbeitsmittel des Benutzers und Wissen Ã¼be den Kenntnis- 
stand des Benutzers, bezogen auf das System. Da sich der Kenntnisstand des Benutzers 
stÃ¤ndi Ã¤nder und jeder Benutzer andere Verfahren zum Erreichen eines Zieles verwendet, 
ist eine Anpassung des Systems an die Erfordernisse des Benutzers vorzusehen. Im Falle 
eines adaptiven Systems sollte der Benutzer vor der Ã„nderun des Systeriiverhaltens um 
Zustimmung gebeten werden oder mindestens Ã¼be die Ã„nderun informiert werden, da- 
mit ein unkontrolliertes Verhalten mit nicht. vorhersagbaren Ergebnissen vermieden wird 
(Verlust der Konsistenz). 
S t a r  Ein BÃ¼roautomationssyste der Xerox-Corporation, das als eines der ersten Systeme eine 
graphische BenutzeroberflÃ¤ch integriert,e. 
S t e r e o t y p  Stereotypen stellen eine Sammlung von Attributen zur VerfÃ¼gung aus denen das Sy- 
stem plausible Inferen~en auf der Basis von wenigen Beobachtungen generieren kann [Ric89]. 
Ein Benutzungsmodell enthÃ¤l weiter eine Sammlung von Inferenzregeln, die aus den gege- 
benen Fakten, z. B. den Werten eines Stereotyps, Folgerungen ableiten. Stereotypen, die im 
Verlauf der Sitzung instanziiert und angepaot werden, spiegeln PrÃ¤ferenze des Benutzers 
wieder. Abbildung 1.1 zeigt zwei einfache Stereotypen fÃ¼ den Umgang mit dem Con~puter. 
FÃ¼ spezielle Anwendungsfalle sind bereits Systeme im Einsatz, die mit Stereotypen arbei- 
ten, so z. B. der UC (UNIX Consultant), ein Hilfe-System fÃ¼ das Betriebssystem UNIX 
Chi89]. 
T i t l e b a r  Feld am Kopf eines Fensters, in das die Applikation Informationen zur Kennzeichnung 
des Fenster einschreiben kann. 
Trans i t ionsnetz  Ein ~bergan~sdiagramm. Es besteht aus ZustÃ¤nde und markierten Zustands- 
Ã¼bergangen die zusÃ¤tzlic noch mit Aktionen versehen sein kÃ¶nnen Mit Transitionsnetzen 
lassen sich Grammatiken beschreiben. Transitionsnetze werden meist fÃ¼ Erkennungszwecke 
verwendet und dann von einem Automaten abgearbeitet, der je nach Eingabezeichen das 
Transitionsnctz durchlÃ¤uf (nach [GB88]). 
Tutor ie l le  S y s t e m e  UnterstÃ¼tze den Benutzer beim Erlernen der Mensch-Computer-Schnitt- 
stelle oder eines Anwendungssystems oder von Komponenten davon (nach [Bal88]). 
U I M S  AbkÃ¼rzun fÃ¼ User In,terjace Management System. Ein UIMS ist die Software-Realisie- 
rung einer anwendungsneutralen Benutzerschnittstelle, die an  mehrere auch unterschiedliche 
Anwendungsprogramme angekoppelt werden kann und damit die Wiederverwendung von 
Benutzerschnittstellen-Software ermÃ¶glicht Die Konsistenz von Benutzerschnittstellen Ã¼be 
mehrere Anwendungen laÃŸ sich dadurch erhÃ¶hen Der Begriff des UIMS ist an den Begriff 
D B M S  (Data  Base Management System) angelehnt, der fÃ¼ Datenbanken steht, die ebenfalls 
anwendungsneutrale Software-Komponenten darstellen (nach [GB88]). 
U n D o  Bezeichnet eine Operation, die Effekte einer frÃ¼he ausgefÃ¼hrte Operation rÃ¼ckgÃ¤ng 
macht. Bei einem zustandsorientierten UnDo kehrt das System in einen frÃ¼here Zustand 
zurÃ¼ck beim funktionsorientierten UnDo wird eine inverse Operation ausgefÃ¼hrt sofern eine 
inverse Operation existiert. 
V iewpor t  Ausschnitt einer Graphik im GerÃ¤tekoordinatensystem 
W i n d o w  Ausschnitt einer Graphik im Weltkoordinatensystem. (Siehe auch Fenster.) 
Wissensbas ier te  Sys t eme  Programmsysteme, die menschliches Allgemeinwissen verwenden, um 
in erklÃ¤rungsfÃ¤hig Form Probleme zu lÃ¶sen die norn~alerweise menschliche Intelligenz er- 
fordern (nach [Bal88]). 
Wissensbas is  Die Funktionalitat und das Verhalten von wissensbasierten Systemen ist durch die 
verwendeten Wissensbasen bestimmt. Sie modellieren jeweils einen abgegrenzten Bereich: 
Expertenwissen, SystemfunktionalitÃ¤t Benutzungsmodelle etc. Aus technischer Sicht be- 
steht eine Wissensbasis aus einer Kollektion von Wissenseinheiten, die gemeinsam verwaltet 
werden (nach [Bal88]). 
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