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Abstract
We propose a general modeling and algorithmic framework for discrete structure re-
covery that can be applied to a wide range of problems. Under this framework, we are
able to study the recovery of clustering labels, ranks of players, and signs of regression co-
efficients from a unified perspective. A simple iterative algorithm is proposed for discrete
structure recovery, which generalizes methods including Lloyd’s algorithm and the itera-
tive feature matching algorithm. A linear convergence result for the proposed algorithm
is established in this paper under appropriate abstract conditions on stochastic errors
and initialization. We illustrate our general theory by applying it on three representative
problems: clustering in Gaussian mixture model, approximate ranking, and sign recovery
in compressed sensing, and show that minimax rate is achieved in each case.
Keywords. k-means clustering, approximate ranking, high-dimensional statistics,
Hamming distance, variable selection
1 Introduction
Discrete structure is commonly seen in modern statistics and machine learning, and vari-
ous problems can be formulated into tasks of recovering the underlying discrete structure.
A leading example is clustering analysis [37], where the discrete structure of the data is
parametrized by a vector of clustering labels. Theoretical and algorithmic understandings of
clustering analysis have received much attention in the recent literature especially due to the
interest in community detection of network data [34, 43, 52, 69]. Other important examples of
discrete structure recovery include ranking [11, 48], variable selection [13, 38], crowdsourcing
[19, 28], estimation of unknown permutation [15, 55], graph matching [16, 22], and recovery
of hidden Hamiltonian cycle [6, 12].
Despite the the progress of understanding discrete structures in various specific problems,
a general theoretical investigation has been lacking in the literature. This is partly due to
the fact that theory of discrete structure recovery can be quite different from traditional
statistical estimation of continuous parameters. In fact, it has been argued that the nature
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of discrete structure recovery is closely related to hypothesis testing theory [29]. In addition,
the existing literature on the statistical guarantees of discrete structure recovery mostly
focuses on characterizing the condition of exact recovery [1, 6, 45, 49, 51, 63, 71]. Let
z∗ = (z∗1 , z∗2 , . . . , z∗p) represent a discrete structure of interest, where each z∗j parametrizes a
discrete status of either the jth sample or the jth variable of the data set. The exact recovery
is achieved by some estimator ẑ if ẑj = z
∗
j for all j ∈ [p]. However, exact recovery of discrete
structure usually requires a strong signal to noise ratio condition. A more interesting, more
realistic, but harder problem is when only partial recovery [13, 27, 28, 31, 54, 68, 69] of z∗ is
possible. Under this regime, a statistical guarantee can be established on the proportion of
errors, and the result will naturally lead to the condition of exact recovery as a special case.
Discrete structure recovery is also challenging from a computational point of view. In spite
of being optimal in many cases, maximum likelihood estimation of z∗ is often combinatorial
and thus computationally infeasible. Though convex relaxations such as linear programming
or semidefinite programming can be derived for many specific problems [6, 33, 35, 36, 50],
they may not be scalable to very large data sets and the analysis of partial recovery of con-
vex relaxation is usually quite involved [23, 24, 33]. Moreover, in many examples such as
clustering and variable selection, the data generating process is parametrized both by a dis-
crete structure and a continuous model parameter. The presence of the nuisance continuous
parameter further complicates the design of efficient algorithms.
The goal of this paper is to develop a general modeling and algorithmic framework for
partial recovery of discrete structures. We first propose a general structured linear model
parametrized by a discrete structure z∗ and a global continuous parameter B∗, which unifies
various problems of discrete structure recovery into the same framework. A simple iterative
algorithm is then proposed for recovering z∗, which can be informally written in the following
form
z(t) = argmin
z
p∑
j=1
∥∥∥Tj − νj (B̂(z(t−1)), zj)∥∥∥2 for all t ≥ 1. (1)
Here, Tj is some local statistic whose distribution depends both on the jth label z
∗
j and the
global continuous parameter B∗ of the model. Because of the separability of the objective
function across j ∈ [p], each z(t)j takes the value of zj such that νj(B̂(z(t−1)), zj) is the closest
to Tj , and therefore computation of (1) is straightforward. The general iterative procedure
(1) recovers some interesting algorithms, among which perhaps the most important one is
Lloyd’s algorithm [44] for k-means clustering. In the clustering context, Tj is the jth data
point, and νj(B̂(z
(t−1)), zj) is the zjth estimated clustering center computed based on the
clustering labels z(t−1) from the previous step. In addition, (1) also leads to algorithms in
approximate ranking and sign recovery that will be studied in details in this paper.
The main result of our paper characterizes conditions under which (1) converges with
respect to some loss function ℓ(·, ·) to be defined later. An informal statement of the result
is given below,
ℓ(z(t), z∗) ≤ 2ξideal(δ) + 1
2
ℓ(z(t−1), z∗) for all t ≥ 1, (2)
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with high probability. That is, the value of ℓ(z(t), z∗) converges at a linear rate to 4ξideal(δ).
Here, we use ξideal(δ) to characterize the error of an ideal procedure,
ẑideal = argmin
z
p∑
j=1
∥∥∥Tj − νj (B̂(z∗), zj)∥∥∥2 , (3)
and the definition of ξideal(δ) with a general δ > 0 will be given in Section 3. The convergence
result (2) is established with some δ > 0 arbitrarily close to 0. We note that the ideal
procedure (3) is not realizable because of its dependence on the true z∗, but (2) shows that
the iterative algorithm (1) achieves almost the same statistical performance of (3). The
general abstract result is then applied to three examples: clustering for Gaussian mixture
model, approximate ranking, and sign recovery in compressed sensing, which represent three
different types of discrete structure recovery problems. Moreover, in each of the examples, we
can relate ξideal(δ) to the minimax rate of the problem, and therefore claim that the simple
algorithm (1) is both computationally efficient and minimax optimal.
Another popular method that is suitable for discrete structure recovery is the EM algo-
rithm [20]. The global convergence of EM algorithm has been established under the setting of
unimodal likelihood [64] and the setting of two-component Gaussian mixtures [18, 65, 66, 67].
Local convergence results for general settings are obtained by [7]. However, the most impor-
tant difference between [7] and our work, besides the obvious difference of algorithms, is that
our convergence guarantee (2) is established for the estimation error of the discrete structure
z∗, while the convergence result in [7] for the EM algorithm is established for the estimation
error of the continuous model parameter B∗. Results like (2) may be possibly established for
the EM algorithm in the context of clustering using the techniques suggested by the paper
[70]1, but whether (2) can be proved for the EM algorithm in general settings is unknown.
The most related work to us in the literature is the analysis of Lloyd’s algorithm in
Gaussian mixture models by [46]. Since Lloyd’s algorithm is a special case of (1), our con-
vergence result (2) recovers the result in [46] as a special case with even a slightly weaker
condition on the number of clusters. We also mention the recent paper [53] that studies a
variant of Lloyd’s algorithm and improves the signal to noise ratio condition in [46] for the
two-component Gaussian mixtures.
Organization. Our general modeling and algorithmic framework will be introduced in Sec-
tion 2. In Section 3, we formulate abstract conditions under which we can establish the
convergence of the algorithm. Applications to specific examples will be discussed afterwards,
including clustering in Gaussian mixture model (Section 4), approximate ranking (Section
5), and sign recovery in compressed sensing (Section 6). Finally, all the technical proofs will
be given in Section 7.
1The paper [70] established the convergence of mean-field coordinate ascent and Gibbs sampling in the sense
of (2) for community detection in stochastic block models. Due to the connection and similarity between the
EM algorithm and variational Bayes, we believe the techniques used in (2) can also be applied to the analysis
of EM algorithms for clustering problems.
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Notation. For d ∈ N, we write [d] = {1, . . . , d}. Given a, b ∈ R, we write a ∨ b = max(a, b)
and a ∧ b = min(a, b). For two positive sequences an and bn, we write an . bn to mean
that there exists a constant C > 0 independent of n such that an ≤ Cbn for all n; moreover,
an ≍ bn means an . bn and bn . an. For a set S, we use 1{S} and |S| to denote its
indicator function and cardinality respectively. For a vector v = (v1, . . . , vd)
T ∈ Rd, we
define ‖v‖2 = ∑dℓ=1 v2ℓ . The trace inner product between two matrices A,B ∈ Rd1×d2 is
defined as 〈A,B〉 = ∑d1ℓ=1∑d2ℓ′=1Aℓℓ′Bℓℓ′ , while the Frobenius and operator norms of A are
given by ‖A‖F =
√〈A,A〉 and ‖A‖ = smax(A) respectively, where smax(·) denotes the largest
singular value. The notation P and E are generic probability and expectation operators whose
distribution is determined from the context.
2 A General Framework of Models and Algorithms
We start with the introduction of structured linear model. Consider a pair of random vectors
Y ∈ RN and X ∈ RD. We impose the relation that
E(Y |X) = Xz∗(B∗). (4)
On the right hand side of (4), z∗ = (z∗1 , . . . , z
∗
p) is a vector of discrete labels, and each z
∗
j is
allowed to take its value from a label set of size k. For simplicity, we assume the label set to
be [k] without loss of generality. The vector B∗ is the model parameter that lives in a linear
subspace indexed by z∗. We use the notation Bz∗ for this linear subspace. Finally, Xz∗ is a
linear operator jointly determined by X and z∗. It maps from Bz∗ to RN .
The general structured linear model (4) can be viewed as a slight variation of the one
introduced by [32]. It is particularly suitable for the research of label recovery and includes
some important examples that will be studied in this paper.
To estimate the labels z∗1 , . . . , z∗p , one strategy is to first compute a local statistic Tj =
Tj(X,Y ) ∈ Rd and then infer z∗j from Tj for each j ∈ [p]. We require that
E(Tj |X) = µj(B∗, z∗j ). (5)
Then, suppose the model parameter B∗ was known, a natural procedure to estimate z∗j would
find an a ∈ [k] such that ‖Tj − µj(B∗, a)‖2 is the smallest. However, for some applications,
the form of µj(B
∗, z∗j ) may not be available, and thus we need to associate each µj(B
∗, z∗j )
with a surrogate νj(B
∗, z∗j ). An oracle procedure that uses the knowledge of B
∗ is given by
ẑoraclej = argmin
a∈[k]
‖Tj − νj(B∗, a)‖2. (6)
On the other hand, since B∗ is unknown in practice, we need to replace the B∗ in (6) by
an estimator. A natural procedure is the least-squares estimator B̂(z∗), where for a given z,
B̂(z) is defined by
B̂(z) = argmin
B∈Bz
‖Y −Xz(B)‖2. (7)
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This time we need to know z in (7) to compute B̂(z). Therefore, we shall combine (6) and
(7) and obtain the following iterative algorithm.
Algorithm 1: Iterative discrete structure recovery
Input : The data Y , X and the number of iterations tmax.
Output: The estimator ẑ = z(tmax).
1 Compute the initializer z(0).
2 For t in 1 : tmax, compute
B(t) = argmin
B∈B
z(t−1)
‖Y −Xz(t−1)(B)‖2, (8)
and z
(t)
j = argmin
a∈[k]
‖Tj(X,Y )− νj(B(t), a)‖2 ∀ j ∈ [p]. (9)
Let us now discuss a few important examples. Though we regard X and Y to be vectors in
our general framework, in some specific examples, it is often more convenient to arrange the
data into matrices instead of vectors. Of course, the two representations are equivalent and
the relation can be precisely described with the operations of vectorization and Kronecker
product.
Clustering in Gaussian Mixture Model. Consider Y ∈ Rd×p with Y1, . . . , Yp stand-
ing for its columns. We assume that Yj ∼ N (θ∗z∗j , Id) independently for j ∈ [p]. Here,
z∗1 , . . . , z∗p ∈ [k] are p clustering labels and θ∗1, . . . , θ∗k ∈ Rd are k clustering centers. In our
general framework, we have N = dp, B∗ is the concatenation of the k clustering centers,
and Bz∗ = Rd×k. The linear operator Xz∗ maps the matrix {θ∗a}a∈[k] ∈ Rd×k to the matrix
{θ∗z∗j }j∈[p] ∈ R
d×p. For the algorithm to recover the clustering labels, the obvious local statis-
tic is Tj = Yj for j ∈ [p]. Moreover, we set νj(B∗, a) = µj(B∗, a) = θ∗a. Then, Algorithm 1 is
specialized into the following iterative procedures:
θ(t)a =
∑p
j=1 1
{
z
(t−1)
j =a
}Yj∑p
j=1 1
{
z
(t−1)
j =a
} , a ∈ [k],
z
(t)
j = argmin
a∈[k]
‖Yj − θ(t)a ‖2, j ∈ [p].
This is recognized as Lloyd’s algorithm [44], the most popular way to solve k-means clustering.
Approximate Ranking. In the task of ranking, we consider the observation of pairwise
interaction data Yij for (i, j) ∈ [p]2 and i 6= j. The rank or the position of the jth player is
specified by an integer z∗j ∈ [p]. What is known as the pairwise comparison model assumes
that Yij ∼ N (β∗(z∗i − z∗j ), 1) for some signal strength parameter β∗ ∈ R. Our goal is to
estimate the discrete position z∗j for each player j ∈ [p]. This is known as the approximate
ranking problem [27], which is different from exact ranking where z∗ corresponds to a permu-
tation. It is easy to see that this approximate ranking model is a special case of our general
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structured linear model. To be specific, we have N = p(p− 1), B∗ is identified with β∗, and
Bz∗ = R. The linear operator Xz∗ maps β∗ to {β∗(z∗i − z∗j )}1≤i 6=j≤p. To recover z∗j , it is
natural to define
Tj =
1√
2(p − 1)
∑
i∈[p]\{j}
(Yji − Yij). (10)
Thus, we have
µj(B
∗, a) =
2p√
2(p − 1)β
∗
(
a− 1
p
p∑
i=1
z∗i
)
. (11)
Because of the dependence of µj(B
∗, a) on the unknown 1p
∑p
i=1 z
∗
i , we also introduce νj(B
∗, a)
that replaces 1p
∑p
i=1 z
∗
i with a fixed value
p+1
2 ,
νj(B
∗, a) =
2p√
2(p − 1)β
∗
(
a− p+ 1
2
)
.
The choice of p+12 is due to the parameter space of z
∗ that will be introduced in Section 5.
This leads to the following iterative algorithm:
β(t) =
∑
1≤i 6=j≤p(z
(t−1)
i − z(t−1)j )Yij∑
1≤i 6=j≤p(z
(t−1)
i − z(t−1)j )2
,
z
(t)
j = argmin
a∈[p]
∣∣∣∣∣∣
∑
i∈[p]\{j}
(Yji − Yij)− 2pβ(t)
(
a− p+ 1
2
)∣∣∣∣∣∣
2
, j ∈ [p]. (12)
Since (12) is recognized as feature matching [15], this is the iterative feature matching algo-
rithm suggested by [27] for approximate ranking.
Sign Recovery in Compressed Sensing. In a standard regression problem, we assume
Y |X ∼ N (Xβ∗, In). Consider a random design setting, where Xij iid∼ N (0, 1) for (i, j) ∈
[n]×[p]. We study the sign recovery problem, which is equivalent to estimating z∗j ∈ {−1, 0, 1},
where the three possible values of z∗j standing for β
∗
j being negative, zero, and positive. We
also define the sparsity level s =
∑p
j=1 |z∗j |. In order that sign recovery is information-
theoretically possible, we assume that either β∗j = 0 or |β∗j | ≥ λ. The same setting has been
considered by [54]. The sparse linear regression model is clearly a special case of our general
framework with the choices N = n, B∗ = β∗, and Bz∗ = {β ∈ Rp : βj = βj|z∗j |}. The linear
operator Xz∗ maps β
∗ to Xβ∗. Following [54], we use the local statistic
Tj = ‖Xj‖−1XTj Y (13)
to recover z∗j . Here, Xj ∈ Rn stands for the jth column of X. Computing its conditional
expectation, we obtain
µj(B
∗, a) = a‖Xj‖max{|β∗j |, λ}+ ‖Xj‖−1
∑
l∈[p]\{j}
β∗l X
T
j Xl, (14)
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for a ∈ {−1, 0, 1}. Replacing max{|β∗j |, λ} in the above formula by some threshold level
2t(Xj), we get
νj(B
∗, a) = 2a‖Xj‖t(Xj) + ‖Xj‖−1
∑
l∈[p]\{j}
β∗l X
T
j Xl, (15)
for a ∈ {−1, 0, 1}. The threshold level is specified by
t(Xj) =
λ
2
+
log p−ss
λ‖Xj‖2 , (16)
which can be derived from a minimax analysis [13, 54]. Specializing Algorithm 1 to the
current context gives
β(t) = argmin{
β∈Rp:βj=βj |z(t−1)j |
} ‖y −Xβ‖2, (17)
z
(t)
j =

1
XTj Y−
∑
l∈[p]\{j} β
(t)
l
XTj Xl
‖Xj‖2 > t(Xj)
0 −t(Xj) ≤ X
T
j Y−
∑
l∈[p]\{j} β
(t)
l
XTj Xl
‖Xj‖2 ≤ t(Xj)
−1 X
T
j Y−
∑
l∈[p]\{j} β
(t)
l
XTj Xl
‖Xj‖2 < −t(Xj).
(18)
We note that (18) is a slight modification of the variable selection procedure in [54]. The
main difference is that [54] uses an estimator of β∗ computed with an independent data set,
while we compute a least-squares procedure (17) restricted on the support of z(t−1) obtained
from the previous step using the same data set.
3 Convergence Analysis
In this section, we formulate abstract conditions under which we can derive the statistical
and computational guarantees of Algorithm 1.
A General Loss Function Our goal is to establish a bound for every t ≥ 1 with respect
to the loss ℓ(z(t), z∗). The loss function is defined by
ℓ(z, z∗) =
p∑
j=1
‖µj(B∗, zj)− µj(B∗, z∗j )‖2. (19)
It has a close relation to the Hamming loss h(z, z∗) =
∑p
j=1 1{zj 6=z∗j}. Define
∆2min = min
j∈[p]
min
1≤a6=b≤k
‖µj(B∗, a)− µj(B∗, b)‖2,
and then we immediately have
ℓ(z, z∗) ≥ ∆2minh(z, z∗). (20)
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Error Decomposition By (5), we can decompose each local statistic as
Tj = µj(B
∗, z∗j ) + ǫj . (21)
We usually have ǫj ∼ N (0, Id), but this is not required, and we shall also note that the ǫj ’s
may not even be independent across j ∈ [p]. By (9), if we start the algrotihm from any z, then
z∗j will be incorrectly estimated after one iteration if z
∗
j 6= argmina∈[k] ‖Tj − νj(B̂(z), a)‖2.
Consequently, assume z∗j = a, and it is important to analyze the event
‖Tj − νj(B̂(z), b)‖2 ≤ ‖Tj − νj(B̂(z), a)‖2, (22)
for any b ∈ [k]\{a}. Recall the definition of B̂(z) in (7). We plug (21) into (22), and then
after some rearrangement, we can see that the event (22) is equivalent to〈
ǫj , νj(B̂(z
∗), a) − νj(B̂(z∗), b)
〉
≤ −1
2
∆j(a, b)
2 + Fj(a, b; z) +Gj(a, b; z) +Hj(a, b; z). (23)
On the right hand side of (23), ∆j(a, b)
2 is the main term that characterizes the difference
between the two labels a and b. It is defined as
∆j(a, b)
2 = ‖µj(B∗, a)− νj(B∗, b)‖2 − ‖µj(B∗, a)− νj(B∗, a)‖2.
Note that with the notation ∆j(a, b)
2, we have implicitly assume that ∆j(a, b)
2 ≥ 0 through-
out the paper. This assumption is easily satisfied in all the examples considered in the paper.
The other three terms in (23) are the error terms that we need to control. Their definitions
are given by
Fj(a, b; z) =
〈
ǫj ,
(
νj(B̂(z
∗), a)− νj(B̂(z), a)
)
−
(
νj(B̂(z
∗), b) − νj(B̂(z), b)
)〉
,
Gj(a, b; z) =
1
2
(
‖µj(B∗, a)− νj(B̂(z), a)‖2 − ‖µj(B∗, a)− νj(B̂(z∗), a)‖2
)
−1
2
(
‖µj(B∗, a)− νj(B̂(z), b)‖2 − ‖µj(B∗, a)− νj(B̂(z∗), b)‖2
)
,
Hj(a, b; z) =
1
2
(
‖µj(B∗, a)− νj(B̂(z∗), a)‖2 − ‖µj(B∗, a)− νj(B∗, a)‖2
)
−1
2
(
‖µj(B∗, a)− νj(B̂(z∗), b)‖2 − ‖µj(B∗, a)− νj(B∗, b)‖2
)
.
With these quantities defined as above, we can check that (23) is indeed equivalent to (22).
The reason to have such decomposition (23) is as follows.
• By igoring the three error terms, the event 〈ǫj, νj(B̂(z∗), a)− νj(B̂(z∗), b)〉 ≤ −12∆j(a, b)2
contributes to the ideal recovery error rate. That is, even if we were given the true z∗,
applying one iteration in Algorithm 1, i.e., (9) would still result in some error.
• The error terms Fj(a, b; z) and Gj(a, b; z) can be controlled by the difference between
B̂(z) and B̂(z∗), which further depends on ℓ(z, z∗). We will treat Fj(a, b; z) and
Gj(a, b; z) differently because the former involves the additional randomness of ǫj .
• The error term Hj(a, b; z) can be controlled by the difference between B̂(z∗) and B∗.
In fact, unlike Fj(a, b; z) or Gj(a, b; z), Hj(a, b; z) does not depend on z, and thus its
value remains unchanged throughout the iterations.
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Conditions for Algorithmic Convergence Now we need to discuss how to analyze the
error terms Fj(a, b; z), Gj(a, b; z) and Hj(a, b; z). There are three types of conditions that we
will impose.
Condition A (ℓ2-type error control). Assume that
max
{z:ℓ(z,z∗)≤τ}
p∑
j=1
max
b∈[k]\{z∗
j
}
Fj(z
∗
j , b; z)
2‖µj(B∗, b)− µj(B∗, z∗j )‖2
∆j(z∗j , b)4ℓ(z, z∗)
≤ 1
256
δ2
holds with probability at least 1− η1, for some τ, δ, η1 > 0.
Condition B (restricted ℓ2-type error control). Assume that
max
{z:ℓ(z,z∗)≤τ}
max
T⊂[p]
τ
4∆2min|T |+ τ
∑
j∈T
max
b∈[k]\{z∗j }
Gj(z
∗
j , b; z)
2‖µj(B∗, b)− µj(B∗, z∗j )‖2
∆j(z∗j , b)4ℓ(z, z∗)
≤ 1
256
δ2
holds with probability at least 1− η2, for some τ, δ, η2 > 0.
Condition C (ℓ∞-type error control). Assume that
max
{z:ℓ(z,z∗)≤τ}
max
j∈[p]
max
b∈[k]\{z∗j }
|Hj(z∗j , b; z)|
∆j(z∗j , b)2
≤ 1
4
δ
holds with probability at least 1− η3, for some τ, δ, η3 > 0.
Conditions A, B and C are for the error terms Fj(a, b; z), Gj(a, b; z) and Hj(a, b; z),
respectively. Because of the difference of the three terms that we have mentioned earlier,
they are controlled in different ways. Both Conditions A and B impose ℓ2-type controls and
relate Fj(a, b; z) and Gj(a, b; z) to the loss function ℓ(z, z
∗). On the other hand, Hj(a, b; z) is
controlled by an ℓ∞-type bound in Condition C.
Next, we define a quantity referred to as the ideal error,
ξideal(δ) =
p∑
j=1
∑
b∈[k]\{z∗j }
‖µj(B∗, b)− µj(B∗, z∗j )‖21{〈ǫj ,νj(B̂(z∗),z∗j )−νj(B̂(z∗),b)〉≤− 1−δ2 ∆j(z∗j ,b)2}.
(24)
We note that ξideal(δ) is a quantity that does not change with t. In fact, with some δ > 0,
ξideal(δ) can be shown to be an error bound for the ideal procedure ẑ
ideal
j defined in (3). We
therefore choose ξideal(δ) with a small δ > 0 as the target error that z
(t) converges to. In
specific examples studied later in Sections 4-6, we will show ξideal(δ) can be bounded by the
minimax rate of each problem.
Condition D (ideal error). Assume that
ξideal(δ) ≤ 1
4
τ, (25)
with probability at least 1− η4, for some τ, δ, η4 > 0.
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Finally, we need a condition on z(0), the initialization of Algorithm 1.
Condition E (initialization). Assume that
ℓ(z(0), z∗) ≤ τ,
with probability at least 1− η5, for some τ, η5 > 0.
Convergence Guarantee With all the conditions specified, we establish the convergence
guarantee for Algorithm 1.
Theorem 3.1. Assume Conditions A,B,C, D and E hold for some τ, δ, η1, η2, η3, η4, η5 > 0.
We then have
ℓ(z(t), z∗) ≤ 2ξideal(δ) + 1
2
ℓ(z(t−1), z∗) for all t ≥ 1,
with probability at least 1− η, where η =∑5i=1 ηi.
The theorem shows that the error of z(t) converges to 4ξideal(δ) at a linear rate. Among
all the conditions, Conditions A, B and C are the most important ones. The largest τ that
makes Conditions A, B and C hold simultaneously will be the required error bound for the
initialization in Condition E. With (20), Theorem 3.1 also implies that the iterative algorithm
achieves an error of 4ξideal(δ)/∆
2
min in terms of Hamming distance.
In Sections 4-6, we will apply Theorem 3.1 to the three examples mentioned in Section 2,
covering different categories of discrete structures: clustering label, rank, and variable sign.
The clustering labels are discrete objects without order or any topological structure. This
is in contrast to the ranks that are ordered objects in the space of natural numbers. The
variable signs are similar to the clustering labels except two differences. The first difference
is the prior knowledge that most variables are zero in the context of sparse linear regression.
The second difference is that a nonzero sign only implies a range of a variable instead of its
specific value. Despite all the differences between these discrete structures, we are able to
analyze them in a unified framework with the same algorithm.
4 Clustering in Gaussian Mixture Model
We assume the data matrix Y ∈ Rd×p is generated from a Gaussian mixture model. This
means we have Yj = θz∗j + ǫj ∼ N (θz∗j , Id) independently for j ∈ [p], where z∗ ∈ [k]p is the
vector of clustering labels that we aim to recover. Specializing Algorithm 1 to the clustering
problem, we obtain the well-known Lloyd’s algorithm, which can be summarized as
z
(t)
j = argmin
a∈[k]
‖Yj − θ̂a(z(t−1))‖2, j ∈ [p],
where for each z ∈ [k]p, we use the notation
θ̂a(z) =
∑p
j=1 1{zj=a}Yj∑p
j=1 1{zj=a}
, a ∈ [k].
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Even though general k-means clustering is known to be NP-hard [3, 17, 47], local conver-
gence of the Lloyd’s iteration can be established under certain data-generating mechanism
[5, 40]. In particular, the recent work [46] shows that under the Gaussian mixture model, the
misclustering error of z(t) in the Lloyd’s iteration linearly converges to the minimax optimal
rate. In this section, we show that our theoretical framework developed in Section 3 leads to
a result that is comparable to the one in [46].
4.1 Conditions
To analyze the algorithmic convergence, we note that µj(B
∗, a) = νj(B∗, a) = θ∗a, ∆j(a, b)2 =
‖θ∗a − θ∗b‖2, ℓ(z, z∗) =
∑p
j=1 ‖θ∗zj − θ∗z∗j ‖
2, and ∆min = min1≤a6=b≤k ‖θ∗a − θ∗b‖ in the current
setting. The error terms that we need to control are
Fj(a, b; z) =
〈
ǫj , θ̂a(z
∗)− θ̂a(z) − θ̂b(z∗) + θ̂b(z)
〉
,
Gj(a, b; z) =
1
2
(
‖θ∗a − θ̂a(z)‖2 − ‖θ∗a − θ̂a(z∗)‖2 − ‖θ∗a − θ̂b(z)‖2 + ‖θ∗a − θ̂b(z∗)‖2
)
,
Hj(a, b; z) =
1
2
(
‖θ∗a − θ̂a(z∗)‖2 − ‖θ∗a − θ̂b(z∗)‖2 + ‖θ∗a − θ∗b‖2
)
.
The following lemma controls the error terms Fj(a, b; z), Gj(a, b; z) and Hj(a, b; z).
Lemma 4.1. Assume that mina∈[k]
∑p
j=1 1{z∗j=a} ≥
αp
k and τ ≤
∆2minαp
2k for some constant
α > 0. Then, for any C ′ > 0, there exists a constant C > 0 only depending on α and C ′ such
that
max
{z:ℓ(z,z∗)≤τ}
p∑
j=1
max
b∈[k]\{z∗j }
Fj(z
∗
j , b; z)
2‖µj(B∗, b)− µj(B∗, z∗j )‖2
∆j(z∗j , b)4ℓ(z, z∗)
≤ Ck
2(kd/p + 1)
∆2min
(
1 +
k(d/p + 1)
∆2min
)
, (26)
max
{z:ℓ(z,z∗)≤τ}
max
T⊂[p]
τ
4∆2min|T |+ τ
∑
j∈T
max
b∈[k]\{z∗j }
Gj(z
∗
j , b; z)
2‖µj(B∗, b)− µj(B∗, z∗j )‖2
∆j(z∗j , b)4ℓ(z, z∗)
≤ C
(
kτ
p∆2min
+
k(d+ p)
p∆2min
+
k2(d+ p)2
p2∆4min
)
, (27)
and
max
{z:ℓ(z,z∗)≤τ}
max
j∈[p]
max
b∈[k]\{z∗j }
|Hj(z∗j , b; z)|
∆j(z∗j , b)2
≤ C
(
k(d+ log p)
p∆2min
+
√
k(d+ log p)
p∆2min
)
, (28)
with probability at least 1− p−C′.
From the bounds (26)-(28), we can see that a sufficient condition that Conditions A, B
and C hold is τ
p∆2min/k
→ 0 and
∆2min
k2(kd/p + 1)
→∞. (29)
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In fact, under this sufficient condition, we can set δ = δp to be some sequence δp converging
to 0 in Conditions A, B and C.
Next, we need to control ξideal(δ) in Condition D. This is given by the following lemma.
Lemma 4.2. Assume
∆2min
log k+kd/p →∞, p/k →∞, and mina∈[k]
∑p
j=1 1{z∗j=a} ≥
αp
k for some
constant α > 0. Then, for any sequence δp = o(1), we have
ξideal(δp) ≤ p exp
(
−(1 + o(1))∆
2
min
8
)
,
with probability at least 1− exp (−∆min).
We note that the signal condition
∆2min
log k+kd/p → ∞ required by Lemma 4.2 is implied by
the stronger condition (29). Therefore, we need to require (29) for the Conditions A, B, C
and D to hold simultaneously.
4.2 Convergence
With the help of Lemma 4.1 and Lemma 4.2, we can specialize Theorem 3.1 into the following
result.
Theorem 4.1. Assume (29) holds, p/k → ∞, and mina∈[k]
∑p
j=1 1{z∗j=a} ≥
αp
k for some
constant α > 0. Suppose z(0) satisfies
ℓ(z(0), z∗) = o
(
p∆2min
k
)
, (30)
with probability at least 1− η. Then, we have
ℓ(z(t), z∗) ≤ p exp
(
−(1 + o(1))∆
2
min
8
)
+
1
2
ℓ(z(t−1), z∗) for all t ≥ 1,
with probability at least 1− η − exp (−∆min)− p−1.
Remark 4.1. Our result is comparable to the main result of [46]. The main difference is
that the convergence analysis in [46] is for the misclustering error, defined by
Misclust(z, z∗) =
1
p
p∑
j=1
1{zj 6=z∗j}, (31)
while Theorem 4.1 is established for an ℓ2 type loss function, which is more natural in our
general framework. The main condition of Theorem 4.1 is the signal requirement (29). Inter-
estingly, this is exactly the same condition used in [46]. On the other hand, we only require
k = o(p) for the number of clusters allowed, whereas [46] assumes a slightly stronger condition
k = o(p/(log p)1/3).
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In the context of clustering, the loss function (31) may be more natural than ℓ(z, z∗).
Given the relation that
Misclust(z, z∗) ≤ ℓ(z, z
∗)
p∆2min
,
we immediately obtain the following corollary on the misclustering error.
Corollary 4.1. Assume (29) holds, p/k → ∞, and mina∈[k]
∑p
j=1 1{z∗j=a} ≥
αp
k for some
constant α > 0. Suppose z(0) satisfies (30) with probability at least 1− η. Then, we have
Misclust(z(t), z∗) ≤ exp
(
−(1 + o(1))∆
2
min
8
)
+ 2−t for all t ≥ 1, (32)
with probability at least 1− η − exp (−∆min)− p−1.
According to a lower bound result in [46], the quantity exp
(
−(1 + o(1))∆2min8
)
is the
minimax rate of recovering z∗ with respect to the loss function Misclust(z, z∗) under the
Gaussian mixture model. Since Misclust(z, z∗) takes value in the set {j/p : j ∈ [p]∪{0}}, the
term 2−t in (32) is negligible as long as 2−t = o(p−1). We therefore can claim
Misclust(z(t), z∗) ≤ exp
(
−(1 + o(1))∆
2
min
8
)
for all t ≥ 3 log p.
In other words, the minimax rate is achieved after at most ⌈3 log p⌉ iterations.
4.3 Initialization
To close this section, we discuss how to initialize Lloyd’s algorithm. In the literature, this
is usually done by spectral methods [5, 40, 46]. We consider the following variation that
is particularly suitable for Gaussian mixture models. Our initialization procedure has two
steps:
1. Perform a singular value decomposition on Y , and obtain Y =
∑p∧n
l=1 d̂lûlv̂
T
l with d̂1 ≥
. . . ≥ d̂p∧n ≥ 0, {ûl}l∈[p∧n] ∈ Rd and {v̂l}l∈[p∧n] ∈ Rp. With Û = (û1, . . . , ûk) ∈ Rd×k,
we define
µ̂ = ÛTY ∈ Rk×p. (33)
2. Find some β
(0)
1 , . . . , β
(0)
k ∈ Rk and z(0) ∈ [k]p that satisfy
p∑
j=1
‖µ̂j − β(0)
z
(0)
j
‖2 ≤M min
β1,...,βk∈Rk
z∈[k]p
p∑
j=1
‖µ̂j − βzj‖2, (34)
where µ̂j is the jth column of µ̂.
The first step (33) serves as a dimensionality reduction procedure, which reduces the di-
mension of data from d to k. Then, the columns of µ̂ are collected to compute the M -
approximation of the k-means objective in (34). We note that approximation of the k-means
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objective can be computed efficiently in polynomial time [4, 39, 41]. For example, the k-
means++ algorithm [4] can efficiently solve (34) with M = O(log k). However, we shall treat
M flexible here, and its value will be reflected in the error bound of z(0). The second step (34)
can also be replaced by a greedy clustering algorithm used in [30]. The theoretical guarantee
of z(0) is given in the following proposition.
Proposition 4.1. Assume mina∈[k]
∑p
j=1 1{z∗j=a} ≥
αp
k for some constant α > 0 and ∆
2
min/((M+
1)k2(1+d/p)) →∞. For any C ′ > 0, there exists a constant C > 0 only depending on α and
C ′ such that
min
π∈Πk
ℓ(π ◦ z(0), z∗) ≤ C(M + 1)k(p + d), (35)
with probability at least 1− e−C′(p+d), where Πk denotes the set of permutations on [k].
We remark that a signal to noise ratio condition that is sufficient for both the conclusions
of Proposition 4.1 and Theorem 4.1 is given by
∆2min
(M + 1)k2(kd/p + 1)
→∞, (36)
which is almost identical to (29). Note that the clustering structure is only identifiable up
to a label permutation, and this explains the necessity of the minimum over Πk in (35).
In other words, (35) implies that there exists some π ∈ Πk, such that ℓ(z(0), π−1 ◦ z∗) ≤
C(M + 1)k2(p + d). Then, under the condition (36), (30) is satisfied with z∗ replaced by
π−1 ◦z∗. Therefore, Theorem 4.1 implies that ℓ(z(t), π−1 ◦z∗) converges to the minimax error
with a linear rate.
5 Approximate Ranking
In this section, we study the estimation of z∗ ∈ [p]p using the pairwise interaction data
generated according to Yij ∼ N (β∗(z∗i − z∗j ), 1) independently for all 1 ≤ i 6= j ≤ p. This
model can be viewed as a special case of the more general pairwise comparison model Yij ∼
N (θ∗z∗i −θ
∗
z∗j
, 1), where θ∗i parametrizes the ability of the ith player, and the choice θ
∗
i = α
∗+β∗i
leads to Yij ∼ N (β∗(z∗i − z∗j ), 1) that will be studied in this section. Let Πp be the set of all
possible permutations of [p]. We assume the rank vector z∗ belongs to the following class,
R =
{
z ∈ [p]p : min
z˜∈Πp
‖z − z˜‖2 ≤ cp
}
, (37)
for some sequence 1 ≤ cp = o(p). In other words, R is a set of approximate permutations. A
rank vector z∗ ∈ R is allowed to have ties and not necessarily to start from 1. To be more
precise, a z∗ ∈ R should be interpreted as discrete positions of the p players in the latent
space of their abilities. This is in contrast to the exact ranking problem, also known as “noisy
sorting” in the literature, where z∗ is assumed to be a permutation [11, 48, 58].
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For the loss function
L2(z, z
∗) =
1
p
p∑
j=1
(zj − z∗j )2, (38)
the minimax rate of estimating z∗ takes the following formula,
inf
ẑ
sup
z∗∈R
EL2(ẑ, z
∗) ≍
exp
(
−(1 + o(1))p(β∗)24
)
, p(β∗)2 > 1,
1
p(β∗)2 ∧ p2, p(β∗)2 ≤ 1.
(39)
See Theorems 2.2 and 2.3 in [27]2. Interestingly, the minimax rate either takes a polynomial
form or an exponential form, depending on the signal strength parametrized by p(β∗)2. In
the paper [27], a combinatorial procedure is constructed to achieve the optimal rate (39), and
whether (39) can be achieved by a polynomial-time algorithm is unknown. This is where our
proposed iterative algorithm comes. We will particularly focus on the regime of p(β∗)2 →∞,
where the minimax rate takes an exponential form.
Specializing Algorithm 1 to the approximate ranking problem, we can write the iterative
feature matching algorithm as
z
(t)
j = argmin
a∈[p]
∣∣∣∣∣∣
∑
i∈[p]\{j}
(Yji − Yij)− 2pβ̂(z(t−1))
(
a− p+ 1
2
)∣∣∣∣∣∣
2
, j ∈ [p],
where for each z ∈ [p]p, we use the notation
β̂(z) =
∑
1≤i 6=j≤p(zi − zj)Yij∑
1≤i 6=j≤p(zi − zj)2
. (40)
5.1 Conditions
From (11), we have
∆j(a, b)
2 =
2p2(β∗)2
p− 1
(a− b)2 − 2(a− b)
1
p
p∑
j=1
z∗j −
p+ 1
2
 , (41)
and
ℓ(z, z∗) =
2p2(β∗)2
p− 1
p∑
j=1
(zj − z∗j )2 (42)
in the current setting. It is easy to check that ∆j(a, b)
2 > 0 for all a 6= b as long as z∗ ∈ R.
From (10) and (11), we have Tj = µj(B
∗, z∗j ) + ǫj where ǫj ∼ N (0, 1) for all j ∈ [p]. The
2The paper [27] considers a parameter space that is slightly different from R. However, the proof of [27]
can be modified so that the same minimax rate also applies to R
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error terms that we need to control are
Fj(a, b; z) = ǫj
2p√
2(p − 1)(β̂(z
∗)− β̂(z))(a − b),
Gj(a, b; z) =
p2
p− 1
β∗
a− 1
p
p∑
j=1
z∗j
− β̂(z)(a− p+ 1
2
)2
− p
2
p− 1
β∗
a− 1
p
p∑
j=1
z∗j
− β̂(z∗)(a− p+ 1
2
)2
− p
2
p− 1
β∗
a− 1
p
p∑
j=1
z∗j
− β̂(z)(b− p+ 1
2
)2
+
p2
p− 1
β∗
a− 1
p
p∑
j=1
z∗j
− β̂(z∗)(b− p+ 1
2
)2 ,
Hj(a, b; z) =
p2
p− 1
β∗
a− 1
p
p∑
j=1
z∗j
− β̂(z∗)(a− p+ 1
2
)2
− p
2
p− 1
β∗
a− 1
p
p∑
j=1
z∗j
− β∗(a− p+ 1
2
)2
− p
2
p− 1
β∗
a− 1
p
p∑
j=1
z∗j
− β̂(z∗)(b− p+ 1
2
)2
+
p2
p− 1
β∗
a− 1
p
p∑
j=1
z∗j
− β∗(b− p+ 1
2
)2 .
Lemma 5.1. Assume z∗ ∈ R, τ = o(p2(β∗)2), and p(β∗)2 ≥ 1. Then, for any C ′ > 0, there
exists a constant C > 0 only depending on C ′ such that
max
{z:ℓ(z,z∗)≤τ}
p∑
j=1
max
b∈[p]\{z∗j }
Fj(z
∗
j , b; z)
2‖µj(B∗, b)− µj(B∗, z∗j )‖2
∆j(z∗j , b)4ℓ(z, z∗)
≤ Cp−2, (43)
max
{z:ℓ(z,z∗)≤τ}
max
T⊂[p]
τ
4∆2min|T |+ τ
∑
j∈T
max
b∈[p]\{z∗j }
Gj(z
∗
j , b; z)
2‖µj(B∗, b)− µj(B∗, z∗j )‖2
∆j(z∗j , b)4ℓ(z, z∗)
≤ C
(
τ
p2|β∗|2 +
1
p|β∗|2
)
, (44)
and
max
{z:ℓ(z,z∗)≤τ}
max
j∈[p]
max
b∈[p]\{z∗j }
|Hj(z∗j , b; z)|
∆j(z
∗
j , b)
2
≤ C 1√
p|β∗| , (45)
with probability at least 1− (C ′p)−1 for a sufficiently large p.
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Lemma 5.1 implies that Conditions A , B and C hold with some sequence δ = δp = o(1)
as long as τ = o(p2(β∗)2) and p(β∗)2 →∞.
Next, we need to control ξideal(δ) in Condition D. This is given by the following lemma.
Lemma 5.2. Assume p(β∗)2 →∞. Then, for any sequence δp = o(1), we have
ξideal(δp) ≤ p exp
(
−(1 + o(1))p(β
∗)2
4
)
,
with probability at least 1− exp
(
−√p(β∗)2)− p−1.
We note that the signal condition p(β∗)2 →∞ implies that Conditions A, B, C and D to
hold simultaneously.
5.2 Convergence
With the help of Lemma 5.1 and Lemma 5.2, we can specialize Theorem 3.1 into the following
result.
Theorem 5.1. Assume p(β∗)2 → ∞ and z∗ ∈ R. Suppose z(0) satisfies ℓ(z(0), z∗) =
o(p2(β∗)2) with probability at least 1− η. Then, we have
ℓ(z(t), z∗) ≤ p exp
(
−(1 + o(1))p(β
∗)2
4
)
+
1
2
ℓ(z(t−1), z∗) for all t ≥ 1,
with probability at least 1− η − exp
(
−√p(β∗)2)− 2p−1.
Using the relation from (38) and (42) that
L2(z, z
∗) =
p− 1
2p3(β∗)2
ℓ(z, z∗), (46)
we immediately obtain the following result on the loss L2(z, z
∗).
Corollary 5.1. Assume p(β∗)2 → ∞ and z∗ ∈ R. Suppose z(0) satisfies ℓ(z(0), z∗) =
o(p2(β∗)2) with probability at least 1− η. Then, we have
L2(z
(t), z∗) ≤ exp
(
−(1 + o(1))p(β
∗)2
4
)
+ 2−t for all t ≥ 1, (47)
with probability at least 1− η − exp
(
−√p(β∗)2)− 2p−1.
We observe that L2(z, z
∗) takes value in the set {j/p : j ∈ N ∪ {0}}, the term 2−t in (47)
is negligible as long as 2−t = o(p−1). We therefore can claim
L2(z
(t), z∗) ≤ exp
(
−(1 + o(1))p(β
∗)2
4
)
for all t ≥ 3 log p.
Hence, by (39) the iterative feature matching algorithm achieves the minimax rate of approx-
imate ranking in the regime of p(β∗)2 →∞ after at most ⌈3 log p⌉ iterations.
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5.3 Initialization
To initialize the iterative feature matching algorithm, we consider a simple ranking procedure
based on the statistics {Tj}j∈[p]. That is, letting T(1) ≤ · · · ≤ T(p) be the order statistics of
{Tj}j∈[p], we define z(0) to be a permutation vector that satisfies Tz(0)j = T(j) for all j ∈ [p].
Proposition 5.1. Assume z∗ ∈ R and β∗ > 0. Then, we have
L2(z
(0), z∗) .
o(1), p(β∗)2 →∞,1
p(β∗)2
∧ p2, p(β∗)2 = O(1),
with probability at least 1− p−1.
Note that the additional condition β∗ > 0 guarantees that z(0) estimates z∗ instead
of its reverse order. In the regime of p(β∗)2 → ∞, the initialization procedure achieves
L2(z
(0), z∗) = o(1) with high probability. Given the relation (46), this implies that ℓ(z(0), z∗) =
o(p2(β∗)2), and thus the initialization condition of Theorem 5.1 is satisfied. In the regime
of p(β∗)2 = O(1), the initialization procedure achieves the rate 1
p(β∗)2
∧ p2, which is already
minimax optimal according to (39), and there is no need for the improvement via the iterative
algorithm.
6 Sign Recovery in Compressed Sensing
We consider a regression model Y = Xβ∗ + w ∈ Rn, where X ∈ Rn×p is a random design
matrix with i.i.d. entries Xij ∼ N (0, 1), and w is an independent noise vector with i.i.d.
entries wi ∼ N (0, 1). Our goal is to recover the signs of the regression coefficients β∗j ’s.
Formally speaking, we assume
z∗ ∈ Zs =
z ∈ {−1, 0, 1}p :
p∑
j=1
|zj | = s
 ,
and β∗ ∈ Bz∗,λ, where for some z ∈ {−1, 0, 1}p and some λ > 0, the space Bz,λ is defined by
Bz,λ =
{
β ∈ Rp : βj = zj|βj |, min{j∈[p]:zj 6=0} |βj | ≥ λ
}
.
The problem is to estimate the sign vector z∗. A closely related problem is support recovery,
which is equivalent to estimating the vector {|z∗j |}j∈[p]. This problem has received much
attention in the literature of compressed sensing, where one usually has control over the
distribution of the design matrix. Necessary and sufficient conditions on (n, p, s, λ) for exact
support recovery have been derived in [2, 25, 56, 57, 61, 62] and references therein. Recently,
the minimax rate of partial support recovery with respect to the Hamming loss has been
derived in [54]. Their results can be easily modified to the estimation of the sign vector z∗
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as well. We will state the lower bound result in [54] as our benchmark. To do that, we need
to introduce the normalized Hamming loss
H(s)(z, z
∗) =
1
s
h(z, z∗) =
1
s
p∑
j=1
1{zj 6=z∗j}.
We also define the signal-to-noise ratio of the problem by
SNR =
λ
√
n
2
− log
p−s
s
λ
√
n
. (48)
Theorem 6.1 (Ndaoud and Tsybakov [54]). Assume lim sup s/p < 12 and s log p ≤ n. If
SNR→∞, we have
inf
ẑ
sup
z∗∈Zs
sup
β∗∈Bz∗,λ
EH(s)(ẑ, z
∗) ≥ exp
(
−(1 + o(1))SNR
2
2
)
− 4e−s/8.
Otherwise if SNR = O(1), we then have
inf
ẑ
sup
z∗∈Zs
sup
β∗∈Bz∗,λ
EH(s)(ẑ, z
∗) ≥ c,
for some constant c > 0.
We remark that the lower bound result in [54] is stated in a more general non-asymptotic
form. Here, we choose to work out its asymptotic formula (by Lemma 7.5) so that we can
better compare the lower bound with the upper bound rate achieved by our algorithm. In
[54], the minimax rate is achieved by a thresholding procedure that requires sample splitting.
Though theoretically sound, the requirement of splitting the data into two halves may not
be appealing in practice. This is where our general Algorithm 1 comes. We will show that
Algorithm 1 can achieve the minimax rate without sample splitting.
Our analysis is focused in the regime where SNR→∞, which is necessary for consistency
under the loss H(s)(ẑ, z
∗) according to Theorem 6.1. Specializing Algorithm 1 to the current
setting, we obtain the following iterative procedure
z
(t)
j =

1
XTj Y−
∑
l∈[p]\{j} β̂l(z
(t−1))XTj Xl
‖Xj‖2 > t(Xj)
0 −t(Xj) ≤ X
T
j Y−
∑
l∈[p]\{j} β̂l(z
(t−1))XTj Xl
‖Xj‖2 ≤ t(Xj)
−1 X
T
j Y−
∑
l∈[p]\{j} β̂l(z
(t−1))XTj Xl
‖Xj‖2 < −t(Xj)
, j ∈ [p], (49)
where t(Xj) is defined by (16). Here, for some z ∈ {−1, 0, 1}p, we use the notation
β̂(z) = argmin
{β∈Rp:βj=βj |zj |}
‖y −Xβ‖2.
In other words, β̂(z) is the least-squares solution on the support of z. The formula (49)
resembles the thresholding procedure proposed in [54]. In [54], β̂l(z
(t−1)) is replaced by some
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estimator β̂l computed from an independent data set. In comparison, we use β̂l(z
(t−1)) and
thus avoid sample splitting. The iteration (49) is also different from existing algorithms in
the literature for support/sign recovery in compressed sensing. For example, the popular
iterative hard thresholding algorithm [9] updates the regression coefficients with a gradient
step instead of a full least-squares step. The hard thresholding pursuit algorithm [26] has a
full least-squares steps, but updates the support by choosing the s variables with the largest
absolute values.
6.1 Conditions
For any j ∈ [p], Tj is the local statistic defined in (13) and it can be decomposed as Tj =
µj(B
∗, z∗j ) + ǫj, with ǫj = ‖Xj‖−1XTj w ∼ N (0, 1). To analyze the algorithmic convergence,
we need to specialize the abstract objects ‖µj(B∗, z∗j ) − µj(B∗, b)‖2, ∆j(z∗j , b)2, and ℓ(z, z∗)
into the current setting. With the formulas (14) and (15), we have
∥∥µj(B∗, z∗j )− µj(B∗, b)∥∥2 =

λ2‖Xj‖2 z∗j = 0 and b 6= 0
|β∗j |2‖Xj‖2 z∗j 6= 0 and b = 0
4|β∗j |2‖Xj‖2 z∗j b = −1,
(50)
which leads to the formula of the loss function
ℓ(z, z∗) =
p∑
j=1
(
λ2‖Xj‖21{z∗j=0,zj 6=0} + |β
∗
j |2‖Xj‖21{z∗j 6=0,zj=0} + 4|β
∗
j |2‖Xj‖21{zjz∗j=−1}
)
.
By (20), we have the relation
H(s)(z, z
∗) ≤ ℓ(z, z
∗)
s∆2min
, (51)
where ∆2min = λ
2minj∈[p] ‖Xj‖2 in the current setting. Lastly, the formula of ∆j(z∗j , b)2 is
given by
∆j(z
∗
j , b)
2 =

4t(Xj)
2‖Xj‖2 z∗j = 0 and b 6= 0
4t(Xj)(|β∗j | − t(Xj))‖Xj‖2 z∗j 6= 0 and b = 0
8t(Xj)|β∗j |‖Xj‖2 z∗j b = −1.
(52)
One may question whether we always have ∆j(z
∗
j , b)
2 > 0 for all b 6= z∗j and j ∈ [p]. We note
that this property is guaranteed by Lemma 7.6 with high probability.
Next, we analyze the error terms. In the current setting, they are
Fj(a, b; z) = 0,
Gj(a, b; z) = 2(a− b)t(Xj)
∑
l∈[p]\{j}
(
β̂l(z) − β̂l(z∗)
)
XTj Xl,
Hj(a, b; z) = 2(a− b)t(Xj)
∑
l∈[p]\{j}
(
β̂l(z
∗)− β∗
)
XTj Xl.
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Lemma 6.1. Assume s log p ≤ n and τ ≤ C0snλ2 for some constant C0 > 0. Then, for any
C ′ > 0, there exists a cosntant C > 0 only depending on C0 and C ′ such that
max
{z:ℓ(z,z∗)≤τ}
max
T⊂[p]
τ
4∆2min|T |+ τ
∑
j∈T
max
b∈{−1,0,1}\{z∗j }
Gj(z
∗
j , b; z)
2‖µj(B∗, b)− µj(B∗, z∗j )‖2
∆j(z
∗
j , b)
4ℓ(z, z∗)
≤ C s(log p)
2
n
(
1 +
1
nλ2
)
max
j∈[p]
[
|β∗j |2
(|β∗j | − t(Xj))2
∨ λ
2
t(Xj)2
]
, (53)
and
max
{z:ℓ(z,z∗)≤τ}
max
j∈[p]
max
b∈{−1,0,1}\{z∗j }
|Hj(z∗j , b; z)|
∆j(z∗j , b)2
≤ C
√
s(log p)2
n
1
minj∈[p]
√
n||β∗j | − t(Xj)|
, (54)
with probability at least 1− p−C′.
The two error bounds (53) and (54) are complicated. However, by Lemma 7.6, if we
additionally assume lim sup s/p < 12 , SNR → ∞, and s(log p)4 = o(n), the right hand sides
of (53) and (54) can be shown to be of order o((log p)−1). Therefore, Conditions A, B and C
hold with some δ = δp = o((log p)
−1).
The following lemma controls ξideal(δ) in Condition D.
Lemma 6.2. Assume lim sup s/p < 12 , s log p ≤ n, and SNR → ∞. Then for any sequence
δp = o((log p)
−1), we have
ξideal(δp) ≤ snλ2 exp
(
−(1 + o(1))SNR
2
2
)
,
with probability at least 1− exp(−SNR)− p−1.
6.2 Convergence
With Lemma 6.1 and Lemma 6.2, we then can specialize Theorem 3.1 into the following
result.
Theorem 6.2. Assume lim sup s/p < 12 , s(log p)
4 = o(n), and SNR→∞. Suppose ℓ(z(0), z∗) ≤
C0snλ
2 with probability at least 1− η for some constant C0 > 0. Then, we have
ℓ(z(t), z∗) ≤ snλ2 exp
(
−(1 + o(1))SNR
2
2
)
+
1
2
ℓ(z(t−1), z∗) for all t ≥ 1,
with probability at least 1− η − exp(−SNR)− 2p−1.
The relation (51) and a simple concentration result for minj∈[p] ‖Xj‖2 immediately implies
a convergence result for the loss H(s)(z, z
∗).
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Corollary 6.1. Assume lim sup s/p < 12 , s(log p)
4 = o(n), and SNR → ∞. Suppose
ℓ(z(0), z∗) ≤ C0snλ2 with probability at least 1 − η for some constant C0 > 0. Then, we
have
H(s)(z
(t), z∗) ≤ exp
(
−(1 + o(1))SNR
2
2
)
+ 2−t for all t ≥ 1, (55)
with probability at least 1− η − exp(−SNR)− 2p−1.
Since the loss function H(s)(z, z
∗) takes value in the set {j/s : j ∈ [p]∩{0}}, the term 2−t
in (55) is negligible as long as 2−t = o(s−1). We therefore can claim
H(s)(z
(t), z∗) ≤ exp
(
−(1 + o(1))SNR
2
2
)
for all t ≥ 3 log s,
when s → ∞. If instead we have s = O(1), then any t → ∞ will do. This implies after at
most ⌈3 log p⌉ iterations, Algorithm 1 achieves the minimax rate.
Remark 6.1. The leading term of the non-asymptotic minimax lower bound in [54] with
respect to the loss H(s)(z, z
∗) takes the form of ψ(n, p, s, λ, 0)/s, where
ψ(n, p, s, λ, δ) = sP (ǫ > (1− δ)‖ζ‖(λ − t(ζ))) + (p − s)P (ǫ > (1− δ)‖ζ‖t(ζ)) (56)
with ǫ ∼ N (0, 1) and ζ ∼ N (0, In) independent of each other. By scrutinizing the proof of
Lemma 6.2, we can also write (55) as
H(s)(z
(t), z∗) . ψ(n, p, s, λ, δp)/s + 2−t for all t ≥ 1,
with high probability with some δp = o((log p)
−1).
6.3 Initialization
Our final task in this section is to provide an initialization procedure that satisfies the bound
ℓ(z(0), z∗) ≤ C0snλ2 with high probability. We consider a simple procedure that thresholds
the solution of the square-root SLOPE [8, 10, 21, 59]. It has the following two steps:
1. Compute
β˜ = argmin
β∈Rp
(‖Y −Xβ‖+A‖β‖SLOPE) , (57)
where the penalty takes the form ‖β‖SLOPE =
∑p
j=1
√
log (2p/j)|β|(j). Here |β|(1) ≥
|β|(2) ≥ · · · ≥ |β|(p) is a non-increasing ordering of |β1|, |β2|, · · · , |βp|.
2. For any j ∈ [p], compute z(0)j = sign(β˜j)1{|β˜j|≥λ/2}.
The theoretical guarantee of z(0) is given by the following proposition.
Proposition 6.1. Assume lim sup s/p < 12 , s log p ≤ n, and SNR→∞. For some sufficiently
large constant A > 0 in (57) and any constant C ′ > 0, there exist some C0 and C1 only
depending on A and C ′, such that
ℓ(z(0), z∗) ≤ C0snλ2,
with probability at least 1− e−C1s log(ep/s) − p−C′.
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7 Proofs
7.1 Proof of Theorem 3.1
Suppose ℓ(z(t−1), z∗) ≤ τ , and we will show ℓ(z(t), z∗) ≤ 2ξideal(δ) + 12ℓ(z(t−1), z∗). By the
definition of the loss (19), we have
ℓ(z(t), z∗) =
p∑
j=1
‖µj(B∗, z(t)j )− µj(B∗, z∗j )‖2
=
p∑
j=1
∑
b∈[k]\{z∗j }
‖µj(B∗, b)− µj(B∗, z∗j )‖21{z(t)j =b}. (58)
To bound (58), we have
1{
z
(t)
j
=b
}
≤ 1{‖Tj−νj(B̂(z(t−1)),b)‖2≤‖Tj−νj(B̂(z(t−1)),z∗j )‖2} (59)
= 1{〈ǫj ,νj(B̂(z∗),z∗j )−νj(B̂(z∗),b)〉≤− 12∆j(z∗j ,b)2+Fj(z∗j ,b;z(t−1))+Gj(z∗j ,b;z(t−1))+Hj(z∗j ,b;z(t−1))}(60)
≤ 1{〈ǫj ,νj(B̂(z∗),z∗j )−νj(B̂(z∗),b)〉≤− 1−δ2 ∆j(z∗j ,b)2} (61)
+1{ δ2∆j(z∗j ,b)2≤Fj(z∗j ,b;z(t−1))+Gj(z∗j ,b;z(t−1))+Hj(z∗j ,b;z(t−1))}
≤ 1{〈ǫj ,νj(B̂(z∗),z∗j )−νj(B̂(z∗),b)〉≤− 1−δ2 ∆j(z∗j ,b)2} (62)
+1{ δ4∆j(z∗j ,b)2≤Fj(z∗j ,b;z(t−1))+Gj(z∗j ,b;z(t−1))}
≤ 1{〈ǫj ,νj(B̂(z∗),z∗j )−νj(B̂(z∗),b)〉≤− 1−δ2 ∆j(z∗j ,b)2} (63)
+
32Fj(z
∗
j , b; z
(t−1))2
δ2∆j(z
∗
j , b)
4
+
32Gj(z
∗
j , b; z
(t−1))2
δ2∆j(z
∗
j , b)
4
.
The inequality (59) is due to the definition that z
(t)
j = argmina∈[k] ‖Tj − νj(B̂(z(t−1)), a)‖2.
Then, the equality (60) uses the equivalence between (22) and (23). The inequality (61) uses
a union bound, and (62) applies Condition C. Finally, (63) follows Markov’s inequality.
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Apply the bound (63) to (58), and then ℓ(z(t), z∗) can be bounded by
p∑
j=1
∑
b∈[k]\{z∗j }
‖µj(B∗, b)− µj(B∗, z∗j )‖21{〈ǫj ,νj(B̂(z∗),z∗j )−νj(B̂(z∗),b)〉≤− 1−δ2 ∆j(z∗j ,b)2}
+
p∑
j=1
∑
b∈[k]\{z∗
j
}
‖µj(B∗, b)− µj(B∗, z∗j )‖21{z(t)j =b}
32Fj(z
∗
j , b; z
(t−1))2
δ2∆j(z∗j , b)4
+
p∑
j=1
∑
b∈[k]\{z∗j }
‖µj(B∗, b)− µj(B∗, z∗j )‖21{z(t)j =b}
32Gj(z
∗
j , b; z
(t−1))2
δ2∆j(z
∗
j , b)
4
≤ ξideal(δ) +
p∑
j=1
max
b∈[k]\{z∗j }
‖µj(B∗, b)− µj(B∗, z∗j )‖2
32Fj(z
∗
j , b; z
(t−1))2
δ2∆j(z∗j , b)4
+
p∑
j=1
1{
z
(t)
j 6=z∗j
} max
b∈[k]\{z∗j }
‖µj(B∗, b)− µj(B∗, z∗j )‖2
32Gj(z
∗
j , b; z
(t−1))2
δ2∆j(z∗j , b)4
(64)
≤ ξideal(δ) + 1
8
ℓ(z(t−1), z∗) +
4∆2minh(z
(t), z∗) + τ
8τ
ℓ(z(t−1), z∗) (65)
≤ ξideal(δ) + 1
2
∆2minh(z
(t), z∗) +
1
4
ℓ(z(t−1), z∗) (66)
≤ ξideal(δ) + 1
2
ℓ(z(t), z∗) +
1
4
ℓ(z(t−1), z∗), (67)
where we have used Conditions A and B in (65). The inequality (66) uses the condition
ℓ(z(t−1), z∗) ≤ τ , and (67) is by (20). To summarize, we have obtained
ℓ(z(t), z∗) ≤ ξideal(δ) + 1
2
ℓ(z(t), z∗) +
1
4
ℓ(z(t−1), z∗),
which can be rearranged into
ℓ(z(t), z∗) ≤ 2ξideal(δ) + 1
2
ℓ(z(t−1), z∗).
To prove the conclusion of Theorem 3.1, we use a mathematical induction argument. First,
Condition D asserts that ℓ(z(0), z∗) ≤ τ . This leads to ℓ(z(1), z∗) ≤ 2ξideal(δ)+ 12ℓ(z(0), z∗) ≤ τ ,
together with Condition C that ξideal(δ) ≤ 14τ . Suppose ℓ(z(t−1), z∗) ≤ τ , we then have
ℓ(z(t), z∗) ≤ 2ξideal(δ)+ 12ℓ(z(t−1), z∗) ≤ τ . Hence, ℓ(z(t−1), z∗) ≤ τ for all t ≥ 1, which implies
that ℓ(z(t), z∗) ≤ 2ξideal(δ) + 12ℓ(z(t−1), z∗) for all t ≥ 1, and the proof is complete.
7.2 Proofs in Section 4
In this section, we present the proofs of Lemma 4.1, Lemma 4.2 and Proposition 4.1. The
conclusions of Theorem 4.1 and Corollary 4.1 are direct consequences of Theorem 3.1, and
thus their proofs are omitted. We first list some technical lemmas. The following χ2 tail
probability is Lemma 1 of [42].
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Lemma 7.1. For any x > 0, we have
P
(
χ2d ≥ d+ 2
√
dx+ 2x
)
≤ e−x,
P
(
χ2d ≤ d− 2
√
dx
)
≤ e−x.
Lemma 7.2. Consider i.i.d. random vectors ǫ1, . . . , ǫp ∼ N (0, Id) and some z∗ ∈ [k]p and
k ∈ [p]. Then, for any constant C ′ > 0, there exists some constant C > 0 only depending on
C ′ such that
max
a∈[k]
∥∥∥∥∥∥
∑p
j=1 1{z∗j=a}ǫj√∑p
j=1 1{z∗j=a}
∥∥∥∥∥∥ ≤ C√d+ log p, (68)
max
T⊂[p]
∥∥∥∥∥∥ 1√|T |
∑
j∈T
ǫj
∥∥∥∥∥∥ ≤ C√d+ p, (69)
max
a∈[k]
1
d+
∑p
j=1 1{z∗j=a}
∥∥∥∥∥∥
p∑
j=1
1{z∗j=a}ǫjǫ
T
j
∥∥∥∥∥∥ ≤ C, (70)
with probability at least 1− p−C′. We have used the convention that 0/0 = 0.
Proof. By Lemma 7.1, we have P(χ2d ≥ d + 2
√
xd + 2x) ≤ e−x. Then, a union bound
argument leads to (68). The inequalities (69) and (70) are Lemmas A.1 and A.2 in [46]. We
need to slightly extend Lemma A.2 in [46], but this can be done by a standard union bound
argument.
With the two lemmas above, we are ready to state the proofs of Lemma 4.1 and Lemma
4.2.
Proof of Lemma 4.1. We write ǫj = Yj−θz∗j and consider the event that the three inequalities
(68)-(70) hold. For any z ∈ [k]p such that ℓ(z, z∗) ≤ τ ≤ ∆2minαp2k , we have
p∑
j=1
1{zj=a} ≥
p∑
j=1
1{z∗j=a} −
p∑
j=1
1{zj 6=z∗j}
≥
p∑
j=1
1{z∗j=a} −
ℓ(z, z∗)
∆2min
≥ αp
k
− αp
2k
=
αp
2k
,
which implies
min
a∈[k]
p∑
j=1
1{zj=a} ≥
αp
2k
. (71)
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We then introduce more notation. We write θa(z) = Eθ̂a(z) and
ǫ¯a(z) =
∑p
j=1 1{zj=a}ǫj∑p
j=1 1{zj=a}
.
We first derive bounds for maxa∈[k] ‖θ̂a(z∗)−θ∗a‖, maxa∈[k] ‖θa(z)−θa(z∗)‖ and maxa∈[k] ‖ǫ¯a(z)−
ǫ¯a(z
∗)‖. By (68) and (71), we have
max
a∈[k]
‖θ̂a(z∗)− θ∗a‖ = max
a∈[k]
∥∥∥∥∥
∑p
j=1 1{z∗j=a}ǫj∑p
j=1 1{z∗j=a}
∥∥∥∥∥
≤
√
k
αp
max
a∈[k]
∥∥∥∥∥∥
∑p
j=1 1{z∗j=a}ǫj√∑p
j=1 1{z∗j=a}
∥∥∥∥∥∥
.
√
k(d+ log p)
p
. (72)
By (71), we have
max
a∈[k]
‖θa(z) − θa(z∗)‖ =
∥∥∥∥∥∥ 1∑pj=1 1{zj=a}
p∑
j=1
∑
b∈[k]\{a}
1{zj=a,z∗j=b}(θ
∗
b − θ∗a)
∥∥∥∥∥∥
≤ 2k
αp
p∑
j=1
∑
b∈[k]\{a}
‖θ∗b − θ∗a‖1{zj=a,z∗j=b}
≤ 2k
αp∆min
ℓ(z, z∗). (73)
By (71), we have
max
a∈[k]
‖ǫ¯a(z)− ǫ¯a(z∗)‖
= max
a∈[k]
∥∥∥∥∥
∑p
j=1 1{zj=a}ǫj∑p
j=1 1{zj=a}
−
∑p
j=1 1{z∗j=a}ǫj∑p
j=1 1{z∗j=a}
∥∥∥∥∥
≤ max
a∈[k]
∥∥∥∥∥
∑p
j=1 1{zj=a}ǫj∑p
j=1 1{zj=a}
−
∑p
j=1 1{z∗j=a}ǫj∑p
j=1 1{zj=a}
∥∥∥∥∥+maxa∈[k]
∥∥∥∥∥
∑p
j=1 1{z∗j=a}ǫj∑p
j=1 1{zj=a}
−
∑p
j=1 1{z∗j=a}ǫj∑p
j=1 1{z∗j=a}
∥∥∥∥∥
≤ 2k
αp
max
a∈[k]
∥∥∥∥∥∥
p∑
j=1
(1{zj=a} − 1{z∗j=a})ǫj
∥∥∥∥∥∥
+
2k
αp
√
k
αp
∣∣∣∣∣∣
p∑
j=1
1{zj=a} −
p∑
j=1
1{z∗j=a}
∣∣∣∣∣∣maxa∈[k]
∥∥∥∥∥∥
∑p
j=1 1{z∗j=a}ǫj√∑p
j=1 1{z∗j=a}
∥∥∥∥∥∥ ,
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where the first term in the above bound can be bounded by
2k
αp
max
a∈[k]
∥∥∥∥∥∥
p∑
j=1
1{zj=a,z∗j 6=a}ǫj
∥∥∥∥∥∥+ 2kαp maxa∈[k]
∥∥∥∥∥∥
p∑
j=1
1{z∗j=a,zj 6=a}ǫj
∥∥∥∥∥∥
.
k
√
d+ p
p
√
ℓ(z, z∗)
∆2min
,
because of the facts that maxa∈[k]
∑p
j=1 1{zj=a,z∗j 6=a} ≤
ℓ(z,z∗)
∆2min
, maxa∈[k]
∑p
j=1 1{z∗j=a,zj 6=a} ≤
ℓ(z,z∗)
∆2min
, and the inequality (69), and the second term can be bounded by
2k
αp
√
k
αp
max
a∈[k]
∥∥∥∥∥∥
∑p
j=1 1{z∗j=a}ǫj√∑p
j=1 1{z∗j=a}
∥∥∥∥∥∥
max
a∈[k]
p∑
j=1
1{zj=a,z∗j 6=a} +maxa∈[k]
p∑
j=1
1{z∗j=a,zj 6=a}

≤ 4k
αp
√
k
αp
ℓ(z, z∗)
∆2min
max
a∈[k]
∥∥∥∥∥∥
∑p
j=1 1{z∗j=a}ǫj√∑p
j=1 1{z∗j=a}
∥∥∥∥∥∥
.
k
√
kℓ(z, z∗)
√
d+ log p
p
√
p∆2min
.
Under the condition that ℓ(z, z∗) ≤ τ ≤ ∆2minαp2k , we have
max
a∈[k]
‖ǫ¯a(z) − ǫ¯a(z∗)‖
.
k
√
d+ p
p
√
ℓ(z, z∗)
∆2min
+
k
√
kℓ(z, z∗)
√
d+ log p
p
√
p∆2min
.
k
√
d+ p
p
√
ℓ(z, z∗)
∆2min
. (74)
Combining the two bounds (73) and (74) and using triangle inequality, we also have
max
a∈[k]
‖θ̂a(z) − θ̂a(z∗)‖
≤ max
a∈[k]
‖θa(z) − θa(z∗)‖+max
a∈[k]
‖ǫ¯a(z)− ǫ¯a(z∗)‖
.
k
p∆min
ℓ(z, z∗) +
k
√
d+ p
p∆min
√
ℓ(z, z∗). (75)
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Now we proceed to prove (26)-(28). For (26), we have
p∑
j=1
max
b∈[k]\{z∗j }
Fj(z
∗
j , b; z)
2‖µj(B∗, b)− µj(B∗, z∗j )‖2
∆j(z∗j , b)4ℓ(z, z∗)
≤
p∑
j=1
k∑
b=1
∣∣∣〈ǫj , θ̂z∗j (z∗)− θ̂z∗j (z)− θ̂b(z∗) + θ̂b(z)〉∣∣∣2
‖θ∗z∗j − θ
∗
b‖2ℓ(z, z∗)
≤
k∑
b=1
∑
a∈[k]\{b}
p∑
j=1
1{z∗j=a}
∣∣∣〈ǫj , θ̂a(z∗)− θ̂a(z)− θ̂b(z∗) + θ̂b(z)〉∣∣∣2
‖θ∗a − θ∗b‖2ℓ(z, z∗)
≤
k∑
b=1
∑
a∈[k]\{b}
∥∥∥θ̂a(z∗)− θ̂a(z)− θ̂b(z∗) + θ̂b(z)∥∥∥2
‖θ∗a − θ∗b‖2ℓ(z, z∗)
∥∥∥∥∥∥
p∑
j=1
1{z∗j=a}ǫjǫ
T
j
∥∥∥∥∥∥
.
k2(kd/p + 1)
∆2min
(
1 +
k(d/p + 1)
∆2min
)
where we have used (70), (75) and the condition that ℓ(z, z∗) ≤ τ ≤ ∆2minαp2k . Next, for (27),
we have
|Gj(a, b; z)| ≤ 1
2
‖θ̂a(z) − θ̂a(z∗)‖2 + 1
2
‖θ̂b(z)− θ̂b(z∗)‖2
+‖θ̂a(z∗)− θ∗a‖‖θ̂a(z)− θ̂a(z∗)‖+ ‖θ̂a(z∗)− θ∗b‖‖θ̂b(z) − θ̂b(z∗)‖
≤ max
a∈[k]
‖θ̂a(z) − θ̂a(z∗)‖2 + 2
(
max
a∈[k]
‖θ̂a(z∗)− θ∗a‖
)(
max
a∈[k]
‖θ̂a(z)− θ̂a(z∗)‖
)
+‖θ∗a − θ∗b‖
(
max
a∈[k]
‖θ̂a(z) − θ̂a(z∗)‖
)
.
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This implies for any subset T ⊂ [p], we have
τ
4∆2min|T |+ τ
∑
j∈T
max
b∈[k]\{z∗j }
Gj(z
∗
j , b; z)
2‖µj(B∗, b)− µj(B∗, z∗j )‖2
∆j(z
∗
j , b)
4ℓ(z, z∗)
≤ τ
4∆2min|T |
∑
j∈T
3maxa∈[k] ‖θ̂a(z) − θ̂a(z∗)‖4
∆2minℓ(z, z
∗)
+
τ
4∆2min|T |
∑
j∈T
12
(
maxa∈[k] ‖θ̂a(z∗)− θ∗a‖2
)(
maxa∈[k] ‖θ̂a(z)− θ̂a(z∗)‖2
)
∆2minℓ(z, z
∗)
+
τ
4∆2min|T |
∑
j∈T
3maxa∈[k] ‖θ̂a(z)− θ̂a(z∗)‖2
ℓ(z, z∗)
=
3τ maxa∈[k] ‖θ̂a(z)− θ̂a(z∗)‖4
4∆4minℓ(z, z
∗)
+
3τ maxa∈[k] ‖θ̂a(z)− θ̂a(z∗)‖2
4∆2minℓ(z, z
∗)
+
3τ
(
maxa∈[k] ‖θ̂a(z∗)− θ∗a‖2
)(
maxa∈[k] ‖θ̂a(z)− θ̂a(z∗)‖2
)
∆4minℓ(z, z
∗)
.
kτ
p∆2min
+
k(d+ p)
p∆2min
+
k2(d+ p)2
p2∆4min
,
where we have used (72), (75), and the condition that ℓ(z, z∗) ≤ τ ≤ ∆2minαp2k . Finally, for
(28), the bound (72) leads to
|Hj(a, b; z)|
∆j(a, b)2
≤
1
2‖θ̂a(z∗)− θ∗a‖2 + 12‖θ̂b(z∗)− θ∗b‖2 + ‖θ∗a − θ∗b‖‖θ̂b(z∗)− θ∗b‖
‖θ∗a − θ∗b‖2
.
k(d+ log p)
p∆2min
+
√
k(d + log p)
p∆2min
.
By taking maximum, we have obtained (26)-(28). The proof is complete.
Proof of Lemma 4.2. Note that
P
(〈
ǫj , θ̂a(z
∗)− θ̂b(z∗)
〉
≤ −1− δ
2
‖θ∗a − θ∗b‖2
)
≤ P
(
〈ǫj, θ∗a − θ∗b 〉 ≤ −
1− δ − δ¯
2
‖θ∗a − θ∗b‖2
)
+P
(〈
ǫj, θ̂a(z
∗)− θ∗a
〉
≤ − δ¯
4
‖θ∗a − θ∗b‖2
)
+P
(
−
〈
ǫj, θ̂b(z
∗)− θ∗b
〉
≤ − δ¯
4
‖θ∗a − θ∗b‖2
)
,
where δ¯ = δ¯p is some sequence to be chosen later, and we need to bound the three terms
on the right hand side of the above inequality respectively. For the first term, a standard
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Gaussian tail bound gives
P
(
〈ǫj , θ∗a − θ∗b 〉 ≤ −
1− δ − δ¯
2
‖θ∗a − θ∗b‖2
)
≤ exp
(
−(1− δ − δ¯)
2
8
‖θ∗a − θ∗b‖2
)
.
To bound the second term, we note that
〈
ǫj, θ̂a(z
∗)− θ∗a
〉
=
1{z∗j=a}‖ǫj‖
2∑p
l=1 1{z∗l =a}
+
∑
l∈[p]\{j} 1{z∗l =a}ǫ
T
j ǫl∑p
l=1 1{z∗l =a}
≥
∑
l∈[p]\{j} 1{z∗l =a}ǫ
T
j ǫl∑p
l=1 1{z∗l =a}
.
This implies
P
(〈
ǫj, θ̂a(z
∗)− θ∗a
〉
≤ − δ¯
4
‖θ∗a − θ∗b‖2
)
≤ P
(∑
l∈[p]\{j} 1{z∗l =a}ǫ
T
j ǫl∑p
l=1 1{z∗l =a}
≤ − δ¯
4
‖θ∗a − θ∗b‖2
)
≤ P
(∑
l∈[p]\{j} 1{z∗l =a}ǫ
T
j ǫl∑p
l=1 1{z∗l =a}
≤ − δ¯
4
‖θ∗a − θ∗b‖2
∣∣∣∣∣‖ǫl‖2 < d+ 2√xd+ 2x
)
+P
(
‖ǫl‖2 > d+ 2
√
xd+ 2x
)
≤ E
(
exp
(
−
δ¯2‖θ∗a − θ∗b‖4
∑p
l=1 1{z∗l =a}
32‖ǫl‖2
)∣∣∣∣∣‖ǫl‖2 < d+ 2√xd+ 2x
)
+P
(
‖ǫl‖2 > d+ 2
√
xd+ 2x
)
≤ exp
− δ¯2‖θ∗a − θ∗b‖4αp
32k
(
d+ 2
√
xd+ 2x
)
+ exp(−x).
Choosing x = δ¯‖θ∗a − θ∗b‖2
√
αp/k, we have
P
(〈
ǫj, θ̂a(z
∗)− θ∗a
〉
≤ − δ¯
4
‖θ∗a − θ∗b‖2
)
≤ exp
(
−C δ¯
2‖θ∗a − θ∗b‖4p
kd
)
+ exp
(
−C δ¯‖θ
∗
a − θ∗b‖2
√
p√
k
)
. (76)
To bound the third term, we note that
−
〈
ǫj, θ̂b(z
∗)− θ∗b
〉
= −
1{z∗j=b}‖ǫj‖
2∑p
l=1 1{z∗l =b}
−
∑
l∈[p]\{j} 1{z∗l =b}ǫ
T
j ǫl∑p
l=1 1{z∗l =b}
,
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and we then have
P
(
−
〈
ǫj , θ̂b(z
∗)− θ∗b
〉
≤ − δ¯
4
‖θ∗a − θ∗b‖2
)
≤ P
(
−
1{z∗j=b}‖ǫj‖
2∑p
l=1 1{z∗l =b}
≤ − δ¯
8
‖θ∗a − θ∗b‖2
)
+P
(
−
∑
l∈[p]\{j} 1{z∗l =b}ǫ
T
j ǫl∑p
l=1 1{z∗l =b}
≤ − δ¯
8
‖θ∗a − θ∗b‖2
)
.
The second term on the right hand side of the above inequality can be bounded in the same
way as (76). For the first term, we have
P
(
−
1{z∗j=b}‖ǫj‖
2∑p
l=1 1{z∗l =b}
≤ − δ¯
8
‖θ∗a − θ∗b‖2
)
≤ P
(
‖ǫj‖2 > δ¯
8
‖θ∗a − θ∗b‖2
αp
k
)
≤ exp
(
−Cδ¯‖θ∗a − θ∗b‖2
p
k
)
,
under the condition
∆2min
log k+kd/p →∞. Combining the bounds above, we have
P
(〈
ǫj, θ̂a(z
∗)− θ̂b(z∗)
〉
≤ −1− δ
2
‖θ∗a − θ∗b‖2
)
≤ exp
(
−(1− δ − δ¯)
2
8
‖θ∗a − θ∗b‖2
)
+ exp
(
−Cδ¯‖θ∗a − θ∗b‖2
p
k
)
+2exp
(
−C δ¯
2‖θ∗a − θ∗b‖4p
kd
)
+ 2exp
(
−C δ¯‖θ
∗
a − θ∗b‖2
√
p√
k
)
≤ 6 exp
(
−(1− δ − δ¯)
2
8
‖θ∗a − θ∗b‖2
)
,
where the last inequality above is obtained under the condition that
∆2min
log k+kd/p → ∞ and
p/k →∞, so that we can choose some δ¯ = δ¯p = o(1) that is slowly diverging to zero.
Now we are ready to bound ξideal(δ). We first bound its expectation. We have
Eξideal(δ) =
p∑
j=1
∑
b∈[k]\{z∗
j
}
‖θ∗b − θ∗z∗j ‖
2
P
(〈
ǫj, θ̂z∗j (z
∗)− θ̂b(z∗)
〉
≤ −1− δ
2
‖θ∗z∗j − θ
∗
b‖2
)
≤ 6
p∑
j=1
∑
b∈[k]\{z∗j }
‖θ∗b − θ∗z∗j ‖
2 exp
(
−(1− δ − δ¯)
2
8
‖θ∗z∗j − θ
∗
b‖2
)
.
With δ = δp = o(1), we then have
Eξideal(δp) ≤
p∑
j=1
∑
b∈[k]\{z∗j }
exp
(
−(1 + o(1))
‖θ∗z∗j − θ
∗
b‖2
8
)
≤ p exp
(
−(1 + o(1))∆
2
min
8
)
,
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under the condition that
∆2min
log k+kd/p →∞. Finally, by Markov’s inequality, we have
P (ξideal(δp) > Eξideal(δp) exp (∆min)) ≤ exp (−∆min) .
In other words, with probability at least 1− exp (−∆min), we have
ξideal(δp) ≤ Eξideal(δp) exp (∆min) .
By the fact that ∆min →∞, we have
Eξideal(δp) exp (∆min) ≤ p exp
(
−(1 + o(1))∆
2
min
8
)
,
and thus the proof is complete.
Finally, we prove Proposition 4.1.
Proof of Proposition 4.1. We divide the proof into three steps.
Step 1. Define P̂ = Û ÛTY ∈ Rd×p with P̂j being the jth column of P̂ . Since P̂j = Û µ̂j for
all j ∈ [p], we have ‖P̂j − P̂j′‖ = ‖µ̂j − µ̂j′‖ for all j, j′ ∈ [p]. This implies
min
θ1,...,θk∈Rk
z∈[k]p
p∑
j=1
‖P̂j − θzj‖2 = min
β1,...,βk∈Rk
z∈[k]p
p∑
j=1
‖µ̂j − βzj‖2.
Similarly, define θ
(0)
a = Ûβ
(0)
a for all a ∈ [k], we have
p∑
j=1
‖P̂j − θ(0)
z
(0)
j
‖2 =
p∑
j=1
‖Û µ̂j − Ûβ(0)
z
(0)
j
‖2 =
p∑
j=1
‖µ̂j − β(0)
z
(0)
j
‖2.
Thus, (34) leads to
p∑
j=1
‖P̂j − θ(0)
z
(0)
j
‖2 ≤M min
θ1,...,θk∈Rk
z∈[k]p
p∑
j=1
‖P̂j − θzj‖2. (77)
That is, any z(0) ∈ [k]p that satisfies (34) with some β(0)1 , . . . β(0)k also satisfies (77) with some
θ
(0)
1 , . . . θ
(0)
k .
Step 2. It is sufficient to study any θ
(0)
1 , . . . , θ
(0)
k ∈ Rd and z(0) ∈ [k]p that satisfies (77). Let
us define P ∗ = EY , and we have P ∗j = θ
∗
z∗j
according to the model assumption. We first give
an error bound for ‖P̂−P ∗‖2F. Since P̂ is the rank-k approximation of Y , we have ‖Y −P̂‖2F ≤
‖Y −P ∗‖2F, which implies that ‖P̂ −P ∗‖2F ≤ 4max{A∈Rd×p:‖A‖F≤1,rank(A)≤2k} | 〈A,Y − P ∗〉 |2.
Use a standard random matrix theory result [60], we have ‖Y −P ∗‖2 . p+d with probability
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at least 1 − e−C′(d+p). For any A such that ‖A‖F ≤ 1 and rank(A) ≤ 2k, its singular value
decomposition can be written as A =
∑2k
l=1 dlulv
T
l , where
∑2k
l=1 d
2
l ≤ 1. Thus, we have
| 〈A,Y − P ∗〉 |2 =
∣∣∣∣∣
2k∑
l=1
dlu
T
l (Y − P ∗)vl
∣∣∣∣∣
2
≤
2k∑
l=1
∣∣uTl (Y − P ∗)vl∣∣2 ≤ 2k‖Y − P ∗‖2 . k(p + d).
Taking maximum over A, we have ‖P̂−P ∗‖2F . k(p+d) with probability at least 1−e−C
′(d+p).
By (77), we have
p∑
j=1
‖P̂j − θ(0)
z
(0)
j
‖2 ≤M‖P̂ − P ∗‖2F . Mk(p+ d),
and as a consequence,
p∑
j=1
‖θ∗z∗j − θ
(0)
z
(0)
j
‖2 ≤ 2
p∑
j=1
(
‖P̂j − θ(0)
z
(0)
j
‖2 + ‖θ∗z∗j − P̂j‖
2
)
. (M + 1)k(p + d). (78)
Define
S =
{
j ∈ [p] : ‖θ∗z∗j − θ
(0)
z
(0)
j
‖ ≥ ∆min
2
}
,
and we have
|S| ≤
∑p
j=1 ‖θ∗z∗j − θ
(0)
z
(0)
j
‖2(
∆min
2
)2 . (M + 1)k(p + d)∆2min .
We are now going to show that all the data points in Sc are all correctly clustered. We define
Ca =
{
j ∈ [p] : z∗j = a, j ∈ Sc
}
,
for all a ∈ [k]. Under the assumption ∆2min/((M + 1)k2(1 + d/p))→∞, we have
|S| = o(p/k). (79)
We have the following arguments:
• For each a ∈ [k], Ca cannot be empty, as
|Ca| ≥ |{j ∈ [p] : z∗j = a}| − |S| ≥
|{j ∈ [p] : z∗j = a}|
2
≥ αp
2k
. (80)
• For each pair a, b ∈ [k], a 6= b, there cannot exist some j ∈ Ca, j′ ∈ Cb such that
z
(0)
j = z
(0)
j′ . Otherwise θ
(0)
z
(0)
j
= θ
(0)
z
(0)
j′
would imply
‖θ∗a − θ∗b‖ =
∥∥∥θ∗z∗j − θ∗z∗j′∥∥∥ ≤
∥∥∥∥θ∗z∗j − θ(0)z(0)j
∥∥∥∥+ ∥∥∥∥θ(0)z(0)j − θ(0)z(0)j′
∥∥∥∥+ ∥∥∥∥θ(0)z(0)
j′
− θ∗z∗
j′
∥∥∥∥ < ∆min,
contradicting the definition of ∆min.
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Since z
(0)
j can only take values in [k], we conclude that {z(0)j : j ∈ Ca} contains only one and
different element for all a ∈ [k]. That is, there exists a permutation π0 ∈ Πk, such that
z
(0)
j = π0(z
∗
j ), (81)
for all j ∈ Sc.
Step 3. The last step is to establish an upper bound for ℓ(π−10 ◦ z(0), z∗). By (78), (80) and
(81), we have
∥∥∥θ∗a − θ(0)π0(a)∥∥∥2 =
∑
j∈Ca
∥∥∥∥θ∗z∗j − θ(0)z(0)j
∥∥∥∥2
|Ca| ≤
∑p
j=1
∥∥∥∥θ∗z∗j − θ(0)z(0)j
∥∥∥∥2
|Ca| . (M + 1)k
2
(
1 +
d
p
)
,
for all a ∈ [k]. As a result, together with (78), (79) and (81), we have
ℓ
(
π−10 ◦ z(0), z∗
)
=
∑
j∈[p]
∥∥∥∥θ∗z∗j − θ∗π−10 (z(0)j )
∥∥∥∥2 = ∑
j∈[p]
∥∥∥∥θ∗z∗j − θ∗π−10 (z(0)j )
∥∥∥∥2 1{z∗j 6=π−10 (z(0)j )}
≤ 2
∑
j∈[p]
(∥∥∥∥θ∗z∗j − θ(0)z(0)j
∥∥∥∥2 + ∥∥∥∥θ(0)z(0)j − θ∗π−10 (z(0)j )
∥∥∥∥2
)
1{
z∗j 6=π−10
(
z
(0)
j
)}
≤ 2
∑
j∈[p]
∥∥∥∥θ∗z∗j − θ(0)z(0)j
∥∥∥∥2 +maxa∈[k]
∥∥∥θ(0)a − θ∗π−10 (a)∥∥∥2
p∑
j=1
1{
z∗j 6=π−10
(
z
(0)
j
)}
≤ 2
∑
j∈[p]
∥∥∥∥θ∗z∗j − θ(0)z(0)j
∥∥∥∥2 + |S|maxa∈[k]
∥∥∥θ(0)π0(a) − θ∗a∥∥∥2
. (M + 1)k (p+ d) .
The proof is complete.
7.3 Proofs in Section 5
This section collects the proofs of Lemma 5.1, Lemma 5.2, and Proposition 5.1. The conclu-
sions of Theorem 5.1 and Corollary 5.1 are direct consequences of Theorem 3.1, and thus we
omit their proofs. We first need the following technical lemma.
Lemma 7.3. Consider i.i.d. random variables wij ∼ N (0, 1) for 1 ≤ i 6= j ≤ p. Then, for
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any constant C ′ > 0, there exists some constant C > 0 only depending on C ′ such that
max
a∈Rp
∣∣∣∣∣∣
∑
1≤i 6=j≤p(ai − aj)wij√∑
1≤i 6=j≤p(ai − aj)2
∣∣∣∣∣∣ ≤ C√p, (82)
p∑
j=1
 1√
2(p − 1)
∑
i∈[p]\{j}
(wji − wij)
2 ≤ Cp, (83)
max
j∈[p]
∣∣∣∣∣∣ 1√2(p − 1)
∑
i∈[p]\{j}
(wji − wij)
∣∣∣∣∣∣ ≤ C√log p, (84)
with probability at least 1− (C ′p)−1. We have used the convention that 0/0 = 0.
Proof. To bound the first inequality, we define
A = {A = {aij}(i,j)∈[p]2 : aij = ai − aj for some a ∈ Rp, ‖A‖F ≤ 1} ,
and
B = {B = {bij}(i,j)∈[p]2 : rank(B) ≤ 2, ‖B‖F ≤ 1} .
Then, we have A ⊂ B, and
max
a∈Rp
∣∣∣∣∣∣
∑
1≤i 6=j≤p(ai − aj)wij√∑
1≤i 6=j≤p(ai − aj)2
∣∣∣∣∣∣ = maxA∈A | 〈A,W 〉 |.
By Lemma 3.1 of [14], the covering number of the low-rank set B is bounded by eO(p),
which further implies the same covering number bound for A by the fact that A ⊂ B.
In other words, there exists A1, . . . , Am ∈ A, such that m ≤ eC1p, and for any A ∈ A,
min1≤l≤m ‖Al −A‖F ≤ 1/2. Let us choose any A ∈ A, and then let Al be the matrix in the
covering set that satisfies ‖Al −A‖F ≤ 1/2. We then have
| 〈A,W 〉 | ≤ ‖A−Al‖F
∣∣∣∣〈 A−Al‖A−Al‖F ,W
〉∣∣∣∣+ | 〈Al,W 〉 | ≤ 12 maxA∈A | 〈A,W 〉 |+ | 〈Al,W 〉 |,
which implies
max
A∈A
| 〈A,W 〉 | ≤ 1
2
max
A∈A
| 〈A,W 〉 |+ max
1≤l≤m
| 〈Al,W 〉 |.
After rearrangement, we get maxA∈A | 〈A,W 〉 | ≤ 2max1≤l≤m | 〈Al,W 〉 |. Then, the conclu-
sion follows by a standard union bound argument.
For the second inequality, we use the notation rj =
1√
2(p−1)
∑
i∈[p]\{j}(wji − wij). It is
clear that rj ∼ N (0, 1) for all j ∈ [p], and thus we have E
(∑p
j=1 r
2
j
)
= p. We then calculate
the variance. We have
Var
 p∑
j=1
r2j
 = p∑
j=1
p∑
l=1
E(r2j − 1)(r2l − 1).
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For j = l, we get E(r2j − 1)2 = 2. For j 6= l, we have E(r2j − 1)(r2l − 1) = Er2j r2l − 1, and
Er2j r
2
l =
1
4(p− 1)2E
 ∑
i∈[p]\{l}
(wji −wij) + (wjl − wlj)
2 ∑
i∈[p]\{j}
(wli − wil) + (wlj − wjl)
2 .
Since the three terms
∑
i∈[p]\{l}(wji−wij),
∑
i∈[p]\{j}(wli−wil) and (wjl−wlj) are independent,
we can expand the above display and calculate the expectation of each term in the expansion,
and we get
Er2j r
2
l =
4(p − 2)2 + 4 + 8(p − 2)
4(p − 1)2 = 1.
Therefore, Var
(∑p
j=1 r
2
j
)
= 2p, and the desired conclusion is obtained by Chebyshev’s in-
equality. Finally, the last inequality is a direct consequence of a union bound argument.
Now we are ready to state the proofs of Lemma 5.1 and Lemma 5.2.
Proof of Lemma 5.1. For any z ∈ [p]p such that ℓ(z, z∗) ≤ τ = o(p2(β∗)2), we have
∑
1≤i 6=j≤p
(zi − z∗i − zj + z∗j )2 ≤ 4(p − 1)
p∑
j=1
(zj − z∗j )2 ≤
2
(β∗)2
ℓ(z, z∗) = o(p2). (85)
For any z∗ ∈ R, we have ∑1≤i 6=j≤p(z∗i − z∗j )2 ≤ p4. Moreover, by the definition of R, there
exists a z˜ ∈ Πp such that ‖z∗ − z˜‖2 ≤ cp. This implies1
p
p∑
j=1
z∗j −
p− 1
2
2 =
1
p
p∑
j=1
z∗j −
p∑
j=1
z˜j
2 ≤ 1
p
‖z∗ − z˜‖2 ≤ cp
p
= o(1), (86)
and ∣∣∣∣∣∣
p∑
j=1
(z∗j )
2 −
p∑
j=1
j2
∣∣∣∣∣∣ = ∣∣‖z∗‖2 − ‖z˜‖2∣∣ ≤ ‖z∗ − z˜‖(‖z∗‖+ ‖z˜‖) . c1/2p p1.5 = o(p2).
Thus,
∑
1≤i 6=j≤p
(z∗i − z∗j )2 = 2p
p∑
j=1
(z∗j )
2 − 2
 p∑
j=1
z∗j
2
≥ 2p
 p∑
j=1
j2 − o(p2)
− (1 + o(1))2
 p∑
j=1
j
2
≥ p
4
12
. (87)
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Therefore, ∑
1≤i 6=j≤p
(zi − zj)2 ≥ 1
2
∑
1≤i 6=j≤p
(z∗i − z∗j )2 −
∑
1≤i 6=j≤p
(zi − z∗i − zj + z∗j )2
≥ p
4
24
− o(p2)
≥ p
4
25
, (88)
where the last inequality assumes p is sufficiently large. We then introduce more notations.
We define
β(z) = β∗
∑
1≤i 6=j≤p(zi − zj)(z∗i − z∗j )∑
1≤i 6=j≤p(zi − zj)2
,
and
w¯(z) =
∑
1≤i 6=j≤p(zi − zj)wij∑
1≤i 6=j≤p(zi − zj)2
.
We write wij = Yij − β∗(z∗i − z∗j ) so that ǫj = 1√2(p−1)
∑
i∈[p]\{j}(wji − wij). We consider
the event that the three inequalities (82)-(84) hold. We first derive bounds for |β̂(z∗)− β∗|,
|β(z) − β∗| and |w¯(z) − w¯(z∗)|. By (82), we have
|β̂(z∗)− β∗| =
∣∣∣∣∣
∑
1≤i 6=j≤p(z
∗
i − z∗j )wij∑
1≤i 6=j≤p(z
∗
i − z∗j )2
∣∣∣∣∣ . p−1.5. (89)
By (85) and (88), we have
|β(z)− β∗| =
∣∣∣∣∣β∗
∑
1≤i 6=j≤p(zi − zj)(z∗i − z∗j − zi + zj)∑
1≤i 6=j≤p(zi − zj)2
∣∣∣∣∣
≤ 25|β
∗|
p4
√ ∑
1≤i 6=j≤p
(zi − zj)2
√ ∑
1≤i 6=j≤p
(z∗i − z∗j − zi + zj)2
≤ 25|β
∗|
p2
√
2
(β∗)2
ℓ(z, z∗)
.
√
ℓ(z, z∗)
p2
. (90)
Next, we bound |w¯(z) − w¯(z∗)|. We have
|w¯(z)− w¯(z∗)| ≤
∣∣∣∣∣
∑
1≤i 6=j≤p(zi − zj − z∗i + z∗j )wij∑
1≤i 6=j≤p(zi − zj)2
∣∣∣∣∣
+
∣∣∣∣∣∣
∑
1≤i 6=j≤p(zi − zj)2 −
∑
1≤i 6=j≤p(z
∗
i − z∗j )2∑
1≤i 6=j≤p(zi − zj)2
√∑
1≤i 6=j≤p(z
∗
i − z∗j )2
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
1≤i 6=j≤p(z
∗
i − z∗j )wij√∑
1≤i 6=j≤p(z
∗
i − z∗j )2
∣∣∣∣∣∣ .
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We bound the two terms on the right hand side of the above inequality separately. The first
term can be bounded by√∑
1≤i 6=j≤p(zi − z∗i − zj + z∗j )2∑
1≤i 6=j≤p(zi − zj)2
∣∣∣∣∣∣
∑
1≤i 6=j≤p(zi − zj − z∗i + z∗j )wij√∑
1≤i 6=j≤p(zi − z∗i − zj + z∗j )2
∣∣∣∣∣∣
≤ 25
p4
√
2
(β∗)2
ℓ(z, z∗)
∣∣∣∣∣∣
∑
1≤i 6=j≤p(zi − zj − z∗i + z∗j )wij√∑
1≤i 6=j≤p(zi − z∗i − zj + z∗j )2
∣∣∣∣∣∣
.
√
pℓ(z, z∗)
|β∗|p4 ,
where we have used the inequalities (82), (85), and (88). By (82) and (88), the second term
can be bounded by
C1p
−5.5
∣∣∣∣∣∣
∑
1≤i 6=j≤p
(zi − zj)2 −
∑
1≤i 6=j≤p
(z∗i − z∗j )2
∣∣∣∣∣∣
≤ C1p−5.5
∣∣∣∣∣∣
∑
1≤i 6=j≤p
(zi − zj)(z∗i − z∗j − zi + zj)
∣∣∣∣∣∣
+C1p
−5.5
∣∣∣∣∣∣
∑
1≤i 6=j≤p
(z∗i − z∗j )(z∗i − z∗j − zi + zj)
∣∣∣∣∣∣
≤ C1p−5.5
√ ∑
1≤i 6=j≤p
(zi − zj)2 +
√ ∑
1≤i 6=j≤p
(z∗i − z∗j )2
√ ∑
1≤i 6=j≤p
(zi − z∗i − zj + z∗j )2
.
√
pℓ(z, z∗)
|β∗|p4 ,
where we have used (85) in the last inequality. Combining the two bounds, we obtain
|w¯(z)− w¯(z∗)| .
√
pℓ(z, z∗)
|β∗|p4 . (91)
From (89), (90) and (91), we can further derive
|β̂(z) − β̂(z∗)| ≤ |β(z) − β∗|+ |w¯(z)− w¯(z∗)| .
√
ℓ(z, z∗)
p2
, (92)
under the condition p(β∗)2 ≥ 1.
We are ready to prove (43)-(45). Recall that ǫj =
1√
2(p−1)
∑
i∈[p]\{j}(wji − wij), and we
have
p∑
j=1
ǫ2j ≤
p∑
j=1
 1√
2(p − 1)
∑
i∈[p]\{j}
(wji − wij)
2
. p, (93)
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by (83). Moreover, from (41), since z∗ ∈ R, we have
∆j(a, b)
2 = (1 + o(1))
2p2(β∗)2
p− 1 (a− b)
2. (94)
Thus,
p∑
j=1
max
b∈[k]\{z∗j }
Fj(z
∗
j , b; z)
2‖µj(B∗, b)− µj(B∗, z∗j )‖2
∆j(z
∗
j , b)
4ℓ(z, z∗)
=
|β̂(z)− β̂(z∗)|2
|β∗|2ℓ(z, z∗)
p∑
j=1
ǫ2j
.
1
p2
,
where we have used (92), (93), (94) and the condition p(β∗)2 ≥ 1 in the last inequality.
Taking maximum, we obtain (43). For (44), we note that
|Gj(a, b; z)| ≤ p
2
p− 1
∣∣∣∣∣
(
a− p+ 1
2
)2
−
(
b− p+ 1
2
)2∣∣∣∣∣ |β̂(z)− β̂(z∗)|2
+
2p2
p− 1
(
a− p+ 1
2
)2
|β̂(z)− β̂(z∗)||β̂(z∗)− β∗|
+
2p2
p− 1
∣∣∣∣b− p+ 12
∣∣∣∣ ∣∣∣β̂(z)− β̂(z∗)∣∣∣ ∣∣∣∣(b− p+ 12
)
β̂(z∗)−
(
a− p+ 1
2
)
β∗
∣∣∣∣
+
2p3
p− 1 |β
∗||β̂(z)− β̂(z∗)|
∣∣∣∣∣∣1p
p∑
j=1
z∗j −
p+ 1
2
∣∣∣∣∣∣
≤ p
4
p− 1 |β̂(z)− β̂(z
∗)|2 + 4p
4
p− 1 |β̂(z)− β̂(z
∗)||β̂(z∗)− β∗|
+
4p3
p− 1 |a− b||β
∗||β̂(z) − β̂(z∗)|.
Therefore, for any subset T ⊂ [p], we have
τ
4∆2min|T |+ τ
∑
j∈T
max
b∈[k]\{z∗j }
Gj(z
∗
j , b; z)
2‖µj(B∗, b)− µj(B∗, z∗j )‖2
∆j(z∗j , b)4ℓ(z, z∗)
.
τp4|β̂(z)− β̂(z∗)|4
|β∗|4ℓ(z, z∗) +
τp4|β̂(z) − β̂(z∗)|2|β̂(z∗)− β∗|2
|β∗|4ℓ(z, z∗) +
τp2|β̂(z)− β̂(z∗)|2
|β∗|2ℓ(z, z∗)
.
τ
p2|β∗|2 +
1
p|β∗|2 ,
where we have used (89), (92), and ℓ(z, z∗) ≤ τ = o(p2(β∗)2). Taking maximum, we thus
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obtain (44). Finally, for (45), we have
|Hj(a, b; z)|
∆j(a, b)2
≤ 1
2|β∗|2 (β̂(z
∗)− β∗)2
(
a− p+ 1
2
)2
+
1
2|β∗|2 (β̂(z
∗)− β∗)2
(
b− p+ 1
2
)2
+2p
|β̂(z∗)− β∗|
|β∗|
.
1√
p|β∗| ,
where we have used (89). We thus obtain (45) by taking maximum. The proof is complete.
Proof of Lemma 5.2. By (94), there exists some δ′ = δ′p = o(1), such that
1{〈ǫj ,νj(B̂(z∗),z∗j )−νj(B̂(z∗),b)〉≤− 1−δ2 ∆j(z∗j ,b)2}
≤ 1{
ǫj
2p√
2(p−1)
β̂(z∗)(z∗j−b)≤− 1−δ−δ
′
2
2p2(β∗)2
p−1
(z∗j−b)2
}
≤ 1{
ǫj
2p√
2(p−1)
β∗(z∗j−b)≤− 1−δ−δ
′−δ¯
2
2p2(β∗)2
p−1
(z∗j−b)2
}
+1{
ǫj
2p√
2(p−1)
(β̂(z∗)−β∗)(z∗j−b)≤− δ¯2
2p2(β∗)2
p−1
(z∗j−b)2
}.
By (84), (89), and p(β∗)2 →∞, we have
max
j∈[p]
∣∣∣∣ǫj 2p√2(p−1)(β̂(z∗)− β∗)(z∗j − b)
∣∣∣∣
2p2(β∗)2
p−1 (z
∗
j − b)2
= o
(√
log p
p
)
,
with probability at least 1− p−1. Therefore, we can set δ¯ = δ¯p for some sequence δ¯p → 0 and
δ¯p &
√
log p
p , and then
1{
ǫj
2p√
2(p−1)
(β̂(z∗)−β∗)(z∗j−b)≤− δ¯2
2p2(β∗)2
p−1
(z∗j−b)2
} = 0,
for all j ∈ [p] with probability at least 1 − p−1. This immediately implies that ξideal(δp) ≤
ξ˜ideal(δp + δ
′
p + δ¯p) with high probability, where
ξ˜ideal(δp+δ
′
p+δ¯p) =
2p2(β∗)2
p− 1
p∑
j=1
∑
b∈[p]\{z∗j }
(z∗j−b)21{
ǫj
2p√
2(p−1)
β∗(z∗j−b)≤−
1−δp−δ
′
p−δ¯p
2
2p2(β∗)2
p−1
(z∗j−b)2
}.
A standard Gaussian tail bound implies
Eξ˜ideal(δp + δ
′
p + δ¯p)
=
2p2(β∗)2
p− 1
p∑
j=1
∑
b∈[p]\{z∗
j
}
(z∗j − b)2P
(
N (0, 1) ≤ −1− δp − δ
′
p − δ¯p
2
√
2p2(β∗)2
p− 1 (z
∗
j − b)2
)
≤
p∑
j=1
∞∑
l=1
4p2(β∗)2
p− 1 l
2 exp
−(1− δp − δ′p − δ¯p
2
)2
p2(β∗)2
p− 1 l
2

≤ p exp
(
−(1 + o(1))p(β
∗)2
4
)
,
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where we have used the conditions p(β∗)2 →∞ and δp+ δ′p+ δ¯p = o(1) in the last inequality.
Finally, by Markov’s inequality, with probability at least 1− exp
(
−
√
p(β∗)2
)
, we have
ξ˜ideal(δp + δ
′
p + δ¯p) ≤ Eξ˜ideal(δp + δ′p + δ¯p) exp
(√
p(β∗)2
)
≤ p exp
(
−(1 + o(1))p(β
∗)2
4
)
,
as p(β∗)2 →∞. Since ξideal(δp) ≤ ξ˜ideal(δp + δ′p + δ¯p), the proof is complete.
Finally, we state the proof of Proposition 5.1.
Proof of Proposition 5.1. Note that we have the following fact. Consider any x = (x1, x2, . . . , xm)
T ∈
R
m. Let y = argminz∈Πp
∑p
i=1(xi − zi)2. Then for any pair (i, j) such that xi < xj , we must
have yi < yj. Otherwise if yi > yj , since ((xi − yi)2+(xj − yj)2)− ((xi − yj)2+(xj − yi)2) =
−2(xi − xj)(yi − yj) > 0, we can always swap yi and yj to make
∑p
i=1(xi − yi)2 strictly
smaller. This indicates that y preserves the order of x.
As a result, since a linear transformation does not change the rank, we can write z(0) as
z(0) = argmin
z∈Πp
p∑
j=1
(√
2(p− 1)
2pβ∗
Tj +
p+ 1
2
− zj
)2
. (95)
Since z∗ ∈ R, there exists some z˜ ∈ Πp such that L2(z˜, z∗) = o(1). By (95),
p∑
j=1
(√
2(p− 1)
2pβ∗
Tj +
p+ 1
2
− z(0)j
)2
≤
p∑
j=1
(√
2(p− 1)
2pβ∗
Tj +
p+ 1
2
− z˜j
)2
.
We then have
L2(z
(0), z˜) = p−1
p∑
j=1
(z
(0)
j − z˜j)2
≤ 2p−1
p∑
j=1
(√
2(p − 1)
2pβ∗
Tj +
p+ 1
2
− z(0)j
)2
+ 2p−1
p∑
j=1
(√
2(p − 1)
2pβ∗
Tj +
p+ 1
2
− z˜j
)2
≤ 4p−1
p∑
j=1
(√
2(p − 1)
2pβ∗
Tj +
p+ 1
2
− z˜j
)2
≤ 12p−1
p∑
j=1
√2(p − 1)
2pβ∗
Tj +
1
p
p∑
j=1
z∗j − z∗j
2 + 12p−1 p∑
j=1
(z˜j − z∗j )2 + 12
1
p
p∑
j=1
z∗j −
p+ 1
2
2
=
6 (p− 1)
p3β∗2
p∑
j=1
ǫ2j + 12L2(z˜, z
∗) + 12
1
p
p∑
j=1
z∗j −
p+ 1
2
2 ,
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where the last equation is due to the fact that Tj = µj(B
∗, z∗j ) + ǫj. By (93), (86), and
L2(z˜, z
∗) = o(1), we have
L2(z
(0), z˜) .
1
p(β∗)2
+ o(1),
with probability at least 1− p−1. By L(z(0), z∗) ≤ 2L(z(0), z˜) + 2L2(z˜, z∗), we have
L2(z
(0), z∗) .
1
p(β∗)2
+ o(1),
with high probability. When p(β∗)2 → ∞, we clearly have L2(z(0), z∗) = o(1). When
p(β∗)2 = O(1), we have L2(z(0), z∗) . min
(
p2, 1
p(β∗)2
)
, where L2(z
(0), z∗) . p2 is by the
definition of the loss.
7.4 Proofs in Section 6
In this section, we will prove results presented in Section 6. Most efforts will be devoted to
the proofs of Lemma 6.1, Lemma 6.2, and Proposition 6.1. With these results established,
the conclusions of Theorem 6.1, Theorem 6.2, and Corollary 6.1 easily follow.
Let us introduce some more notation to facilitate the proofs. Given some vector v ∈ Rd,
some matrix A ∈ Rd′×d and some set S ⊂ [d], we use vS ∈ R|S| for the sub-vector (vj : j ∈ S)
and AS ∈ Rd′×|S| for the sub-matrix (Aij : i ∈ [d′], j ∈ S). We denote span(A) to be the
space spanned by the columns of A. For any j ∈ [d], we denote [v]j = vj to be the jth
coordinate of v. We also write φS : [d] → [|S|] for the map that satisfies vj = [vS ]φS(j). The
domain of the map φS can also be extended to sets so that for any S
′ ⊂ S, we can write
vS′ = [vS ]φS(S′). For any j ∈ S, we write S−j = S\{j}. We use Id for the d × d identity
matrix, and sometimes just write I for simplicity if the dimension is clear from the context.
Given any square matrix A ∈ Rd×d, we use diag{A} for the diagonal matrix whose diagonal
entries are identical to those of A. For two random elements X and Y , we write X
d
= Y if
their distributions are identical, and X ⊥ Y if they are independent of each other.
We first state and prove three technical lemmas.
Lemma 7.4. Assume s log p ≤ n. Consider a random matrix X ∈ Rn×p with i.i.d. entries
Xij ∼ N (0, 1), an independent w ∼ N (0, In), some S∗ ⊂ [p] satisfying |S∗| = s, and some
β∗ ∈ Rp. For any S ⊂ [p], denote PS = XS
(
XTSXS
)−1
XTS to be the projection matrix onto
the subspace span(XS). We also use the notation Pj = XjX
T
j /‖Xj‖2, where Xj represents
the jth column of X. Then, for any constants C0, C
′ > 0, there exists some constant C > 0
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only depending on C0, C
′ such that
max
j∈[p]
∣∣∣‖Xj‖2 − n∣∣∣ ≤ C√n log p ≤ n/2, (96)
max
S⊂[p]:|S|≤2C0s
∥∥∥(XTSXS)−1∥∥∥ ≤ Cn , (97)
max
S,T⊂[p]:S∩T=∅,|S|,|T |≤2C0s
∥∥∥(XTSXS)−1XTSXT∥∥∥2 ≤ C s log pn , (98)
max
S,T⊂[p]:S∩T=∅,|S|,|T |≤2C0s
1
|T |
∥∥∥(XTT (I − PS)XT )−1XTT (I − PS)w∥∥∥2 ≤ C log pn , (99)
max
S⊂[p]:|S|≤2C0s
max
j∈S∗∩Sc
∣∣XTj PSXj∣∣ ≤ Cs log p, (100)
max
S,T⊂[p]:S∩T=∅,|S|,|T |≤2C0s
∥∥XTT (I − PS)XT − diag{XTT (I − PS)XT}∥∥2 ≤ Cns log p, (101)
max
S⊂[p]:|S|≤2C0s
1
|S∗ ∩ Sc|+ |S∗c ∩ S|
∑
j∈S∗∩Sc
(
XTj PSw
)2 ≤ Cs log2 p, (102)
max
j /∈S∗
(
XTj PS∗w
)2 ≤ Cs log p, (103)
max
S,T⊂[p]:S∩T=∅,|S|,|T |≤2C0s
1
|T |
∥∥∥(XTT (I − PS)XT )−1XTT PSw∥∥∥2 ≤ Cs log pn2 , (104)
max
S,T⊂[p]:S∩T=∅,|S|,|T |≤2C0s
∥∥XTT (I − PS)XT − (n− |S|)I|T |∥∥2 ≤ Cns log p, (105)
max
S,T⊂[p]:S∩T=∅,|S|,|T |≤2C0s
∥∥∥(XTT (I − PS)XT )−1∥∥∥ ≤ Cn , (106)
max
S⊂[p]:|S|≤2C0s
1
|S|
∥∥XTSw∥∥2 ≤ Cn log p, (107)
max
S,T⊂[p]:S∩T=∅,|S|≤2C0s
1∥∥β∗Sc∩S∗∥∥2
1
|T | ∨ s
∥∥XTT (I − PS)XSc∩S∗β∗Sc∩S∗∥∥2 ≤ Cn log p, (108)
max
S,T⊂[p]:T∩(S∪S∗)=∅,|S|≤2C0s
1
|S∗ ∩ Sc|+ |S∗c ∩ S|
1
|T |
∥∥XTT (PS∗ − PS)w∥∥2 ≤ C log2 p, (109)
max
j∈S∗
∣∣∣∣‖Xj‖−1XTj XS∗−j (XTS∗−j (I − Pj)XS∗−j)−1XTS∗−j (I − Pj)w
∣∣∣∣ ≤
√
Cs log2 p
n
, (110)
with probability at least 1− exp (−C ′ log p). We have used the convention that 0/0 = 0.
Proof. We first present a fact that will be used repeatedly in the proof. For two independent
ξ1, ξ2 ∼ N (0, Id), we have ξT1 ξ2 = ‖ξ1‖ (‖ξ1‖−1 ξ1)T ξ2 d= ‖ξ1‖ ζ, where ζ ∼ N (0, 1) and
ζ ⊥ ξ1. Throughout the proof, we will use c, c′, c1, c2, . . . as generic constants whose values
may change from place to place. We refer to Lemma 7.1 for the χ2 tail probability bound.
Equation (96): We have ‖Xj‖2 ∼ χ2n. Then the χ2 tail bound and a union bound
argument over j ∈ [p] lead to the desired bound.
Equation (97): It is sufficient to study the smallest eigenvalue of XTSXS . For a fixed S
and θ ∈ R|S| such that ‖θ‖ = 1, we have θTXTSXSθ ∼ χ2n. Thus P
(∣∣θTXTSXSθ − n∣∣ ≤ n2 ) ≤
43
2 exp (−n/16). By a standard ǫ-net argument [60], we can obtain
P
(
min
θ∈R|S|:‖θ‖=1
θTXTSXSθ ≤ c1n
)
≤ c|S|2 exp (−n/16) .
We then take a union bound over S to obtain
P
(
min
S⊂[p]:|S|≤2C0s
min
θ∈R|S|:‖θ‖=1
θTXTSXSθ ≤ c1n
)
≤ 2
(
p
2C0s
)
c
|S|
2 exp (−n/16) .
Thus
P
(
max
S⊂[p]:|S|≤2C0s
∥∥∥(XTSXS)−1∥∥∥ ≥ 1c1n
)
≤ exp (−c3n) ,
for some constant c3 > 0.
Equation (98): Conditioning on XS , we have
(
XTSXS
)−1
XTSXT
d
=
(
XTSXS
)− 1
2 ζ, where
ζ ∼ N (0, I|S|). Thus
∥∥∥(XTSXS)−1XTSXT∥∥∥2 d= ζT (XTSXS)−1 ζ ≤ ∥∥∥(XTSXS)−1∥∥∥ ‖ζ‖2. We
have
P
(∥∥∥(XTSXS)−1XTSXT∥∥∥2 ≥ 4c∥∥∥(XTSXS)−1∥∥∥ s log p
∣∣∣∣∣ XS
)
≤ exp (−cs log p) .
A union bound over T gives
P
(
max
T⊂[p]:|T |≤2C0s
∥∥∥(XTSXS)−1XTSXT∥∥∥2 ≥ 4c∥∥∥(XTSXS)−1∥∥∥ s log p
∣∣∣∣∣ XS
)
≤
(
p
2C0s
)
exp (−cs log p) .
Consequently, for a fixed S,
P
(
max
T⊂[p]:|T |≤2C0s
∥∥∥(XTSXS)−1XTSXT∥∥∥2 ≥ 4cs log pc1n
)
≤
(
p
2C0s
)
exp (−cs log p) + P
(∥∥∥(XTSXS)−1∥∥∥ ≥ 1c1n
)
.
Using the result established above when proving (97), together with a union bound over S,
we have
P
(
max
S,T⊂[p]:S∩T=∅,|S|,|T |≤2C0s
∥∥∥(XTSXS)−1XTSXT∥∥∥2 ≥ 4cs log pc1n
)
≤
(
p
2C0s
)(
p
2C0s
)
exp (−cs log p) + P
(
max
S⊂[p]:|S|≤2C0s
∥∥∥(XTSXS)−1∥∥∥ ≥ 1c1n
)
≤
(
p
2C0s
)(
p
2C0s
)
exp (−cs log p) + exp (−c2n)
≤ exp (−c3s log p) .
Equation (99): The proof of (99) is very similar to that of (98). Conditioning on
XS ,XT , we have
(
XTT (I − PS)XT
)−1
XTT (I − PS)w
d
=
(
XTT (I − PS)XT
)−1
ζ where ζ ∼
44
N (0, I|T |). Consequently,
∥∥∥(XTT (I − PS)XT )−1XTT (I − PS)w∥∥∥2 is stochastically dominated
by
∥∥∥(XTT (I − PS)XT )−1∥∥∥ ‖ζ‖2. Similar to the proof of (98), we have
P
(
max
S,T⊂[p]:S∩T=∅,|S|,|T |≤2C0s
∥∥∥∥ 1|T | (XTT (I − PS)XT )−1XTT (I − PS)w
∥∥∥∥2 ≥ 4c log pc1n
)
≤
∑
S⊂[p]:|S|≤2C0s
2C0s∑
m=0
∑
T⊂[p]:|T |=m
P
(
χ2m ≥ 4cm log p
)
+ P
(
max
S,T⊂[p]:S∩T=∅,|S|,|T |≤2C0s
∥∥∥(XTT (I − PS)XT )−1∥∥∥ ≥ 1c1n
)
≤
(
p
m
) 2C0s∑
m=0
(
p
2C0s
)
exp (−cm log p) + exp (−cn)
≤ exp (−c′ log p) ,
where in the second to the last inequality, we use (106), which will be proved later.
Equation (100): First we fix some S. Then XTj PSXj is stochastically dominated by a
χ2|S|. We have P
(
XTj PSXj ≥ 4cs log p
)
≤ exp (−cs log p). A union bound over S and j leads
to the desired result.
Equation (101): For any pair (S, T ), we have∥∥XTT (I − PS)XT − diag{XTT (I − PS)XT}∥∥
≤ ∥∥XTT (I − PS)XT − (n− |S|) I∥∥+ ∥∥(n− |S|) I − diag{XTT (I − PS)XT}∥∥ .
The first term can be controlled by (105), to be proved later. For the second term, we have∥∥(n− |S|) I − diag{XTT (I − PS)XT}∥∥ = max
j∈T
∣∣XTj (I − PS)Xj − (n− |S|)∣∣
≤ max
j∈T
∣∣∣‖Xj‖2 − n∣∣∣+max
j∈T
∣∣XTj PSXj − |S|∣∣ ,
which can be bounded by (96) and (100). Combining the two terms together gives the desired
result.
Equation (102): For a fixed S and any j ∈ S∗∩Sc, using the fact we give at the beginning
of the proof, we have XTj PSw
d
= ‖PSw‖ ξj where ξj ∼ N (0, 1) and ξj ⊥ ‖PSw‖. Since ξj
only depends on XTj (‖PSw‖−1 PSw), we have the independence among {ξj}j∈S∗∩Sc . As a
result, we have
∑
j∈S∗∩Sc
(
XTj PSw
)2 d
= ζξ, where ζ ∼ χ2|S|, ξ ∼ χ2|S∗∩Sc| and ζ ⊥ ξ. Similar
arguments will also be used later to prove (103)-(104) and (107)-(110) and will be omitted
there. Then
P
 ∑
j∈S∗∩Sc
(
XTj PSw
)2 ≥ 16c2s log2 p (|S∗ ∩ Sc|+ |S∗c ∩ S|)

≤ P (ζ ≥ 4cs log p) + P (ξ ≥ 4c (|S∗ ∩ Sc|+ |S∗c ∩ S|) log p)
≤ exp (−cs log p) + exp (−c (|S∗ ∩ Sc|+ |S∗c ∩ S|) log p) .
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After applying union bound, we get
P
 max
S⊂[p]:|S|≤2C0s
1
|S∗ ∩ Sc|+ |S∗c ∩ S|
∑
j∈S∗∩Sc
(
XTj PSw
)2 ≥ 16c2s log2 p

≤
2C0s∑
m=0
(
p
m
)
(exp (−cs log p) + exp (−cm log p))
≤ exp (−c′ log p) .
Equation (103): For each j /∈ S∗, we have (XTj PS∗w)2 stochastically dominated by ξζ
where ξ ∼ χ2s, ζ ∼ χ21 and ξ ⊥ ζ. We get the desired result by the χ2 tail bound and a union
bound over j /∈ S∗.
Equation (104): By (106) to be proved later, it is sufficient to establish
P
(
max
S,T⊂[p]:S∩T=∅,|S|,|T |≤2C0s
1
|T |
∥∥XTT PSw∥∥2 ≥ cs log p) ≤ exp (−c′ log p) .
Note that for any fixed S, T , we have
∥∥XTT PSw∥∥2 stochastically dominated by ξζ where
ξ ∼ χ22C0s, ζ ∼ χ2|T | and ξ ⊥ ζ. Then we have P
(∥∥XTT PSw∥∥2 ≥ c2s |T | log p) ≤ P (ζ ≥ c |T |)+
P (ξ ≥ cs log p) which can be controlled by the χ2 tail bound. A union bound is then sufficient
to complete the proof.
Equation (105): For any fixed S, T , and any θ ∈ R|T | such that ‖θ‖ = 1, we have
θT
(
XTT (I − PS)XT
)
θ ∼ χ2n−|S|,
and θT (n− |S|)I|T |θ = (n− |S|). By a standard ǫ-net argument [60], the χ2 tail bound, and
a union bound over S, T , we conclude its proof.
Equation (106): Its proof is similar to that of (97). We can show
P
(
max
S,T⊂[p]:S∩T=∅,|S|,|T |≤2C0s
∥∥∥(XTT (I − PS)XT )−1∥∥∥ ≥ 1cn
)
≤ exp (−c′n)
for some c, c′. Its proof is omitted here.
Equation (107): We have
∥∥XTS w∥∥2 d= ξζ where ξ ∼ χ2n, ζ ∼ χ2|S| and ξ ⊥ ζ. Thus,
P
(∥∥XTSw∥∥2 ≥ c2n |S| log p) ≤ P (ξ ≥ cn) + P (ζ ≥ c |S| log p) .
A union bound over integers 0 ≤ m ≤ 2C0s and over all sets {S ⊂ [p] : |S| = m} leads to the
desired result.
Equation (108): For a fixed pair S, T , we have ‖β∗Sc∩S∗‖−1XSc∩S∗β∗Sc∩S∗ ∼ N (0, In),
and consequently ‖β∗Sc∩S∗‖−2
∥∥XTT (I − PS)XSc∩S∗β∗Sc∩S∗∥∥ is stochastically dominated by ξζ
where ξ ∼ χ2n, ζ ∼ χ2|T | and ξ ⊥ ζ. Note that ξ only depends on Sc ∩ S∗ and ζ only depends
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on T . For a fixed S, in order to take a union bound over T , we add a subscript to ζ as in ζT
to make the dependence explicit. We have
P
(
max
T⊂[p]
1
|T | ∨ s ‖β
∗
Sc∩S∗‖−2
∥∥XTT (I − PS)XSc∩S∗β∗Sc∩S∗∥∥2 ≥ 16c2n log p)
≤ P (ξ ≥ 4cn) + P
(
max
T⊂[p]
1
|T | ∨ sζT ≥ 4c log p
)
≤ exp (−cn) +
p∑
m=0
∑
T⊂[p]:|T |=m
exp (−c (m ∧ s) log p)
≤ exp (−c′s log p) .
The proof is completed by an additional union bound argument over S.
Equation (109): Consider a fixed pair S, T . For any x ∈ Rn, we have (PS∗ − PS)x =
PS,1x−PS,2x, where PS,1 is the projection matrix onto the space span(XS∗)\(span(XS∗) ∩ span(XS)),
and PS,2 is the projection matrix onto the space span(XS) \ (span(XS∗) ∩ span(XS)). Then
we have∥∥XTT (PS∗ − PS)w∥∥2 = ∥∥XTT PS,1w −XTT PS,2w∥∥2 ≤ 2(∥∥XTT PS,1w∥∥2 + ∥∥XTT PS,2w∥∥2) .
Note that span(XS∗∩S) ⊂ span(XS∗) ∩ span(XS), and thus the rank of PS,1 is bounded by
|S∗ ∩ Sc|. Hence, ∥∥XTT PS,1w∥∥2 is stochastically dominated by ξζ where ξ ∼ χ2|S∗∩Sc|+|S∗c∩S|,
ζ ∼ χ2|T | and ξ ⊥ ζ. Note that ξ only depends on S and ζ only depends on T . For a fixed
S, in order to take a union bound over T , we add a subscript to ζ as in ζT to make the
dependence explicit. We have
P
(
max
T⊂[p]:T∩(S∪S∗)=∅
1
|T | ∨ s
∥∥XTT PS,1w∥∥2 ≥ 16c2 (|S∗ ∩ Sc|+ |S∗c ∩ S|) log2 p)
≤ P (ξ ≥ 4c (|S∗ ∩ Sc|+ |S∗c ∩ S|) log p) + P
(
max
T⊂[p]
1
|T | ∨ sζT ≥ cs log p
)
≤ exp (−c (|S∗ ∩ Sc|+ |S∗c ∩ S|) log p) +
p∑
m=0
∑
T⊂[p]:|T |=m
exp (−c (m ∧ s) log p)
≤ exp (−c (|S∗ ∩ Sc|+ |S∗c ∩ S|) log p) + exp (−c′s log p) .
Then we take a union bound of S.
P
(
max
S⊂[p]:|S|≤2C0s
max
T⊂[p]:T∩(S∪S∗)=∅
1
|S∗ ∩ Sc|+ |S∗c ∩ S|
1
|T | ∨ s
∥∥XTT PS,1w∥∥2 ≥ 16c2 log2 p)
≤
2C0s∑
m′=0
∑
S⊂[p]:|S∗∩Sc|+|S∗c∩S|=m′
(
exp
(−cm′ log p)+ exp (−c′s log p))
≤ exp (−c′′ log p) .
A similar result holds for the term related to PS,2. Putting them together, we complete the
proof.
47
Equation (110): Define Bj = ‖Xj‖−1XTj XS∗−j
(
XTS∗−j
(I − Pj)XS∗−j
)−1
XTS∗−j
Xj ‖Xj‖−1
for all j ∈ S∗. Note that ‖Xj‖−1XTj XS∗−j
(
XTS∗−j
(I − Pj)XS∗−j
)−1
XTS∗−j
(I − Pj)w is identi-
cally distributed by
√
Bjξj with ξj ∼ N (0, 1) and ξj ⊥ Bj . Here we have the subscript for
both ξj and Bj to make their dependence on j explicit. Then,
P
‖Xj‖−1XTj XS∗−j (XTS∗−j (I − Pj)XS∗−j)−1XTS∗−j (I − Pj)w ≥
√
c2s log2 p
n

≤ P
(
ξj ≥
√
c log p
)
+ P
(
Bj ≥ cs log p
n
)
,
and thus
P
max
j∈S∗
‖Xj‖−1XTj XS∗−j
(
XTS∗−j
(I − Pj)XS∗−j
)−1
XTS∗−j
(I − Pj)w ≥
√
c2s log2 p
n

≤ P
(
max
j∈S∗
ξj ≥
√
c log p
)
+ P
(
max
j∈S∗
Bj ≥ cs log p
n
)
.
The first term can be easily bounded by s exp
(−2−1c log p) ≤ exp (−c′ log p). For the second
term, we have
Bj ≤
∥∥∥∥(XTS∗−j (I − Pj)XS∗−j)−1
∥∥∥∥ ∥∥∥XTS∗−jXj ‖Xj‖−1∥∥∥2 ,
for all j ∈ S∗. By a similar analysis as in (106), we can show maxj∈S∗
∥∥∥∥(XTS∗−j (I − Pj)XS∗−j)−1
∥∥∥∥ ≤
c1/n with probability at least 1 − exp (−c2n). Note that
∥∥∥XTS∗−jXj ‖Xj‖−1∥∥∥2 ∼ χ2s−1. Eas-
ily we can show maxj∈S∗
∥∥∥XTS∗−jXj ‖Xj‖−1∥∥∥2 ≤ 4c3s log p with probability at least 1 −
exp (−c4s log p). As a result,
P
(
max
j∈S∗
Bj ≥ cs log p
n
)
≤ exp (−c2n) + exp (−c4s log p) ,
which completes the proof.
Lemma 7.5. Define
ψ˜(n, p, s, λ, δ, C) =sP
(
ǫ > (1− δ)‖ζ‖(λ − t(ζ)) &
∣∣∣‖ζ‖2 − n∣∣∣ ≤ C√n log p)
+ (p− s)P
(
ǫ > (1− δ)‖ζ‖t(ζ) &
∣∣∣‖ζ‖2 − n∣∣∣ ≤ C√n log p) , (111)
where ǫ ∼ N (0, 1), ζ ∼ N (0, In), and they are independent of each other. Assume s log p ≤ n,
lim sup s/p < 1/2, and SNR→∞. For any δ ≤ 1/ log p and any constant C > 0, we have
ψ˜(n, p, s, λ, δ, C) = s exp
(
−(1 + o(1))SNR
2
2
)
.
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Proof. Throughout the proof, we use g(x) and G(x) for the density and survival functions of
N (0, 1). A standard Gaussian tail analysis gives
1
2x
g(x) ≤ G(x) ≤ 1
x
g(x), (112)
for all x ≥ 2. With a slight abuse of notation, we also use the notation
t(u) =
λ
2
+
log p−ss
λu2
, (113)
for all u > 0. We first focus on deriving an upper bound for ψ˜(n, p, s, λ, δ, C). For any u > 0,
we define
m(u) = u
(
λ− log
p−s
s
λu2
)
= λu− log
p−s
s
λu
.
Recall the definition of t(u) in (113). Define umin =
√
n− C√n log p and umax =
√
n+ C
√
n log p,
and U = [umin, umax]. Since u (λ− t(u)) is an increasing function of u > 0. We have
m(umin) ≤ u (λ− t(u)) ≤ m(umax),
for all u ∈ U . This gives
sP
(
ǫ
1− δ ≥ ‖ζ‖ (λ− t(ζ)) & |‖ζ‖ − n| ≤ C
√
n log p
)
≤ sP
(
ǫ
1− δ ≥ m(umin)
)
≤ s√
2π (1− δ)m(umin)
exp
(
−1
2
(1− δ)2m2(umin)
)
,
where the last inequality is by (112). In addition, we have the identity (ut(u))2 = 2 log p−ss +
m2(u). This leads to
2 log
p− s
s
+m2(umin) ≤ (ut(u))2 ≤ 2 log p− s
s
+m2(umax),
for all u ∈ U . As a result, using (112), we have
(p− s)P
(
ǫ
1− δ ≥ ‖ζ‖ t(ζ) & |‖ζ‖ − n| ≤ C
√
n log p
)
= (p− s)Eu2∼χ2n
[
P
(
ǫ
1− δ ≥ |u|t(u)
∣∣∣u)1{|u2−n|≤C√n log p}]
≤ p− s√
2π
Eu2∼χ2n
[
1
ut(u)
exp
(
−1
2
(1− δ)2 (ut(u))2
)
1{|u2−n|≤C√n log p}
]
≤ p− s√
2π
Eu2∼χ2n
[
1
minu∈U ut(u)
exp
(
−1
2
(1− δ)2
(
2 log
p− s
s
+m2(umin)
))
1{|u2−n|≤C√n log p}
]
≤ p− s√
2πminu∈U ut(u)
exp
(
− (1− δ)2 log p− s
s
− 1
2
(1− δ)2m2(umin)
)
=
s√
2πminu∈U ut(u)
exp
((
2δ − δ2) log p− s
s
− 1
2
(1− δ)2m2(umin)
)
.
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Combining the above results together, we have
ψ˜(n, p, s, λ, δ, C) ≤ s√
2π (1− δ)m(umin)
exp
(
−1
2
(1− δ)2m2(umin)
)
+
s√
2πminu∈U ut(u)
exp
((
2δ − δ2) log p− s
s
− 1
2
(1− δ)2m2(umax)
)
.
Now we derivative a lower bound for ψ˜(n, p, s, λ, δ, C). Note that P
(|‖ζ‖ − n| ≤ C√n log p) ≥
1/2. We therefore have
sP
(
ǫ ≥ ‖ζ‖ (λ− t(ζ)) & |‖ζ‖ − n| ≤ C
√
n log p
)
≥ s
2
P (ǫ ≥ m(umax))
≥ s
4
√
2πm(umax)
exp
(
−1
2
m2(umax)
)
,
and
(p− s)P
(
ǫ ≥ ‖ζ‖ t(ζ) & |‖ζ‖ − n| ≤ C
√
n log p
)
≥ s
4
√
2πmaxu∈U ut(u)
exp
((
2δ − δ2) log p− s
s
− 1
2
(1− δ)2m2(umax)
)
.
Consequently,
ψ˜(n, p, s, λ, δ, C) ≥ s
4
√
2πm(umax)
exp
(
−1
2
m2(umax)
)
+
s
4
√
2πmaxu∈U ut(u)
exp
((
2δ − δ2) log p− s
s
− 1
2
(1− δ)2m2(umax)
)
.
Since δ ≤ 1/ log p and SNR → ∞, with the same arguments used in the proof of Lemma
7.6, we can show for all u ∈ U , we have λu2 −
log p−s
s
λu = (1 + o(1)) SNR and
λu
2 +
log p−s
s
λu →
∞. This leads to ψ˜(n, p, s, λ, δ, C) = s exp
(
− (1+o(1))SNR22
)
as desired, which completes the
proof.
Lemma 7.6. Consider some β∗ ∈ Rp that satisfies either |β∗j | ≥ λ or β∗j = 0 for all j ∈ [p].
Assume lim sup s/p < 12 and SNR→∞. Then, for i.i.d. X1, · · · ,Xp ∼ N (0, In), we have
min
j∈[p]
√
n||β∗j | − t(Xj)| > 1,
max
j∈[p]
|β∗j |
||β∗j | − t(Xj)|
≤
√
log p,
with probability at least 1− e−p.
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Proof. We first show that under the assumption that lim sup s/p < 1/2, the condition SNR→
∞ is equivalent to
nλ2 − 2 log p−ss√
log p−ss
→∞. (114)
A direct calculation gives(
λ
√
n
2
− log
p−s
s
λ
√
n
)2
=
(
nλ2 − 2 log p−ss
)2
4nλ2
=
nλ2 − 2 log p−ss√
log p−ss
2 log p−ss
4nλ2
.
If SNR→∞ holds, we have nλ2 ≥ 2 log p−ss , which leads to (114). For the other direction, if
(114) holds, there exists some A→∞ such that nλ2 = 2 log p−ss +A
√
log p−ss . By the above
identity, we have(
λ
√
n
2
− log
p−s
s
λ
√
n
)2
= A2
log p−ss
2
(
2 log p−ss +A
√
log p−ss
) →∞.
Thus we have shown that SNR→∞ and (114) are equivalent.
Now we are going to prove the proposition under the high-probability event (96). Note
that for any j ∈ [p] such that β∗j = 0, we have
√
n|β∗j | − t(Xj)| =
√
nt(Xj) ≥
√
nλ/2 →
∞ by (114) and |β∗j |/||β∗j | − t(Xj)| = 0. Thus, we only need to consider the remaining
j ∈ [p] such that β∗j 6= 0. It is sufficient to prove minj∈[p]:z∗j 6=0
√
n (λ− t(Xj)) > 1 and
maxj∈[p]:z∗j 6=0
λ
λ−t(Xj ) ≤
√
log p. Consider any j ∈ [p] such that z∗j 6= 0. We have
√
n (λ− t(Xj)) =
√
n
2λ
(
λ2 − 2log
p−s
s
‖Xj‖2
)
≥
√
n
2λ
(
λ2 − 2 log
p−s
s
n− C√n log p
)
,
where the last inequality is by (96). By (114), there exists an A→∞, such that
nλ2 = 2 log
p− s
s
+A
√
log
p− s
s
.
Then, we have
√
n (λ− t(Xj)) ≥ 1
2
√
nλ
2 log p− s
s
+A
√
log
p− s
s
− 2 log
p−s
s
1− C
√
log p
n

≥ 1
2
√
nλ
(
A
√
log
p− s
s
−C ′
√
log p
n
log
p− s
s
)
≥
C ′′A
√
log p−ss√
nλ
,
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for some constants C ′, C ′′ > 0. Starting from here, first we have
√
n (λ− t(Xj)) ≥ C ′′
√
A2 log p−ss
nλ2
= C ′′
√√√√ A2 log p−ss
2 log p−ss +A
√
log p−ss
→∞,
as A→∞. Second, we have
λ
λ− t(Xj) =
√
nλ√
n (λ− t(Xj)) ≤
√
nλ
C′′A
√
log p−s
s√
nλ
=
nλ2
C ′′A
√
log p−ss
=
2 log p−ss +A
√
log p−ss
C ′′A
√
log p−ss
≤ o
(√
log
p− s
s
)
.
Hence, the proof is complete.
Now we are ready to prove Theorem 6.1, Theorem 6.2, and Corollary 6.1.
Proof of Theorem 6.1. By [54], we have
inf
ẑ
sup
z∗∈Zs
sup
β∗∈Bz∗,λ
EH(s)(ẑ, z
∗) ≥ 1
2s
ψ(n, p, s, λ, 0) − 4e−s/8,
where ψ(n, p, s, λ, 0) is defined in (56). By Lemma 7.5,
1
2s
ψ(n, p, s, λ, 0) ≥ 1
2s
ψ˜(n, p, s, λ, 0, C) = exp
(
−(1 + o(1))SNR
2
2
)
,
and we obtain the desired conclusion.
Proof of Theorem 6.2. The condition of Theorem 6.2 allows us to apply Lemma 7.6 to the
conclusion of Lemma 6.1. This implies that the right hand sides of (53) and (54) can be
bounded by o((log p)−1), which then implies Conditions A-C hold with some δ = o((log p)−1).
Then, the desired conclusion is a special case of Theorem 3.1.
Proof of Corollary 6.1. By (51) and (96), we have
H(s)(z, z
∗) ≤ ℓ(z, z
∗)
sλ2minj∈[p] ‖Xj‖2
≤ 2ℓ(z, z
∗)
snλ2
,
with high probability. Then, the conclusion is a direct consequence of Theorem 6.2.
Finally, we present the proofs of Lemma 6.1, Lemma 6.2, and Proposition 6.1.
Proof of Lemma 6.1. The proof will be established under the high-probability events (96)-
(110). First we present a few important quantities closely related to ℓ(z, z∗). By h(z, z∗) ≤
ℓ(z,z∗)
λ2minj‖Xj‖2 and (96), we have
h(z, z∗) ≤ 2ℓ(z, z
∗)
nλ2
. (115)
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By the definition of ℓ(z, z∗), it is obvious
p∑
j=1
β∗2j 1{|zj |6=|z∗j |} ≤
ℓ(z, z∗)
minj ‖Xj‖2
≤ 2ℓ(z, z
∗)
n
, (116)
where we have used (96) again. For any z ∈ {0, 1,−1}p such that ℓ(z, z∗) ≤ τ ≤ C0snλ2,
(115) implies
h(z, z∗) ≤ 2C0s. (117)
We will first prove the easier conclusion (54) and then prove (53).
Proof of (54). According to the definition, we have∣∣∣∣∣∣ 1‖Xj‖
∑
l∈[p]\{j}
(
β̂l(z
∗)− β∗
)
XTj Xl
∣∣∣∣∣∣ =
∣∣∣∣ 1‖Xj‖XTj Xβ̂(z∗)− 1‖Xj‖XTj Xβ∗ − ‖Xj‖
(
β̂j(z
∗)− β∗j
)∣∣∣∣
=
∣∣∣∣ 1‖Xj‖XTj
(
Xβ̂(z∗)−Xβ∗
)
− ‖Xj‖
(
β̂j(z
∗)− β∗j
)∣∣∣∣ .
By the fact that β̂S∗(z
∗) = βS∗ +
(
XTS∗XS∗
)−1
XTS∗w and β̂S∗c(z
∗) = 0, we have∣∣∣∣∣∣ 1‖Xj‖
∑
l∈[p]\{j}
(
β̂l(z
∗)− β∗
)
XTj Xl
∣∣∣∣∣∣ =

1
‖Xj‖X
T
j w − ‖Xj‖
[(
XTS∗XS∗
)−1
XTS∗w
]
φS∗(j)
j ∈ S∗
1
‖Xj‖X
T
j PS∗w j /∈ S∗.
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• We first consider j /∈ S∗. By (96), (103) and (118), we have
max
j /∈S∗
∣∣∣∣∣∣ 1‖Xj‖
∑
l∈[p]\{j}
(
β̂l(z
∗)− β∗
)
XTj Xl
∣∣∣∣∣∣ ≤
√
2Cs log p
n
.
• Next, we consider j ∈ S∗. Writing XS∗ into a block matrix form XS∗ = (Xj ,XS∗−j ) ,
we have a block matrix inverse formula
(
XTS∗XS∗
)−1
=
(
‖Xj‖2 XTj XS∗−j
XTS∗−j
Xj X
T
S∗−j
XS∗−j
)−1
=
(
B11 B12
B21 B22
)
, (119)
with
B11 = ‖Xj‖−2 + ‖Xj‖−2XTj XS∗−j
(
XTS∗−j (I − Pj)XS∗−j
)−1
XTS∗−jXj ‖Xj‖
−2 ,
B12 = −‖Xj‖−2XTj XS∗−j
(
XTS∗−j
(I − Pj)XS∗−j
)−1
,
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and the explicit expressions of B21, B22 not displayed since they are irrelevant to our
proof. We have [
(
XTS∗XS∗
)−1
XTS∗w]φS∗ (j) = B11X
T
j w + B12X
T
S∗−j
w. From (118), some
algebra leads to
max
j∈S∗
∣∣∣∣∣∣ 1‖Xj‖
∑
l∈[p]\{j}
(
β̂l(z
∗)− β∗
)
XTj Xl
∣∣∣∣∣∣
= max
j∈S∗
∣∣∣∣ 1‖Xj‖XTj w − ‖Xj‖
[(
XTS∗XS∗
)−1
XTS∗w
]
φS∗(j)
∣∣∣∣
= max
j∈S∗
∣∣∣∣‖Xj‖−1XTj XS∗−j (XTS∗−j (I − Pj)XS∗−j)−1XTS∗−j (I − Pj)w
∣∣∣∣
≤
√
Cs log2 p
n
, (120)
where the last inequality is by (110).
Combining the two cases, we have
max
j∈[p]
∣∣∣∣∣∣ 1‖Xj‖
∑
l∈[p]\{j}
(
β̂l(z
∗)− β∗
)
XTj Xl
∣∣∣∣∣∣ ≤
√
2Cs log2 p
n
.
Using (52), we get
∣∣∣∆j(z∗j , b)2∣∣∣ ≥ 4t(Xj) ∣∣∣∣∣∣β∗j ∣∣∣− t(Xj)∣∣∣ ‖Xj‖2 for all j ∈ [p]. Then,
max
j∈[p]
∣∣∣∣∣Hj(z∗j , b; z)∆j(z∗j , b)2
∣∣∣∣∣ ≤ maxj∈[p] 4 ‖Xj‖ t(Xj)
∣∣∣‖Xj‖−1∑l∈[p]\{j} (β̂l(z∗)− β∗)XTj Xl∣∣∣
4t(Xj)
∣∣∣∣∣∣β∗j ∣∣∣− t(Xj)∣∣∣ ‖Xj‖2
≤ max
j∈[p]
∣∣∣‖Xj‖−1∑l∈[p]\{j} (β̂l(z∗)− β∗)XTj Xl∣∣∣∣∣∣∣∣∣β∗j ∣∣∣− t(Xj)∣∣∣ ‖Xj‖
≤
√
2Cs log2 p
n
1
minj∈[p]
∣∣∣∣∣∣β∗j ∣∣∣− t(Xj)∣∣∣ ‖Xj‖
≤
√
4Cs log2 p
n
1
minj∈[p]
√
n
∣∣∣∣∣∣β∗j ∣∣∣− t(Xj)∣∣∣ ,
where in the last inequality we use (96).
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Proof of (53). By (50) and (52), we have
Gj(z
∗
j , b; z)
2‖µj(B∗, b)− µj(B∗, z∗j )‖2
∆j(z
∗
j , b)
4ℓ(z, z∗)
≤
(
4‖Xj‖t(Xj)
(
‖Xj‖−1
∑
l∈[p]\{j}
(
β̂l(z)− β̂l(z∗)
)
XTj Xl
))2(
4
∣∣∣β∗j ∣∣∣2 ‖Xj‖2 1{z∗j=±1} + λ2 ‖Xj‖2 1{z∗j=0}
)
((
4t(Xj)
(∣∣∣β∗j ∣∣∣− t(Xj)) ‖Xj‖2)2 1{z∗j=±1} + (4t(Xj)2 ‖Xj‖2)2 1{z∗j=0}
)
ℓ(z, z∗)
=
(
‖Xj‖−1
∑
l∈[p]\{j}
(
β̂l(z)− β̂l(z∗)
)
XTj Xl
)2
ℓ(z, z∗)
4

∣∣∣β∗j ∣∣∣∣∣∣β∗j ∣∣∣− t(Xj)
2 1{z∗j=±1} +
(
λ
t(Xj)
)2
1{z∗j=0}

≤
(
‖Xj‖−1
∑
l∈[p]\{j}
(
β̂l(z)− β̂l(z∗)
)
XTj Xl
)2
ℓ(z, z∗)
max
4

∣∣∣β∗j ∣∣∣∣∣∣β∗j ∣∣∣− t(Xj)
2 ,( λ
t(Xj)
)2 .
Define
β˜j(z) = ‖Xj‖−2XTj
Y − ∑
l∈[p]\{j}
Xlβ̂l(z)
 .
We then have
‖Xj‖−1
∑
l∈[p]\{j}
(
β̂l(z) − β̂l(z∗)
)
XTj Xl
=− ‖Xj‖
‖Xj‖−2XTj
Y − ∑
l∈[p]\{j}
Xlβ̂l(z)
 − ‖Xj‖−2XTj
Y − ∑
l∈[p]\{j}
Xlβ̂l(z
∗)

=− ‖Xj‖
(
β˜j(z)− β˜j(z∗)
)
.
Hence, we have
max
b∈{−1,0,1}\{z∗j }
Gj(z
∗
j , b; z)
2‖µj(B∗, b)− µj(B∗, z∗j )‖2
∆j(z
∗
j , b)
4ℓ(z, z∗)
≤ max
4

∣∣∣β∗j ∣∣∣∣∣∣β∗j ∣∣∣− t(Xj)
2 ,( λ
t(Xj)
)2
‖Xj‖2
(
β˜j(z)− β˜j(z∗)
)2
ℓ(z, z∗)
≤ max
4

∣∣∣β∗j ∣∣∣∣∣∣β∗j ∣∣∣− t(Xj)
2 ,( λ
t(Xj)
)2
2n
(
β˜j(z)− β˜j(z∗)
)2
ℓ(z, z∗)
,
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where the last inequality is by (96). Therefore,
max
T⊂[p]
1
s+ |T |
∑
j∈T
max
b∈{−1,0,1}\{z∗j }
Gj(z
∗
j , b; z)
2‖µj(B∗, b)− µj(B∗, z∗j )‖2
∆j(z
∗
j , b)
4ℓ(z, z∗)
≤ max
j∈[p]
max
4

∣∣∣β∗j ∣∣∣∣∣∣β∗j ∣∣∣− t(Xj)
2 ,( λ
t(Xj)
)2 2nℓ(z, z∗) maxT⊂[p] 1s+ |T |
∑
j∈T
(
β˜j(z)− β˜j(z∗)
)2
,
(121)
which is all about studying maxT⊂[p] 1s+|T |
∑
j∈T (β˜j(z)− β˜j(z∗))2.
In the following, we will focus on understanding β˜j(z)− β˜j(z∗) for different j ∈ [p]. Define
S∗ =
{
j ∈ [p] : z∗j 6= 0
}
, and S(z) = {j ∈ [p] : zj 6= 0} .
For simplicity of notation, we just write S instead of S(z) from now on. Recall that β̂(z) is
the least square estimator on the support S. That is,
β̂S(z) =
(
XTSXS
)T
XTS y, and β̂Sc(z) = 0.
Thus, the explicit expression of β˜j(z) is given by
β˜j(z) =
β
∗
j +
[(
XTSXS
)−1
XTSXS1β
∗
S1
]
φS(j)
+
[(
XTSXS
)−1
XTS w
]
φS(j)
j ∈ S
1
‖Xj‖2X
T
j
[
(I − PS)XS1β∗S1 + (I − PS)w
]
j /∈ S.
Similarly, we also have
β˜j(z
∗) =
β
∗
j +
[(
XTS∗XS∗
)−1
XTS∗w
]
φS∗(j)
j ∈ S∗
1
‖Xj‖2X
T
j (I − PS∗)w j /∈ S∗.
The analysis of β˜j(z
∗) − β˜j(z) will be studied in four different regimes. We divide [p] into
four disjoint sets,
S1 = S
∗ ∩ Sc, S2 = S∗ ∩ S, S3 = S∗c ∩ S, and S4 = S∗c ∩ Sc.
Note that by (117), we have
|S1|+ |S3| = h(z, z∗) ≤ 2C0s. (122)
We denote Xl = XSl , l = 1, 2, 3, 4 for simplicity. We also denote Pl = Xl
(
XTl Xl
)−1
XTl to be
the projection matrix onto the subspace span(Xl), for l = 1, 2, 3, 4.
(1) Regime j ∈ S1. In this case, we have β˜j(z∗) = β∗j +
[(
XTS∗XS∗
)−1
XTS∗w
]
φS∗(j)
. We can
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also write
β˜j(z) =
1
‖Xj‖2
XTj
[
(I − PS)XS1β∗S1 + (I − PS)w
]
=
1
‖Xj‖2
XTj (I − PS)Xjβ∗j +
∑
l∈S1,l 6=j
1
‖Xj‖2
XTj (I − PS)Xlβ∗l +
1
‖Xj‖2
XTj (I − PS)w
= β∗j −
1
‖Xj‖2
XTj PSXjβ
∗
j +
∑
l∈S1,l 6=j
1
‖Xj‖2
XTj (I − PS)Xlβ∗l +
1
‖Xj‖2
XTj (I − PS)w.
This leads to the decomposition
β˜j(z)− β˜j(z∗) = − 1‖Xj‖2
XTj PSXjβ
∗
j +
∑
l∈S1,l 6=j
1
‖Xj‖2
XTj (I − PS)Xlβ∗l −
1
‖Xj‖2
XTj PSw
+
(
1
‖Xj‖2
XTj w −
[(
XTS∗XS∗
)−1
XTS∗w
]
φS∗(j)
)
.
We will bound each term on the right hand side of the above equation.
(1.1). First, we have∣∣∣∣∣− 1‖Xj‖2XTj PSXjβ∗j
∣∣∣∣∣ ≤ 2minj ‖Xj‖2 maxj∈S1 ∣∣XTj PSXj∣∣ ∣∣β∗j ∣∣
≤ 2
n
Cs
∣∣β∗j ∣∣ log p,
where the last inequality is by (96) and (100). Then
∑
j∈S1
(
− 1‖Xj‖2
XTj PSXjβ
∗
j
)2
≤ 4C
2s2 log2 p
n2
∥∥β∗S1∥∥2 .
(1.2). For the second term, we have a matrix representation,
∑
j∈S1
 ∑
l∈S1,l 6=j
1
‖Xj‖2
XTj (I − PS)Xlβ∗l
2
≤ 1
minj ‖Xj‖4
∥∥(XTS1(I − PS)XS1 − diag{XTS1(I − PS)XS1})β∗S1∥∥2
≤ 1
minj ‖Xj‖4
∥∥XTS1(I − PS)XS1 − diag{XTS1(I − PS)XS1}∥∥2 ∥∥β∗S1∥∥2
≤ 2
n2
Cs log p
∥∥β∗S1∥∥2 .
where the last inequality is by (96) and (101).
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(1.3). For the third term, we have
∑
j∈S1
(
− 1‖Xj‖2
XTj PSw
)2
≤ 1
minj ‖Xj‖4
∑
j∈S1
(
XTj PSw
)2
≤ 2
n2
Cs log2 p (|S1|+ |S3|)
=
2
n2
Csh(z, z∗) log2 p,
where the second to the last inequality is by (96) and (102).
(1.4). For the last term, using (96) and (120), we have
max
j∈S∗
∣∣∣∣∣ 1‖Xj‖2XTj w −
[(
XTS∗XS∗
)−1
XTS∗w
]
φS∗(j)
∣∣∣∣∣
≤ max
j∈S
1
‖Xj‖ maxj∈S∗
∣∣∣∣ 1‖Xj‖XTj w − ‖Xj‖
[(
XTS∗XS∗
)−1
XTS∗w
]
φS∗(j)
∣∣∣∣
≤
√
2
n
√
Cs log2 p
n
.
Hence,
∑
j∈S1
(
1
‖Xj‖2
XTj w −
[(
XTS∗XS∗
)−1
XTS∗w
]
φS∗(j)
)2
≤ |S1|max
j∈S∗
(
1
‖Xj‖2
XTj w −
[(
XTS∗XS∗
)−1
XTS∗w
]
φS∗(j)
)2
≤ 2Cs |S1| log
2 p
n2
≤ 2Csh(z, z
∗) log2 p
n2
,
where the last inequality is due to (122).
(1.5). Combining the above results, we have∑
j∈S2
(
β˜j(z)− β˜j(z∗)
)2
≤ 4
(
4C2s2 log2 p
n2
∥∥β∗S1∥∥2 + 2n2Cs log p ∥∥β∗S1∥∥2 + 2n2Csh(z, z∗) log2 p+ 2Csh(z, z∗) log2 pn2
)
≤ 4
(
16C2s2 log2 p
n2
+
16s log p
λ2n2
)
ℓ(z, z∗)
n
where the last inequality is by (115) and (116).
(2) Regime j ∈ S2. In this case, β˜j(z)− β˜j(z∗) can be written as[(
XTSXS
)−1
XTSXS1β
∗
S1
]
φS(j)
+
[(
XTSXS
)−1
XTS w
]
φS(j)
−
[(
XTS∗XS∗
)−1
XTS∗w
]
φS∗(j)
.
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We will bound the first term, and then the second and the third term will be analyzed
together.
(2.1). For the first term, we have∑
j∈S2
[(
XTSXS
)−1
XTSXS1β
∗
S1
]2
φS(j)
≤
∑
j∈S
[(
XTSXS
)−1
XTSXS1β
∗
S1
]2
φS(j)
=
∥∥∥(XTSXS)−1XTSXS1β∗S1∥∥∥2
≤
∥∥∥(XTSXS)−1XTSXS1∥∥∥2 ∥∥β∗S1∥∥2
≤ C s log p
n
∥∥β∗S1∥∥2 ,
where the last inequality is due to (98) in Lemma 7.4.
(2.2). Note that
∑
j∈S2
([(
XTSXS
)−1
XTS w
]
φS(j)
−
[(
XTS∗XS∗
)−1
XTS∗w
]
φS∗(j)
)2
=
∥∥∥∥[(XTSXS)−1XTSw]φS(S2) −
[(
XTS∗XS∗
)−1
XTS∗w
]
φS∗(S2)
∥∥∥∥2 .
Since S is close to S∗, the two length-|S2| vectors on the right hand side of the above equation
should also be close to each other. Applying block matrix inverse formula, we have
(
XSX
T
S
)−1
=
(
XT2 X2 X
T
2 X3
XT3 X2 X
T
3 X3
)−1
,
(
A11 A12
A21 A22
)
, (123)
where
A11 =
(
X
T
2 X2
)−1
+
(
X
T
2 X2
)−1
X
T
2 X3
(
X
T
3 (I − P2)X3
)−1
X
T
3 X2
(
X
T
2 X2
)−1
,
A12 = −
(
X
T
2 X2
)−1
X
T
2 X3
(
X
T
3 (I − P2)X3
)−1
,
A21 = −
(
X
T
3 (I − P2)X3
)−1
X
T
3 X2
(
X
T
2 X2
)−1
,
A22 =
(
X
T
3 (I − P2)X3
)−1
.
With these notation, we have[(
XTSXS
)−1
XTS w
]
φS(S2)
= A11X
T
2 w +A12X
T
3w
=
(
X
T
2 X2
)−1
X
T
2 w −
(
X
T
2 X2
)−1
X
T
2 X3
(
X
T
3 (I − P2)X3
)−1
X
T
3 (I − P2)w,
and[(
XTS∗XS∗
)−1
XTS∗w
]
φS∗(S2)
=
(
X
T
2 X2
)−1
X
T
2 w −
(
X
T
2 X2
)−1
X
T
2 X1
(
X
T
1 (I − P2)X1
)−1
X
T
1 (I − P2)w.
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Thus∑
j∈S2
([(
XTSXS
)−1
XTS w
]
φS(j)
−
[(
XTS∗XS∗
)−1
XTS∗w
]
φS∗(j)
)2
=
∥∥∥(XT2 X2)−1 XT2 X1 (XT1 (I − P2)X1)−1 XT1 (I − P2)w − (XT2 X2)−1 XT2 X3 (XT3 (I − P2)X3)−1 XT3 (I − P2)w∥∥∥2
≤
∥∥∥(XT2 X2)−1 XT2 X1∥∥∥2 ∥∥∥(XT1 (I − P2)X1)−1 XT1 (I − P2)w∥∥∥2
+
∥∥∥(XT2 X2)−1 XT2 X3∥∥∥2 ∥∥∥(XT3 (I − P2)X3)−1 XT3 (I − P2)w∥∥∥2
≤
(
C
s log p
n
)(
C
|S1| log p
n
+ C
|S3| log p
n
)
= C2
sh(z, z∗) log2 p
n2
,
where the second to the last inequality is due to (98) and (99).
(2.3). Combining the above results, we have∑
j∈S2
(
β˜j(z)− β˜j(z∗)
)2
≤ 2
(
C
s log p
n
∥∥β∗S1∥∥2 + C2 sh(z, z∗) log2 pn2
)
≤
(
4Cs log p
n
+
4C2s log2 p
λ2n2
)
ℓ(z, z∗)
n
,
where the last inequality is by (115) and (116).
(3) Regime j ∈ S3. Since
β˜j(z) = β
∗
j +
[(
XTSXS
)−1
XTSXS1β
∗
S1
]
φS(j)
+
[(
XTSXS
)−1
XTS w
]
φS(j)
,
β˜j(z
∗) =
1
‖Xj‖2
XTj (I − PS∗)w,
and β∗j = 0, we can write β˜j(z)− β˜j(z∗) as[(
XTSXS
)−1
XTSXS1β
∗
S1
]
φS(j)
+
[(
XTSXS
)−1
XTS w
]
φS(j)
− 1‖Xj‖2
XTj (I − PS∗)w
=
[(
XTSXS
)−1
XTSXS1β
∗
S1
]
φS(j)
+
1
‖Xj‖2
XTj PS∗w +
[(
XTSXS
)−1
XTSw
]
φS(j)
− 1‖Xj‖2
XTj w
=
[(
XTSXS
)−1
XTSXS1β
∗
S1
]
φS(j)
+
1
‖Xj‖2
XTj PS∗w +
[(
XTSXS
)−1
XTSw
]
φS(j)
− 1‖Xj‖2
XTj w.
We are going to bound each term separately. The last two terms will be analyzed together.
(3.1). Note that the first term here is identical to the first term in the regime j ∈ S2. By
the same argument, we have∑
j∈S3
[(
XTSXS
)−1
XTSXS1β
∗
S1
]2
φS(j)
≤ C s log p
n
∥∥β∗S1∥∥2 .
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(3.2). For the second term, we have
∑
j∈S3
(
1
‖Xj‖2
XTj PS∗w
)2
≤ 1
minj ‖Xj‖4
∥∥XT3 PS∗w∥∥2 ≤ 4n2Cs |S3| log p ≤ 4n2Csh(z, z∗) log p,
where the second to last inequality is due to (96) and (103).
(3.3). For the last two terms, we can again apply block matrix inverse formula to simplify
them. Using (123), we have
[(
XTSXS
)−1
XTS w
]
φS(j)
=
[(
A11 A12
A21 A22
)(
XT2
XT3
)
w
]
φS(j)
=
[
A21X
T
2 w +A22X
T
3 w
]
φS3 (j)
= −
[(
X
T
3 (I − P2)X3
)−1
X
T
3 P2w
]
φS(j)
+
[(
X
T
3 (I − P2)X3
)−1
X
T
3 w
]
φS(j)
.
Then[(
XTSXS
)−1
XTS w
]
φS(j)
− 1‖Xj‖2
XTj w = −
[(
X
T
3 (I − P2)X3
)−1
X
T
3 P2w
]
φS(j)
+
([(
X
T
3 (I − P2)X3
)−1
X
T
3 w
]
φS(j)
− 1‖Xj‖2
X
T
j w
)
.
Consequently,
∑
j∈S3
([(
XTSXS
)−1
XTS w
]
φS(j)
− 1‖Xj‖2
XTj w
)2
=
∥∥∥− (XT3 (I − P2)X3)−1 XT3 P2w + (XT3 (I − P2)X3)−1 XT3w −D−1XT3 ∥∥∥2
≤ 2
∥∥∥(XT3 (I − P2)X3)−1 XT3 P2w∥∥∥2 + 2∥∥∥(XT3 (I − P2)X3)−1 XT3w −D−1XT3 w∥∥∥2
≤ 2
∥∥∥(XT3 (I − P2)X3)−1 XT3 P2w∥∥∥2 + 2∥∥∥(XT3 (I − P2)X3)−1 −D−1∥∥∥2 ∥∥XT3 w∥∥2
≤ 2
∥∥∥(XT3 (I − P2)X3)−1 XT3 P2w∥∥∥2 + 4∥∥∥(XT3 (I − P2)X3)−1 − (n− |S2|)−1I|S3|∥∥∥2 ∥∥XT3 w∥∥2
+ 4
∥∥(n− |S2|)−1I|S3| −D−1∥∥2 ∥∥XT3w∥∥2
where D ∈ R|S3|×|S3| is a diagonal matrix with diagonal entries {1/ ‖Xj‖2}j∈S3 and off-
diagonal entries being 0. By (104), we have∥∥∥(XT3 (I − P2)X3)−1 XT3 P2w∥∥∥2 ≤ Cn−2s |S3| log p.
By (105), we have ∥∥XT3 (I − P2)X3 − (n− |S2|) I|S3|∥∥2 ≤ Cns log p.
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Together with (106), we have∥∥∥(XT3 (I − P2)X3)−1 − (n− |S2|)−1I|S3|∥∥∥2
≤
∥∥∥(XT3 (I − P2)X3)−1∥∥∥2 ∥∥∥∥I|S3| − XT3 (I − P2)X3n− |S2|
∥∥∥∥2
≤ 2C
3s log p
n3
,
where we have used the assumption |S3| ≤ 2C0s. By (96), we have
∥∥(n− |S2|)−1I|S3| −D−1∥∥2 ≤ max
j∈[p]
∣∣∣∣∣ 1n− |S2| − 1‖Xj‖2
∣∣∣∣∣
2
≤ max
{∣∣∣∣ 1n − 1n− C√n log p
∣∣∣∣2 , ∣∣∣∣ 1n− 2C0s − 1n
∣∣∣∣2
}
≤ 2C log p
n3
+
8s2
n4
.
By (107), we have ∥∥XT3 w∥∥2 ≤ Cn |S3| log p.
As a consequence, we have
∑
j∈S3
([(
XTSXS
)−1
XTSw
]
φS(j)
− 1‖Xj‖2
XTj w
)2
≤ 2Cn−2s |S3| log p+
(
4C3s log p
n3
+
8s2
n4
)
Cn |S3| log p
≤ 8C3 s log p
n2
|S3| log p
≤ 8C3 s log p
n2
h(z, z∗) log p.
(3.4). Combining the above results, we have∑
j∈S3
(
β˜j(z)− β˜j(z∗)
)2
≤ 3
(
C
s log p
n
∥∥β∗S1∥∥2 + 4n2Csh(z, z∗) log p+ 8C3 s log pn2 h(z, z∗) log p
)
≤ 3
(
2Cs log p
n
+
32C3s log2 p
λ2n2
)
ℓ(z, z∗)
n
,
where the last inequality is by (115) and (116).
(4) Regime j ∈ S4. In this case, we have
β˜j(z) − β˜j(z∗) = 1‖Xj‖2
XTj (I − PS)XS1β∗S1 +
1
‖Xj‖2
XTj (PS∗ − PS)w.
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Then,
max
T⊂S4
1
|T | ∨ s
∑
j∈T
(
β˜j(z)− β˜j(z∗)
)2
≤ 1
minj ‖Xj‖4
max
T⊂S4
1
|T | ∨ s
∑
j∈T
(
XTj (I − PS)XS1β∗S1
)2
+ max
T⊂S4
1
|T | ∨ s
∑
j∈T
(
XTj (PS∗ − PS)w
)2
=
1
minj ‖Xj‖4
(
max
T⊂S4
1
|T | ∨ s
∥∥XTT (I − PS)XS1β∗S1∥∥2 + maxT⊂S4 1|T | ∨ s ∥∥XTT (PS∗ − PS)w∥∥2
)
≤ 4
n2
(
Cn log p
∥∥β∗S1∥∥2 + C (|S1|+ |S3|) log2 p)
=
4
n2
(
Cn log p
∥∥β∗S1∥∥2 + Ch(z, z∗) log2 p) .
where the last inequality is by (96), (108) and (109). Then by (115) and (116), we have
max
T⊂S4
1
|T | ∨ s
∑
j∈T
(
β˜j(z)− β˜j(z∗)
)2 ≤ (8C log p
n
+
8C log2 p
λ2n2
)
ℓ(z, z∗)
n
.
(5) Combining the bounds. Now we are ready to combine the bounds obtained in the four
regimes. Let T ⊂ [p] be any set. We have∑
j∈T
(
β˜j(z)− β˜j(z∗)
)2
≤
∑
j∈S2
(
β˜j(z)− β˜j(z∗)
)2
+
∑
j∈S1
(
β˜j(z)− β˜j(z∗)
)2
+
∑
j∈S3
(
β˜j(z)− β˜j(z∗)
)2
+
∑
j∈S4∩T
(
β˜j(z)− β˜j(z∗)
)2
≤
((
4Cs log p
n
+
4C2s log2 p
λ2n2
)
+ 4
(
16C2s2 log2 p
n2
+
16s log p
λ2n2
)
+ 3
(
2Cs log p
n
+
32C3s log2 p
λ2n2
))
ℓ(z, z∗)
n
+
(
8C log p
n
+
8C log2 p
λ2n2
)
(|T | ∨ s) ℓ(z, z
∗)
n
≤
(
128C2 log p
n
+
256C3 log2 p
λ2n2
)
(s+ |T |) ℓ(z, z
∗)
n
.
Thus
max
T⊂[p]
1
s+ |T |
∑
j∈T
(
β˜j(z) − β˜j(z∗)
)2 ≤ (128C2 log p
n
+
256C3 log2 p
λ2n2
)
ℓ(z, z∗)
n
.
Together with (121), we have
max
T⊂[p]
1
s+ |T |
∑
j∈T
max
b∈{−1,1,0}\{z∗
j
}
Gj(z
∗
j , b; z)
2‖µj(B∗, b)− µj(B∗, z∗j )‖2
∆j(z∗j , b)4ℓ(z, z∗)
≤ 2
(
128C2 log p
n
+
256C3 log2 p
λ2n2
)
max
j∈[p]
max
4

∣∣∣β∗j ∣∣∣∣∣∣β∗j ∣∣∣− t(Xj)
2 ,( λ
t(Xj)
)2 .
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Recall that ∆2min = λ
2minj∈[p] ‖Xj‖2 ≥ nλ2/2. For any T ⊂ [p], we have τ/(τ +4∆2min |T |) ≤
τ/(τ + 2nλ2 |T |) ≤ C0/(C0s+ |T |), since τ ≤ C0snλ2. This gives us
max
T⊂[p]
τ
τ + 4∆2min |T |
∑
j∈T
max
b∈{−1,1,0}\{z∗j }
Gj(z
∗
j , b; z)
2‖µj(B∗, b)− µj(B∗, z∗j )‖2
∆j(z∗j , b)4ℓ(z, z∗)
≤ C ′s
(
log2 p
n
+
log2 p
λ2n2
)
max
j∈[p]
max
4

∣∣∣β∗j ∣∣∣∣∣∣β∗j ∣∣∣− t(Xj)
2 ,( λ
t(Xj)
)2 ,
for some constant C ′. The proof is complete.
Proof of Lemma 6.2. Recall for any j ∈ [p], Tj the local test to recover z∗j is defined in (13).
We have the decomposition Tj = µj(B
∗, z∗j ) + ǫj, where ǫj = ‖Xj‖−1XTj w ∼ N (0, 1). Since
νj(B̂(z
∗), z∗j )− νj(B̂(z∗), b) = 2(z∗j − b) ‖Xj‖ t(Xj), by (52), for any 0 < δ < 1, we have
1{〈ǫj ,νj(B̂(z∗),z∗j )−νj(B̂(z∗),b)〉≤− 1−δ2 ∆j(z∗j ,b)2}
≤
1{z∗j ǫj≤−(1−δ)‖Xj‖(|β∗j |−t(Xj))} z∗j 6= 0 and b 6= z∗j1{−bǫj≤−(1−δ)‖Xj‖t(Xj )} z∗j = 0 and b 6= 0.
Together with (50), for b 6= z∗j , we have
‖µj(B∗, b)− µj(B∗, z∗j )‖21{〈ǫj ,νj(B̂(z∗),z∗j )−νj(B̂(z∗),b)〉≤− 1−δ2 ∆j(z∗j ,b)2}
≤
4
∣∣∣β∗j ∣∣∣2 ‖Xj‖2 1{z∗j ǫj≤−(1−δ)‖Xj‖(|β∗j |−t(Xj))} z∗j 6= 0
4λ2 ‖Xj‖2 1{−bǫj≤−(1−δ)‖Xj‖t(Xj)} z∗j = 0.
As a consequence
ξideal(δ) ≤ 8
∑
j∈S∗
∣∣β∗j ∣∣2 ‖Xj‖2 1{z∗j ǫj≤−(1−δ)‖Xj‖(|β∗j |−t(Xj))} + 4∑
j /∈S∗
λ2 ‖Xj‖2 1{|ǫj |≥(1−δ)‖Xj‖t(Xj)}.
Define F to be the event that (96) holds. Then by Lemma 7.4, we know that P (F) ≥ 1−p−C′ .
Under the event F and the condition that SNR→∞, we have
ξideal(δ)1{F} ≤ 8
∑
j∈S∗
∣∣β∗j ∣∣2 ‖Xj‖2 1{−z∗j ǫj
1−δ
≥‖Xj‖(|β∗j |−t(Xj))
}1{|‖Xj‖2−n|≤C√n log p}
+ 4
∑
j /∈S∗
λ2 ‖Xj‖2 1{ |ǫj|
1−δ
≥‖Xj‖t(Xj )
}1{|‖Xj‖2−n|≤C√n log p},
which implies
Eξideal(δ)1{F} ≤ 16n
∑
j∈S∗
∣∣β∗j ∣∣2 P( ǫj1− δ ≥ ‖Xj‖ (∣∣β∗j ∣∣− t(Xj)) & ∣∣∣‖Xj‖2 − n∣∣∣ ≤ C√n log p
)
+ 16n
∑
j /∈S∗
λ2P
(
ǫj
1− δ ≥ ‖Xj‖ t(Xj) &
∣∣∣‖Xj‖2 − n∣∣∣ ≤ C√n log p) .
64
We are going to upper bound the above quantity by ψ˜(n, p, s, λ, δ, C), defined in (111). To this
end, we will first show the function f(y) = y2P
(
ǫ
1−δ ≥ ‖ζ‖ (y − t(ζ)) ,
∣∣∣‖ζ‖2 − n∣∣∣ ≤ C√n log p)
is a decreasing function of y when y ≥ λ and λ > 0. Since the function t(ζ) only depends
on ‖ζ‖, we can also write t(ζ) as t(‖ζ‖) with a slight abuse of notation in (113). Define
umin =
√
n− C√n log p and umax =
√
n+ C
√
n log p. Then, we have
f(y) = y2P
(
ǫ
1− δ ≥ ‖ζ‖ (y − t(ζ)) ,
∣∣∣‖ζ‖2 − n∣∣∣ ≤ C√n log p)
= y2
∫ umax
umin
p(u)G ((1− δ) u (y − t(u))) du,
where p(·) is the density of ‖ζ‖. According to the same argument used in the proof of Lemma
7.6, it can be shown that minu∈[umin,umax] u(λ − t(u)) → ∞. Thus, u(y − t(u)) ≥ u(λ −
t(u)) > 0 for y ≥ λ and u ∈ [umin, umax]. Moreover, we also have (1− δ)2 u2y (y − t(u)) ≥
(1− δ)2 u2λ (λ− t(u)) > 2 for y ≥ λ and u ∈ [umin, umax]. Therefore,
2
(1− δ) u (y − t(u)) − y (1− δ) u =
2− (1− δ)2 u2y(y − t(u))
(1− δ) u (y − t(u))
≤ 2− (1− δ)
2 u2λ(λ− t(u))
(1− δ) u (y − t(u))
< 0.
This gives
f ′(y) =
∫ umax
umin
p(u)
(
2yG ((1− δ) u (y − t(u)))− y2 (1− δ) ug ((1− δ) u (y − t(u)))) du
≤
∫ umax
umin
p(u)y
(
2
(1− δ) u (y − t(u)) − y (1− δ) u
)
g ((1− δ) u (y − t(u))) du
≤ 0,
where we have used (112). As a result, f(y) is a decreasing function for all y ≥ λ, which
implies
Eξideal(δ)1{F} ≤ 16n
∑
j∈S∗
λ2P
(
ǫj
1− δ ≥ ‖Xj‖ (λ− t(Xj)) &
∣∣∣‖Xj‖2 − n∣∣∣ ≤ C√n log p)
+ 16n
∑
j /∈S∗
λ2P
(
ǫj
1− δ ≥ ‖Xj‖ t(Xj) &
∣∣∣‖Xj‖2 − n∣∣∣ ≤ C√n log p)
= 16nλ2ψ˜(n, p, s, λ, δ, C).
By applying Markov inequality, we have with probability at least 1− w−1,
ξideal(δ)1{F} ≤ 16wnλ2ψ˜(n, p, s, λ, δ, C),
where w is any sequence that goes to infinity. A union bound implies
ξideal(δ) ≤ 16wnλ2ψ˜(n, p, s, λ, δ, C) (124)
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holds with probability at least 1 − w−1 − p−C′ . Taking δ = δp = o((log p)−1) and w =
exp(SNR), the desired conclusion follows an application of Lemma 7.5. Thus, the proof is
complete.
Proof of Proposition 6.1. By Proposition 5.1 of [54], we have∥∥∥β˜ − β∗∥∥∥2 ≤ C1s log eps
n
,
with probability at least 1 − 2−C2s for some constants C1, C2 > 0, as long as A is chosen
to be sufficiently large. In the rest part of the proof, we assume (96) holds. We divide the
calculation of ℓ(z˜, z∗) into three parts. First we have
p∑
j=1
λ2‖Xj‖2I{z˜j 6= 0, z∗j = 0} ≤
p∑
j=1
λ2‖Xj‖2I
{
|β˜j | > λ
2
, β∗j = 0
}
≤ 4
p∑
j=1
‖Xj‖2(β˜j − β∗j )2I
{
|β˜j | > λ
2
, β∗j = 0
}
≤ 8n
p∑
j=1
(β˜j − β∗j )2I
{
|β˜j | > λ
2
, β∗j = 0
}
.
Similarly, we have
p∑
j=1
|β∗j |2‖Xj‖2I{z∗j 6= 0, z˜j = 0} ≤
p∑
j=1
|β∗j |2‖Xj‖2I
{
|β∗j | ≥ λ, |β˜j | ≤
λ
2
}
≤ 8n
p∑
j=1
(β˜j − β∗j )2I
{
|β∗j | ≥ λ, |β˜j | ≤
λ
2
}
,
where in the last inequality, since |β∗j | ≥ λ and |β˜j | ≤ λ2 , we have
|β∗j − β˜j | ≥ |β∗j | − |β˜j | ≥
|β˜j |
2
+
λ
2
− λ
2
=
|β˜j |
2
.
Finally,
4
p∑
j=1
|β∗j |2‖Xj‖2I{z˜jz∗j = −1}
≤ 4
p∑
j=1
|β∗j |2‖Xj‖2I
{
β∗j ≤ −λ, β˜j >
λ
2
}
+ 4
p∑
j=1
|β∗j |2‖Xj‖2I
{
β∗j ≥ λ, β˜j < −
λ
2
}
≤ 8n
p∑
j=1
(β̂j − β∗j )2I
{
β∗j ≤ −λ, β˜j >
λ
2
}
+8n
p∑
j=1
(β˜j − β∗j )2I
{
β∗j ≥ λ, β̂j < −
λ
2
}
,
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because when β∗j ≤ −λ and β˜j > λ2 , we have
|β∗j − β˜j | = −β∗j + β˜j ≥ |β∗j |,
and when β∗j ≥ λ and β˜j < −λ2 , we have
|β∗j − β˜j | = β∗j − β˜j ≥ |β∗j |.
Combining all of the above results together, we have
ℓ(z˜, z∗) ≤ 8n
∥∥∥β˜ − β∗∥∥∥2 ≤ 8C1s log ep
s
.
Under the assumption lim sup s/p < 1/2 and SNR→∞, we have nλ2 ≥ 2 log p−ss > C3 log eps .
Thus, there exists some constant C0 > 0 such that ℓ(z˜, z
∗) ≤ C0snλ2. A union bound with
the probability that the event (96) holds leads to the desired result.
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