Free holomorphic functions and interpolation by Popescu, Gelu
ar
X
iv
:0
71
1.
29
70
v2
  [
ma
th.
FA
]  
4 F
eb
 20
09
FREE HOLOMORPHIC FUNCTIONS AND INTERPOLATION
GELU POPESCU
Abstract. In this paper we obtain a noncommutative multivariable analogue of the classical Nevanlinna-
Pick interpolation problem for analytic functions with positive real parts on the open unit disc. Given
a function f : Λ→ C, where Λ is an arbitrary subset of the open unit ball Bn := {z ∈ Cn : ‖z‖ < 1}, we
find necessary and sufficient conditions for the existence of a free holomorphic function g with complex
coefficients on the noncommutative open unit ball [B(H)n]1 such that
Re g ≥ 0 and g(z) = f(z), z ∈ Λ,
where B(H) is the algebra of all bounded linear operators on a Hilbert space H. The proof employs
several results from noncommutative multivariable operator theory and a noncommutative Cayley trans-
form (introduced and studied in the present paper) acting from the set of all free holomorphic functions
with positive real parts to the set of all bounded free holomorphic functions. All the results of this paper
are obtained in the more general setting of free holomorphic functions with operator-valued coefficients.
As consequences, we deduce some results concerning operator-valued analytic interpolation on the unit
ball Bn.
Introduction
The classical Nevanlinna-Pick interpolation problem ([23], [21]) for analytic functions with positive real
parts on the open unit disc D := {λ ∈ C : |λ| < 1} is the following: given m distinct points λ1, . . . , λm in
D and m complex numbers w1, . . . , wm, find an analytic function in the open unit disc with Re f(λ) ≥ 0,
λ ∈ D, such that f(λi) = wi for any i = 1, . . . ,m. It was proved that this interpolation problem has a
solution if and only if the matrix 
w1+w1
1−λ1λ1
· · · w1+wm
1−λ1λm
...
...
...
wm+w1
1−λmλ1
· · · wm+wm
1−λmλm

is positive semidefinite. In this case, f has the integral Riesz-Herglotz ([42], [17]) representation
f(λ) =
∫
T
eiθ + λ
eiθ − λ
dµ(eiθ) + iIm f(0), λ ∈ D,
for some finite positive Borel measure µ on the unit circle T := {λ ∈ C : |λ| = 1}. The Nevanlinna-Pick
interpolation problem has been studied further by several authors and generalized to various settings (see
[46], [44], [1], [12], [32], [2], [8], [11], [37], [20], and the references there in).
In the last two decades, significant progress has been made in noncommutative multivariable operator
theory regarding noncommutative dilation theory and its applications to interpolation in several variables
([24], [28], [40], [38], [30], [4], [36]), and unitary invariants for n-tuples of operators ([25], [3], [34], [35], [5],
[40]). In related areas of research, we remark the work of Helton, McCullough, Putinar, and Vinnikov,
on symmetric noncommutative polynomials ([13], [14], [15], [16]), and the work of Muhly and Solel on
representations of tensor algebras over C∗ correspondences (see [19], [20]).
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In [39], [41] we developed a theory of holomorphic (resp. pluriharmonic) functions in several noncom-
muting (free) variables and provide a framework for the study of arbitrary n-tuples of operators on a
Hilbert space H. Several classical results from complex analysis have free analogues in this noncommuta-
tive multivariable setting. This theory enhances our program to develop a free analogue of Sz.-Nagy–Foias¸
theory [47], for row contractions. We recall that a map f : [B(H)n]1 → B(H) is called free holomorphic
function with scalar coefficients on the noncommutative open unit ball
[B(H)n]1 := {(X1, . . . , Xn) ∈ B(H)
n : ‖X1X
∗
1 + · · ·+XnX
∗
n‖
1/2 < 1}
if f has a representation
f(X1, . . . , Xn) =
∞∑
k=0
∑
|α|=k
aαXα, (X1, . . . , Xn) ∈ [B(H)
n]1,
where {aα}α∈F+n are complex numbers with lim sup
k→∞
(
∑
|α|=k
|aα|2)1/2k ≤ 1, and F+n is the free semigroup
with n generators. In the particular case when n = 1 and H = C, we recover the analytic functions on
the open unit disc.
The main goal of the present paper is to obtain an analogue of the classical Nevanlinna-Pick interpo-
lation problem, for free holomorphic functions f with Re f ≥ 0, i.e.,
Re f(X1, . . . , Xn) ≥ 0, (X1, . . . , Xn) ∈ [B(H)
n]1,
for any Hilbert space H. We prove that, given a function f : Λ → C, where Λ is an arbitrary subset of
the open unit ball Bn, there exists a free holomorphic function g with complex coefficients such that
Re g ≥ 0 and g(z) = f(z), z ∈ Λ,
if and only if the map
Λ× Λ ∋ (z, w) 7→
f(z) + f(w)
1− 〈z, w〉
∈ C
is positive semidefinite. In this case, we have a Riesz-Herglotz type representation for g, i.e.,
g(X) = (µ⊗ id)[(I +RX)(I −RX)
−1] + iIm g(0)
for any X := (X1, . . . , Xn) ∈ [B(H)n]1, where RX := R∗1 ⊗ X1 + · · · + R
∗
n ⊗ Xn is the reconstruction
operator and µ is a completely positive linear functional on the Cuntz-Toeplitz algebra C∗(R1, . . . , Rn)
generated by the right creation operators on the full Fock space with n generators. We should add that
all the results of this paper are obtained in the more general setting of free holomorphic functions with
operator-valued coefficients.
As consequences, we deduce some results concerning operator-valued analytic interpolation on the
unit ball Bn. In particular, in the scalar case when f : Λ → C satisfies the above-mentioned positivity
condition, we show that f has an analytic extension ϕ : Bn → C such that the map
Bn × Bn ∋ (z, w) 7→
ϕ(z) + ϕ(w)
1− 〈z, w〉
∈ C
is positive semidefinite, and ϕ has the Riesz-Herglotz type representation
ϕ(z) = ν[(I + z1R
∗
1 + · · ·+ znR
∗
n)(I − z1R
∗
1 − · · · − znR
∗
n)
−1] + iImϕ(0)
for any z := (z1, . . . , zn) ∈ Bn, where ν is a completely positive linear functional on the Cuntz-Toeplitz
algebra C∗(R1, . . . , Rn).
In Section 1, we introduce a noncommutative Cayley transform acting from the set of all free holo-
morphic functions with positive real parts to the set of all bounded free holomorphic functions. This
transform plays a crucial role in this paper and, due to its properties, enable us to use several results
from noncommutative multivariable operator theory in order to prove our interpolation results in Section
2 and Section 3.
Finally, we mention that the noncommutative Cayley transform will be a key tool in a forthcom-
ing paper, where we study free pluriharmonic majorants and obtain a description of all solutions of a
generalization of the noncommutative commutant lifting theorem (see [24], [28]).
FREE HOLOMORPHIC FUNCTIONS AND INTERPOLATION 3
1. Noncommutative Cayley transforms
We introduce a Cayley type transform acting from the set of all free holomorphic functions with
positive real parts to the set of all bounded free holomorphic functions. This transform will play an
important role in the next section where we solve a Nevanlinna-Pick type interpolation problem for free
holomorphic functions with positive real parts.
First, we need a result concerning Cayley transforms of bounded accretive operators which traces back
to von Neumann [48] (see also [47]). Since we could not find a precise reference for the following version,
we sketch a proof for completeness.
Proposition 1.1. An operator T ∈ B(H) is a contraction (‖T ‖ ≤ 1) such that I − T is invertible if and
only is there exists A ∈ B(H) with ReA ≥ 0 such that T is equal to the Cayley transform of A, i.e.,
T = C(A) := (A− I)(A+ I)−1.
Moreover, in this case, A is the inverse Cayley transform of T , i.e.,
A = C−1(T ) := (I + T )(I − T )−1.
Proof. Assume that ‖T ‖ ≤ 1 and I − T is invertible. Define the operator A := (I + T )(I − T )−1 and
notice that
A+A∗ = (I − T )−1(I + T ) + (I + T ∗)(I − T ∗)−1
= 2(I − T )−1(I − TT ∗)(I − T ∗)−1 ≥ 0.
Therefore ReA ≥ 0. On the other hand, we have A = 2(I−T )−1−I which implies that I+A is invertible.
Consequently, one can easily see that T = (A− I)(A + I)−1.
Conversely, let A ∈ B(H) be such that ReA ≥ 0 and note that
‖Ah+ h‖2 = ‖Ah‖2 + 〈ReAh, h〉+ ‖h‖2
≥ ‖Ah‖2 − 〈ReAh, h〉+ ‖h‖2 = ‖Ah− h‖2
for any h ∈ H. Hence, we deduce that ‖Ah + h‖ ≥ ‖h‖, h ∈ H. Similar inequalities, as above, hold if
we replace A with A∗. Therefore, we also have ‖A∗h+ h‖ ≥ ‖h‖, h ∈ H. Since the operators A+ I and
A∗ + I are bounded below, we infer that A + I is invertible. On the other hand, the above-mentioned
inequalities, imply that the operator T : H → H defined by T (A+I)h := (A−I)h, h ∈ H, is a contraction
and T = (A− I)(A+ I)−1. Hence, an easy calculation shows that I −T = 2(A+ I)−1 and, consequently,
I − T is invertible. Moreover, we have A = (I + T )(I − T )−1. The proof is complete. 
We recall from [39] a few facts concerning free holomorphic functions on the noncommutative open ball
[B(H)n]1. Let F+n be the unital free semigroup on n generators g1, . . . , gn and the identity g0. The length
of α ∈ F+n is defined by |α| := 0 if α = g0 and |α| := k if α = gi1 · · · gik , where i1, . . . , ik ∈ {1, . . . , n}. If
(X1, . . . , Xn) ∈ B(H)n, where B(H) is the algebra of all bounded linear operators on the Hilbert space
H, we denote Xα := Xi1 · · ·Xik and Xg0 := IH.
Let {A(α)}α∈F+n be a sequence of bounded linear operators on a Hilbert space E and define R ∈ [0,∞]
by setting
1
R
:= lim sup
k→∞
∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1
2k
.
We call R radius of convergence of the formal power series
∑
α∈F+n
A(α) ⊗ Zα in noncommuting indeter-
minates Z1, . . . , Zn, where Zα := Zi1 · · ·Zik if α = gi1 · · · gik and Zg0 := 1.
A map F : [B(H)n]1 → B(E) ⊗min B(H) is called a free holomorphic function on [B(H)n]1 with
coefficients in B(E) if there exists A(α) ∈ B(E), α ∈ F
+
n , such that the formal power series
∑
α∈F+n
A(α)⊗Zα
has radius of convergence ≥ 1 and such that
F (X1, . . . , Xn) =
∞∑
k=0
∑
|α|=k
A(α) ⊗Xα, (X1, . . . , Xn) ∈ [B(H)
n]1,
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where the series converges in the operator norm topology. We proved in [39] that the following statements
are equivalent:
(i) the series
∞∑
k=0
∑
|α|=k
A(α)⊗Xα is convergent in the operator norm for any (X1, . . . , Xn) ∈ [B(H)
n]1
and any Hilbert space H;
(ii) lim sup
k→∞
∥∥∥∥∥ ∑|α|=kA∗(α)A(α)
∥∥∥∥∥
1/2k
≤ 1;
(iii) the series
∑∞
k=1
∑
|α|=k A(α) ⊗ r
|α|Sα is convergent in the operator norm for any r ∈ [0, 1).
We remark that if f is a free holomorphic function on [B(H)n]1, then its scalar representation (when
H = C) is an operator-valued analytic function z 7→ f(z) on the unit ball Bn. The converse is not true
in general if n ≥ 2. The set of all free holomorphic functions on [B(H)n]1 with coefficients in B(E) is
denoted by Hol(B(H)n1 ). Let H
∞(B(H)n1 ) denote the set of all elements F in Hol(B(H)
n
1 ) such that
‖F‖∞ := sup ‖F (X1, . . . , Xn)‖ <∞,
where the supremum is taken over all n-tuples of operators (X1, . . . , Xn) ∈ [B(H)n]1 and any Hilbert
space H. According to [39] and [41], H∞(B(H)n1 ) can be identified to the operator algebra B(E)⊗¯F
∞
n
(the weakly closed algebra generated by the spatial tensor product), where F∞n is the noncommutative
analytic Toeplitz algebra (see [27], [26], [30]).
We say thatG is a self-adjoint free pluriharmonic function on [B(H)n]1 if there exists a free holomorphic
function F on [B(H)n]1 such that G = ReF , i.e.,
G(X1, . . . , Xn) = ReF (X1, . . . , Xn) :=
1
2
(F (X1, . . . , Xn) + F (X1, . . . , Xn)
∗)
for (X1, . . . , Xn) ∈ [B(H)n]1. An arbitrary free pluriharmonic function on [B(H)n]1 has the form H :=
H1 + iH2, where H1 and H2 are self-adjoint free harmonic functions on [B(H)n]1. We remark that in
the particular case when n = 1, a function is free pluriharmonic on [B(H)]1 if and only if its scalar
representation (when H = C) is harmonic on the open unit disc D. The study of free pluriharmonic
functions was pursued in our extensive paper [39]. Some of those results will be used in the present
paper.
In what follows we consider a few preliminary results concerning formal power series in noncommutative
indeterminates and operator-valued coefficients.
Lemma 1.2. Let f =
∑
α∈F+n
A(α) ⊗ Zα be a formal power series in noncommutative indeterminates
Z1, . . . , Zn, coefficients A(α) in B(E), and such that A(g0) is an invertible operator. Then f has an
inverse as a power series with operator-valued coefficients.
Proof. Denote A(0) := A(g0) and note that f = (A(0) ⊗ 1)(1 − g), where g =
∑
|α|≥1D(α) ⊗ Zα and
D(α) := −A
−1
(0)A(α). For each m ∈ N, g
m defines a power series
∑
|α|≥mC(α) ⊗ Zα and it makes sense to
consider the formal power series
ϕ = 1 + g + g2 + · · · .
We call the operator C(α) the α-coefficient of g
m. Notice that if m > k, then the term gm has all
coefficients of order ≤ k equal to 0. Thus, if α ∈ F+n with |α| ≤ k, then we may define the α-coefficient of
ϕ as the α-coefficient of the finite sum 1+ g+ g2 + · · ·+ gm. Notice also that ϕ = 1+
∑
|α|≥1 F(α) ⊗Zα,
where
F(α) =
|α|∑
j=1
∑
γ1···γj=α
|γ1|≥1,...,|γj |≥1
D(γ1) · · ·D(γj) for |α| ≥ 1.
Since (1− g)ϕ = ϕ(1− g) = 1, we have (1− g)−1 = ϕ. Now, it is clear that the inverse of f satisfies the
relations
f−1 = (1− g)−1(A−1(0) ⊗ 1) = A
−1
(0) ⊗ 1 +
∑
|α|≥1
F(α)A
−1
(0) ⊗ Zα.
The proof is complete. 
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Let C˜+[Z1, . . . , Zn] (resp. C˜−[Z1, . . . , Zn]) be the set of all formal power series f =
∑
α∈F+n
A(α) ⊗
Zα such that I + A(0) (resp. I − A(0)) is an invertible operator in B(E). Denote by C˜0[Z1, . . . , Zn]
(resp. C˜1[Z1, . . . , Zn]) the set of all formal power series in noncommutative indeterminates Z1, . . . , Zn,
coefficients in B(E), and constant term 0 (resp. 1).
Proposition 1.3. The Cayley transform Γ˜ : C˜+[Z1, . . . , Zn]→ C˜−[Z1, . . . , Zn] defined by
Γ˜(f) := (f − 1)(1 + f)−1, f ∈ C˜+[Z1, . . . , Zn]
is a bijection, and its inverse satisfies the equation
Γ˜−1(g) = (1 − g)−1(g + 1), g ∈ C˜−[Z1, . . . , Zn].
In particular, Γ˜ is a bijection from C˜1[Z1, . . . , Zn] to C˜0[Z1, . . . , Zn].
Proof. Due to Lemma 1.2, the map Γ˜ is well-defined and the coefficient B(0) of the power series Γ˜(f) =∑
α∈F+n
B(α)⊗Zα satisfies the equation B(0) = (A(0) − I)(I +A(0))
−1. Consequently, we have I −B(0) =
2(I +A(0))
−1, which shows that the power series Γ˜(f) is in C−[Z1, . . . , Zn].
If f1, f2 ∈ C˜+[Z1, . . . , Zn] and Γ˜(f1) = Γ˜(f2), then (f1− 1)(1+ f2) = (1+ f1)(f2− 1), whence f1 = f2.
To prove that the Cayley transform is surjective, let g ∈ C˜−[Z1, . . . , Zn]. It is easy to see that, due to
Lemma 1.2, the power series (1− g)−1(g + 1) is in C˜+[Z1, . . . , Zn] and
Γ˜[(1− g)−1(g + 1)] =
[
(1− g)−1(g + 1)− 1
]
[1 + (1− g)−1(g + 1)]−1
=
[
(1− g)−1(g + 1)− 1
] [
(1− g)−1(1− g + g + 1)
]−1
= g.
Therefore, Γ˜ is a bijection. The last part of this proposition is now obvious. 
Let Hn be an n-dimensional complex Hilbert space with orthonormal basis e1, e2, . . . , en, where
n ∈ {1, 2, . . .}. We consider the full Fock space of Hn defined by
F 2(Hn) := C1⊕
⊕
k≥1
H⊗kn ,
where H⊗kn is the (Hilbert) tensor product of k copies of Hn. Define the left (resp. right) creation
operators Si (resp. Ri), i = 1, . . . , n, acting on F
2(Hn) by setting
Siϕ := ei ⊗ ϕ, ϕ ∈ F
2(Hn),
(resp. Riϕ := ϕ⊗ei, ϕ ∈ F 2(Hn).) The noncommutative disc algebra An (resp. Rn) is the norm closed
algebra generated by the left (resp. right) creation operators and the identity. The noncommutative
analytic Toeplitz algebra F∞n (resp. R
∞
n ) is the the weakly closed version of An (resp. Rn). These
algebras were introduced in [27] in connection with a noncommutative von Neumann inequality (see [49]
for the classical case when n = 1). They have been studied in several papers [25], [26], [29], [30], [31],
[33], and recently in [10], [9], [8], [2], [34], [7], [22], [35], and [40].
Let F+n be the unital free semigroup on n generators g1, . . . , gn, and the identity g0. We denote
eα := ei1 ⊗ · · · ⊗ eik if α = gi1 · · · gik , where i1, . . . , ik ∈ {1, . . . , n}, and eg0 := 1. Note that {eα}α∈F+n is
an orthonormal basis for F 2(Hn). Let P(m), m = 0, 1, . . ., be the set of all polynomials of degree ≤ m in
e1, . . . , en, i.e.,
P(m) := span{eα : α ∈ F
+
n , |α| ≤ m},
and define the nilpotent operators S
(m)
i : P
(m) → P(m) by
S
(m)
i := PP(m)Si|P(m) , i = 1, . . . , n,
where S1, . . . , Sn are the left creation operators on the Fock space F
2(Hn) and PP(m) is the orthogonal
projection of F 2(Hn) onto P(m). Notice that S
(m)
α = 0 if |α| ≥ m + 1. According to [40], the n-tuple
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of operators (S
(m)
1 , . . . , S
(m)
n ) is the universal model for row contractions (T1, . . . , Tn) with Tα = 0 for
|α| ≥ m+ 1, and the following constrained von Neumann type inequality holds:
‖p(T1, . . . , Tn)‖ ≤ ‖p(S
(m)
1 , . . . , S
(m)
n )‖
for any noncommutative polynomial p(X1, . . . , Xn) =
∑
|α|≤k A(α) ⊗ Xα, k ∈ N. We also know that
f ∈ H∞(B(H)n1 ) if and only if supm∈N ‖f(S
(m)
1 , . . . , S
(m)
n )‖ <∞. Moreover, in this case, we have
‖f‖∞ = sup
m∈N
‖f(S
(m)
1 , . . . , S
(m)
n )‖.
We recall from [41] a few properties concerning positive free pluriharmonic functions which will be
used in the present paper. We say that a free pluriharmonic function g is positive if g(X) ≥ 0 for any
X := (X1, . . . , Xn) ∈ [B(H)n1 ] and any Hilbert space.
Proposition 1.4. Let f be a free holomorphic function on [B(H)n]1 with the representation
f(X1, . . . , Xn) :=
∞∑
k=0
∑
|α|=k
A(α) ⊗Xα, (X1, . . . , Xn) ∈ [B(H)
n]1.
Then
(i) Re f ≥ 0 if and only if Re f(S
(m)
1 , . . . , S
(m)
n ) ≥ 0 for any m ≥ 0;
(ii) if Re f ≥ 0, then ∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2
≤ ‖A(0) +A
∗
(0)‖
for any k ≥ 1.
Denote by Hol+(B(H)n1 ) the set of all free holomorphic functions f with coefficients in B(E), where
E is a separable Hilbert space, such that Re f ≥ 0, and let H∞− (B(H)
n
1 ) be the set of all bounded free
holomorphic functions f(X1, . . . , Xn) =
∑
α∈F+n
A(α) ⊗Xα such that IE − A(0) is an invertible operator
in B(E). Consider also the following sets:
Hol+1 (B(H)
n
1 ) :=
{
f ∈ Hol+(B(H)n1 ) : f(0) = I
}
,
H∞0 (B(H)
n
1 ) := {g ∈ H
∞(B(H)n1 ) : g(0) = 0} .
We introduce the noncommutative Cayley transform
Γ : Hol+(B(H)n1 )→
[
H∞− (B(H)
n
1 )
]
≤1
defined by Γf := g,
where g ∈ H∞− (B(H)
n
1 ) is uniquely determined by the formal power series Γ˜(f˜) := (f˜−1)(1+ f˜)
−1, where
f˜ is the power series associated with f . Of course, we need to show that Γ is well-defined.
The following result plays a key role in the present paper.
Theorem 1.5. The noncommutative Cayley transform Γ is a bijection between Hol+(B(H)n1 ) and the
unit ball of H∞− (B(H)
n
1 ). In particular, Γ is a bijection between Hol
+
1 (B(H)
n
1 ) and the unit ball of
H∞0 (B(H)
n
1 ).
Proof. First, we show that the map Γ is well-defined and Γf is in the unit ball of H∞− (B(H)
n
1 ). Let f
be in Hol+(B(H)n1 ) and have the representation f(X1, . . . , Xn) := B(0) ⊗ I +
∑∞
k=1
∑
|α|=k B(α) ⊗Xα.
Since Re f(X) ≥ 0 for any X ∈ [B(H)n1 ], we deduce that B(0) +B
∗
(0) ≥ 0. As in the proof of Proposition
1.1, we can show that IE + B(0) is invertible. Taking into account that S
(m)
α = 0 if |α ≥ m+ 1, we have
f(S
(m)
1 , . . . , S
(m)
n ) =
∑
|α|≤mB(α) ⊗ S
(m)
α . Note that
H(S
(m)
1 , . . . , S
(m)
n ) := 2[f(S
(m)
1 , . . . , S
(m)
n )
∗ + f(S
(m)
1 , . . . , S
(m)
n )]
= [I + f(S
(m)
1 , . . . , S
(m)
n )
∗][I + f(S
(m)
1 , . . . , S
(m)
n )]
− [f(S
(m)
1 , . . . , S
(m)
n )
∗ − I][f(S
(m)
1 , . . . , S
(m)
n )− I].
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Since H(S
(m)
1 , . . . , S
(m)
n ) ≥ 0, we deduce that
‖[I + f(S
(m)
1 , . . . , S
(m)
n )]x‖ ≥ ‖[f(S
(m)
1 , . . . , S
(m)
n )− I]x‖
for any x ∈ E ⊗ P(m). Consequently, there exists a contraction Gm : E ⊗ P(m) → E ⊗ P(m) such that
(1.1) Gm[I + f(S
(m)
1 , . . . , S
(m)
n )] = f(S
(m)
1 , . . . , S
(m)
n )− I.
Using the fact that the operator IE +B(0) is invertible, we have
I + f(S
(m)
1 , . . . , S
(m)
n ) = [(IE +B(0))⊗ IPm ]
[
IE⊗Pm + ϕ(S
(m)
1 , . . . , S
(m)
n )
]
.
where ϕ(S
(m)
1 , . . . , S
(m)
n ) =
∑m
k=1
∑
|α|=k(IE +B(0))
−1B(α) ⊗ S
(m)
α . Since [ϕ(S
(m)
1 , . . . , S
(m)
n )]m+1 = 0, it
is clear that the operator IE⊗Pm + ϕ(S
(m)
1 , . . . , S
(m)
n ) is invertible and
[I + f(S
(m)
1 , . . . , S
(m)
n )]
−1 = [IE⊗Pm + ϕ(S
(m)
1 , . . . , S
(m)
n )]
−1[(IE +B(0))
−1 ⊗ IPm ].
Therefore, relation (1.1) implies
(1.2) G∗m = [I + f(S
(m)
1 , . . . , S
(m)
n )
∗]−1[f(S
(m)
1 , . . . , S
(m)
n )
∗ − I].
Now, notice that, for each m ∈ N and i = 1, . . . , n, we have
(S
(m+1)
i )
∗|P(m) = (S
(m)
i )
∗ = S∗i |P(m) .
Hence, G∗m+1|E⊗P(m) = G
∗
m for any m ∈ N. One can prove that there is a unique contraction G ∈
B(E ⊗F 2(Hn)) such that G∗|E⊗P(m) = G
∗
m for any m ∈ N. Indeed, if x ∈ E⊗F
2(Hn) let qm := PE⊗P(m)x
and notice that {G∗mqm}
∞
m=1 is a Cauchy sequence. Therefore, we can define G
∗x := limm→∞G
∗
mqm.
Since ‖Gm‖ ≤ 1 for m ∈ N, so is the operator G.
Taking into account that RiSj = SjRi, i, j = 1, . . . , n, and that P(m), m ∈ N, is an invariant subspace
under each operator R∗1, . . . , R
∗
n, S
∗
1 , . . . , S
∗
n, we deduce that
(S
(m+1)
j )
∗R∗i |P(m+1) = R
∗
i (S
(m+1)
j )
∗ for i, j = 1, . . . , n.
Hence and due to the form of the operator Gm, we have
(IE ⊗R
∗
i )G
∗
m = G
∗
m(IE ⊗R
∗
i )
for any m ∈ N and i = 1, . . . , n. Note that, for each α ∈ F+n with |α| = k, and k = 0, 1, . . ., we have
(IE ⊗R
∗
i )G
∗(x⊗ eαgi) = (IE ⊗R
∗
i )G
∗
k+1eαgi = G
∗
k+1(IE ⊗R
∗
i )(x⊗ eαgi)
= G∗k+1(x⊗ eα) = G
∗
k(x ⊗ eα)
and G∗(IE ⊗ R∗i )(x ⊗ eαgi) = G
∗(x⊗ eα) = G∗k(x⊗ eα). Hence, we deduce that
(IE ⊗R
∗
i )G
∗(x⊗ eαgi) = G
∗(IE ⊗R
∗
i )(x⊗ eαgi), i = 1, . . . , n.
On the other hand, if α ∈ F+n has the form gi1 · · · gip with gip 6= i, then G
∗(IE ⊗R∗i )(x⊗ eα) = 0 and
(IE ⊗R
∗
i )G
∗(x ⊗ eα) = G
∗
k+1(IE ⊗R
∗
i )(x⊗ eα) = 0,
which shows that G∗(IE ⊗R∗i )(x⊗ eα) = (IE ⊗R
∗
i )G
∗(x⊗ eα). Therefore,
G(IE ⊗Ri) = (IE ⊗Ri)G, i = 1, . . . , n.
According to [30], we deduce that G is in B(E)⊗¯F∞n , the weakly closed algebra generated by the spatial
tensor product. Due to [39], [41], there is a unique g ∈ [H∞(B(H)n1 )]≤1 having the boundary function G,
i.e., G = SOT- limr→1 g(rS1, . . . , rSn). Hence, and using the fact that G
∗|E⊗P(m) = G
∗
m, we deduce that
Gm = SOT- lim
r→1
PP(m)g(rS1, . . . , rSn)|E⊗P(m)
= lim
r→1
g(rS
(m)
1 , . . . , rS
(m)
n ) = g(S
(m)
1 , . . . , S
(m)
n ).
Hence and using relation (1.2), we deduce that
g(S
(m)
1 , . . . , S
(m)
n ) = [f(S
(m)
1 , . . . , S
(m)
n )− I][I + f(S
(m)
1 , . . . , S
(m)
n )]
−1
= Γ(f)(S
(m)
1 , . . . , S
(m)
n )
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for any m ∈ N. This shows that g˜ = Γ˜(f˜), where f˜ , g˜ are the power series associated with f and g,
respectively. On the other hand, since f˜ ∈ C+[Z1, . . . , Zn], Proposition 1.3 implies g˜ ∈ C−[Z1, . . . , Zn].
Consequently, we have Γ(f) = g ∈ [H∞− (B(H)
n
1 )]≤1, which proves that the Cayley transform is well
defined with values in [H∞− (B(H)
n
1 )]≤1.
To prove injectivity of Γ, let f1, f2 ∈ Hol+(B(H)n1 ) such that Γf1 = Γf2. Then Γ˜f1 = Γ˜f2 and due to
Proposition 1.2, we deduce that f˜1 = f˜2, which implies f1 = f2.
Now we prove that the noncommutative Cayley transform is surjective. First, we consider the case
when g ∈ H∞(B(H)n1 ) and ‖g‖ < 1. Assume that g has the representation
g(X1, . . . , Xn) :=
∞∑
k=0
∑
|α|=k
A(α) ⊗Xα, (X1, . . . , Xn) ∈ [B(H)
n]1.
Notice that ‖A(0)‖ < 1 and, consequently, the operator I−A(0) is invertible. Thus g ∈
[
H∞− (B(H)
n
1 )
]
≤1
.
Since ‖g‖ < 1, it is clear that (1− g)−1(1 + g) ∈ B(E)⊗¯F∞n . According to [30], there is a unique Fourier
representation
(1.3) (1− g)−1(1 + g) =
∑
α∈F+n
B(α) ⊗ Sα,
where
B(α) = PE⊗C(IE ⊗ S
∗
α)(I − g)
−1(g + I)|E⊗C, α ∈ F
+
n ,
with the property that the series
∑∞
k=0
∑
|α|=k B(α)⊗ r
|α|Sα is convergent in the operator norm topology
for each r ∈ [0, 1). Therefore, the map
f(X1, . . . , Xn) :=
∞∑
k=0
∑
|α|=k
B(α) ⊗Xα, (X1, . . . , Xn) ∈ [B(H)
n]1,
is a free holomorphic function. Due to the noncommutative von Neumann inequality [27], we have
‖g(rS1, . . . , rSn)‖ ≤ ‖g‖ < 1 for any r ∈ [0, 1). Using the functional calculus for row contractions [29],
one can easily see that the operator [I − g(rS1, . . . , rSn)]−1[g(rS1, . . . , rSn) + I] is in B(E)⊗minAn and,
due to (1.3), it has the representation
∑∞
k=0
∑
|α|=kB(α) ⊗ r
|α|Sα. Therefore,
(1.4) [I − g(rS1, . . . , rSn)]
−1[g(rS1, . . . , rSn) + I] = f(rS1, . . . , rSn)
for any r ∈ [0, 1), Now, we prove that
(1.5) f(X)∗ + f(X) ≥ 0 for any X ∈ [B(H)n]1.
Due to the properties of the noncommutative Poisson transform (see [33]), it is enough to show that
f(rS1, . . . , rSn)
∗ + f(rS1, . . . , rSn) ≥ 0 for any r ∈ [0, 1).
Notice first that relation (1.4) implies
g(rS1, . . . , rSn)[I + f(rS1, . . . , rSn)] = f(rS1, . . . , rSn)− I.
Hence, we have
2[f(rS1, . . . , rSn)
∗ + f(rS1, . . . , rSn)]
= [I + f(rS1, . . . , rSn)
∗][I + f(rS1, . . . , rSn)]− [I − f(rS1, . . . , rSn)
∗][I − f(rS1, . . . , rSn)]
= [I + f(rS1, . . . , rSn)
∗][I + f(rS1, . . . , rSn)]
− [I + f(rS1, . . . , rSn)
∗]g(rS1, . . . , rSn)
∗g(rS1, . . . , rSn)[I + f(rS1, . . . , rSn)]
= [I + f(rS1, . . . , rSn)
∗][I − g(rS1, . . . , rSn)
∗g(rS1, . . . , rSn)][I + f(rS1, . . . , rSn)].
Since ‖g(rS1, . . . , rSn)‖ < 1, we deduce that f(rS1, . . . , rSn)∗ + f(rS1, . . . , rSn) ≥ 0 for any r ∈ [0, 1),
which proves inequality (1.5). This shows that f ∈ Hol+(B(H)n1 and, as in the proof of Proposition 1.1,
one can see that the operator I + f(rS1, . . . , rSn) is invertible. Now relation (1.4) implies
g(rS1, . . . , rSn) = [f(rS1, . . . , rSn)− 1][I + f(rS1, . . . , rSn)]
−1 = (Γf)(rS1, . . . , rSn)
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for any r ∈ [0, 1). Hence and due to the uniqueness of Fourier representation of the elements of B(E)⊗¯F∞n ,
we deduce that Γ(f) = g.
Now we consider the general case. Assume that ψ ∈ H∞− (B(H)
n
1 ) has the representation ψ(X) =∑∞
k=0
∑
|α|=kB(α) ⊗Xα and ‖ψ‖ ≤ 1. For each ǫ ∈ [0, 1) we set gǫ := ǫψ. Since ‖gǫ‖ < 1, we can apply
our previous result to gǫ and find fǫ ∈ Hol+(B(H)n1 ) such that Γ(fǫ) = gǫ. Assume that fǫ has the
representation fǫ(X) :=
∑∞
k=0
∑
|α|=k A
(ǫ)
(α)⊗Xα for some A
(ǫ)
(α) ∈ B(E). Since ψ ∈ [H
∞
− (B(H)
n
1 )]≤1 , the
operator IE−B(0) is invertible and ‖B(0)‖ ≤ 1. Taking into account that the mapping ǫ 7→ (I−ǫB(0))
−1 is
continuous on [0, 1], we can find a constantM > 0 such that supǫ∈[0,1] ‖(I−ǫB(0))
−1‖ ≤M . On the other
hand, since gǫ is the noncommutative Cayley transform of fǫ, we have fǫ(0) = (1 − ǫg(0))−1(1 + ǫg(0)).
Hence we deduce that A
(ǫ)
(0) = (1− ǫB(0))
−1(1 + ǫB(0)) and∥∥∥A(ǫ)(0)∥∥∥ ≤ 2M for any ǫ ∈ [0, 1].
On the other hand, since Re fǫ ≥ 0, we can use Proposition 1.4 and deduce that
(1.6)
∥∥∥∥∥∥
∑
|α|=m
(
A
(ǫ)
(α)
)∗
A
(ǫ)
(α)
∥∥∥∥∥∥
1/2
≤ 2
∥∥∥A(ǫ)(0)∥∥∥ ≤ 4M
for any m = 0, 1, . . . and ǫ ∈ [0, 1]. Hence, we have
∥∥∥A(ǫ)(α)∥∥∥ ≤ 4M for any ǫ ∈ [0, 1] and α ∈ F+n .
Due to Banach-Alaoglu theorem, the ball [B(E)]−4M is compact in the w
∗-topology. Since E is a
separable Hilbert space, [B(E)]−4M is a metric space in the w
∗-topology which coincides with the weak
operator topology on [B(E)]−4M . Consequently, the diagonal process guarantees the existence of a sequence
{ǫk}k≥1 ⊂ [0, 1) such that ǫk → 1 and, for each α ∈ F+n , C(α) :=WOT- lim
ǫk→1
A
(ǫk)
(α) exists. The inequality
(1.6) implies ∥∥∥∥∥∥
∑
|α|=m
C∗(α)C(α)
∥∥∥∥∥∥
1/2
≤ 4M
for any m ≥ 0. Consequently, we have lim supm→∞
∥∥∥∑|α|=m C∗(α)C(α)∥∥∥1/2m ≤ 1, which implies that
g(X1, . . . , Xn) :=
∞∑
m=0
∑
|α|=m
C(α) ⊗Xα, (X1, . . . , Xn) ∈ [B(H)
n]1,
is a free holomorphic function.
Since Re fǫk(X1, . . . , Xn) ≥ 0 for any (X1, . . . , Xn) ∈ [B(H)
n]1, we have Re fǫk(S
(p)
1 , . . . , S
(p)
n ) ≥ 0 for
any p ≥ 1 and k ≥ 1. Notice that, due to the fact that S
(p)
α = 0 for any α ∈ F+n with |α| ≥ p + 1,
we have fǫk(S
(p)
1 , . . . , S
(p)
n ) =
∑p
m=0
∑
|α|=mA
(ǫk)
(α) ⊗ S
(p)
α and g(S
(p)
1 , . . . , S
(p)
n ) =
∑p
m=0
∑
|α|=mC(α) ⊗
S
(p)
α . Since for each α ∈ F+n , C(α) :=WOT- lim
ǫk→1
A
(ǫk)
(α) , and Re fǫk(S
(p)
1 , . . . , S
(p)
n ) ≥ 0, we deduce that
Re g(S
(p)
1 , . . . , S
(p)
n ) ≥ 0 for any p ≥ 1. Applying again Proposition 1.4, we deduce that Re g(X1, . . . , Xn) ≥
0 for any (X1, . . . , Xn) ∈ [B(H)n]1. Therefore, g ∈ Hol+(B(H)n1 ).
Now notice that
[Γg](S
(p)
1 , . . . , S
(p)
n ) =
[
g(S
(p)
1 , . . . , S
(p)
n )− I
] [
I + g(S
(p)
1 , . . . , S
(p)
n )
]−1
= WOT- lim
ǫk→1
{[
fǫk(S
(p)
1 , . . . , S
(p)
n )− I
] [
I + fǫk(S
(p)
1 , . . . , S
(p)
n )
]−1}
= WOT- lim
ǫk→1
[Γfǫk ](S
(p)
1 , . . . , S
(p)
n ) = WOT- lim
ǫk→1
ǫkψ(S
(p)
1 , . . . , S
(p)
n )
= ψ(S
(p)
1 , . . . , S
(p)
n )
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for any p = 0, 1 . . .. Hence, we deduce that Γg = ψ. The last part of the theorem is now obvious. The
proof is complete. 
Let H∞
C
(B(H)n1 ) be the set of all bounded free analytic functions with scalar coefficients, and denote
by Hol+
C
(B(H)n1 ) the set of all free holomorphic functions f with scalar coefficients such that Re f ≥ 0.
Theorem 1.5, provides a noncommutative Cayley transform
ΓC : Hol
+
C
(B(H)n1 )→ {f ∈ H
∞
C (B(H)
n
1 ) : ‖f‖ ≤ 1 and f(0) 6= 1}.
In this case, we can say more.
Corollary 1.6. The Cayley transform ΓC can be identified with a bijection between Hol
+
C
(B(H)n1 ) and
(F∞n )≤1 \{I}, where F
∞
n is the noncommutative analytic Toeplitz algebra.
Proof. According to [39], the algebra H∞
C
(B(H)n1 ) is completely isometric isomorphic to the noncommu-
tative analytic Toeplitz algebra F∞n . Therefore, due to Theorem 1.5, it is enough to show that the set
{f ∈ F∞n : ‖f‖ ≤ 1 and f(0) 6= 1} coincides with (F
∞
n )≤1 \{I}. Since one of the inclusions is obvious,
assume that g ∈ (F∞n )≤1 \{I} and has the representation g =
∑
α∈F+n
aαSα. According to the Wiener
type inequality for the noncommutative analytic Toeplitz algebra F∞n (see [22]), we have∑
|α|=k
|aα|
2
1/2 ≤ 1− |g(0)|2 for any k ≥ 1.
Consequently, if g(0) = 1, then aα = 0 for any α ∈ F+n with |α| ≥ 1, whence g = I, a contradiction.
Therefore, we must have g(0) 6= 1, which completes the proof. 
Denote by C(m)[Z1, . . . , Zn], m ∈ N, the set of all noncommutative polynomials of degree ≤ m.
Let A
(m)
− be the set of all operators q(S
(m)
1 , . . . , S
(m)
n ) ∈ B(E ⊗ P(m)), where q ∈ C(m)[Z1, . . . , Zn]
and I − q(0) is invertible. We also denote by L(m) the set of all operators p(S
(m)
1 , . . . , S
(m)
n ) with
Re p(S
(m)
1 , . . . , S
(m)
n ) ≥ 0. We consider now the truncated (or constrained) Cayley transforms C(m),
m ∈ N, and point out the connection with the noncommutative Cayley transform Γ.
Corollary 1.7. The Cayley transform C(m) : L(m) → [A
(m)
− ]≤1 defined by
C(m)(Y ) := (Y − I)(I + Y )−1, Y ∈ L(m),
is a bijection and its inverse is given by
[C(m)]−1(X) := (I +X)(I −X)−1, X ∈ [A
(m)
− ]≤1.
Moreover, for each m ∈ N,
(i) C(m)[g(S
(m)
1 , . . . , S
(m)
n )] = [Γg](S
(m)
1 , . . . , S
(m)
n ) for any g ∈ Hol+(B(H)n1 );
(ii) [C(m)]−1[f(S
(m)
1 , . . . , S
(m)
n )] = [Γf ]−1(S
(m)
1 , . . . , S
(m)
n ) for any f ∈ [H∞− (B(H)
n
1 )]≤1.
Proof. If Y ∈ L(m), then Y + Y ∗ ≥ 0 and, as in the proof of Theorem 1.5, there exists a contraction
Am : E ⊗ P(m) → E ⊗ P(m) such that Am = (I − Y )(I + Y )−1. It is easy to see that Am has the form
p(S
(m)
1 , . . . , S
(m)
n ) for some polynomial p ∈ C(m)[Z1, . . . , Zn] with I − p(0) invertible, which shows that
Am ∈ [A
(m)
− ]≤1. Therefore C
(m) is well-defined and C(m)(Y ) = Am. As in the proof of Proposition 1.3,
one can prove that the Cayley transform Γ(m) is one-to-one.
To prove the surjectivity of C(m), let X = q(S
(m)
1 , . . . , S
(m)
n ) be in [A
(m)
− ]≤1. Since I − q(0) invertible,
so is the operator I −X and
(1.7) Y := (I +X)(I −X)−1
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has the form r(S
(m)
1 , . . . , S
(m)
n ), where r ∈ C(m)[Z1, . . . , Zn]. Notice also that X(I + Y ) = Y − I and
2(Y + Y ∗) = (I + Y )∗(I + Y )− (I − Y ∗)(I − Y )
= (I + Y )∗(I + Y )− (I + Y ∗)X∗X(I + Y )
= (I + Y ∗)(I −X∗X)(I + Y ) ≥ 0.
Therefore Y ∈ L(m) and relation (1.7) implies X = (Y − I)(Y + I)−1. Therefore C(m) is a bijection.
If g ∈ Hol+(B(H)n1 ) then g(S
(m)
1 , . . . , S
(m)
n ) is in L
(m)
n and
(Γg)(S
(m)
1 , . . . , S
(m)
n ) = [g(S
(m)
1 , . . . , S
(m)
n )− I][I + g(S
(m)
1 , . . . , S
(m)
n )]
−1
= C(m)[g(S
(m)
1 , . . . , S
(m)
n )].
Consequently, item (i) holds. Setting f = Γg in (i) and using Theorem 1.5, one can easily deduce item
(ii). The proof is complete. 
We mention that the noncommutative Cayley transform will be a key tool in a forthcoming paper,
where we study free pluriharmonic majorants.
2. Free holomorphic functions with positive real parts and Nevanlinna-Pick
interpolation
In this section we solve the Nevanlinna-Pick interpolation problem for free holomorphic functions with
positive real parts on the noncommutative open unit ball [B(H)n]1, and obtain several characterizations
for the scalar representations of free holomorphic functions with positive real parts.
We begin with a few preliminaries concerning the eigenvectors of the creation operators on the full
Fock space. Let λ := (λ(1), . . . , λ(n)) be in the open unit ball of Cn, i.e.,
Bn := {z = (z1, . . . , zn) ∈ C
n : ‖z‖ := (|z1|
2 + · · ·+ |zn|
2)1/2 < 1}.
We define the vectors zλ ∈ F 2(Hn) by
zλ := (1− λ¯
(1)S1 − · · · − λ¯
(n)Sn)(1)
and recall (see [31]) that
(2.1) S∗i zλ = λ¯
(i)zλ and R
∗
i zλ = λ¯
(i)zλ, for i = 1, . . . , n,
where S1, . . . , Sn (resp. R1, . . . , Rn) are the left (resp. right) creation operators on the full Fock space.
If ϕ(X) :=
∑∞
k=0
∑
|α|=k A(α) ⊗Xα is a free holomorphic function on the operatorial ball [B(H)
n]1 with
coefficients in B(E), then
ϕr(S1, . . . , Sn) :=
∞∑
k=0
∑
|α|=k
A(α) ⊗ r
|α|Sα
is in B(E)⊗An (the spatial tensor product), for each r ∈ [0, 1). One can prove that
(2.2) 〈ϕr(S1, . . . , Sn)
∗(h⊗ zλ), h
′ ⊗ zµ〉 =
〈
ϕr(λ)
∗
h, h′
〉
〈zλ, zµ〉
for any λ, µ ∈ Bn and h, h′ ∈ K, and
〈ϕr(λ)h, h
′〉 = 〈ϕr(S1, . . . , Sn)(h⊗ 1), h
′ ⊗ zλ〉 = 〈ϕr(S1, . . . , Sn)(h⊗ uλ), h
′ ⊗ uλ〉 ,
where uλ :=
zλ
‖zλ‖
. We remark that similar results hold for ϕr(R1, . . . , Rn).
In what follows we solve the Nevanlinna-Pick interpolation problem for free holomorphic functions
with positive real parts on the noncommutative ball [B(H)n]1.
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Theorem 2.1. Let λ0 = 0, λ1, . . . , λk be distinct points in the open unit ball Bn and let W0, W1, . . . ,Wk
be in B(E), where E is a separable Hilbert space. Then there exists a free holomorphic function f with
coefficients in B(E) such that
(i) Re f ≥ 0 and
(ii) f(λj) = Wj for any j = 0, 1, . . . , k,
if and only if the operator matrix
(2.3)
[
Wi +W
∗
j
1− 〈λi, λj〉
]
(k+1)×(k+1)
is positive semidefinite.
Proof. First, assume that f is a free holomorphic function satisfying properties (i) and (ii). Then, for
any r ∈ [0, 1), fr(S1, . . . , Sn) ∈ B(E)⊗An and, due to relation (2.2), we have〈
fr(S1, . . . , Sn)
∗(hi ⊗ zλi), hj ⊗ zλj
〉
=
〈
zλi , zλj
〉
〈fr(λi)
∗hi, hj〉
for any hi ∈ E and i, j = 0, 1, . . . , k. Define the vector ξ :=
∑k
j=0 hj ⊗ zλj , where hj ∈ E , j = 0, 1, . . . , k,
and note that
〈[fr(S1, . . . , Sn)
∗ + fr(S1, . . . , Sn)]ξ, ξ〉 =
k∑
i,j=1
〈
zλj , zλi
〉
〈(fr(λi) + fr(λj)
∗)hj , hi〉
=
k∑
i,j=1
〈
1
1− 〈λi, λj〉
(fr(λi) + fr(λj)
∗)hj , hi
〉
.
On the other hand, since Re f ≥ 0, we have 〈[fr(S1, . . . , Sn)∗ + fr(S1, . . . , Sn)]ξ, ξ〉 ≥ 0 for any r ∈ [0, 1).
Consequently, the operator matrix [
fr(λi) + fr(λj)
∗
1− 〈λi, λj〉
]
(k+1)×(k+1)
is positive semidefinite for each r ∈ [0, 1). Since f is a free holomorphic function, it is also continuous on
[B(H)n]1. Taking r → 1 we deduce that[
f(λi) + f(λj)
∗
1− 〈λi, λj〉
]
(k+1)×(k+1)
is positive semidefinite.
Conversely, assume that the operator matrix (2.3) is positive semidefinite. Consider the Hilbert space
N := span {zλj : j = 0, 1, . . . , k}. Since the vectors zλj , j = 0, 1, . . . , k, are linearly independent, one can
define the bounded linear operator A : E ⊗ N → E ⊗N by setting
(2.4) A∗(h⊗ zλj ) := W
∗
j h⊗ zλj
for any h ∈ E and j = 0, 1, . . . , k. Using again the vector ξ :=
∑k
j=0 hj⊗zλj , where hj ∈ E , j = 0, 1, . . . , k,
we have
〈(A∗ +A)ξ, ξ〉 =
〈
k∑
j=0
W ∗j hj ⊗ zλj ,
k∑
i=0
hi ⊗ zλi
〉
+
〈
k∑
j=0
hj ⊗ zλj ,
k∑
i=0
W ∗i hi ⊗ zλi
〉
=
k∑
i,j=0
〈
zλj , zλi
〉 〈
(Wi +W
∗
j )hj , hi
〉
=
k∑
i,j=0
〈
Wi +W
∗
j
1− 〈λi, λj〉
hj , hi
〉
.
Consequently, A∗ + A ≥ 0. According to Proposition 1.1, I + A is invertible and the Cayley transform
of A is the operator T ∈ B(E ⊗N ) defined by T = (A− I)(I +A)−1. Moreover, T is a contraction with
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I − T invertible. Since W ∗j +Wj ≥ 0 for j = 0, 1, . . . , n, one can use again Proposition 1.1, to deduce
that the operator I +W ∗j is invertible. Due to relation (2.4), we have
(I +A∗)−1(h⊗ zλj ) = [(I +W
∗
j )
−1h]⊗ zλj
and
T ∗(h⊗ zλj ) = (A
∗ − I)(I +A∗)−1(h⊗ zλj )
= (A∗ − I)[(I +W ∗j )
−1h⊗ zλj ]
= [(W ∗j − I)(I +W
∗
j )
−1h]⊗ zλj
for any j = 0, 1, . . . , k. On the other hand, the operator Λ∗j := (W
∗
j − I)(I + W
∗
j )
−1 is the Cayley
transform of Wj and, consequently, Λj is a contraction with I − Λj invertible for each j = 0, 1, . . . , k.
Therefore, we have
(2.5) T ∗(h⊗ zλj ) = Λ
∗
jh⊗ zλj , j = 0, 1, . . . , n.
For each i = 1, . . . , n, define Xi ∈ B(E ⊗N ) by Xi := IE ⊗PNSi|N , where S1, . . . , Sn are the left creation
operators on the full Fock space. Using relation (2.1), a simple calculation reveals that
X∗i T
∗(h⊗ zλj ) = T
∗X∗i (h⊗ zλj )
for any h ∈ E and j = 0, 1, . . . , k. Since N is an invariant subspace under S∗1 , . . . , S
∗
n and T commutes
with each X1, . . . , Xn, one can apply the noncommutative commutant lifting theorem [24] and use the
characterization of the commutant of {S1, . . . , Sn} from [30], to find a contraction Φ(R1, . . . , Rn) :=∑∞
p=0
∑
|α|=p C(α) ⊗Rα in B(E)⊗¯R
∞
n such that
PE⊗NΦ(R1, . . . , Rn)|E⊗N = T,
where PE⊗N is the orthogonal projection onto E⊗N . Since SOT-limr→1Φr(R1, . . . , Rn) = Φ(R1, . . . , Rn)
and using the remarks preceding the theorem, we deduce that〈
zλj , zλj
〉
〈Φ(λj)h, h
′〉 =
〈
Φ(R1, . . . , Rn)(h⊗ zλj ), (h
′ ⊗ zλj )
〉
=
〈
T (h⊗ zλj ), (h
′ ⊗ zλj )
〉
=
〈
(h⊗ zλj ), (Λ
∗
jh
′ ⊗ zλj )
〉
=
〈
zλj , zλj
〉
〈Λjh, h
′〉
for any h, h′ ∈ K and j = 0, 1, . . . , k. This clearly implies Φ(λj) = Λj for any j = 0, 1, . . . , k.
Now, since I − Φ(0) = I − Λ0 is invertible, we can apply Theorem 1.5 to Φ ∈ [H∞− (B(H)
n
1 ]≤1, in
order to find a free holomorphic function f with Re f ≥ 0 such that Γf = Φ. Consequently, we have
Φ˜(1 + f˜) = (f˜ − 1), where Φ˜, f˜ are the power series associated the free holomorphic functions Φ and f ,
respectively. Since λj ∈ Bn, we deduce that
Φ(λj)[I + f(λj)] = f(λj)− I, j = 0, 1, . . . , k.
On the other hand, taking into account that I − Φ(λj) = I − Λj is invertible for each j = 0, 1, . . . , n, we
deduce that
f(λj) = [I − Φ(λj)]
−1[Φ(λj) + I)]
= (I − Λj)
−1(Λj + I) = Wj .
This completes the proof. 
An important connection to analytic function theory in several complex variables is provided by the
following characterizations of the scalar representations of free holomorphic functions with positive real
parts.
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Theorem 2.2. Let E be a separable Hilbert space and let F : Bn → B(E) be an operator-valued function.
Then the following statements are equivalent:
(i) there exists a free holomorphic function g with coefficients in B(E) such that
Re g ≥ 0 and F (z) = g(z), z ∈ Bn;
(ii) there exists φ ∈ B(E)⊗¯F∞n with ‖φ‖ ≤ 1 and I − φ(0) invertible, and such that
F (z) = [Γ−1φ](z) for any z ∈ Bn,
where Γ is the noncommutative Cayley transform.
(iii) F is an operator-valued analytic function on Bn such that the map
(2.6) Bn × Bn ∋ (z, w) 7→
F (z) + F (w)
∗
1− 〈z, w〉
∈ B(E)
is positive semidefinite;
(iv) there exists an n-tuple of isometries (V1, . . . , Vn) on a Hilbert space K with orthogonal ranges,
and a bounded operator W : E → K such that
(2.7) F (z1, . . . , zn) =W
∗(I + z1V
∗
1 + · · ·+ znV
∗
n )(I − z1V
∗
1 − · · · − znV
∗
n )
−1W + i(ImF (0))
for any (z1, . . . , zn) ∈ Bn.
Proof. The equivalence of (i) with (ii) is due to Theorem 1.5 and the identification of H∞(B(H)n1 ) with
B(E)⊗¯F∞n . The implication (i) =⇒ (iii) follows as in the proof of Theorem 2.1. Now, assume that F
satisfies condition (iii) and let {λj}∞j=0 be a countable dense set in Bn such that λ0 := 0. Since, for each
k = 0, 1, . . ., the operator matrix [
f(λi) + f(λj)
∗
1− 〈λi, λj〉
]
i,j=0,...,k
is positive semidefinite, we can apply Theorem 2.1 to find a free holomorphic function fk(X1, . . . , Xn) =∑∞
m=0
∑
|α|=mA
(k)
(α) ⊗Xα with coefficients A
(k)
(α) ∈ B(E) such that
(2.8) Re fk ≥ 0, and fk(λj) = F (λj) for j = 0, 1, . . . , k.
Let C > 0 be such that ‖F (0)‖ ≤ C. Applying Proposition 1.4 to fk , we deduce that
(2.9)
∥∥∥∥∥∥
∑
|α|=m
(
A
(k)
(α)
)∗
A
(k)
(α)
∥∥∥∥∥∥
1/2
≤ ‖F (0) + F (0)∗‖ ≤ 2C
for any m ≥ 0. Hence, we have
∥∥∥A(k)(α)∥∥∥ ≤ 2C for any k ≥ 0 and α ∈ F+n .
Due to Banach-Alaoglu theorem, the ball [B(E)]−2C is compact in the w
∗-topology. Since E is a
separable Hilbert space, [B(E)]−2C is a metric space in the w
∗-topology which coincides with the weak
operator topology on [B(E)]−2C . Consequently, the diagonal process guarantees the existence of a sequence
{rk} ⊂ N such that, for each α ∈ F+n such that B(α) :=WOT- lim
rk→∞
A
(rk)
(α) exists. The inequality (2.9)
implies
∥∥∥∑|α|=mB∗(α)B(α)∥∥∥1/2 ≤ 2C for any m ≥ 0. Consequently,
g(X1, . . . , Xn) :=
∞∑
m=0
∑
|α|=m
B(α) ⊗Xα, (X1, . . . , Xn) ∈ [B(H)
n]1,
is a free holomorphic function. Since, Re fk(X1, . . . , Xn) ≥ 0 for any (X1, . . . , Xn) ∈ [B(H)n]1, we
have Re fk(S
(p)
1 , . . . , S
(p)
n ) ≥ 0 for any p ≥ 1 and k ≥ 0. Since, for each α ∈ F+n , B(α) :=WOT-
lim
rk→∞
A
(rk)
(α) , we deduce that Re g(S
(p)
1 , . . . , S
(p)
n ) ≥ 0 for any p ≥ 1. Due to Proposition 1.4, we deduce
that Re g(X1, . . . , Xn) ≥ 0 for any (X1, . . . , Xn) ∈ [B(H)n]1.
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Let λ = (λ(1), . . . λ(n)) ∈ Bn and r := ‖λ‖2 < 1. We use the notation λα := λ(i1) · · ·λ(ik) if α =
gi1 · · · gik and λg0 := 1. Cauchy’s inequality and relation (2.9) imply∥∥∥∥∥∥
∑
|α|=m
λαA
(rk)
(α)
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
|α|=m
(
A
(rk)
(α)
)∗
A
(rk)
(α)
∥∥∥∥∥∥
1/2 ∑
|α|=m
|λα|
2
1/2
≤ 2C
(
n∑
i=1
|λ(i)|2
)m/2
= 2Crm.
Similarly, we obtain
∥∥∥∑|α|=m λαB(α)∥∥∥ ≤ 2Crm. Consequently, for any ǫ > 0 there exists N ∈ N such
that ∑
m≥N+1
∥∥∥∥∥∥
∑
|α|=m
λαA
(rk)
(α)
∥∥∥∥∥∥ < ǫ2 and
∑
m≥N+1
∥∥∥∥∥∥
∑
|α|=m
λαB(α)
∥∥∥∥∥∥ < ǫ2 .
Now, notice that
‖frk(λ) − g(λ)‖ ≤
∥∥∥∥∥∥
N∑
m=0
∑
|α|=m
λα(A
(rk)
(α) −B(α))
∥∥∥∥∥∥+ ǫ
≤
N∑
m=0
∥∥∥∥∥∥
∑
|α|=m
(A
(rk)
(α) −B(α))
∗(A
(rk)
(α) −B(α))
∥∥∥∥∥∥
1/2 ∑
|α|=m
|λα|
2
1/2 + ǫ
≤
N∑
m=0
∥∥∥∥∥∥
∑
|α|=m
(A
(rk)
(α) −B(α))
∗(A
(rk)
(α) −B(α))
∥∥∥∥∥∥
1/2
+ ǫ.
Since for each α ∈ F+n , B(α) :=WOT- limrk→∞
A
(rk)
(α) , we deduce that
WOT- lim
rk→∞
frk(λj) = g(λj) for any j = 0, 1, . . . .
Hence, and using (2.8), we obtain g(λj) = F (λj) for any j = 0, 1, . . .. Now, let us prove that
g(ζ) = F (ζ) for any ζ ∈ Bn. To this end, let λ ∈ Bn such that λ 6= λj for any j = 0, 1, . . .. Applying the
preceding argument, we find a free holomorphic function ϕ such that Reϕ ≥ 0 and ϕ(z) = F (z) for any
z ∈ {λj}
∞
j=0 ∪ {λ}. Since, for any h, h
′ ∈ E , the maps ζ 7→ 〈ϕ(ζ)h, h′〉 and ζ 7→ 〈g(ζ)h, h′〉 are analytic on
Bn, thus continuous, and {λj}∞j=0 is dense in Bn, we must have ϕ(ζ) = g(ζ) for any ζ ∈ Bn. In particular,
we have g(λ) = ϕ(λ) = F (λ). Since λ is an arbitrary point in Bn, we deduce that g(λ) = F (λ) for any
λ ∈ Bn. This completes the proof of the implication (iii) =⇒ (i).
Now, we prove that (i) =⇒ (iv). Since g is a free holomorphic function on [B(H)n]1 and Re g ≥ 0,
Theorem 5.2 from [41] shows that g has the representation
(2.10) g(X1, . . . , Xn) = (µ⊗ id)[2(I −R
∗
1 ⊗X1 − · · · −R
∗
n ⊗Xn)
−1 − I] + i(Im g(0))⊗ I
for some completely positive linear map µ from the Cuntz-Toeplitz algebra C∗(R1, . . . , Rn) to B(E). On
the other hand, due to Stinespring’s representation theorem (see [45]), there is a Hilbert space K, a
bounded operator W : E → K, and a ∗-representation π : C∗(R1, . . . , Rn)→ B(K) such that
µ(g) =W ∗π(g)W, g ∈ C∗(R1, . . . , Rn).
Notice that Vi := π(Ri), i = 1, . . . , n, are isometries with orthogonal ranges. Hence and using (2.10), we
obtain
(2.11) g(X1, . . . , Xn) = (W
∗ ⊗ IH)[2(I − V
∗
1 ⊗X1 − · · · − V
∗
n ⊗Xn)
−1 − I]|(W ⊗ IH) + i(Im g(0))⊗ I.
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On the other hand, since V1, . . . , Vn are isometries with orthogonal ranges and (X1, . . . , Xn) ∈ [B(H)n]1,
we have
‖V ∗1 ⊗X1 + · · ·+ V
∗
n ⊗Xn‖ =
∥∥∥∥∥
n∑
i=1
XiX
∗
i
∥∥∥∥∥
1/2
< 1.
Consequently, we deduce that
(I + V ∗1 ⊗X1 + · · ·+ V
∗
n ⊗Xn)(I − V
∗
1 ⊗X1 − · · · − V
∗
n ⊗Xn)
−1
= [2(I − V ∗1 ⊗X1 − · · · − V
∗
n ⊗Xn)
−1 − I].
Hence, and using (2.11), we obtain the representation (2.7), if we take H = C. Therefore, (iv) holds.
It remains to prove that (iv) =⇒ (iii). First, notice that we can assume that ImF (0) = 0. Let
V1, . . . , Vn be isometries with orthogonal ranges acting on a Hilbert space K andW : E → K be a bounded
operator such that,
F (z1, . . . , zn) =W
∗(I + z1V
∗
1 + · · ·+ znV
∗
n )(I − z1V
∗
1 − · · · − znV
∗
n )
−1W
for any (z1, . . . , zn) ∈ Bn. Since ‖z1V ∗1 + · · ·+ znV
∗
n ‖ < 1, we have
(IK + z1V
∗
1 + · · ·+ znV
∗
n )(IK − z1V
∗
1 − · · · − znV
∗
n )
−1
= IK + 2
∞∑
k=1
(z1V
∗
1 + · · ·+ znV
∗
n )
k = IK + 2
∞∑
k=1
∑
|α|=k
zαV
∗
α

where the convergence of the series is in the operator norm topology of B(K). Consequently,
F (z1, . . . , zn) = W
∗W + 2
∞∑
k=1
∑
|α|=k
zαW
∗V ∗αW
 , (z1, . . . , zn) ∈ Bn.
This shows that Bn ∋ z 7→ F (z1, . . . , zn) ∈ B(E) is an operator-valued analytic function in Bn. On the
other hand, notice that
G(X1, . . . , Xn) := 2(I − S
∗
1 ⊗X1 − · · · − S
∗
n ⊗Xn)
−1 − I, (X1, . . . , Xn) ∈ [B(H)
n]1,
is a free holomorphic function with coefficients in B(F 2(Hn)). Note also that
ReG(X1, . . . , Xn) = (I − S1 ⊗X
∗
1 − · · · − Sn ⊗X
∗
n)
−1 + (I − S∗1 ⊗X1 − · · · − S
∗
n ⊗Xn)
−1 − I
= (I − S∗1 ⊗X1 − · · · − S
∗
n ⊗Xn)
−1[I ⊗ (I −X1X
∗
1 − · · · −XnX
∗
n]
(I − S1 ⊗X
∗
1 − · · · − Sn ⊗X
∗
n)
−1
and, therefore, ReG(X1, . . . , Xn) ≥ 0 for any (X1, . . . , Xn) ∈ [B(H)
n]1. Now, we can apply the implica-
tion (i) =⇒ (iii) and deduce that the map
(2.12) Bn × Bn ∋ (z, w) 7→
G(z) +G(w)
∗
1− 〈z, w〉
∈ B(E)
is positive semidefinite. On the other hand, since V1, . . . , Vn are isometries with orthogonal ranges, there
exists a unique ∗-representation π : C∗(S1, . . . , Sn)→ B(K) such that π(SαS∗β) = VαV
∗
β for any α, β ∈ F
+
n
(see [6]). Consider the completely positive linear map ωW : B(K)→ B(E) defined by ωW (Y ) :=W ∗YW .
Using the above calculations, we deduce that
F (z) = ωW
IK + 2 ∞∑
k=1
∑
|α|=k
zαV
∗
α

= (ωW ◦ π)
IF 2(Hn) + 2 ∞∑
k=1
∑
|α|=k
zαS
∗
α

= (ωW ◦ π)(G(z))
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for any z = (z1, . . . , zn) ∈ Bn. Hence, and using the fact that the map (2.12) is positive semidefinite and
ωW ◦ π is a completely positive linear map, we deduce that the map (2.6) is positive semidefinite. The
proof is complete. 
We remark that if F (0) = I in Theorem 2.2, then the representation (2.7) becomes
F (z1, . . . , zn) = PE(I + z1V
∗
1 + · · ·+ znV
∗
n )(I − z1V
∗
1 − · · · − znV
∗
n )
−1|E
for any (z1, . . . , zn) ∈ Bn, where K ⊃ E and PE is the orthogonal projection of K onto E .
A closer look at the proof of Theorem 2.2 and using Corollary 1.6, enable us to deduce the following
scalar version of Theorem 2.2.
Corollary 2.3. Let f : Bn → C be a complex-valued function. Then the following statements are
equivalent:
(i) there exists a free holomorphic function g with scalar coefficients such that
Re g ≥ 0 and g(z) = f(z), z ∈ Bn;
(ii) there exists φ ∈ F∞n with ‖φ‖ ≤ 1, φ 6= I, and such that f(z) = [Γ
−1φ](z), z ∈ Bn, where Γ is
the noncommutative Cayley transform;
(iii) f is analytic and has the property that the map
Bn × Bn ∋ (z, w) 7→
f(z) + f(w)
1− 〈z, w〉
∈ C
is positive semidefinite;
(iv) there exists an n-tuple of isometries (V1, . . . , Vn) with orthogonal ranges on a Hilbert space K, a
vector ξ ∈ K such that
f(z) =
〈
(I + z1V
∗
1 + · · ·+ znV
∗
n )(I − z1V
∗
1 − · · · − znV
∗
n )
−1ξ, ξ
〉
+ i(Im f(0))
for any z := (z1, . . . , zn) ∈ Bn;
(v) there exists a completely positive linear map ν : C∗(R1, . . . , Rn)→ C such that
f(z) = ν[(I + z1R
∗
1 + · · ·+ znR
∗
n)(I − z1R
∗
1 − · · · − znR
∗
n)
−1] + i(Im f(0))
for any z := (z1, . . . , zn) ∈ Bn.
We mention that the implication (iii) =⇒ (iv) was also proved in [18] using different techniques.
3. Free holomorphic (resp. analytic) extensions
We need to recall (see [43]) a few facts concerning the automorphisms of the unit ball Bn. Let a ∈ Bn
and consider ψa ∈ Aut(Bn), the automorphism of the unit ball, defined by
(3.1) ψa(z) :=
a− Paz − sa(I − Pa)z
1− 〈z, a〉
, z ∈ Bn,
where P0 = 0, Paz :=
〈z,a〉
〈a,a〉a if a 6= 0, and sa := (1− 〈a, a〉)
1/2. The automorphism ψa : Bn → Bn has the
following properties:
(i) ψa(0) = a, ψa(a) = 0;
(ii) ψa(ψa(z)) = z for any z ∈ Bn;
(iii) 1− 〈ψa(z), ψa(w)〉 =
(1−〈a,a〉)(1−〈z,w〉)
(1−〈z,a〉)(1−〈a,w〉) for any z, w ∈ Bn.
The main result of this paper is the following theorem regarding free holomorphic (resp. analytic)
extensions of operator-valued functions defined on subsets of Bn.
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Theorem 3.1. Let Λ be an arbitrary subset of Bn and let F : Λ→ B(E) be an operator-valued function,
where E is a separable Hilbert space. Then the following statements are equivalent:
(i) F has a free holomorphic extension G with positive real part, i.e.,
ReG ≥ 0 and G(z) = F (z), z ∈ Λ;
(ii) the map
Λ × Λ ∋ (z, w) 7→
F (z) + F (w)∗
1− 〈z, w〉
∈ B(E)
is positive semidefinite;
(iii) F has an operator-valued analytic extension Φ : Bn → B(E) such that the map
Bn × Bn ∋ (z, w) 7→
Φ(z) + Φ(w)
∗
1− 〈z, w〉
∈ B(E)
is positive semidefinite.
Proof. Consider the case when 0 ∈ Λ. If Λ ⊂ Bn is finite, then the result follows from Theorem 2.1 and
Theorem 2.2. Now, assume that Λ is infinite. If condition (ii) holds, we choose a sequence {λj}∞j=0 ⊂ Λ
dense in Λ and such that λ0 = 0. As in the proof of Theorem 2.2, one can find a free holomorphic function
F with ReF ≥ 0 and G(z) = F (z) for any z ∈ Λ. Therefore, item (i) holds. The other implications can
be proved similarly to those of Theorem 2.2.
Consider the case when Λ is an arbitrary subset of Bn. We prove the implication (ii) =⇒ (i). Fix
a point a ∈ Λ and let ψa ∈ Aut(Bn) be the automorphism of the unit ball defined by relation (3.1).
Consider Λ0 := ψa(Λ) ⊂ Bn and define the function Φ : Λ0 → B(E) by setting
(3.2) Φ(ξ) := F (ψ−1a (ξ)), ξ ∈ Λ0.
Assume that condition (ii) holds. First, we prove that the map
(3.3) Λ0 × Λ0 ∋ (ξ, η) 7→
Φ(ξ) + Φ(η)
∗
1− 〈ξ, η〉
∈ B(E)
is positive semidefinite. To this end, let ξ1, . . . , ξk ∈ Λ0 and h1, . . . , hk ∈ E , and set zi := ψ−1a (ξi) ∈ Λ for
i = 1, . . . , k. Using the properties of the automorphism ψa, preceding this theorem, we deduce that
k∑
i=1
k∑
j=1
〈
Φ(ξi) + Φ(ξj)
∗
1− 〈ξi, ξj〉
hi, hj
〉
=
k∑
i=1
k∑
j=1
〈
F (zi) + F (zj)
∗
1− 〈zi, zj〉
1− 〈zi, zj〉
1− 〈ψa(zi), ψa(zj)〉
hi, hj
〉
=
k∑
i=1
k∑
j=1
〈
F (zi) + F (zj)
∗
1− 〈zi, zj〉
(1− 〈zi, a〉)(1− 〈a, zj〉)
1− 〈a, a〉
hi, hj
〉
=
k∑
i=1
k∑
j=1
〈
F (zi) + F (zj)
∗
1− 〈zi, zj〉
xi, xj
〉
≥ 0,
where
xi :=
1− 〈zi, a〉√
1− 〈a, a〉
hi for i = 1, . . . , k.
This proves our assertion.
Now, since 0 = ψa(a) ∈ Λ0 and the map given by (3.3) is positive semidefinite, we can apply the first
part of the proof to find an operator-valued analytic function Φ˜ : Bn → B(E) such that the map
(3.4) Bn × Bn ∋ (ξ, η) 7→
Φ˜(ξ) + Φ˜(η)
∗
1− 〈ξ, η〉
∈ B(E)
is positive semidefinite and such that Φ˜ extends Φ, i.e.,
(3.5) Φ˜(ξ) = Φ(ξ) for any ξ ∈ Λ0.
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Define the operator-valued analytic function g : Bn → B(E) by setting
(3.6) g(z) := Φ˜(ψa(z)), z ∈ Bn.
Let z1, . . . , zk ∈ Bn and h1, . . . , hk ∈ E , and set ηi := ψ−1a (zi) for i = 1, . . . , k. Using the properties of
the automorphism ψa, similar calculations as above imply
k∑
i=1
k∑
j=1
〈
g(zi) + g(zj)
∗
1− 〈zi, zj〉
hi, hj
〉
=
k∑
i=1
k∑
j=1
〈
Φ˜(ηi) + Φ˜(ηj)
∗
1− 〈ηi, ηj〉
yi, yj
〉
where
yi :=
1− 〈ηi, a〉√
1− 〈a, a〉
hi for i = 1, . . . , k.
Since the map given by (3.4) is positive semidefinite, so is the map
Bn × Bn ∋ (z, w) 7→
g(z) + g(w)∗
1− 〈z, w〉
∈ B(E).
Applying Theorem 2.2 to the analytic function g, we find a free holomorphic function G with coefficients
in B(E) with ReG ≥ 0 and G(z) = g(z) for any z ∈ Bn. Hence and using relations (3.2), (3.5), and (3.6),
we deduce that
G(z) = g(z) = Φ˜(ψa(z)) = Φ(ψa(z)) = F (z)
for any z ∈ Λ, which proves the implication (ii) =⇒ (i). The implication (i) =⇒ (ii) follows as in
the proof of Theorem 2.1. Since (iii) =⇒ (ii) is obvious and implication (i) =⇒ (iii) was proved in
Theorem 2.2, the proof is complete. 
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