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TWO-WEIGHT Lp-Lq BOUNDS FOR POSITIVE DYADIC
OPERATORS: UNIFIED APPROACH TO p ≤ q AND p > q
TIMO S. HÄNNINEN, TUOMAS P. HYTÖNEN, AND KANGWEI LI
Abstract. We characterize the Lp(σ) → Lq(ω) boundedness of positive
dyadic operators of the form
T (fσ) =
∑
Q∈D
λQ
ˆ
Q
f dσ · 1Q,
and the Lp1 (σ1)× Lp2 (σ2)→ Lq(ω) boundedness of their bilinear analogues,
for arbitrary locally finite measures σ, σ1, σ2, ω. In the linear case, we unify
the existing “Sawyer testing” (for p ≤ q) and “Wolff potential” (for p > q)
characterizations into a new “sequential testing” characterization valid in all
cases. We extend these ideas to the bilinear case, obtaining both sequential
testing and potential type characterizations for the bilinear operator and all
p1, p2, q ∈ (1,∞). Our characterization covers the previously unknown case
q < p1p2/(p1 + p2), where we introduce a new two-measure Wolff potential.
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1. Introduction
We are interested in characterizations of two-weight Lp(σ)-Lq(ω) inequalities for
discrete positive operators of the form
T (fσ) :=
∑
Q∈D
λQ
ˆ
Q
f dσ · 1Q, λQ ≥ 0,
TQ(fσ) :=
∑
Q′∈D
Q′⊆Q
λQ′
ˆ
Q′
f dσ · 1Q′ ,
(1.1)
as well as some bilinear generalizations. Such questions have been quite extensively
studied in the last few years, but our goal is to offer a systematic approach, which
unifies a number of existing results in the linear case, and more or less completes
the picture in the bilinear case.
For the Lp(σ)-Lq(ω) boundedness of T from (1.1), there are two seemingly quite
different characterizations depending on the relative size of the exponents p and q.
1.2. Theorem (Linear p ≤ q; Lacey, Sawyer, and Uriarte-Tuero [5]). For 1 < p ≤
q <∞ and two measures σ, ω, we have
‖T ( ·σ)‖Lp(σ)→Lq(ω) h T+ T
∗,
where
T := sup
Q∈D
‖TQ(σ)‖Lq(ω)
σ(Q)1/p
, T∗ := sup
Q∈D
‖TQ(ω)‖Lp′(σ)
ω(Q)1/q′
. (1.3)
1.4. Theorem (Linear p > q; Tanaka [13]). For 1 < q < p <∞ and two measures
σ, ω, we have
‖T ( ·σ)‖Lp(σ)→Lq(ω) h ‖W
q
λ,ω[σ]‖
1/q
Lr/q(σ)
+ ‖W p
′
λ,σ[ω]‖
1/p′
Lr/p′(ω)
where 1/r = 1/q − 1/p and
W qλ,ω [σ] :=
∑
Q∈D
λQω(Q)
( 1
ω(Q)
∑
Q′⊆Q
λQ′σ(Q
′)ω(Q′)
)q−1
1Q
is the discrete Wolff potential.
The case p = q = 2 of Theorem 1.2 was already proven by Nazarov, Treil and
Volberg [8]. The case p > q (as in Theorem 1.4) was previously characterized by
Cascante, Ortega and Verbitsky [2], even for 0 < q <∞, but only under additional
a priori conditions (so called “dyadic logarithmic bounded oscillation”) on the co-
efficients λQ; but our emphasis is on results valid without any such assumptions.
While both Theorem 1.2 and Theorem 1.4 characterize a two-weight inequality
for an operator in terms of something arguably simpler, the characterizations are
very different. The Sawyer-type testing conditions of Theorem 1.2 are obviously
necessary: they amount to the trivial bound TQ(σ) ≤ T (1Qσ) and the boundedness
of T ( ·σ) and its formal adjoint T ( ·ω) on the indicator functions, where the latter
does not make any use of the properties of the operator other than boundedness
and linearity (for the existence of an adjoint).
In a sense, the characterization of Theorem 1.4 is even better, since it reduces
the norm of an operator to the norm of a function, which in principle is a much
simpler object. On the other hand, the relation of this function to the original
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operator is not at all obvious at first sight, and both the necessity and the sufficiency
parts of Theorem 1.4 are non-trivial results, which use the specific structure of the
operator in question. Indeed, the very formula of W qλ,ω [σ] makes explicit reference
to this structure, and does not suggest an immediate generalization to more general
operators. Also, there is a discontinuity between the characterizations of Theorems
1.2 and 1.4, in that the Wolff potential conditions do not seem to converge to the
Sawyer testing conditions in any obvious sense as q → p.
Our first contribution is to provide a characterization that fixes this discontinuity
and covers all values of p, q ∈ (1,∞) in a unified manner. This is achieved by a new
“sequential” testing conditions, as defined below: (An alternative form of a unified
characterization has been simultaneously obtained by Vuorinen [15].)
1.5. Theorem. For p, q ∈ (1,∞) and two measures σ, ω, we have
‖T ( ·σ)‖Lp(σ)→Lq(ω) h Tr + T
∗
r ,
where r ∈ (1,∞] is determined by
1
r
=
(1
q
−
1
p
)
+
:= max
{1
q
−
1
p
, 0
}
. (1.6)
and
Tr := sup
F
∥∥∥{‖TF (σ)‖Lq(ω)
σ(F )1/p
}
F∈F
∥∥∥
ℓr
,
T
∗
r := sup
G
∥∥∥{‖TG(ω)‖Lp′(σ)
ω(G)1/q′
}
G∈G
∥∥∥
ℓr
,
(1.7)
where the supremums are taken over all subcollections F and G of D that are sparse
(in the sense of Definition 1.8 below) with respect to σ and ω, respectively.
1.8. Definition. A family F ⊆ D is called σ-sparse (or sparse with respect to σ),
if for every F ∈ F , there exists some E(F ) ⊆ F such that σ(E(F )) ≥ 12σ(F ), and
the sets E(F ), F ∈ F , are pairwise disjoint.
We note that a version of the sequential testing has been earlier used by Sawyer
[10, Theorem 3] to give the following characterization of the two-weight inequality
for the Hardy operator H(fσ)(x) :=
´ x
0
f(t)dσ(t):
‖H( ·σ)‖Lp(σ)→Lq(ω) h sup
···<xk<xk+1···
‖{σ((xk−1, xk])
1/p′ω([xk, xk+1))
1/q}xk‖ℓr .
However, it seems that this idea has not been previously pushed to more complicated
positive integral operators, of which the Hardy operator is the simplest prototype
case. (Sawyer’s theorem is also valid for (p, q) ∈ [1,∞)×(0,∞), a larger range than
in our result.)
When p ≤ q, we have r = ∞ in (1.6), and the characterization (1.7) reduces to
the Sawyer conditions (1.3). For p > q, the necessity of the finiteness of Tr,T
∗
r from
(1.7) is perhaps still not obvious. Nevertheless, we shall show that it is an essentially
more general property, in that replacing each TF (σ) by the larger function T (1Fσ)
in Tr, we obtain a condition that is necessary for the boundedness of any positive
linear T ( ·σ) : Lp(σ)→ Lq(ω), not involving any specific structure of the operator.
(Note that we have tagged the label ‘σ’ with ‘T ( ·σ)’. In the case of a general op-
erator, this tag just emphasizes that the operator T ( ·σ) acts on Lp(σ). In the case
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of an integral operator associated with a kernel K, this tag indicates the measure
with respect to which the integration is done: T (fσ)(x) :=
´
K(x, y)f(y)dσ(y).)
We also demonstrate the necessity of the sequential testing conditions in another
sense; namely, replacing them by the Sawyer testing conditions (i.e., replacing ℓr by
the weaker norm ℓ∞) is not in general sufficient for the boundedness when p > q.
By going through both Theorems 1.4 and 1.5, one sees that the sequential testing
and Wolff potential conditions are equivalent. However, this can also be seen more
directly, and on a more general level: it turns out that the sequential testing is
equivalent to a norm bound for an abstract “Wolff potential” for a general positive
linear T ( ·σ):
1.9. Proposition. Let 1 < q < p <∞ and r ∈ (1,∞) be given by 1/r = 1/q− 1/p.
Let T ( ·σ) : Lp(σ) → Lq(ω) be a positive linear operator, and let TQ( ·σ) denote
any of the following localized operators:
(1) TQ( ·σ) = T (·1Qσ), or
(2) TQ( ·σ) = 1QT (·1Qσ), or
(3) TQ( ·σ) be as in (1.1) if T of the form given in the same formula,
and let Tr be as in (1.7). Then
Tr h ‖W
q
T,σ[ω]‖
1/q
Lr/q(σ)
, W qT,σ [ω] := sup
Q∈D
1Q
σ(Q)
‖TQ(σ)‖
q
Lq(ω).
1.10. Example. Let ω = σ, and consider the pointwise multiplication operator
T : f 7→ mf . Using either localization (1) or (2) from Proposition 1.9, we have
TQ(σ) = 1Qm and
W qT,σ[σ] = sup
Q∈D
1Q
σ(Q)
ˆ
Q
mq dσ = Mσ(m
q),
where Mσ is the dyadic maximal operator relative to the σ measure. Thus
‖W qT,σ[ω]‖
1/q
Lr/q(σ)
= ‖Mσ(m
q)‖
1/q
Lr/q(σ)
h ‖m‖Lr(σ) = ‖T ‖Lp(σ)→Lq(σ)
by the boundedness of the maximal operator for r/q > 1, and Hölder’s inequality
in the last step. The theory of Wolff potentials is certainly overshooting to describe
the boundedness of these simple multiplication operators, but it is interesting to
note that such a degenerate case is also naturally covered by our general theory.
Even if T ( ·σ) is given by (1.1), its abstract Wolff potential W qT,σ [ω] may not
be pointwise equal or comparable to the discrete Wolff potential W qλ,ω [σ] defined
before; however, their relevant norms are equivalent:
1.11. Proposition. If T ( ·σ) is as in (1.1), then
‖W qT,σ[ω]‖Lr/q(σ) h ‖W
q
λ,ω[σ]‖Lr/q(σ).
This discussion provides the following analysis of the equivalence “boundedness
⇔ discrete Wolff bound” established by Tanaka’s Theorem 1.4: The next few im-
plications are valid for any positive linear operator:
boundedness ⇒ sequential testing ⇔ abstract Wolff,
whereas the concrete structure (1.1) is only needed to prove that:
boundedness ⇐ sequential testing, abstract Wolff ⇔ discrete Wolff.
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We feel that this unified and general point of view will be helpful in identifying
potential-type characterizations for other operators as well.
In the second part of this paper, we apply these methods to study the bilinear
version of (1.1),
T (f1σ1, f2σ2) =
∑
Q∈D
λQ
ˆ
Q
f1 dσ1 ·
ˆ
Q
f2 dσ2 · 1Q, λQ ≥ 0,
TQ(f1σ1, f2σ2) =
∑
Q′∈D:
Q′⊆Q
λQ′
ˆ
Q′
f1 dσ1 ·
ˆ
Q′
f2 dσ2 · 1Q′ .
(1.12)
and we characterize the boundedness of
T ( ·σ1, ·σ2) : L
p1(σ1)× L
p2(σ2)→ L
q(ω) (1.13)
for all values of p1, p2, q ∈ (1,∞). Writing p3 := q
′ := q/(q− 1), this was previously
known in the case that 1/pi+1/pj ≥ 1 for all i 6= j by Li and Sun [7], and extended
to 1/p1 + 1/p2 + 1/p3 ≥ 1 by Tanaka [14], but the case of 1/p1 + 1/p2 + 1/p3 < 1
remained open until now. In this paper we prove the following sequential charac-
terization, and use it to extend the discrete-Wolff-potential-type characterization
of the boundedness of (1.13) to the previously unknown case of 1p1 +
1
p2
+ 1p3 < 1.
1.14. Theorem. Let T be defined as in (1.12). For p1, p2, p3 ∈ (1,∞) and three
measures σ1, σ2, σ3, we have
‖T ( ·σ1, ·σ2)‖Lp1(σ1)×Lp2(σ2)→Lp
′
3(σ3)
h
∑
(i,j,k)∈S3
Ti,j,k h
∑
(i,j,k)∈S3
T˜i,j,k,
where S3 is the set of all permutations (i, j, k) of (1, 2, 3), and the quantities Ti,j,k
and T˜i,j,k are defined by
Ti,j,k := sup
Fj ,Fk
∥∥∥∥∥
{∥∥∥∥
{ ‖TFj(σj , σk)‖Lp′i(σi)
σj(Fj)1/pjσk(Fk)1/pk
}
Fj∈Fj:Fj⊆Fk
∥∥∥∥
ℓrk
}
Fk∈Fk
∥∥∥∥∥
ℓr
,
T˜i,j,k := sup
Fk,Fj(Fk)
∥∥∥∥∥
{∥∥∥∥
{ ‖TFj(σj , σk)‖Lp′i(σi)
σj(Fj)1/pjσk(Fk)1/pk
}
Fj∈Fj(Fk)
∥∥∥∥
ℓrk
}
Fk∈Fk
∥∥∥∥∥
ℓr
,
where
• the supremum supFj,Fk is over all σj-sparse collections Fj and all σk-sparse
collections Fk;
• the supremum supFk,Fj(Fk) is over all σk-sparse collections Fk and, for each
Fk ∈ Fk, over all σj-sparse collections Fj(Fk) of cubes contained in Fk;
• the exponents are defined by
1
rk
:=
(
1−
1
pi
−
1
pj
)
+
, and
1
r
:=
(
1−
1
p1
−
1
p2
−
1
p3
)
+
(1.15)
for all (i, j, k) ∈ S3.
Note that trivially Ti,j,k ≤ T˜i,j.k, since {Fj ∈ Fj : Fj ⊆ Fk} is a special case of a
collection Fj(Fk). We shall show that even the stronger form of sequential testing
(with T˜i,j,k) is necessary, while already the weaker form (with Ti,j,k) is sufficient,
for the estimate on ‖T ( ·σ1, ·σ2)‖. In fact, analogously to the linear case, we prove
that the sequential testing is necessary for the boundedness (1.13) for any positive
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bilinear operator, and that the sequential testing is equivalent to a norm bound for
an abstract Wolff potential.
In the previously unknown case 1p1 +
1
p2
+ 1p3 < 1, we can reformulate the char-
acterization in terms of a new two-measure Wolff potential as follows:
1.16.Theorem. Let σ1, σ2, σ3 be a locally finite Borel measures on R
n, and T ( ·σ1, ·σ2)
be as in (1.12). Then
‖T ( ·σ1, ·σ2)‖Lp1(σ1)×Lp2(σ2)→Lp
′
3(σ3)
h
∑
(i,j,k)∈S3
‖Wσi,σj [σk]
1/rk‖Lr(σk),
where rk and r are defined as in (1.15), and the two-measure Wolff potential is
defined by
Wσi,σj [σk] :=
∑
Q∈D
λQλ
p′i−1
Q,σi
λ
rk
p′
i
−1
Q,σj ,σi
σi(Q)σj(Q)1Q, (1.17)
in terms of the coefficients
λQ,σi :=
1
σi(Q)
∑
Q′⊆Q
λQ′σ1(Q
′)σ2(Q
′)σ3(Q
′)
λQ,σj ,σi :=
1
σj(Q)
∑
Q′⊆Q
λQ′λ
p′i−1
Q′,σi
σ1(Q
′)σ2(Q
′)σ3(Q
′), j 6= i.
(1.18)
We note that the need of some kind of a two-measure Wolff potential, to describe
the boundedness in this case, was already suggested by Tanaka [14, Remark 1.4]
but, as far as we know, this is the first time that an appropriate potential is actually
written down explicitly.
While we mainly work with the dyadic model operators, as an application, we
give a characterization for the bilinear fractional integral operator Iα( ·σ1, ·σ2) :
Lp1(σ1)×L
p2(σ2)→ L
q(ω) in terms of sequential testing, and of an abstract Wolff
potential, which generalizes the results in [7]. We also characterize the boundedness
of (linearized) maximal operators M(·σ ) : Lp(σ) → Lq(ω) and M(·σ1, ·σ2) :
Lp1(σ1)×L
p2(σ2)→ L
q(ω) in the cases 1p <
1
q and
1
p1
+ 1p2 <
1
q , respectively. This
extends the results in [9, 11, 12, 6].
2. Basic lemmas of positive dyadic analysis
For a family F ⊆ D, we denote
chF (F ) := {maximal F
′ ⊆ F : F ′ ∈ F}, EF (F ) := F \
⋃
F ′∈chF (F )
F ′.
The sets EF (F ) are pairwise disjoint. Recalling Definition 1.8, we note in particular
that F is σ-sparse if (but not only if) σ(EF (F )) ≥
1
2σ(F ), or equivalently∑
F ′∈chF
σ(F ′) ≤
1
2
σ(F ).
Although sparseness is slightly more general, this is actually the only case that we
need in this paper.
For Q ∈ D, we denote by
πFQ := π
0
FQ := min{F ⊇ Q : F ∈ F}, π
k+1
F Q := min{F ) π
k
FQ : F ∈ F}.
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We sometimes specify a “stopping family starting at Q0 and defined by chF ”,
where we give some explicit rule of constructing a disjoint collection chF(F ) of
dyadic (strict) subcubes F ′ of a given F . By this we mean that F is given as
follows: We set F0 := {Q0}. Assuming that Fk is already chosen, we define
Fk+1 :=
⋃
F∈Fk
chF (F ),
where the last expression is meaningful by the rule that we specified. Then finally
F :=
∞⋃
k=0
Fk.
The dyadic maximal operatorMσD adapted to a dyadic grid D and a locally finite
Borel measure σ is defined by
MσD(f)(x) := sup
Q∈D
1Q(x)
σ(Q)
ˆ
Q
f(y)dσ(y).
We state the boundedness of the maximal operator and (a special case of) the
dyadic Carleson embedding theorem as the following well-known lemmas:
2.1. Lemma. Let 1 < p <∞. Let σ be a locally finite Borel measure. Then
‖MσD(f)‖Lp(σ) ≤ p
′‖f‖Lp(σ).
2.2. Lemma. Let 1 ≤ p <∞. Let σ be a locally finite Borel measure. Suppose that
F is a σ-sparse collection. Then( ∑
F∈F
(〈f〉σF )
pσ(F )
)1/p
≤ 2p′‖f‖Lp(σ).
The next lemma can be thought of as an Lp-variant of Pythagoras’ theorem for
functions adapted to a sparse collection:
2.3. Lemma ([3]). Let 1 ≤ p < ∞. Let σ be a locally finite Borel measure. Let
S be a σ-sparse collection of dyadic cubes. For each S ∈ S, assume that aS is a
non-negative function that is supported on S and constant on each S′ ∈ chS(S).
Then (∑
S
‖aS‖
p
Lp(σ)
)1/p
≤
∥∥∥∑
S
aS
∥∥∥
Lp(σ)
≤ 3p
(∑
S
‖aS‖
p
Lp(σ)
)1/p
.
Proof. We note that the first estimate is simply ‖ ‖ℓp ≤ ‖ ‖ℓ1; the second one is
found in [3]. 
2.4. Lemma. Let 1 < s <∞. Let σ be a locally finite Borel measure. Let
ψ = sup
Q∈D
τQ
σ(Q)
1Q, (2.5)
where the coefficients are superadditive in the sense that
∞∑
i=1
τQi ≤ τQ (2.6)
whenever Qi ⊆ Q are disjoint. Then
‖ψ‖Ls(σ) h sup
F
∥∥∥ sup
F∈F
τF
σ(F )
1F
∥∥∥
Ls(σ)
h sup
F
( ∑
F∈F
[ τF
σ(F )
]s
σ(F )
)1/s
, (2.7)
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where the supremums are over all σ-sparse subcollections F ⊆ D.
Proof. Choosing an increasing sequence QN that exhausts the space, it is clear that
ψQN := supQ⊆QN τQ/σ(Q)·1Q increases pointwise to ψ, and therefore ‖ψQN‖Ls(σ) ↑
‖ψ‖Ls(σ) by monotone convergence. So it is enough to dominate ψQN in place of ψ
in the first “.”.
Let F be the stopping cubes starting at QN and defined by
chF(F ) :=
{
maximal F ′ ( F :
τF ′
σ(F ′)
> 2
τF
σ(F )
}
.
Then sparseness follows from the assumed superadditivity:∑
F ′∈chF (F )
σ(F ′) ≤
∑
F ′∈chF (F )
τF ′σ(F )
2τF
≤
1
2
σ(F ),
and ψQN ≤ 2 supF∈F τF /σ(F ) · 1F by the stopping condition. This shows the first
“.” in (2.7), and the second is immediate from ‖ ‖ℓ∞ ≤ ‖ ‖ℓs .
To see that the right-most term in (2.7) is bounded by the left-most one, we
observe that τF /σ(F ) ≤ infF ψ and σ(F ) ≤ 2σ(EF (F )) by sparseness, which shows
that ∑
F∈F
[ τF
σ(F )
]s
σ(F ) ≤ 2
∑
F∈F
ˆ
EF (F )
ψs dσ ≤ 2‖ψ‖sLs(σ),
and this completes the proof. 
We also need the following lemma.
2.8. Lemma ([1], Proposition 2.2). Let 1 < s < ∞. Let σ be a locally finite Borel
measure. Let
φ =
∑
Q∈D
αQ1Q, φQ :=
∑
Q′⊆Q
αQ′1Q′ . (2.9)
Then
‖φ‖Ls(σ) h
( ∑
Q∈D
αQ(〈φQ〉
σ
Q)
s−1σ(Q)
)1/s
h
∥∥∥ sup
Q∈D
1Q〈φQ〉
σ
Q
∥∥∥
Ls(σ)
.
3. Two-weight T 1 theorem for positive operators: the linear case
In this section we prove Theorem 1.5 and Proposition 1.9 and 1.11 discussed in
the Introduction.
3.A. Necessity of sequential testing. We begin with a more general version of
“sequential boundedness” of positive linear operators between Lp spaces.
3.1. Proposition. Let p, q ∈ (1,∞), and T ( ·σ) : Lp(σ) → Lq(ω) be a positive
bounded linear operator. Then for r defined in (1.6) and all nonnegative functions
φF , we have∥∥∥{‖T (φFσ)‖Lq(ω)}
F∈F
∥∥∥
ℓr
≤ ‖T ( ·σ)‖Lp(σ)→Lq(ω) sup
{∥∥∥∑
F
βFφF
∥∥∥
Lp(σ)
:
∑
F
βpF ≤ 1
}
.
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Proof. We first note that this is obvious for p ≤ q, when r =∞, so we concentrate
on p > q. We rewrite the left side by duality and observe that (r/q)′ = p/q:
[∑
F
‖T (φFσ)‖
r
Lq(ω)
]1/r
=
[∑
F
(
‖T (φFσ)‖
q
Lq(ω)
)r/q]1/r
= sup
{[∑
F
αF ‖T (φFσ)‖
q
Lq(ω)
]1/q
:
∑
F
α
(r/q)′
F ≤ 1
}
= sup
{[∑
F
‖T (α
1/q
F φFσ)‖
q
Lq(ω)
]1/q
:
∑
F
α
p/q
F ≤ 1
}
,
Denoting βF := α
1/q
F , where these numbers satisfy
∑
F β
p
F ≤ 1, we continue with
∑
F
‖T (βFφFσ)‖
q
Lq(ω) =
ˆ ∑
F
[T (βFφFσ)]
q dω
≤
ˆ [∑
F
T (βFφFσ)
]q
dω =
∥∥∥T(∑
F
βFφFσ
)∥∥∥q
Lq(ω)
≤ ‖T ( ·σ)‖qLp(σ)→Lq(ω)
∥∥∥∑
F
βFφF
∥∥∥q
Lp(σ)
. 
The necessity of sequential testing in Theorem 1.5 is a consequence of the fol-
lowing corollary and the trivial pointwise bound TF (σ) ≤ T (1Fσ):
3.2. Corollary. Let p, q ∈ (1,∞) and T ( ·σ) : Lp(σ)→ Lq(ω) be a positive bounded
linear operator. Then for r defined in (1.6) and any sparse collection F with respect
to σ, we have
∥∥∥{ 1
σ(F )1/p
‖T (1Fσ)‖Lq(ω)
}
F∈F
∥∥∥
ℓr
≤ 3p · ‖T ( ·σ)‖Lp(σ)→Lq(ω).
Proof. Applying to Proposition 3.1 with φF = 1F/σ(F )
1/p, we are reduced to
estimating
∥∥∥∑
F
βF
σ(F )1/p
1F
∥∥∥
Lp(σ)
where
∑
F
βpF ≤ 1
≤ 3p
(∑
F
βpF
σ(F )
σ(F )
)1/p
by Lemma 2.3
= 3p
(∑
F
βpF
)1/p
≤ 3p. 
3.B. Sufficiency of sequential testing. We turn to the other direction of Theo-
rem 1.5 by showing the boundedness of T ( ·σ) under the sequential testing assump-
tions. The argument is rather short once we take for granted the following lemma,
which summarizes the part of the argument common to both previous Theorems 1.2
(as proven in [4]) and 1.4:
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3.3. Lemma. Let T and TQ be as in (1.1). For any Q0 ∈ D, there are subsets
F ,G ⊆ D, respectively sparse with respect to σ, ω, such that
〈TQ0(fσ), gω〉 ≤ 2
∑
F∈F
〈f〉σF ‖TF (σ)‖Lq(ω)‖gF‖Lq′(ω)
+ 2
∑
G∈G
〈g〉ωG‖fF‖Lp(σ)‖TF (ω)‖Lq′ (ω),
(3.4)
where( ∑
F∈F
(〈f〉σF )
pσ(F )
)1/p
. ‖f‖Lp(σ),
( ∑
F∈F
‖gF‖
q′
Lq′ (ω)
)1/q′
. ‖g‖Lq′(ω),
(∑
G∈G
(〈g〉ωG)
q′ω(G)
)1/q′
. ‖g‖Lq′(ω),
(∑
G∈G
‖fG‖
p
Lp(σ)
)1/p
. ‖f‖Lp(σ).
Proof. This is implicitly contained as an intermediate step in the proof of [4, The-
orem 6.1]. 
We observe that the number r is chosen in such a way that
1
p
+
1
r
+
1
q′
=
1
p
+
(1
q
−
1
p
)
+
+
1
q′
≥ 1
in each case. Thus, using Hölder’s inequality (and the monotonicity of the ℓs norms
in the case of strict inequality above), we have∑
F∈F
〈f〉σF ‖TF (σ)‖Lq(ω)‖gF ‖Lq′(ω)
=
∑
F∈F
〈f〉σFσ(F )
1/p ‖TF (σ)‖Lq(ω)
σ(F )1/p
‖gF‖Lq′(ω)
≤
( ∑
F∈F
(〈f〉σF )
pσ(F )
)1/p∥∥∥{‖TF (σ)‖Lq(ω)
σ(F )1/p
}
F∈F
∥∥∥
ℓr
( ∑
F∈F
‖gF‖
q′
Lq′ (ω)
)1/q′
. ‖f‖Lp(σ) · Tr · ‖g‖Lq′(ω).
A symmetric argument for the second term in (3.4) shows that
〈TQ0(fσ), gω〉 . (Tr + T
∗
r)‖f‖Lp(σ)‖g‖Lq′(ω),
and taking Q0 as large as we like it follows by monotone convergence and duality
that
‖T (fσ)‖Lq(ω) . (Tr + T
∗
r)‖f‖Lp(σ).
This completes the proof of Theorem 1.5.
3.C. Abstract Wolff potential. We prove Propositions 1.9 and 1.11 concerning
the abstract Wolff potential W qT,σ and its relation to the discrete Wolff poten-
tial W qλ,σ.
Proof of Proposition 1.9. Recall that
Tr := sup
F
∥∥∥{‖TF (σ)‖Lq(ω)
σ(F )1/p
}F∈F
∥∥∥
ℓr
= sup
F
( ∑
F∈F
[‖TF (σ)‖qLq(ω)
σ(F )
]r/q
σ(F )
)1/r
.
We denote τQ := ‖TQ(σ)‖
q
Lq(ω). Once we check that these satisfy the superadditiv-
ity (2.6), Proposition 1.9 is a direct consequence of Lemma 2.4.
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In the first case of TQ = T (1Q·), we have∑
i
‖T (1Qiσ)‖
q
Lq(ω) =
ˆ ∑
i
(T (1Qiσ))
q dω ≤
ˆ [∑
i
T (1Qiσ)
]q
dω
=
ˆ [
T
(∑
i
1Qiσ
)]q
dω ≤
ˆ
[T (1Qσ)]
q dω = ‖T (1Qσ)‖
q
Lq(ω).
The other two cases follow by first estimating TQi(σ) ≤ TQ(1Qiσ) and then applying
the first case to the operator TQ in place of T . 
Proof of Proposition 1.11. We need to show that the Lr/q(σ) norms of
W qT,σ [ω] := sup
Q∈D
1Q
σ(Q)
‖TQ(σ)‖
q
Lq(ω) =: sup
Q∈D
1Q
σ(Q)
τQ
and
W qλ,ω [σ] :=
∑
Q∈D
λQω(Q)1Q
( 1
ω(Q)
∑
Q′⊆Q
λQ′σ(Q
′)ω(Q′)
)q−1
=:
∑
Q∈D
αQ1Q
are comparable.
From Lemma 2.8 we deduce that
τR =
ˆ
R
( ∑
Q⊆R
λQσ(Q)1Q
)q
dω
h
∑
Q⊆R
λQσ(Q)ω(Q)
( 1
ω(Q)
∑
Q′⊆Q
λQ′σ(Q
′)ω(Q′)
)q−1
=
ˆ
R
( ∑
Q⊆R
αQ1Q
)
dσ.
(3.5)
Hence
‖W qT,σ[ω]‖Lr/q(σ) =
∥∥∥ sup
R∈D
1R
σ(R)
τR
∥∥∥
Lr/q(σ)
h
∥∥∥ sup
R∈D
1R
σ(R)
ˆ
R
( ∑
Q⊆R
αQ1Q
)∥∥∥
Lr/q(σ)
by (3.5)
h
∥∥∥ ∑
Q∈D
αQ1Q
∥∥∥
Lr/q(σ)
by Lemma 2.8
= ‖W qλ,ω[σ]‖Lr/q(σ). 
3.D. Insufficiency of Sawyer testing for q < p. Here we present a concrete
example of an operator as in (1.1), which satisfies the testing conditions (1.3), but
fails to be bounded from Lp to Lq. For this example, it is enough to consider both
σ and ω eqaul to the Lebesgue measure on Rn. This justifies the use of the more
complicated sequential testing in Theorem 1.5.
Let C be an infinite chain of dyadic cubes, where any two satisfy C′ ( C. Let
Tf :=
∑
Q∈C
|Q|−1/r
 
Q
f dx · 1Q.
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Then
‖TF 1‖Lq =
∥∥∥ ∑
Q∈C
Q⊆F
|Q|−1/r1Q
∥∥∥
Lq
h
( ∑
Q∈C
Q⊆F
|Q|−q/r|Q|
)1/q
=
( ∑
Q∈C
Q⊆F
|Q|q/p
)1/q
. (|F |q/p)1/q = |F |1/p,
where h follows from the sparseness of C via Lemma 2.3, and . from the fact that
the numbers |Q|q/p, for Q in the chain, form a geometric progression with maximal
element at most |F |q/p. A similar computation with (p, q) replaced by (q′, p′) shows
that ‖TF1‖Lp′ . |F |
1/q′ . Thus this operator satisfies the Sawyer testing conditions.
We will now show that T is not bounded from Lp to Lq. Consider f =
∑
Q∈C aQ1Q
with aQ ≥ 0 so that, again by sparseness and Lemma 2.3,
‖f‖Lp h
(∑
Q∈C
apQ|Q|
)1/p
=:
(∑
Q∈C
bpQ
)1/p
, bQ := aQ|Q|
1/p.
Then
ffl
Q f dx ≥ aQ, and thus
‖Tf‖Lq ≥
∥∥∥∑
Q∈C
|Q|−1/raQ1Q
∥∥∥
Lq
h
(∑
Q∈C
|Q|−q/raqQ|Q|
)1/q
=
(∑
Q∈C
aqQ|Q|
q/p
)1/q
=
(∑
Q∈C
bqQ
)1/q
.
It suffices to pick a sequence (bQ)Q∈C ∈ ℓ
p \ ℓq to conclude the example.
4. Two-weight T 1 theorem for positive operators: the bilinear case
We now turn to the bilinear case and begin with some general observations
concerning a bilinear operator
T ( ·σ1, ·σ2) : L
p1(σ1)× L
p2(σ2)→ L
p′3(σ3).
Its norm is defined as the least constant ‖T ( ·σ1, ·σ2)‖Lp1(σ1)×Lp2(σ2)→Lp
′
3(σ3)
in
the inequality
‖T (f1σ1, f2σ2)‖Lp′3(σ3)
≤ ‖T ( ·σ1, ·σ2)‖Lp1(σ1)×Lp2(σ2)→Lp
′
3(σ3)
‖f1‖Lp1(σ1)‖f2‖Lp2(σ2),
which, by duality, equals to the least constant ‖T ‖ in the inequalityˆ
T (f1σ1, f2σ2)f3dσ3 ≤ ‖T ‖ ‖f1‖Lp1(σ1)‖f2‖Lp2(σ2)‖f3‖Lp3(σ3).
The partial adjoint T ( ·σ2, ·σ3) : L
p2(σ2) × L
p3(σ3) → L
p′1(σ1) is defined as the
bilinear operator satisfyingˆ
T (f2σ2, f3σ3)f1dσ1 =
ˆ
T (f1σ1, f2σ2)f3 dσ3,
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and the partial adjoint T ( ·σ1, ·σ3) : L
p1(σ1) × L
p3(σ3) → L
p′2(σ2) similarly. By
definition,
‖T ‖ = ‖T ( ·σ1, ·σ2)‖Lp1(σ1)×Lp2(σ2)→Lp
′
3(σ3)
= ‖T ( ·σ2, ·σ3)‖Lp2(σ2)×Lp3(σ3)→Lp
′
1(σ1)
= ‖T ( ·σ1, ·σ3)‖Lp1(σ1)×Lp3(σ3)→Lp
′
2(σ2)
.
4.A. Necessity of sequential testing. We prove one direction of Theorem 1.14,
namely, the necessity of the sequential testing, even in the stronger form involving
the quantities T˜i,j,k. As in the linear case, this necessity statement is a more general
result about positive bilinear operators, and does not assume the specific structure
(1.12).
Let T ( ·σ2, ·σ3) : L
p2(σ2) × L
p3(σ3) → L
p′1(σ1) be a (general) positive bilinear
operator. The localized operator TQ(σ2, σ3) can be understood as T (·1Qσ2, ·1Qσ3)
or 1QT (·1Qσ2, ·1Qσ3).
Let F3 be a σ3-sparse collection. Then, for each F3 ∈ F3, let F2(F3) be a
σ2-sparse collection whose cubes are contained in F3. In this section we prove that∥∥∥∥∥
{∥∥∥∥
{ ‖TF2(σ2, σ3)‖Lp′1(σ1)
σ2(F2)1/p2σ3(F3)1/p3
}
F2∈F2(F3)
∥∥∥∥
ℓr3
}
F3∈F3
∥∥∥∥∥
ℓr
≤ 9p2p3‖T ( ·σ2, ·σ3)‖Lp2(σ2)×Lp3(σ3)→Lp
′
1(σ1)
= 9p2p3‖T ‖.
(4.1)
Let us notice that if r = ∞, this follows from the linear case (Corollary 3.2)
applied to the operator
T ( ·σ2, 1F3σ3)
σ(F3)1/p3
: Lp2(σ2)→ L
p′1(σ1),
so we may concentrate on r < ∞, in which case also r3 ≤ r < ∞. It is useful to
observe the algebraic relations
( r3
p′1
)′
=
p2
p′1
,
( r
p′1
)′
=
p2p3
p′1(p2 + p3)
. (4.2)
in this case.
By duality with respect to both ℓr3/p
′
1 and ℓr/p
′
1 norms, it suffices to prove that
∑
F3∈F3
βF3
∑
F2∈F2(F3)
αF2,F3
‖TF2(σ2, σ3)‖
p′1
Lp
′
1(σ1)
σ2(F2)p
′
1/p2σ3(F3)p
′
1/p3
≤ (9p2p3‖T ‖)
p′1 (4.3)
for all sequences
∑
F3∈F3
β
(r/p′1)
′
F3
≤ 1,
∑
F2∈F2(F3)
α
(r3/p
′
1)
′
F2,F3
≤ 1.
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In fact, we have
LHS(4.3)
≤
∥∥∥ ∑
F3∈F3
β
1/p′1
F3
∑
F2∈F2(F3)
α
1/p′1
F2,F3
T (1F2σ2, 1F3σ3)
σ2(F2)1/p2σ3(F3)1/p3
∥∥∥p′1
Lp
′
1(σ1)
≤
∥∥∥T( sup
F3∈F3
β
p3
p′1(p2+p3)
F3
∑
F2∈F2(F3)
α
1/p′1
F2,F3
1F2
σ2(F2)
1
p2
σ2,
∑
F3∈F3
β
p2
p′1(p2+p3)
F3
1F3
σ3(F3)
1
p3
σ3
)∥∥∥p′1
Lp
′
1(σ1)
≤ ‖T ‖p
′
1
∥∥∥ sup
F3∈F3
β
p3
p′
1
(p2+p3)
F3
∑
F2∈F2(F3)
α
1/p′1
F2,F3
1F2
σ2(F2)
1
p2
∥∥∥p′1
Lp2(σ2)
×
×
∥∥∥ ∑
F3∈F3
β
p2
p′1(p2+p3)
F3
1F3
σ3(F3)
1
p3
∥∥∥p′1
Lp3(σ3)
By using ‖ ‖ℓ∞ ≤ ‖ ‖ℓp2 , the relations (4.2), and Lemma 2.3, we get∥∥∥∥ sup
F3∈F3
β
p3
p′
1
(p2+p3)
F3
∑
F2∈F2(F3)
α
1/p′1
F2,F3
σ2(F2)
− 1p2 1F2
∥∥∥∥
p′1
Lp2(σ2)
≤
( ∑
F3∈F3
β
( r
p′
1
)′
F3
∥∥∥ ∑
F2∈F2(F3)
α
1/p′1
F2,F3
σ2(F2)
− 1p2 1F2
∥∥∥p2
Lp2(σ2)
)p′1/p2
≤
( ∑
F3∈F3
β
( r
p′1
)′
F3
(3p2)
p2
∑
F2∈F2(F3)
α
(
r3
p′1
)′
F2,F3
)p′1/p2
≤ (3p2)
p′1 .
Similarly, by Lemma 2.3,∥∥∥∥ ∑
F3∈F3
β
p2
p′
1
(p2+p3)
F3
σ3(F3)
− 1p3 1F3
∥∥∥∥
p′1
Lp3(σ3)
≤ (3p3)
p′1 .
Combining the arguments together, we get (4.3) and thus (4.1).
4.B. Sufficiency of sequential testing. We turn to the other direction of The-
orem 1.14. In this subsection we prove that the weaker version of the testing
conditions, defined in terms of the testing constants Ti,j,k, is already sufficient for
the boundedness of the bilinear operator T . (For readers familiar with the proof
of Lemma 3.3 from the linear case, which we simply borrowed from earlier papers,
it is good to observe that the bilinear argument that follows, although analogous,
is set up in a slightly different way, and would reduce to a slight variation of the
earlier existing arguments in the linear case.)
The terminology and the notation are fixed in Section 2. Let D be a collection
of dyadic cubes such that for some Q0 ∈ D we have Q ⊆ Q0 for all Q ∈ D. For each
i = 1, 2, 3, let Fi be the stopping family starting at Q0 and defined by the stopping
condition
chFi(Fi) := {F
′
i ∈ D : F
′
i maximal such that 〈fi〉
σi
F ′i
> 2〈fi〉
σi
Fi
}.
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Each collection Fi is σi-sparse, since
∑
F ′i∈chFi (Fi)
σi(F
′
i ) ≤
1
2
∑
F ′i∈chFi (Fi)
´
F ′i
fdσ´
Fi
fdσ
σi(Fi) ≤
1
2
σi(Fi).
The Fi-stopping parent πFi(Q) of a cube Q is defined by πFi(Q) := {Fi ∈ Fi :
Fi minimal such that Fi ⊇ Q}. By the stopping condition, for every cube Q we
have 〈fi〉
σi
Q ≤ 2〈fi〉
σi
πFi (Q)
.
By rearranging the summation according to the stopping parents, we have∑
Q∈D
λQ
ˆ
Q
f1dσ1
ˆ
Q
f2dσ2
ˆ
Q
f3dσ3
=
∑
(F1,F2,F3)∈(F1,F2,F3)
∑
Q∈D:
π(Q)=(F1,F2,F3)
λQ
ˆ
Q
f1dσ1
ˆ
Q
f2dσ2
ˆ
Q
f3dσ3
≤ 8
∑
(F1,F2,F3)∈(F1,F2,F3)
〈f3〉
σ3
F3
〈f2〉
σ2
F2
〈f1〉
σ1
F1
∑
Q∈D:
π(Q)=(F1,F2,F3)
λQ
ˆ
Q
dσ3
ˆ
Q
dσ2
ˆ
Q
dσ1.
Since Q ⊆ F1 ∩ F2 ∩ F3, the cubes Fi are ordered by inclusion. By symmetry,
it suffices to consider the case F1 ⊆ F2 ⊆ F3. Since π(Q) = (F1, F2, F3), we
have that F ′i ( Q for every F
′
i ∈ chFi(Fi) that intersects Q, for each i = 1, 2, 3.
Therefore πF2(F1) = F2, πF3(F1) = F3, and πF3(F2) = F3. We impose this
condition by defining F1(F2, F3) := {F1 ∈ F1 : πF2(F1) = F2, πF3(F1) = F3}, and
F2(F3) := {F2 ∈ F2 : πF3(F2) = F3}. Now,
∑
(F1,F2,F3)∈(F1,F2,F3)
F1⊆F2⊆F3
〈f3〉
σ3
F3
〈f2〉
σ2
F2
〈f1〉
σ1
F1
∑
Q∈D:
π(Q)=(F1,F2,F3)
λQ
ˆ
Q
dσ3
ˆ
Q
dσ2
ˆ
Q
dσ1
≤
∑
F3∈F3
〈f3〉
σ3
F3
×
∑
F2∈F2(F3)
〈f2〉
σ2
F2
×
ˆ ∑
F1∈F1(F2,F3)
( ∑
Q∈D:
π(Q)=(F1,F2,F3)
λQ
ˆ
Q
dσ3
ˆ
Q
dσ21Q
)
〈f1〉
σ1
F1
dσ1.
For the innermost summation, we obtainˆ ∑
F1∈F1(F2,F3)
( ∑
Q∈D:
π(Q)=(F1,F2,F3)
λQ
ˆ
Q
dσ3
ˆ
Q
dσ21Q
)
〈f1〉
σ1
F1
dσ1
≤
ˆ ∑
F1∈F1(F2,F3)
( ∑
Q∈D:
π(Q)=(F1,F2,F3)
λQ
ˆ
Q
dσ3
ˆ
Q
dσ21Q
)
sup
F ′1∈F1(F2,F3)
〈f1〉
σ1
F ′1
1F ′1dσ1
≤
ˆ ( ∑
Q∈D:
Q⊆F2
λQ
ˆ
Q
dσ3
ˆ
Q
dσ21Q
)
sup
F ′1∈F1(F2,F3)
〈f1〉
σ1
F ′1
1F ′1dσ1
≤ ‖TF2(σ2, σ3)‖Lp′1(σ1)
∥∥∥ sup
F1∈F1(F2,F3)
〈f1〉
σ1
F1
1F1
∥∥∥
Lp1(σ1)
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≤ ‖TF2(σ2, σ3)‖Lp′1(σ1)
( ∑
F1∈F1(F2,F3)
(
〈f1〉
σ1
F1
)p1
σ1(F1)
)1/p1
.
Next, we use Hölder’s inequality iteratively, from the inner summations to the
outer ones. Recall that r3 and r are defined by
1
r3
:=
(
1−
1
p1
−
1
p2
)
+
,
1
r
:=
(
1−
1
p1
−
1
p2
−
1
p3
)
+
.
By the first application of Hölder’s inequality, we have
∑
F2∈F2(F3)
〈f2〉
σ2
F2
σ2(F2)
1/p2
(‖TF2(σ2, σ3)‖Lp′1(σ1)
σ2(F2)1/p2
)
×
( ∑
F1∈F1(F2,F3)
(
〈f1〉
σ1
F1
)p1
σ1(F1)
)1/p1
≤
∥∥∥∥
{‖TF2(σ2, σ3)‖Lp′1(σ1)
σ2(F2)1/p2
}
F2∈F2(F3)
∥∥∥∥
ℓr3
×
( ∑
F2∈F2(F3)
(〈f2〉
σ2
F2
)p2σ2(F2)
)1/p2
×
( ∑
F2∈F2(F3)
F1∈F1(F2,F3)
(
〈f1〉
σ1
F1
)p1
σ1(F1)
)1/p1
.
(4.4)
By Hölder’s inequality again, it follows that∑
F3∈F3
〈f3〉
σ3
F3
σ3(F3)
1/p3 ×RHS(4.4)
≤
∥∥∥∥∥
{∥∥∥∥
{ ‖TF2(σ2, σ3)‖Lp′1(σ1)
σ2(F2)1/p2σ3(F3)1/p3
}
F2∈F2:F2⊆F3
∥∥∥∥
ℓr3
}
F3∈F3
∥∥∥∥∥
ℓr
×
( ∑
F3∈F3
F2∈F2(F3)
F1∈F1(F2,F3)
(
〈f1〉
σ1
F1
)p1
σ1(F1)
)1/p1
×
×
( ∑
F3∈F3
F2∈F2(F3)
(〈f2〉
σ2
F2
)p2σ2(F2)
)1/p2( ∑
F3∈F3
(〈f3〉
σ3
F3
)p3σ3(F3)
)1/p3
≤ T1,2,3
3∏
i=1
( ∑
Fi∈Fi
(
〈fi〉
σi
Fi
)pi
σi(Fi)
)1/pi
,
where in the last step we used the facts that
∑
F3∈F3
∑
F2∈F2:
πF3(F2)=F3
=
∑
F2∈F2
and
∑
F3∈F3
∑
F2∈F2:
πF3(F2)=F3
∑
F1∈F1:
πF2(F1)=F2
πF3(F1)=F3
≤
∑
F3∈F3
∑
F2∈F2:
πF3(F2)=F3
∑
F1∈F1:
πF2(F1)=F2
=
∑
F1∈F1
.
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The proof is completed by Lemma 2.2, which implies that( ∑
Fi∈Fi
(
〈fi〉
σi
Fi
)pi
σi(Fi)
)1/pi
≤ 2p′i‖fi‖Lpi (σi)
for each i = 1, 2, 3.
4.C. Discrete Wolff potential: the case 1p1 +
1
p2
+ 1p3 < 1. In this subsection,
we prove Theorem 1.16. The reader is encouraged to recall the notation in the
statement of that Theorem.
Proof of Theorem 1.16. First, we prove the ‘.’ part. By Theorem 1.14, we only
need to dominate the sequential testing constants by the the discrete Wolff poten-
tials. By symmetry, we only need to consider the case (i, j, k) = (1, 2, 3). Consider∥∥∥∥∥
{∥∥∥∥
{ ‖TF2(σ2, σ3)‖Lp′1(σ1)
σ2(F2)1/p2σ3(F3)1/p3
}
F2∈F2:F2⊆F3
∥∥∥∥
ℓr3
}
F3∈F3
∥∥∥∥∥
ℓr
,
where F2,F3 are σ2, σ3-sparse sequence, respectively. Using notation as in (1.18),
we have∥∥∥∥
{‖TF2(σ2, σ3)‖Lp′1(σ1)
σ2(F2)1/p2
}
F2∈F2:F2⊆F3
∥∥∥∥
ℓr3
=
( ∑
F2∈F2
F2⊂F3
1
σ2(F2)r3/p2
( ˆ ( ∑
Q⊂F2
λQσ2(Q)σ3(Q)1Q
)p′1
dσ1
)r3/p′1) 1r3
(∗)
h
( ∑
F2∈F2
F2⊂F3
1
σ2(F2)r3/p2
( ∑
Q⊂F2
λQλ
p′1−1
Q,σ1
σ1(Q)σ2(Q)σ3(Q)
)r3/p′1) 1r3
.
( ∑
F2∈F2
F2⊂F3
(
1
σ2(F2)
ˆ
F2
∑
Q⊂F2
λQλ
p′1−1
Q,σ1
σ1(Q)σ3(Q)1Qdσ2
)r3/p′1
σ2(EF2(F2))
) 1
r3
≤
∥∥∥∥Mσ2D ( ∑
Q⊂F3
λQλ
p′1−1
Q,σ1
σ1(Q)σ3(Q)1Q
)∥∥∥∥
1/p′1
Lr3/p
′
1(σ2)
.
∥∥∥∥ ∑
Q⊂F3
λQλ
p′1−1
Q,σ1
σ1(Q)σ3(Q)1Q
∥∥∥∥
1/p′1
Lr3/p
′
1(σ2)
,
where in the step marked with (∗) we used Lemma 2.8. Recalling also the notation
λQ,σ2,σ1 from (1.18), and using Lemma 2.8 and the maximal function estimate
again, we have∥∥∥∥∥
{∥∥∥∥
{ ‖TF2(σ2, σ3)‖Lp′1(σ1)
σ2(F2)1/p2σ3(F3)1/p3
}
F2∈F2:F2⊆F3
∥∥∥∥
ℓr3
}
F3∈F3
∥∥∥∥∥
ℓr
=
( ∑
F3∈F3
1
σ3(F3)r/p3
( ˆ
F3
( ∑
Q⊂F3
λQλ
p′1−1
Q,σ1
σ1(Q)σ3(Q)1Q
)r3/p′1
dσ2
)r/r3)1/r
h
( ∑
F3∈F3
1
σ3(F3)r/p3
( ∑
Q⊂F3
λQλ
p′1−1
Q,σ1
λ
r3
p′1
−1
Q,σ2,σ1
σ1(Q)σ2(Q)σ3(Q)
)r/r3)1/r
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.
∥∥∥∥
( ∑
Q∈D
λQλ
p′1−1
Q,σ1
λ
r3
p′
1
−1
Q,σ2,σ1
σ1(Q)σ2(Q)1Q
)1/r3∥∥∥∥
Lr(σ3)
= ‖Wσ1,σ2 [σ3]
1/r3‖Lr(σ3).
Next, we shall show that
‖Wσ1,σ2 [σ3]
1/r3‖Lr(σ3) . ‖T ( ·σ1, ·σ2)‖Lp1(σ1)×Lp2(σ2)→Lp
′
3(σ3)
=: ‖T ‖.
By duality, we have
‖Wσ1,σ2 [σ3]
1/r3‖r3Lr(σ3)
= sup
{ ∑
Q∈D
λQλ
p′1−1
Q,σ1
λ
r3
p′1
−1
Q,σ2,σ1
σ1(Q)σ2(Q)
ˆ
Q
gdσ3 : ‖g‖L(r/r3)′(σ3) = 1
}
.
In the following, we will suppress the supremum and give an uniform bound for the
right side of the equality. We have
∑
Q∈D
λQλ
p′1−1
Q,σ1
λ
r3
p′
1
−1
Q,σ2,σ1
σ1(Q)σ2(Q)
ˆ
Q
gdσ3
=
∑
Q∈D
λQλ
p′1−1
Q,σ1
σ1(Q)σ2(Q)σ3(Q)
(´
Q
gdσ3
σ(Q)
)p′1/r3
×
(
1
σ2(Q)
(´
Q
gdσ3
σ(Q)
)p′1/r3 ∑
Q′⊂Q
λQ′λ
p′1−1
Q′,σ1
σ1(Q
′)σ2(Q
′)σ3(Q
′)
) r3
p′1
−1
≤
∑
Q∈D
λQλ
p′1−1
Q,σ1
σ1(Q)σ2(Q)
ˆ
Q
(Mσ3D g)
p′1/r3dσ3
×
(
1
σ2(Q)
∑
Q′⊂Q
λQ′λ
p′1−1
Q′,σ1
σ1(Q
′)σ2(Q
′)
ˆ
Q′
(Mσ3D g)
p′1/r3dσ3
) r3
p′1
−1
(∗)
h
ˆ ( ∑
Q∈D
λQλ
p′1−1
Q,σ1
σ1(Q)
ˆ
Q
(Mσ3D g)
p′1/r3dσ31Q
)r3/p′1
dσ2,
where, in the step marked with (∗), we used Lemma 2.8.
Again, we use duality. Let h ≥ 0 with ‖h‖
L(r3/p
′
1)
′
(σ2)
= 1. We then have
∑
Q∈D
λQλ
p′1−1
Q,σ1
σ1(Q)
ˆ
Q
(Mσ3D g)
p′1/r3dσ3
ˆ
Q
hdσ2
=
∑
Q∈D
λQσ1(Q)σ2(Q)σ3(Q)
(´
Q
(Mσ3D g)
p′1/r3dσ3
σ3(Q)
)1/p′1(´
Q
hdσ2
σ2(Q)
)1/p′1
×
(
1
σ1(Q)
(´
Q(M
σ3
D g)
p′1/r3dσ3
σ3(Q)
)1/p′1(´
Q hdσ2
σ2(Q)
)1/p′1
×
∑
Q′⊂Q
λQ′σ1(Q
′)σ2(Q
′)σ3(Q
′)
)p′1−1
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≤
∑
Q∈D
λQσ1(Q)
ˆ
Q
Mσ3D ((M
σ3
D g)
p′1/r3)1/p
′
1dσ3
ˆ
Q
(Mσ2D h)
1/p′1dσ2
×
(
1
σ1(Q)
∑
Q′⊂Q
λQ′σ1(Q
′)
ˆ
Q′
Mσ3D ((M
σ3
D g)
p′1/r3)1/p
′
1dσ3
×
ˆ
Q′
(Mσ2D h)
1/p′1dσ2
)p′1−1
(∗)
h ‖T ((Mσ2D h)
1/p′1σ2,M
σ3
D ((M
σ3
D g)
p′1/r3)1/p
′
1σ3)‖
p′1
Lp
′
1(σ1)
≤ ‖T ‖p
′
1 · ‖(Mσ2D h)
1/p′1‖
p′1
Lp2(σ2)
‖Mσ3D ((M
σ3
D g)
p′1/r3)1/p
′
1‖
p′1
Lp3(σ3)
. ‖T ‖p
′
1,
where, in the step marked with (∗), we used Lemma 2.8, and, in the last step, the
boundedness of the maximal operator together with the algebraic relations
p2
p′1
=
( r3
p′1
)′
, and
p3
r3
=
( r
r3
)′
.
Therefore, ∑
Q∈D
λQλ
p′1−1
Q,σ1
λ
r3
p′1
−1
Q,σ2,σ1
σ1(Q)σ2(Q)
ˆ
Q
gdσ3 . ‖T ‖
r3,
and consequently,
‖Wσ1,σ2 [σ3]
1/r3‖Lr(σ3) . ‖T ‖.

4.D. Abstract Wolff potential. In this subsection, we also extend the abstract
Wolff potential to the bilinear setting. We will give an analogous result to Propo-
sition 1.9. In this subsection, T can be any positive bilinear operator. The corre-
sponding localized operator TQ can be understood as T (·1Q, ·1Q) or 1QT (·1Q, ·1Q).
Let (i, j, k) be a permutation of (1, 2, 3). We define the abstract Wolff potential
functions W and constants W by cases depending on the exponents pi, pj, pk:
• Case 1pi +
1
pj
≥ 1:
WT,(i,j,k) := sup
Q∈D
‖TQ(σj , σk)‖Lp
′
i (σi)
σj(Q)1/pjσk(Q)1/pk
.
For the case 1pi +
1
pj
< 1, we define the auxiliary function
WQ,(i,j,k) := sup
Q′∈D:
Q′⊂Q
1Q′
σj(Q′)
‖TQ′(σj , σk)‖
p′i
Lp
′
i (σi)
.
• Case 1pi +
1
pj
< 1 and 1pi +
1
pj
+ 1pk ≥ 1:
WT,(i,j,k) := sup
Q∈D
‖W
1/p′i
Q,(i,j,k)‖Lrk(σj)
σk(Q)1/pk
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• Case 1pi +
1
pj
< 1 and 1pi +
1
pj
+ 1pk < 1:
WT,(i,j,k) := sup
Q∈D
1Q
σk(Q)
‖W
1/p′i
Q,(i,j,k)‖
rk
Lrk(σj)
,
WT,(i,j,k) := ‖W
1/rk
T,(i,j,k)‖Lr(σk).
4.D.1. Case 1p1 +
1
p2
+ 1p3 ≥ 1.
4.5.Theorem. Suppose 1/p1+1/p2+1/p3 ≥ 1. Let T be a positive bilinear operator
and Ti,j,k and WT,(i,j,k) be defined as above. Then
WT,(i,j,k) h Ti,j,k . ‖T ‖.
Combining Theorem 1.14 and Theorem 4.5, we immediately have the following:
4.6. Corollary. Suppose 1/p1 + 1/p2 + 1/p3 ≥ 1. Let σi be a locally finite Borel
measures on Rn for i = 1, 2, 3 and T ( ·σ1, ·σ2) be as in (1.12). Then
‖T ( ·σ1, ·σ2)‖Lp1(σ1)×Lp2(σ2)→Lp
′
3(σ3)
h
∑
(i,j,k)∈S3
WT,(i,j,k).
Proof of Theorem 4.5. We note that Ti,j,k . ‖T ‖ is proven in Subsection 4.A for a
general positive bilinear operator T .
First, we prove that Ti,j,k .WT,(i,j,k). If
1
pi
+ 1pj ≥ 1, then it is obvious that
‖TFj(σj , σk)‖Lp
′
i (σi)
σj(Fj)1/pjσk(Fk)1/pk
≤
‖TFj (σj , σk)‖Lp
′
i(σi)
σj(Fj)1/pjσk(Fj)1/pk
≤WT,(i,j,k).
If 1pi +
1
pj
< 1, then we have
∥∥∥∥
{‖TFj (σj , σk)‖Lp′i (σi)
σj(Fj)1/pj
}
Fj∈Fj:Fj⊆Fk
∥∥∥∥
ℓrk
=
( ∑
Fj∈Fj
Fj⊂Fk
‖TFj(σj , σk)‖
rk
Lp
′
i(σi)
σj(Fj)rk/p
′
i
σj(Fj)
)1/rk
. ‖WFk,(i,j,k)‖
1/p′i
Lrk/p
′
i(σj)
.
Since r =∞, it follows that∥∥∥∥∥
{∥∥∥∥
{ ‖TFj(σj , σk)‖Lp′i (σi)
σj(Fj)1/pjσk(Fk)1/pk
}
Fj∈Fj:Fj⊆Fk
∥∥∥∥
ℓrk
}
Fk∈Fk
∥∥∥∥∥
ℓr
. sup
F3∈F3
‖WFk,(i,j,k)‖
1/p′i
Lrk/p
′
i (σj)
σ(Fk)1/pk
≤WT,(i,j,k).
Next, we prove that Ti,j,k & WT,(i,j,k). If
1
pi
+ 1pj ≥ 1, it is obvious that
WT,(i,j,k) . Ti,j,k. So we focus on the case
1
pi
+ 1pj < 1. We shall show that
‖W
1/p′i
Q,(i,j,k)‖Lrk(σj)
σk(Q)1/pk
≤ CTi,j,k
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for any fixed dyadic cube and the constant C is independent of the choice of Q. Of
course, Fk := {Q} is σk-sparse. Let Fj be the stopping cubes starting at Q and
defined by
chFj (F ) :=
{
maximal F ′ ( F :
‖TF ′(σj , σk)‖
p′i
Lp
′
i(σi)
σj(F ′)
> 2
‖TF (σj , σk)‖
p′i
Lp
′
i (σi)
σj(F )
}
.
Then it is easy to check that Fj is σj -sparse and we have
WQ,(i,j,k)(x) .
∑
Fj∈Fj
‖TFj(σj , σk)‖
p′i
Lp
′
i (σi)
σj(Fj)
1Fj .
By Lemma 2.3,
‖W
1/p′i
Q,(i,j,k)‖Lrk (σj)
σk(Q)1/pk
. σk(Q)
−1/pk
( ∑
Fj∈Fj
‖TFj(σj , σk)‖
rk
Lp
′
i (σi)
σj(Fj)rk/p
′
i
σ(Fj)
)1/rk
=
∥∥∥∥∥
{∥∥∥∥
{ ‖TFj(σj , σk)‖Lp′i (σi)
σj(Fj)1/pjσk(Fk)1/pk
}
Fj∈Fj:Fj⊆Fk
∥∥∥∥
ℓrk
}
Fk∈Fk
∥∥∥∥∥
ℓr
. Ti,j,k.

4.D.2. Case 1p1 +
1
p2
+ 1p3 < 1.
4.7.Theorem. Suppose 1/p1+1/p2+1/p3 < 1. Let T be a positive bilinear operator
and T˜i,j,k and WT,(i,j,k) be defined as above. Then
WT,(i,j,k) := ‖W
1/rk
T,(i,j,k)‖Lr(σk) h T˜i,j,k . ‖T ‖.
By combining Theorem 1.14 with Theorem 4.7, we have:
4.8. Corollary. Suppose 1/p1 + 1/p2 + 1/p3 < 1. Let σi be a locally finite Borel
measurse on Rn for i = 1, 2, 3 and T ( ·σ1, ·σ2) be as in (1.12). Then
‖T ( ·σ1, ·σ2)‖Lp1(σ1)×Lp2(σ2)→Lp
′
3(σ3)
h
∑
(i,j,k)∈S3
‖W
1/rk
T,(i,j,k)‖Lr(σk).
Proof of Theorem 4.7. We note that T˜i,j,k . ‖T ‖ is proven in Subsection 4.A for a
general positive bilinear operator T .
By symmetry, we just consider (i, j, k) = (1, 2, 3). First, we prove that T˜1,2,3 .
‖W
1/r3
T,(1,2,3)‖Lr(σ3).We have∥∥∥∥
{‖TF2(σ2, σ3)‖Lp′1(σ1)
σ2(F2)1/p2
}
F2∈F2(F3)
∥∥∥∥
ℓr3
=
( ∑
F2∈F2(F3)
‖TF2(σ2, σ3)‖
r3
Lp
′
1(σ1)
σ2(F2)r3/p
′
1
σ2(F2)
)1/r3
. ‖WF3,(1,2,3)‖
1/p′1
Lr3/p
′
1(σ2)
.
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Therefore,∥∥∥∥∥
{∥∥∥∥
{ ‖TF2(σ2, σ3)‖Lp′1(σ1)
σ2(F2)1/p2σ3(F3)1/p3
}
F2∈F2(F3)
∥∥∥∥
ℓr3
}
F3∈F3
∥∥∥∥∥
ℓr
.
( ∑
F3∈F3
‖WF3,(1,2,3)‖
r/p′1
Lr3/p
′
1(σ2)
σ(F3)r/p3
)1/r
=
( ∑
F3∈F3
‖WF3,(1,2,3)‖
r/p′1
Lr3/p
′
1(σ2)
σ(F3)r/r3
σ(F3)
)1/r
. ‖W
1/r3
T,(1,2,3)‖Lr(σ3).
Next, we prove that T˜1,2,3 & ‖W
1/r3
T,(1,2,3)‖Lr(σ3). For this, we may assume that
the supQ∈D in the definition of WT,(i,j,j) is replaced by supQ⊆QN for some big
dyadic cube QN , as the original case then follows by monotone convergence as QN
exhausts all Rn.
Let F3 be the stopping cubes starting at QN and defined by
chF3(F ) :=
{
maximal F ′ ( F :
‖WF ′,(1,2,3)‖
r3/p
′
1
Lr3/p
′
1(σ2)
σ3(F ′)
> 2
‖WF,(1,2,3)‖
r3/p
′
1
Lr3/p
′
1(σ2)
σ3(F )
}
.
Then it is easy to check that F3 is σ3-sparse and we have
WT,(1,2,3) .
∑
F3∈F3
‖WF3,(1,2,3)‖
r3/p
′
1
Lr3/p
′
1(σ2)
σ3(F3)
1F3
By using Lemma 2.3,
‖W
1/r3
T,(1,2,3)‖Lr(σ3) .
( ∑
F3∈F3
‖WF3,(1,2,3)‖
r/p′1
Lr3/p
′
1(σ2)
σ3(F3)r/r3
σ(F3)
)1/r
=
( ∑
F3∈F3
‖WF3,(1,2,3)‖
r/p′1
Lr3/p
′
1(σ2)
σ3(F3)r/p3
)1/r
.
Next for each F3 ∈ F3, we let F2(F3) be the stopping cubes also starting at F3 and
defined by
chF2(F3)(F ) :=
{
maximal F ′ ( F :
‖TF ′(σ2, σ3)‖
p′1
Lp
′
1(σ1)
σ2(F ′)
> 2
‖TF (σ2, σ3)‖
p′1
Lp
′
1(σ1)
σ2(F )
}
.
Again, we know that F2(F3) is σ2-sparse. We have
WF3,(1,2,3) ≤
∑
F2⊂F2(F3)
‖TF2(σ2, σ3)‖
p′1
Lp
′
1(σ1)
σ2(F2)
1F2 .
By Lemma 2.3 again,
‖W
1/r3
T,(1,2,3)‖Lr(σ3)
.
∥∥∥∥∥
{∥∥∥∥
{ ‖TF2(σ2, σ3)‖Lp′1(σ1)
σ2(F2)1/p2σ3(F3)1/p3
}
F2∈F2(F3)
∥∥∥∥
ℓr3
}
F3∈F3
∥∥∥∥∥
ℓr
≤ T˜1,2,3.
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This completes the proof. 
5. Two weight testing condition for linearized maximal operators
5.A. Linear case. Fix a (finite) collection D of dyadic cubes. For non-negative
real numbers λQ, the maximal operator M
∗( ·σ) is defined by
M∗(fσ) := sup
Q∈D
λQ
ˆ
Q
fdσ1Q.
Let E := {E(Q) ⊆ Q : Q ∈ D} be a collection of pairwise disjoint sets. The
linearized maximal operator ME( ·σ) and its localized versionME,R( ·σ) are defined
by
ME(fσ) :=
∑
Q
λQ
ˆ
Q
fdσ 1E(Q) and ME,R(fσ) :=
∑
Q⊆R
λQ
ˆ
Q
fdσ 1E(Q).
We notice that for each function f there exists a collection E of pairwise disjoint
sets E(Q) ⊆ Q such that
M∗(fσ) = ME(fσ);
For example, we can choose
E(Q) := {x ∈ Rd : M∗(fσ)(x) = λQ
ˆ
Q
fdσ, and
λR
ˆ
R
fdσ < λQ
ˆ
Q
fdσ whenever R ) Q}.
This implies:
5.1. Lemma. We have
‖M∗(·σ)‖Lq(ω)→Lp(σ) = sup
E
‖ME( ·σ)‖Lq(ω)→Lp(σ),
where the supremum is over all collections E of pairwise disjoint sets E(Q) ⊆ Q.
The following theorem extends Sawyer’s [9, Theorem A] characterization of a
two-weight norm inequality for maximal operators M( ·σ) : Lp(σ) → Lq(w) in the
case q ≥ p to the case q < p.
5.2. Theorem. Let E be a collection of pairwise disjoint sets E(Q) ⊆ Q. For
p, q ∈ (1,∞) and two measures σ, ω, we have
‖ME( ·σ)‖Lp(σ)→Lq(ω) hp ME,r,
where r ∈ (1,∞] is determined by
1
r
=
(1
q
−
1
p
)
+
and
ME,r := sup
F
∥∥∥{‖ME,F (σ)‖Lq(ω)
σ(F )1/p
}
F∈F
∥∥∥
ℓr
,
where the supremum is over all subcollections F that are sparse with respect to σ.
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Proof. The necessity of sequential testing holds for all linear, positive operators
by Corollary 3.2. We next prove the sufficiency. In the proof we suppress the
dependence on the collection E .
‖M(fσ)‖qLq(w) =
∑
Q
λQ
(ˆ
Q
fdσ
)q
w(E(Q))
=
∑
Q
λQ
(
〈f〉σQ
)q
σ(Q)q w(E(Q))
=
∑
F
∑
Q:π(Q)=F
λQ
(
〈f〉σQ
)q
σ(Q)q w(E(Q))
≤ 2q
∑
F
(
〈f〉σF
)q ∑
Q:π(Q)=F
λQσ(Q)
q w(E(Q))
≤ 2q
∑
F
(
〈f〉σFσ(F )
1/p
)q(‖MF (σ)‖Lq(w)
σ(F )1/p
)q
In the case 1 < q < p < ∞, applying Hölder’s inequality with the exponents
(r/q)′ = p/q and r/q yields∑
F
(
〈f〉σFσ(F )
1/p)q
(‖MF (σ)‖Lq(w)
σ(F )1/p
)q
≤
(∑
F
(
〈f〉σQ
)p
σ(F )
)q/p∥∥∥{‖MF (σ)‖Lq(w)
σ(F )1/p
}
F∈F
∥∥∥q
ℓr
.
In the case 1 < p < q <∞, applying the inequality ‖ · ‖ℓs1 ≥ ‖ · ‖ℓs2 for 0 < s1 ≤
s2 ≤ ∞ yields ∑
F
(
(〈f〉σF )
pσ(F )
)q/p(‖MF (σ)‖Lq(w)
σ(F )1/p
)q
≤
∥∥∥{‖MF (σ)‖Lq(w)
σ(F )1/p
}
F∈F
∥∥∥q
ℓ∞
(∑
F
(
〈f〉σQ
)p
σ(F )
)q/p
.
The proof is completed by the special case of the Carleson embedding theorem,
Lemma 2.2. 
5.B. Bilinear case. Fix a (finite) collection D of dyadic cubes. For non-negative
real numbers λQ, we define the bilinear maximal operator M
∗( ·σ1, ·σ2) by
M∗(f1σ1, f2σ2) := sup
Q∈D
λQ
ˆ
Q
f1dσ
ˆ
Q
f2dσ1Q.
Analogous to the linear case, we can also define the collection E and the corre-
sponding operator ME and its localized version ME,R. We prove the following
result
5.3. Theorem. Let E be a collection of pairwise disjoint sets E(Q) ⊆ Q. Let
p1, p2, q ∈ (1,∞) and σ1, σ2, ω be measures. We have
‖ME( ·σ1, ·σ2)‖Lp1(σ1)×Lp2(σ2)→Lq(ω) hME,r1,r +ME,r2,r,
where r1, r2, r ∈ (1,∞] are determined by
1
ri
=
(1
q
−
1
pi
)
+
, i = 1, 2,
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1
r
=
(1
q
−
1
p1
−
1
p2
)
+
and
ME,r1,r := sup
F1,F2
∥∥∥{∥∥∥{‖ME,F1(σ1, σ2)‖Lq(ω)
σ1(F1)1/p1σ2(F2)1/p2
}
F1⊂F2
∥∥∥
ℓr1
}
F2
∥∥∥
ℓr
,
where the supremum is over all σ1-sparse subcollections F1 and σ2-sparse subcol-
lections F2 of the dyadic cubes D.
Proof. The necessity follows from the arguments in Subsection 4.A. We focus only
on the sufficiency. We have
‖ME(f1σ1, f2σ2)‖
q
Lq(ω)
=
∑
Q
λqQ
( ˆ
Q
f1dσ1
ˆ
Q
f2dσ2
)q
ω(E(Q))
=
∑
F1,F2
∑
π(Q)=(F1,F2)
λqQ(〈f1〉
σ1
Q 〈f2〉
σ2
Q )
qσ1(Q)
qσ2(Q)
qω(E(Q))
≤ 4q
∑
F1,F2
(〈f1〉
σ1
F1
〈f2〉
σ2
F2
)q
∑
π(Q)=(F1,F2)
λqQσ1(Q)
qσ2(Q)
qω(E(Q))
:= 4q(ΣF1⊂F2 +ΣF2⊂F1).
By symmetry, we only need to estimate the first term. By similar arguments as
that in Subsection 4.B, we know that πF2(F1) = F2. Therefore,
ΣF1⊂F2 ≤
∑
F2
(〈f2〉
σ2
F2
)q
∑
F1:πF2(F1)=F2
(〈f1〉
σ1
F1
)q‖ME,F1(σ1, σ2)‖
q
Lq(ω)
≤
∑
F2
(〈f2〉
σ2
F2
)q
( ∑
F1:πF2(F1)=F2
(〈f1〉
σ1
F1
)p1σ(F1)
)q/p1
×
∥∥∥{‖ME,F1(σ1, σ2)‖Lq(ω)
σ1(F1)1/p1
}
F1⊂F2
∥∥∥q
ℓr1
≤
(∑
F2
(〈f2〉
σ2
F2
)p2σ2(F2)
)q/p2(∑
F2
∑
F1:πF2(F1)=F2
(〈f1〉
σ1
F1
)p1σ(F1)
)q/p1
×
∥∥∥{∥∥∥{‖ME,F1(σ1, σ2)‖Lq(ω)
σ1(F1)1/p1σ2(F2)1/p2
}
F1⊂F2
∥∥∥
ℓr1
}
F2
∥∥∥q
ℓr
≤ MqE,r1,r‖f1‖
q
Lp1(σ1)
‖f2‖
q
Lp2(σ2)
.

6. An application to the bilinear fractional integrals
Recall that the bilinear fractional integral Iα, for α ∈ (0, 2n), is defined by
Iα(f1σ1, f2σ2)(x) :=
ˆ
R2n
f1(y1)f2(y2)
(|x− y1|+ |x− y2|)2n−α
dσ1(y1)dσ2(y2). (6.1)
In [7], the third author and Sun showed that
Iα(f1σ1, f2σ2)(x) h
∑
t∈{0,1/3}n
ID
t
α (f1σ1, f2σ2)(x), (6.2)
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where
ID
t
α (f1σ1, f2σ2)(x) :=
∑
Q∈Dt
2∏
i=1
1
|Q|1−α/2n
ˆ
Q
fidσi1Q(x)
and, for each t ∈ {0, 1/3}n,
Dt := {2−k([0, 1)n +m+ (−1)kt) : k ∈ Z,m ∈ Zn}.
We also define the localized operator Iα,Q to be Iα(·1Q, ·1Q) or 1QIα(·1Q, ·1Q).
For each permutation (i, j, k) of (1, 2, 3), the sequential testing constant TD
t
Iα,(i,j,k)
and the abstract Wolff potential constant WD
t
Iα,(i,j,k)
are defined as before, expect
that we now use severel different dyadic systems Dt and indicate this by the super-
script “Dt” in the notation.
Next, we recall the definitions for reader’s convenience. The constant TD
t
Iα,(i,j,k)
is defined by
T
Dt
Iα,(i,j,k)
:= sup
Fj,Fk
∥∥∥∥∥
{∥∥∥∥
{‖Iα,Fj (σj , σk)‖Lp′i (σi)
σj(Fj)1/pjσk(Fk)1/pk
}
Fj∈Fj:Fj⊆Fk
∥∥∥∥
ℓrk
}
Fk∈Fk
∥∥∥∥∥
ℓr
,
where Fj ,Fk are σj , σk-sparse subcollections of the dyadic system D
t, respectively.
The constant WD
t
Iα,(i,j,k)
is defined by cases:
• Case 1pi +
1
pj
≥ 1:
W
Dt
Iα,(i,j,k)
:= sup
Q∈Dt
‖Iα,Q(σj , σk)‖Lp
′
i (σi)
σj(Q)1/pjσk(Q)1/pk
.
For the case 1pi +
1
pj
< 1, we define the auxiliary function
WD
t
Q,(i,j,k) := sup
Q′∈Dt:
Q′⊆Q
1Q′
σj(Q′)
‖Iα,Q′(σj , σk)‖
p′i
Lp
′
i (σi)
.
• Case 1pi +
1
pj
< 1 and 1pi +
1
pj
+ 1pk ≥ 1:
W
Dt
Iα,(i,j,k)
:= sup
Q∈Dt
‖(WD
t
Q,(i,j,k))
1/p′i‖Lrk(σj)
σk(Q)1/pk
• Case 1pi +
1
pj
< 1 and 1pi +
1
pj
+ 1pk < 1:
WD
t
Iα,(i,j,k)
:= sup
Q∈Dt
1Q
σk(Q)
‖(WD
t
Q,(i,j,k))
1/p′i‖rkLrk(σj),
W
Dt
Iα,(i,j,k)
:= ‖(WD
t
Iα,(i,j,k)
)1/rk‖Lr(σk).
6.3. Theorem. Let α ∈ (0, 2n). Let Iα be the bilinear fractional integral defined in
(6.1). For 1 < p1, p2, p3 < ∞, and locally finite Borel measures σ1, σ2, σ3 on R
n,
we have
‖Iα( ·σ1, ·σ2)‖Lp1(σ1)×Lp2(σ2)→Lp
′
3(σ3)
h
∑
t∈{0,1/3}n
∑
(i,j,k)∈S3
W
Dt
Iα,(i,j,k)
h
∑
t∈{0,1/3}n
∑
(i,j,k)∈S3
T
Dt
Iα,(i,j,k)
.
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Proof. From the pointwise equivalence (6.2), Theorem 1.14 applied to the dyadic
operators ID
t
α , and the pointwise equivalence (6.2) again, it follows that
‖Iα‖ h
∑
t∈{0,1/3}n
‖ID
t
α ‖ h
∑
t∈{0,1/3}n
∑
(i,j,k)∈S3
T
Dt
IDtα ,(i,j,k)
.
∑
t∈{0,1/3}n
∑
(i,j,k)∈S3
T
Dt
Iα,(i,j,k)
.
where TD
t
Iα,(i,j,k)
denotes the sequential testing constant of the operator Iα with
respect the dyadic system Dt. By Theorem 4.5 and Theorem 4.7 together with
the fact that TD
t
Iα,(i,j,k)
≤ T˜D
t
Iα,(i,j,k)
, we have that TD
t
Iα,(i,j,k)
. WD
t
Iα,(i,j,k)
. ‖Iα‖,
which completes the proof. 
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