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b s t r a c t
he dynamics of formation of solute peaks inmicroﬂuidic systems are investigated by com-
uter simulation. A ﬁnite-element numerical procedure is applied to analyze the diffusion-
nd ﬂow-controlled concentration dispersion in a 40m-high rectangular ﬂow-through
hannel. Two-dimensional concentration proﬁles are shown for channels with cross sec-
ions of large aspect ratio. The ﬁnal shapes of the peaks are formed during a very short time
eriod, ranging from a few milliseconds to about 1 s for low and high ﬂow velocities, respec-
ively. The observed standard half-width  of the peaks is found to strictly follow a linear
unction of t1/2 over the whole time range. The extrapolated long-term peak characteristics
re in perfect agreement with theoretical predictions. For comparison, theoretical results
n the concentration dispersion for solute peaks in open-channel liquid-chromatography
,
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HPLC) are re-examined and applied.
phy (HPLC) [14]. In these systems, zones of solute components
, , , , , ,
Finite-difference method Theory
. Introduction
n the past years, microfabricated ﬂow-through devices con-
inued to be of utmost relevance with respect to research,
evelopment, and application [1,2]. For analytical–chemical
urposes, micro-total-analysis systems [3,4] (-TAS, lab-
n-a-chip; for a review see [5–11]) and other microﬂuidic
,ystems [12,13] have been introduced as highly promising and
xtremely useful tools. A common feature of most of these
evices is that they essentially consist of microchannels inwhich the analyte solution is transferred either hydrodynam-
ically by an applied pressure difference, or electroosmotically
by an electrical potential gradient.
Pressure-driven open-tubular microsystems have the
potential for considerable innovations and improvements, for
instance, in the area of high-performance liquid chromatogra-are transported in themobile phase, separated by distribution
between the mobile phase and the stationary phase (formed
by a retentive coating on the channel wall), and ﬁnally ana-
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)lyzed by a detector unit. Obviously, the performance of such
analytical determinations is directly related to the concentra
tion dispersion of the solute peaks and is therefore limited by
diffusion and ﬂow processes. Such inﬂuences in open-tubula
chromatography have been treated theoretically ﬁrst by Tay
lor [15] and Golay [16,17]. The corresponding results have been
generally adopted for ﬂow-through systemsbased ondifferen
channel types [18–24]. Microfabricated devices usually incor
porate channels that roughly have a rectangular cross-section
The performance of rectangular chromatographic column
has been analyzed ﬁrst by Golay [16] (see also [21]), and wa
studied extensively in recent contributions [25–33]. In addi
tion to theoretical treatments, numerical modeling of mas
transfer has proved to be successful in tracing down the per
formance of such columns [33–37].
More insight into the evolution of solute peaks in
microchannels can be gained from computer simulations tha
model the underlying mass-transport and convective pro
cesses by numerical methods. Here, we present results of a
ﬁnite-element modeling of diffusion and ﬂow processes in
rectangular microﬂuidic channels. The aim of these virtua
experiments was to analyze the dynamics of peak formation
Two-dimensional concentration distributions are determined
for channels of large aspect ratio. It will be shown that th
long-term peak proﬁles extrapolated from these data agre
with the performance predicted from theory. For comparison
the key results of Golay’s theory on chromatography are re
examined.
2. Theoretical section
The channels treated in this work have the idealized shap
of a rectangular parallelepiped with the coordinate x rangin
from −h/2 to h/2, the coordinate y from −w/2 tow/2, and th
coordinate z from 0 to l, where h, w, and l are the height, th
width, and the length, respectively. In the case of HPLC sys
tems, the channel walls are formed by a retentive stationary
phase, which is assumed to be a homogeneous ﬁlm of thick
ness ı. A hydraulic ﬂowmoving in the z-direction through such
a channel can be considered as a purely laminar ﬂow of th
mobile phase which is assumed to be an incompressible solu
tion. When a zone of a solute component is injected, distinc
diffusion processes and convection inﬂuences give rise to a
distortion of the zone and to a broadening of the concentration
distribution with increasing time t.
In the present study, computer simulations for rectangu
lar channels are used to analyze the effects of concentration
dispersion by longitudinal diffusion in the z-direction, by lat
eral diffusion in the x-direction, as well as by convection in
the z-direction. For simplicity, a parallel-plate geometry with
w  h is assumed,which implies that the velocity proﬁle in th
mobile phase becomes completely ﬂat along the y-axis, excep
for the two boundary layers near the walls at y = −w/2 and
y = w/2 [27,38,39]. In fact, the average ﬂow velocity in a rect
angular channel of the width w = 10h differs by only 6% from
that in an inﬁnitely wide channel of the same height h at the
samepressure [40]. Convection-induced diffusion ﬂuxes in the
y-directionwill therefore be neglected, as a ﬁrst-order approx-
imation, for channels of very large aspect ratio (parallel-plateor slab geometry). Accordingly, the fundamental differentia
equation of diffusion and convection in the mobile phase is
given by Eq. (1):
∂c
∂t
= D ∂
2c
∂x2
+ D ∂
2c
∂z2
− v(x) ∂c
∂z
(1
where c is the concentration and D is the molecular diffusion
coefﬁcient of a solute species in the mobile phase, and v is
the local linear ﬂow velocity depending on the coordinate x. I
is assumed that the solute particles are small in comparison
with the channel height and that D can be treated as ﬂow
independent. It should be noted that the combination of the
ﬁrst and the third term accounts for the convection-induced
dispersion, in analogy to Taylor’s formulation for cylindrica
channels [15]. The velocity proﬁle for the ﬂow of the mobile
phase between two parallel plates of length l that are sepa
rated by the distance h is described by [38,41]:
v(x) = 1.5v0
(
1 − 4x
2
h2
)
with v0 = ph
2
12l
(2
where v0 is the average linear ﬂow velocity, p the pressure
difference applied along the z-axis, and  is the viscosity o
the mobile phase. Because of the retention by the station
ary phase, the solute component moves at a reduced average
velocity v0(1 + k)−1, where k is the capacity factor that depends
on the distribution coefﬁcient K of the solute and on the tota
volume ratio 2ı/h (for w  h) between the stationary phase o
thickness ı and the mobile phase of height h:
k = 2ı
h
K (3
Accordingly, a more convenient version of the continu
ity equation, Eq. (1), is obtained after transformation of the
coordinate z into  = z − v0(1 + k)−1t, which results in a con
centration distribution centered at  =0 [16] (see below):
∂c
∂t
= D ∂
2c
∂x2
+ D∂
2c
∂2
− v(x) ∂c
∂
+ v0 11 + k
∂c
∂
(4
The diffusion of the solute species in the convection-free
stationary phase can be described by an analogous expression
after transformation of the coordinate z into :
∂cs
∂t
= Ds ∂
2cs
∂x2
+ Ds ∂
2cs
∂2
+ v0 11 + k
∂cs
∂
(5
where cs is the concentration and Ds is the diffusion coef
ﬁcient of the component in the stationary phase (i.e., fo
h/2≤ x≤h/2 + ı).
Golay [16,17] solved the differential equations in Eqs. (4
and (5) by making use of the appropriate boundary conditions
for open-tubular chromatography (see also [21]). He derived
a basic relationship for the average concentration cav in the
2mobile phase at the location :
cav = 2
h
∫ h/2
0
c(x)dx (6)
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bhich may be written as:
∂cav
∂t
= D∗ ∂
2cav
∂2
(7)
∗ = D 1
1 + k + Ds
k
1 + k +
v0
2h2
420D
2 + 18k + 51k2
(1 + k)3
+ v0
2ı2
3Ds
k
(1 + k)3
(8)
q. (7) is formally identical to the one-dimensional diffusion
quation although the apparent overall dispersion coefﬁcient
* evidently accounts for longitudinal diffusion in the mobile
nd the stationary phase (ﬁrst two terms in Eq. (8)) as well as
or convection-inﬂuenced lateral diffusion in the two phases
last two terms in Eq. (8)). Finally, the following result for the
oncentration proﬁle of the solute peak is established, in anal-
gy to the classical solution for diffusion from a plane source
42]:
av(, t) = M√
2
exp
(
−2
22
)
(9)
2 = 2D∗t (10)
hereM=nin/A is themolenumber nin of solute that is initially
resent at z=0 in the cross section area A = hw of the channel,
nd 2 is the total dispersion-induced length variance of the
oncentration distribution after the time t. Eq. (9) evidently
redicts a Gaussian peak proﬁle with the standard half-width
.
A key result follows for the height equivalent to a theoreti-
al plate, HETP [18–21], which is obtained in the general form
16,21]:
ETP = 2D
v0
+ 2Dsk
v0
+ v0h
2
210D
2 + 18k + 51k2
(1 + k)2
+ 2v0ı
2
3Ds
k
(1 + k)2
(11)
Again contributions from longitudinal diffusion in z-
irection are considered for the mobile and the stationary
hase (ﬁrst two terms), as well as contributions from
onvection-induced lateral diffusion in x-direction for both
hases (last two terms). Eq. (11) is very similar to the result
or cylindrical tubes of radius R [16,21]:
ETP = 2D
v0
+ 2Dsk
v0
+ v0R
2
24D
1 + 6k + 11k2
(1 + k)2
+ 2v0ı
2
3Ds
k
(1 + k)2
(12)
Eqs. (11) and (12) formally correspond to the van-
eemter–Golay equation [16–18]. It should be pointed out that
arlier derivations didnot account for longitudinal diffusion in
he stationary phase (second term). However, this contribution
urns out to be a logical extension of the classical theory since
he solute species spend only a part (1 + k)−1 of the total reten-
ion time in the mobile phase, but a k-times longer period in
he stationary phase. Accordingly, the respective term cannot
e neglected a priori, except for gas chromatographic columnswhere D is much larger than Ds. For HPLC systems with k 1,
on the other hand, the ﬁrst two contributions to HETP may
even be of the same order of magnitude. Eqs. (11) and (12)
evidently differ from each other in the third term that arises
from the convection-induced lateral diffusion in the mobile
phase. In the case of HPLC systemswith k 1, the correspond-
ing contribution for a rectangular channel of height h is 2.12
times larger than for a cylindrical capillary of diameter 2R=h.
Accordingly, the standard half-width  of solute peaks in the
rectangular channel may be about 1.5 times larger than in the
cylindrical capillary. In all other respects, however, the two
channel types exhibit an equivalent behavior.
In the literature several modiﬁcations or extensions of Eq.
(11) have been reported that rely on different approximations
or boundary conditions [25–33]. It has been shown that addi-
tional contributions to HETP are generated at the side-walls
of rectangular channels when these channels have a ﬁnite
width [25–33]. The recent work also led to some confusion
about the channel geometry treated in Golay’s original paper
[16]. It must be emphasized that the derivation of Eq. (11) is
clearly based on the velocity proﬁle in Eq. (2) (see Eq. (32) in
[16]). Therefore, Eq. (11) holds for a rectangular channel of very
large aspect ratio (parallel-plate or slab geometry: w  h), and
not for a square column (w = h) as suggested recently [26,33]. It
should also be mentioned that Golay’s theory does not apply
to the domain of very high ﬂow velocities since the deriva-
tion neglects any higher order terms [16]. Actually, additional
contributions to HETP were observed in some cases. Pai et
al. proposed a dispersion-convolution model for simulating
peaks in ﬂow-injection systems and used an empirical cor-
relation of the type D∗ = 1 + 2v0 + 3v20 for the dispersion
coefﬁcient [37]. This would also yield a second-order equa-
tion for HETP where, compared with Eqs. (11) and (12), an
additional, ﬂow-independent term would arise.
In the following, non-chromatographic ﬂow-through chan-
nels without solute retention are investigated. Here Eqs. (8),
(10), and (11) yield a much simpler description:
2 = 2Dt + v
2
0h
2t
105D
(for k = 0) (13)
HETP = 2D
v0
+ v0h
2
105D
(for k = 0) (14)
Eq. (14) predicts a minimal value, HETP=0.276h, being
reached for v0 = 14.5D/h. The corresponding ﬂow velocity
is given by 0.036 cms−1 when a diffusion coefﬁcient D of
10−5 cm2 s−1 and a channel height hof 40mare assumed. The
computer simulations reported below refer to ﬂow conditions
near thisminimum. Itwill be shown that Eqs. (13) and (14) offer
an excellent description of the long-term peak characteristics
for rectangular microﬂuidic channels.
3. Computer simulations
Computer simulations of diffusion and convection processes
3were performed in order to study the dispersion of solute
concentrations in rectangular microﬂuidic channels. These
virtual experiments permit it to immediately observe the
evolution of peaks with time and to compare the found con-
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Fig. 1 – Concentration dispersion in a 40m high
rectangular channel at a ﬂow velocity v0 of 0.04 cms−1 after
time periods of 12ms (a), 24ms (b), and 36ms (c).
Computer-simulated concentration proﬁles are shown as a
function of the height coordinate x and the length
coordinate z. The element numbers correspond to n for the
x-axis, and to p−10 for the z-axis, respectively. From (a) to
(c), the length axis is scaled down by a factor proportional
to
√
t. Concentrations are given in units of the respective
4centration proﬁles with the theoretical results of Section 2
Appropriate ﬁnite-difference procedures were developed ear
lier for numerical simulations of solute ﬂuxes in aqueous and
membrane systems [43–45]. In the present case, the diffusiv
and convective transport processes were analyzed in the x–z
plane, where x is the height coordinate and z is the length
axis of the channel. Concentration and velocity changes in th
y-direction were neglected according to the former approxi
mation for sufﬁciently wide channels. The x-range, given by
an assumed channel height of h=40m, was segmented into
39 inner elements of 1m thickness and 2 half-elements fo
the boundaries. The studied z-range, a 100m long section o
the whole channel length, was also subdivided into element
of 1m thickness. This made it possible to replace the differ
entials in the basic Eq. (1) by ﬁnite differences between th
centers of neighbouring elements [43–45]:
cn,p
t
= Dcn−1,p − 2cn,p + cn+1,p
x2
+ Dcn,p−1 − 2cn,p + cn,p+1
z2
+ vn
cn,p−1 − cn,p
z
(15
where n and p are thenumbers of a given element on the x- and
z-axis, respectively, cn,p the concentration change in this ele
ment during a short time interval t, x=z=1mthe length
of each element, and vn is the ﬂow velocity in the n-th elemen
on the x-axis (see Eq. (2)). The diffusion coefﬁcientDwas taken
as 10−5 cm2 s−1, and the average ﬂow velocity v0 ranged from
0.015 to 0.08 cms−1. For the half-elementswith n=1 and n=41
the boundary condition cn−1,p =cn+1,p due to zero lateral ﬂuxe
[44] was used in Eq. (15).
Based on this procedure, the diffusion- and convection
induced concentration changes in the channel were evaluated
for time steps of t=0.01ms. It was assumed that the solut
is initially present in the elements with p0 = 21 at a concentra
tion cin =nin/Az, where nin is the mole number in the initia
volume Az. Finally, the evolution of the peak proﬁle could
be analyzed in the space and time domains and was com
pared with theoretical results according to Eq. (9), written in
the form:
cav(p, t) = cin
z√
2
exp
[
− (pz − p0z − v0t)
2
22
]
(16
where cav is the average concentration of all elements n at a
given position p on the z-axis, and  is the standard half-width
of the peak. The numerical calculations were performed with
conventional MS Excel software (Microsoft Corp.) in order to
guarantee the maximum transparency of the mathematica
procedure.
4. Results and discussion
The above ﬁnite-difference procedures were applied to study
the dynamics of peak formation in rectangular microﬂuidi
channels of large aspect ratio. The development of time
dependent concentration distributions, starting from a 1m
broad zone of solute in the elements with p0 = 21 at t=0, is
illustrated in Figs. 1 and 2. Results are shown for ﬂowvelocities
v0 of 0.04 and 0.06 cms−1, respectively, and for time intervals
maximum value found for the average concentration cav in
x-direction.
Fig. 2 – Concentration dispersion in a 40m high
rectangular channel at a ﬂow velocity v0 of 0.06 cms−1 after
time periods of 12ms (a), 24ms (b), and 36ms (c). Computer
simulations as in Fig. 1, except that here the element
n
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Fig. 3 – Peak proﬁles in a 40m high rectangular channel
after 12ms at a ﬂow velocity v0 of 0, 0.015, 0.025, 0.04, 0.06,
0.07, and 0.08 cms−1, respectively. At t=0 the solute was in
the elements at a distance of 20m on the z-axis. Points:
concentrations cav obtained from computer simulations,
0
data points obtained by the ﬁnite-element computer simu-
lation are perfectly ﬁtted by solid curves according to Eq. (9).
Similar excellent correlations were found for the peak pro-
Fig. 4 – Values of the scaled peak half-width (/
√
t) as a
5umbers on the z-axis correspond to p−15.
anging from 12 to 36ms. In Figs. 1 and 2, the z-coordinate was
caled down by a factor proportional to
√
t in order to compen-
ate for the expected peak broadening with increasing time
see Eq. (13)). Actually, this leads to a roughly constant shape
f the concentration distribution. It is surprising that the basic
etails of the peak proﬁle appear to be preformed after only a
ewmilliseconds. However, the peak evolution is still proceed-given in units of the initial concentration cin. Lines:
Gaussian curves ﬁtted from Eq. (9).
ing after this time period since Figs. 1 and 2 indicate a further
increase of the scaled peak width. The reason is that a diffu-
sion time td =h2/2D [42] of about 1 s is expected for a perfect
lateral equilibration in the channel. Such long virtual exper-
iments would exceed the capacity of the present numerical
calculations. Nevertheless, the computer simulations can be
used to extrapolate the parameters of the long-term behavior
very exactly, as shown below.
The concentration proﬁles for the frontal elements in
Figs. 1 and 2 clearly follow a Gaussian distribution curve. Eqs.
(9) and (16) predict an analogous proﬁle for the average con-
centrations at different locations z. This is conﬁrmed by the
results of computer simulations in Fig. 3. The shown peak pro-
ﬁleswere determined in virtual experiments of 12ms duration
at ﬂow velocities v ranging from 0.015 to 0.08 cms−1. Thefunction of the time t at a ﬂow velocity v0 of 0, 0.015, 0.025,
0.04, 0.06, 0.07, and 0.08 cms−1, respectively. Points: Data
obtained from computer simulations as in Fig. 3. Lines:
Fitted trendlines.
Fig. 5 – Values of the peak half-width  as a function of
√
t
at a ﬂow velocity v0 of 0, 0.015, 0.025, 0.04, 0.06, 0.07, and
0.08 cms−1, respectively. Points: Computer-simulated
results from Fig. 4. Lines: Regressions from Eq. (17) with the
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Fig. 6 – Extrapolated HETP value for sufﬁciently long times
as a function of the ﬂow velocity v0. Points: Values a2/v0
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is quoted for v0 = 0.036 cms−1, which is nearly identical to the
6parameters of Table 1.
ﬁles after longer time intervals. At high velocities, however
the accessible time range was limited by the ﬁxed size of th
channel section that was studied by the present numerica
procedure. Therefore, a maximum period of 24ms was taken
as reliable for the virtual experiments at ﬂow velocities of 0.0
and 0.08 cms−1.
The curve ﬁts to the various computer-simulated peak
allowed it to determine the observed standard half-width 
as a function of the time. This procedure was carried ou
for different ﬂow velocities, and also for a purely diffusion
controlled system with v0 = 0. Fig. 4 shows the time-scaled
results, /
√
t, as a function of t. These values are found to
approach a constant level, as predicted by Eq. (13), after a
certain initial period. The duration of the initial equilibra
tion processes obviously depends on the actual ﬂow velocity
It ranges from a few milliseconds for cases where longitu
dinal diffusion predominates (v0 ≤ 0.025 cms−1) to >0.1 s fo
cases where convection-induced dispersion becomes decisiv
(v0 ≥ 0.06 cms−1, see Fig. 4). However, the long-term behavio
of solute peaks can be perfectly predicted even from the data
collected during this early period, as demonstrated below.In Fig. 5, the values  obtained from the computer simula-
tions are plotted as a function of
√
t. Evidently, a strictly linear
relationship according to Eq. (17) is exhibited in all cases, the
Table 1 – Linear regression parameters for the  values in Fig.
Flow velocity v0 (cms−1) Slope aa (ms−1/2)
0 44.74
0.015 48.34
0.025 54.35
0.04 66.89
0.06 86.51
0.07 98.12
0.08 106.85
a Values a and b based on Eq. (17).
b Values
√
(2D∗) =
√
(2D + v20h2/105D) according to Eq. (13).obtained from Table 1. Line: Theoretical curve according to
Eq. (14).
regression parameters a and b being summarized in Table 1:
 = a
√
t + b (17
The linear dependence of  on
√
t is in accordance with Eq
(13). On the other hand, the intercept b of the linear regres
sion lines in Fig. 5 is different from zero and turns out to be
negative, except for the pure diffusion case (see Table 1). This
behavior can be explained by the initial delay in the latera
equilibration processes that are involved in the ﬁnal peak evo
lution. A negative intercept b would at least corroborate such
an interpretation.
Deﬁnitely, the regression lines in Fig. 5 approach the theo
retical values for the peakhalf-width  when the timeperiod is
sufﬁciently long, that is, for a
√
t b. This important fact is evi
dent from Table 1 where a nearly perfect correlation is found
between the regression slopes a and the respective quantities
calculated from Eq. (13). In Fig. 6, the extrapolated long-term
results for HETP are compared with the corresponding curve
from Eq. (14). Evidently, an excellent agreement between vir
tual experiment and theory at different ﬂow velocities is
documented. From Eq. (14) a minimal HETP value of 11.05msimulated value of 11.18m for 0.04 cms−1. The convincing
results in Fig. 6 demonstrate the suitability of computer sim-
ulations for investigating the peak evolution in microﬂuidic
5
Intercept ba (m) Expected ab (ms−1/2)
0 44.72
−0.180 48.40
−0.590 54.34
−1.674 66.62
−3.067 86.52
−4.087 97.30
−4.464 108.41
c
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5
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rhannels. Finally, they also conﬁrm the strict validity of the
undamental HETP relationship for the studied system.
. Conclusions
omputer simulations were performed to study the dynamics
f peak formation in rectangular microﬂuidic channels. The
nderlying diffusion and convection processes were modeled
y ﬁnite-element techniques. Two-dimensional concentration
ispersions were determined and analyzed for the case of
ufﬁciently wide channels. Such virtual experiments gener-
lly allowed it to explore the time-dependent performance of
icroﬂuidic channels. The extrapolated long-term behavior
as in excellent agreement with theoretical predictions. For
his purpose the theory of open-channel HPLC was applied.
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