Abstract The recording on high-resolution broadband seismic networks of several great interface subduction earthquakes during the last decade provide an excellent opportunity to extend source-scaling relations to very large magnitudes and to place constraints on the potential range of source parameters for these events. At present, there is a wide range of uncertainty in the median rupture areas predicted for any given seismic moment by current relationships between magnitude and rupture area for subduction interface earthquakes. Our goal is to develop an updated set of earthquake source-scaling relations that will reduce this current large degree of epistemic uncertainty and improve the accuracy of seismic-hazard analysis and the prediction of the strong-motion characteristics and tsunamis of future subduction earthquakes. To achieve this goal, we compiled a database including slip models of interface earthquakes that occurred worldwide with moment magnitudes ranging from M 6.75-9.1. We characterized the seismic sources based on well-established criteria to estimate the asperity areas as well as the average slip on the faults, and we used these parameters to compute an updated set of magnitude scaling relations of the various characteristics of the fault. Additionally, we followed an alternative approach to quantifying slip models for use in developing characteristic slip models of future earthquakes. This involved analyzing the 2D Fourier transforms of the slip functions in the compiled database and deriving a wavenumber spectral model of the slip distribution.
Introduction
The ability to simulate the ground motions and tsunamis from subduction interface earthquakes requires reliable source-scaling relations for this type of event. At present, there is a range of over a factor of 3 in the median rupture areas predicted for a given magnitude by current relationships between magnitude and rupture area for interface earthquakes. For a given rupture area, there is a range of over 0.5 magnitude unit and a factor of over 5 in seismic moment in the median size of interface earthquakes. This study aims to reduce this large epistemic uncertainty in the median values of the scaling relations.
After a long period of quiescence following the 1964 M 9.1 Alaska earthquake, several great interface earthquakes have occurred during the last decade, including the 2001 M 8.4 Arequipa, Peru, 2004 M 9.1 Sumatra, 2010 Chile, and 2011 M 9.0 Tohoku earthquakes. The recording of these events on modern digital seismic networks provides an opportunity to extend the source-scaling relations of interface earthquakes to very large magnitudes and to place constraints on the potential range of source parameters for these events. Moreover, information about the source characteristics of these recent earthquakes is much more reliable and useful than that of older, large earthquakes. This information includes the spatial distribution of slip and slip velocity on the fault, which is derived from strong-motion recordings and in turn is required for the simulation of strong ground motions and tsunamis. Geodetic and tsunami data are also useful for providing constraints on the spatial distribution of slip on the fault.
For forward simulation of strong ground motions, we need to characterize the earthquake source in the frequency band of about 0.1-10 Hz or above and for tsunamis in the frequency band of 0-0.01 Hz. Our goal therefore is to develop earthquake source-scaling relations for interface earthquakes over the very broad frequency range of 0-10 Hz or above, so that they can be applied to the forward simulation of both strong ground motions and tsunamis. We distinguish two categories of kinematic source parameters. The first category, consisting of outer parameters, includes relationships between seismic moment and rupture length, rupture width, rupture area, and average displacement. These parameters are needed for predicting both ground motions and tsunamis. The second category, consisting of inner parameters that describe the heterogeneities of slip and slip velocity (asperities) on the fault rupture surface, includes relations between seismic moment and spatial and temporal distribution of slip and slip velocity on the fault. The temporal inner parameters are of most importance for the prediction of strong ground motions, which are highly dependent on slip velocity and rupture velocity, but the spatial distribution of slip is also important for tsunami simulation. In the present study, we analyze the scaling with seismic moment (M 0 ) of rupture width (W), rupture area (S), average slip (D), and maximum slip (defined as the average slip of the asperities; D a ) for the outer parameters and total asperity area (S a ) for the inner parameters.
Following an alternative approach, we use the spatial wavenumber spectrum as an additional method of describing the heterogeneity of slip on the fault surface. We analyze the 2D Fourier transforms of the slip functions of our database with the two dimensions being the dimension along strike and the dimension down-dip. The Fourier transform describes the relative amplitudes of the different spatial wavelengths in the slip model. We assume that the wavenumber spectra in the along-strike and down-dip directions to have self-similar scaling with moment magnitude M and, by performing a least-squares fit to these data, we derive a wavenumber spectral model of the slip distribution for use in characterizing future earthquakes.
Compilation of Earthquake Rupture Model Database
We compiled an updated database of interface earthquakes that occurred worldwide in the major subduction zones, with moment magnitudes ranging M 6.75-9.1. Information regarding the earthquake location and magnitude, the sources used for the compilation of the database, as well the adopted values of the basic source parameters used in the analysis can be found in Table 1 .
The locations of these earthquakes are shown in Figure 1 . The majority of the finite-fault rupture models of the earthquakes in Table 1 were available from the online database finite-source rupture model database. Other major sources used for collecting slip models and information about them include Somerville et al. (2002) and Murotani et al. (2008 Murotani et al. ( , 2013 . To characterize asperities in these cases, we use the definition given in Somerville et al. (1999) : an asperity is initially defined to enclose fault elements whose slip is 1.5 or more times larger than the average slip over the fault and is subdivided if any row or column has an average slip less than 1.5 times the average slip.
When the original slip model was not available in the database, we used the source characterization parameters reported in the literature. We evaluated all available rupture models of each earthquake to understand the uncertainty in the slip model inversion process and to identify the best constrained features of the rupture models of these earthquakes. When an earthquake had more than one available rupture, we usually selected the model with the largest amount of strong motion or teleseismic data for use in the analysis. However, there were cases in which the selection was based on judgment, as in the multiple rupture models of the Maule, Chile, earthquake, which are listed in Table 2 .
After studying the properties of those models, we chose the model proposed by Lorito et al. (2011) . Comparison of the published models reveals that a large variability exists for all of the parameters. As seen in Table 2 , the variability for specific models and parameters can be up to 50%, which indicates that judgment should be exercised in selecting the slip model that is most appropriate for a specific application.
Development of Source-Scaling Relationships
Self-Smilar Models
We used the updated database of finite-fault rupture models that we compiled to produce scaling relations of the various source parameters. For the relations to be self-consistent among rupture area (S), total asperity area (S a ), and average slip (D), we used only finite-fault rupture models for which all three quantities were available. For maximum slip (D max ) and width (W), we used all available data. For the regressions, we applied the Levenberg-Marquardt algorithm (Levenberg, 1944; Marquardt, 1963) through the leastsquares method. We initially fit the data using the slope constrained to yield self-similar relationships. The logarithms of S and S a (km 2 ) are proportional to two-thirds of seismic moment, whereas the logarithms of D and D max (m) are proportional to one-third of the seismic moment:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 1 ; 3 1 3 ; 4 3 1 logD logc 1 1 3 logM 0 ; logS logc 2 2 3 logM 0 ; 1 in which c 1 and c 2 are the regression coefficients and M 0 is seismic moment. Base 10 logarithms are used in the regressions throughout the article. The coefficients and the standard deviations derived are given in Table 3 . In Figure 2 , the derived relations for S and S a (black solid lines) are plotted together with the data used in the analysis (different symbols to account for the various data sources, present study; Sea2002, Somerville et al., 2002; Mea2008, Murotani et al., 2008 Mea2013, Murotani et al., 2013 . The shaded area represents the 1 standard deviation. Similarly, the derived relations for D and D max are shown in Figure 3 . In Figure 4 , the scaling between the combined area of asperities and rupture area is shown. The combined area of asperities is found to be 0.24 times the rupture area, close to the results of Somerville et al. (2002) shown in Table 3 . The 2004 Sumatra and 1964 Alaska events show the largest departures from the best fit line and, for now, remain unexplained. The residual analysis (observed-predicted plotted against M 0 ) presented in Figure 5 is used to examine the regression quality and identify potential trends in the dataset. For all parameters studied, the residuals do not exhibit any significant trends, although the residuals are all zero or negative for rupture area and combined area of asperities for M 9 and larger. Non-Self-Similar Models
We assumed self-similar scaling laws in performing the regression analysis in the previous section. However, there are studies (e.g., Papazachos et al., 2004; Strasser et al., 2010; Tajima et al., 2013 ) that suggest a departure from self-similarity of the rupture area and slip of the fault. We relaxed the constraint of self-similarity and fit the data to a non-self-similar relationship of the form E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 2 ; 3 1 4 ; 4 6 7 logY logc a c b logM 0 ; 2 in which Y corresponds to the different source parameters and c a , c b are the regression coefficients. The coefficient values along with the standard deviations from the regressions are listed in Table 4 .
In Figures 6-8 , the regression results for the non-selfsimilar functional forms are shown by the solid lines with triangles. Comparisons with the results from the self-similar functional forms (black curves) do not exhibit substantial differences for average slip and rupture area. To statistically confirm the differences in data fit between the unconstrained models and those that are constrained to be self-similar, we tested the null hypothesis by performing a two-sided t-test analysis on the slopes of the rupture area, asperity area, and average slip relations (see Tables 3 and 4 for their values). The estimated p-values, −7:3 × 10 −10 , −1:94 × 10 −10 , and 4:13 × 10 −8 , respectively, are quite small, so the differences are not statistically significant. Therefore, we prefer to retain the simplicity of using the self-similar relations as found in some of the previous studies (Somerville et al., 2002; Murotani et al., 2008 Murotani et al., , 2013 .
Fault Width Scaling Models
In Figure 9 , the scaling of fault width (down-dip dimension of the rupture area) with respect to seismic moment is presented. The scaling coefficients from the least-squares fit are shown in Table 4 (model W 1 ). Both data (Fig. 9 ) and the residual distribution (Fig. 10, solid symbols) justify the linear model up to the maximum magnitude that was used in the regression (M 9.17 for Sumatra 2004 earthquake). However, there are studies (e.g., Blaser et al., 2010; Tajima et al., 2013) Table 1 .
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indicating that beyond a certain magnitude, the fault width tends to a constant value (saturates). We tested this assumption by fitting a bilinear model that saturates for M > 8:4, consistent with the model of Tajima et al. (2013) . The regression coefficients for the bilinear model are listed in Table 4 as model W 2 and the fit is depicted with the dashed line in Figure 9 . The standard deviation of the bilinear fit is slightly smaller than that of the linear fit, basically because the bilinear model gives a better fit to the three data points at M > 9 (Alaska 1964, Sumatra 2004, and Tohoku 2011 earthquakes). In Figure 10 , the open symbols represent the residuals from the bilinear fit, and it can be seen that the largest difference is observed only for these three points. We believe that this might be an indication of fault width saturation. The study of Tajima et al. (2013) also suggests saturation at a median width of 200 km, similar to our result in Figure 9 . The limited number of data for M > 8:3, and the poor constraint of the fit for M > 9:0, do not provide definitive resolution of width saturation. However, we consider that width saturation at a median width of 200 km is most likely present, but may vary from one subduction zone to another.
Characterization Based on Corner Wavenumbers
So far, we have made quantitative estimates of the parameters relating to slip models and analyzed their scaling with seismic moment. In this section, we follow an alternative approach to quantifying slip models for use in developing characteristic slip models of future earthquakes. This approach was originally described in Somerville et al. (1999) for crustal earthquakes, but in the present study we apply the same model to interface earthquakes.
The first step is to compute the 2D Fourier transforms of the slip as a function of distance for the subset of events listed in Table 1 with the two dimensions being the along-strike and the down-dip distance. The Fourier transform describes the relative amplitudes of the different spatial wavelengths (wavenumbers) in the slip model. Small wavenumbers are equivalent to long wavelengths and represent broad fluctuations of slip over the fault surface, whereas large wavenumbers are equivalent to short wavelengths and represent local fluctuations over the fault surface. The spatial sampling of the fault in the along-strike and down-dip directions control the highest wavenumber (Nyquist wavenumber) for which the slip model is complete. The corner spatial wavenumbers were used to construct a wavenumber spectral model.
The slip models were resampled at 1 km spacing using first degree bivariate splines and they were padded with 0-1024 km in each direction (resulting dimension 2048 × 2048) to produce even sampling of the wavenumber spectra. We obtained the parameters of a wavenumber spectral model of the slip distribution in earthquakes by fitting a simple functional form to the wavenumber spectra of individual earthquakes. We used a 2D Butterworth filter function to model the wavenumber amplitude spectrum, which is described by the following relation: Table 3 Self-Similar Scaling Relations, Regression Coefficients, and Standard Deviations
Present study 1:77 × 10 3 in which ampkx; ky is the 2D Fourier transform amplitudes, kx and ky are the wavenumbers, and Kc x and Kc y are the corner wavenumbers, in each dimension. We fit relation (3) using the damped least-squares method to solve this nonlinear problem. We performed 1000 iterations and the damping coefficient that was used had the value of λ 2 × 10 11 . An example of the procedure is shown in Figure 11 for two slip models (Kanto, Japan [1923] and Sumatra [2004] ). The estimated maximum spatial wavenumbers are listed in Table 1 . To verify that the corner wavenumbers estimated from the regressions actually describe the decay of the amplitudes with wavenumber in each direction, we plotted the logarithm of the normalized amplitudes and compared them with the simplified model E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 4 ; 3 1 3 ; 1 2 7 ampk 1 k=Kc 4 − 1 2 ; 4 in which Kc is the maximum wavenumber in each direction. For the two slip models in Figure 11 , the fits are shown in Figure 12 . The vertical lines depict the Nyquist wavenum- Figure 2 . Scaling of the rupture area and the combined area of asperities area with seismic moment, plotted together with data from various studies: (Sea2002, Somerville et al., 2002; Mea2013, Murotani et al., 2013 and Mea2008, Murotani et al., 2008) . The shaded area indicates the 1 standard deviation limits. The color version of this figure is available only in the electronic edition. bers of the original slip models, before resampling and padding, along the x and y directions.
The corner wavenumbers Kc x and Kc y in the alongstrike and down-dip directions, respectively, were assumed to each have self-similar scaling with M. For self-similar scaling, the logarithm of the corner wavenumber is proportional to one half the moment magnitude:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 5 ; 5 5 ; 4 9 0 logKc x c x − 0:5M; logKc y c y − 0:5M:
5
The coefficients from the least-squares fit are c x 1:75 with σ 0:146 and c y 1:59 with σ 0:168. In Figure 13 , the logarithms of the corner wavenumbers (c x , top panel; c y , bottom panel) are plotted together with the least-squares fit. The shaded area corresponds to the 1 standard deviation. Based on the constant width model that we presented in the previous section, we additionally studied possible trends in c y with fault width. The symbols in the lower panel of Figure 13 correspond to different fault width bins. The residual (observed-predicted) distribution against M is shown in Figure 14 . The residual plots verify that for the along-strike dimension there is no apparent trend in our model. Similarly for c y (down-dip direction), there is no dependence on fault width except for the largest three earthquakes with width greater than 160 km, consistent with the saturation of width shown in Figure 9 .
Conclusions
We compiled an updated database of interface earthquakes that occurred worldwide in the major subduction zones with moment magnitudes ranging M 6.75-9.17. We evaluated all available rupture models for each earthquake and selected the ones that were based on the largest amount of strong motion or teleseismic data. To estimate the various source parameters, we characterized the asperities for the original slip models based on a well-established methodology (Somerville et al., 1999) .
We studied the scaling with seismic moment of fault width, rupture area, total asperity area, and average and maximum slip. In all cases, the standard deviations are comparable, if not smaller, than the values estimated by Murotani et al. (2008 Murotani et al. ( , 2013 . A factor that might have contributed to the smaller standard deviations is that we did not use more than one model of the same earthquake in the regression analysis. In cases where we had multiple source models for a single earthquake, we used judgment to select the most representative one based on various criteria, such as the number and type of data used in deriving the model.
Despite the larger number of available data, including the most recent megathrust earthquakes, there are still few data to constrain the behavior of the scaling relations at very large magnitudes (M > 8:6). This limitation is prominent in the study of fault width scaling, for which several researchers suggest saturation of width (i.e., the down-dip rupture width stops growing beyond a certain magnitude resulting in constant width). In this study, there were only three data points available at very large magnitudes. This high level of uncertainty makes it difficult to resolve the presence of width saturation. However, we consider that width saturation at a median width of 200 km is most likely present but may vary from one subduction zone to another.
The differences in data fit between the unconstrained models and those that are constrained to be self-similar are not large and are not statistically significant. Therefore, we prefer to retain the simplicity of using the self-similar relations (Table 3) as found in some of the previous studies (Somerville et al., 2002; Murotani et al., 2008 Murotani et al., , 2013 .
The comparison of the available scaling models of rupture area for both self-similar and non-self-similar functional forms presented in Figure 6 shows that there are still large differences between the models of the various authors. The results from our regression analysis of a large dataset suggest that the Papazachos et al. (2004) , Blaser et al. (2010) , and Strasser et al. (2010) , models are not consistent with the moment-area relation obtained from the data in Figure 6 Figure 6 . Scaling relations of the rupture area from various studies with respect to seismic moment (Sea2002, Somerville et al., 2002; Mea2013, Murotani et al., 2013 Mea2008, Murotani et al., 2008 Tea2010, Strasser et al., 2010 Bea2010, Blaser et al., 2010 and Pea2004, Papazachos et al., 2004) . The shaded area indicates the 1 standard deviation limits of this study's self-similar model. The color version of this figure is available only in the electronic edition.
(although Stirling et al., 2013 , prefer the Strasser et al., 2010 showing comparisons with other models). Similarly, the Papazachos et al. (2004) model is not consistent with the moment-average displacement relation obtained from the data in Figure 7 . We believe that these discrepancies arise mainly from the different datasets used in the derivation of the relations and, to a lesser extent, from the different functional forms used by the different authors.
The differences in rupture areas between interface and crustal earthquakes were originally identified by Somerville et al. (1999) and later by several other studies (e.g., Papazachos et al., 2004; Murotani et al., 2008 Murotani et al., , 2013 Strasser et al., 2010) . Somerville et al. (1999) reported that, on average, interface earthquakes have rupture areas that are two or more times larger than those of crustal earthquakes having the same seismic moment. To test this assumption with our dataset, we compared the scaling coefficients of Table 3 with the corresponding ones reported in Somerville et al. (1999) for crustal earthquakes. The results presented in Table 5 show that, on average, the rupture areas of interface earthquakes are ∼1:7 times larger and the average slip is ∼0:4 times as large as those of crustal earthquakes having the same seismic moment.
For the rupture area, the mean values computed in this study are very similar (within 1 standard deviation) to those reported in Murotani et al. (2008 Murotani et al. ( , 2013 (Fig. 6 , dasheddiamond and dashed-square lines, respectively). The comparisons of the present study results with those of Somerville et al. (2002) (dotted line) indicate smaller areas for the same seismic moment in the new relationships. For the average slip, the mean values computed in this study are similar to but lower than those estimated in Murotani et al. (2008 Murotani et al. ( , 2013 20% and 35% lower, respectively) and slightly higher (7%) than those in Somerville et al. (2002) (Fig. 7) . Figure 8 shows that the present study results estimate larger combined asperity areas for the same seismic moment than those in Murotani et al. (2008 Murotani et al. ( , 2013 , and lower than those in Somerville et al. (2002) .
We also characterized the slip functions using wavenumber spectral models of the slip distribution. We resampled and zero padded the models to produce even sampling. The fitting of the 2D Butterworth filter function to estimate the corner wavenumbers for each direction involved a nonlinear regression procedure solving the damped least-squares equations using the Levenberg-Marquardt algorithm. The corner wavenumbers follow a self-similar scaling law with moment magnitude, as can be seen in Figure 13 . The linear fit to the data does not exhibit any significant trends based on the residual analysis presented in Figure 14 , except for magnitudes larger than 9. The along-strike coefficient c x has a very similar value compared with the one obtained in crustal earthquakes in Somerville et al. (1999) , whereas the down-dip coefficient c y has a lower value. Hence, for a given magnitude, interface earthquake spatial slip functions exhibit heterogeneity in slip that is similar along strike but less down-dip compared with crustal earthquakes. We attribute this to the shallower dip angle and lower seismic-velocity gradient of the plate interface compared with the crust.
Data and Resources
The majority of the finite-fault models used in the analyses were downloaded from the online database finite-source rupture model database (http://equake-rc.info/SRCMOD/, last accessed November 2015). The Kuril, 2006; Solomon Islands, 2007; Peru, 2007; Sumatra, 2005; New Zealand, 2009; Papua, 2009; Samoa, 2009; Philippines, 2012 ; and the Costa Rica, 2012, finite-fault models were downloaded from U.S. Geological Survey (USGS) significant earthquakes archive webpage (http:// earthquake.usgs.gov/earthquakes/eqinthenews, last accessed February 2016). The Sumatra 2005; Honsu, 2005; Peru, 2007; Sumatra, 2007; and Masset, 2012 , finite-fault models were downloaded from the University of California, Santa Barbara (UCSB) big earthquake webpage (http://www.geol.ucsb.edu/ faculty/ji/big_earthquakes/earthquakes.html, last accessed February 2016). The Tocopilla, 2007; Vanuatu, 2009; and the Mexico, 2012 , finite-fault model was downloaded from the Caltech slip history database (http://www.tectonics.caltech.edu/slip_history/, last accessed February 2016). Some plots were created using the Generic Mapping Tools v.4.2.1 (www.soest.hawaii.edu/ gmt, last accessed November 2013; Wessel and Smith, 1998) . Source-Scaling Relations of Interface Subduction Earthquakes for Strong Ground Motion and Tsunami Simulation 1661
