Abstract
Introduction
Information retrieval is a field concerned with the structure, analysis, organization, storage, searching, and retrieval of information [11] . The retrieval process, which must be carried out on-line in an interactive setting, consists of two sub-processes. First, the user's query is analyzed and converted into a representation consisting of index terms. Subsequently, this query representation is matched with the set of index terms that represents each document and the result list is generated. The retrieval step thus consists of query analysis, matching the query representation with all document representations and presenting the (best) matching document references to the user.
CLIR is the process of submitting query in source language and retrieving information in target language. This processing requires mainly three phases: Text processing, query translation and document retrieval system. Text processing includes morphological analyzer, stop words removal and stemming process. Morphological analyzer analyzes the structure of the words in a given query. Stop words removal removes the stop words in a given query. Stemming is the process of reducing inflected words to their base or root form. After the text processing, the source query contains a combination of dictionary and OOV words. Translation of dictionary words can be done using bilingual dictionary. Translation of OOV terms cannot be handled using bilingual dictionary because of its limited coverage. OOV words are significant for retrieving information in a CLIR system. The retrieval effectiveness can reduce up to 60% if OOV terms are not handled properly [12] . OOV terms can be of many types; some of them newly formed words, loan words, abbreviations or domain specific terms, but the biggest group of OOV terms, which are observed to be, as many as half of the whole observed OOV terms in [12] , belongs to a group called named entities. Named entities are the expressions in human languages that explicitly link notations in languages to the entities in the real world. Examples of named entities are individual name, role, organization, location, date, time, quantity, numerical expression, phone number etc. Named entities form a very dynamic set, already there exists a large quantity of them, and at the same time people are creating new named entities every day. This makes that dictionary cannot cover all named entities. They play important role in locating relevant documents. The occurrence of named entities in user queries makes easier for retrieval system, if the correct translations of named entities are available [13] . The retrieval performance or average precision of CLIR reduces significantly, when named entities are not translated properly in queries [14] . Translation of named entities can be done using named entity translator, which causes translation failures i.e. either drops the word or mistranslates, if the given name is new to the translation system. Another possibility for translation of named entities is named entity transliteration. Previous studies [4] show that the average precision score of a CLIR system get reduced by 50% when the named entities were not properly transliterated. Therefore transliteration of named entities from source language to the target language presents an interesting challenge.
Transliteration is the process of transforming a word written in a source language into a word in a target language without the aid of a resource like a bilingual dictionary. It also refers to expressing a word in one language using the orthography of another language. The major techniques for transliteration can be classified into three categories: Grapheme-based, Phoneme-based and Hybrid transliteration models [1] . Grapheme refers to the basic unit of written language. In grapheme-based transliteration spelling of the original string is considered as a basis for transliteration. It is referred to as the direct method because it directly transforms source language graphemes into target language graphemes without any phonetic knowledge. Here transliteration is identified by mapping the source language words to their equivalent words in a target language database and generating them. Phoneme refers to the simplest significant unit of sound. In phoneme-based transliteration pronunciation rather than spelling of the original string is considered as a basis for transliteration. It is referred as a pivot method because it uses source language phonemes as a pivot, when it produces target language graphemes from source language graphemes. It usually needs two steps: produce source language phonemes from source language graphemes and produce target language graphemes from source phonemes. These two steps are explicit if the transliteration system produces target language transliterations after producing the pronunciations of the source language words; they are implicit if the system uses phonemes implicitly in the transliteration stage and explicitly in the learning stage [3] . ARPAbet symbols are used to represent source phonemes. ARPAbet is one of the methods used for coding source phonemes into ASCII characters [2] . Grapheme-based and phoneme-based transliteration is referred to as hybrid transliteration. It makes use of both source language graphemes and phonemes, to produce target language transliterations.
There are many diverse techniques on transliteration in the literature. An n-gram based statistical transliteration model for English to Arabic names was described in [4] . It presents a simple statistical technique, which does not require any heuristics or linguistic knowledge of either language. It is specified that transliteration either of OOV (out of vocabulary) named entities or of all OOV words is an effective approach for CLIR. A decision tree based transliteration model [5] , is a language independent methodology for English to Korean transliteration and supports back transliteration. It is composed of character alignment and decision tree learning. Transliteration and back transliteration rules are induced for each English alphabet and each Korean alphabet. A CWF mapping model for transliterating named entities from English to Tamil was given by [6] . This is based on grapheme-based model in which transliteration equivalents are identified by mapping the source language names to their equivalents in target language database. A transliteration similarity mechanism to align English-Hindi texts at the sentence and word level in parallel corpora was given in [7] . This is based on a graphemebased model. It describes a simple sentence length approach to perform sentence alignment and multi feature approach to perform word alignment. A machine-learned phonetic similarity model [8] is a backward transliteration model and provides learning algorithm to automatically acquire phonetic similarities from a corpus. Given a transliterated word, similarity based model compares the list of source candidate words and the one with highest similarity will be chosen as the original word. A word origin based transliteration for splitting Indian and foreign origin words, based on their phoneme equivalents was shown in [9] . The given transliteration mechanism is applicable for Indian languages and shown that word origin is an important factor in achieving higher accuracy in transliteration. In [1] a model for improving machine transliteration using an ensemble of three different transliteration models for English to Korean and English to Japanese languages was proposed. The three Enhanced Named Entity Transliteration Model Using Machine Learning Algorithm Vasi Narasimhulu*, P. Sujatha, P. Dhavachelvan, M. S. Saleem Basha transliteration models are grapheme, phoneme and both. In [10] a Tamil-English CLIR system was developed. It is mainly developed for the farmers of the Tamilnadu in Agriculture domain. Here the system is designed with dynamic learning, so any new word that is encountered in the translation process could be updated to the bilingual dictionary. No learning algorithm has been used for updating the database automatically in the previous literature. In this paper, a dynamic learning algorithm is devised for updating database automatically. The organization of the paper is as follows. The proposed system along with the learning process is described in Section 2. Comparison of learning algorithm with manual updation process, and also the evaluation results of the system with the source and target languages are explained in Section 3. The conclusion and future scope of the paper is given Section 4.
Proposed System
As affirmed earlier, transliteration is the process of transforming a word written in a source language into a word in a target language. A system is proposed for transliterating named entities from source to target language, which is based on major technique of transliteration called grapheme-based transliteration. The proposed system includes mapping and generation models. It transliterates given source name into equivalent target name and retrieves relevant words. This equivalent and relevant words are displayed to the user.
The proposed system architecture is shown in Figure 1 .This system obtains source language name from the user and compress it into a minimum consonant skeleton or compressed word format form using a set of linguistic rules [6] . Linguistic rules are an ordered set of, combination of rewrite and remove rules. Database is prepared with the target language names and their corresponding compressed names. They are compressed using the linguistic rules, but their rule sets are different. Database is in the form of tuples, where each tuple contains both compressed and actual target name. This model retrieves all the compressed target names from the database. It converts compressed source name and compressed target names into intermediate scheme, which is in roman form. Intermediate scheme acts as a mediator for mapping between source and target languages because both have different character representations. The model then calculates edit distance between compressed source name and each compressed target names. Modified levenshtein algorithm is used for finding edit distance between compressed source and target name as described in [6] . After calculating, each edit value is compared with equivalent to zero. If one of the edit values is equivalent to zero then equivalent target name is exist in the database, need not to transliterate the given source name. This target name and relevant target names (based on minimum edit value) are retrieved from the database and displayed in the user interface. When there is more than one candidate at the same edit distance, finer ranking can be made based on the edit distance between the actual forms of source and target strings. Suppose none of edit distance is equivalent to zero, exact equivalent is not found and there is a need to transliterate source language name for equivalent target name. Only, relevant words can be retrieved based on the minimum edit distance (less than or equal to two).
The model performs the transliteration on the source language name. Here the model follows grapheme based transliteration method, where transliterations are generated using character level alignments between source and target languages. Intermediate scheme is used to align the characters between source and target languages. The roman scheme is used as intermediate scheme for transliteration. Mapping is done with either one-to-many and one-to-one configuration or many-to-one and one-to-one configuration. The selection of the configuration depends on source and target languages. After generating the equivalent target name, the edit distance is calculated using modified levenshtein algorithm between source name and equivalent target name for finding how far generated Enhanced Named Entity Transliteration Model Using Machine Learning Algorithm Vasi Narasimhulu*, P. Sujatha, P. Dhavachelvan, M. S. Saleem Basha transliteration is right equivalent. Finally, the generated target name is displayed to the user interface and stored in a file (F) for compressing and updating the database. Afterwards the model retrieves the relevant target words from the web for the generated equivalent name and stored in the same file (F) based on minimum edit distance value. This file is given to the user interface for displaying generated and relevant words. As the database contains small number of target language names, it is not possible to transliterate all the source language names. Only few of the source language transliterations can be supported using the target language database. Every time the model needs to transliterate if the source name does not have exact equivalent in the database. Suppose generated target word and retrieved relevant target words from the web are updated timely, then they need be not transliterated and search again i.e. processing time of transliteration and search process can be reduced significantly. Updation of generated and relevant target words plays an important role in the current compression and generation model. As the database tuples are in the format of compressed and actual form. Before updating the database, the generated and relevant target words need to be compressed. That is, all the words stored in F need to be compressed. These target words can be compressed using the linguistic rules as described earlier. After compression, the next process in the model is updating of database with the generated and relevant target names in compressed and actual form. In real time, updation is the manual process. In this paper our aim is to make updation as automatic process, for that a dynamic learning algorithm is proposed. That is, learn the database samples, when a new sample is given, the learning method need to identify whether it is already existing in the database or not.
Learning Process
To update the database automatically, a training algorithm is designed. The following terminologies are needed to understand the algorithm:
Database Samples (DBs): The samples in the database are called Database Samples.
Positive Sample (PS):
The sample that exists in the database.
Negative Sample (NS):
The sample that is not in the database. This algorithm needs to train with a set of samples. The samples are classified as PS and NS. The complete training or learning algorithm is given in the Figure 2 . This learning algorithm considers a new sample and specifies whether the new sample is PS or NS. Let DB = {α 1, α 2, α 3,……. ,α n } are PSs. Each PS (α) contains a set of letters or elements {e 1, e 2,……, e k }. These elements are used to generate the sequence number using the sequence retrieval method (SeqRet()) as shown in Figure 3 . Sequence retrieval method divides the sample into set of elements <e 1, e 2, e 3,……, e i > and map each element (e i ) with the corresponding letter number (between 1 to Total Number of Letters (TNL)) occurred in that language . Once mapping is completed, the outcome of the algorithm is the sequence number <s 1 s 2…….. s i > of the given sample. When a new sample (β) is given to the learning algorithm, it retrieves the features from the β in order to make less number of comparisons with the PSs in the database, because the database contains large number of PSs. Based on the features {e 1, e p, L}, the algorithm retrieves the PSs ( ) from the database. The algorithm gets the sequence number <s 1 . s p-1 >, then make β is a PS, otherwise NS. If β is a NS, then new sample need to be updated in the database. This process is continued till all the target words stored in the F are completed and new target names are updated in the database.
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Learning Algorithm
Initialize the DB with {α 1, α 2, α 3,……., α n } Where α = {Se 1 e 2…. e k } is a database sample and consider each database sample as a PS. {e 1, e 2,…, e k } are elements in the sample α
Step 1. Get a new sample and represent it as β β = <Se 1 e 2…….. e p > Step 2. Retrieve features {e 1 Step 7. If sequence number occurred then β is consider as PS else β is consider as NS
Figure 2. Learning Algoritahm
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Sequence Retrieval (SeqRet(IS))
IS is an input sample for sequence retrieval IS = {Se 1 e 2…… e i }
Step 
Evaluation Results
The comparison of automated learning process with manual updating process with respect to the important characteristics is given in Table 1 . Manual process does not have any training with database sample elements; whereas proposed model with learning includes the training. Learning process select the PSs based on the features, so the number of retrieved elements is less when compared to the manual process, where it retrieves all the samples. The time to compare a new sample with the PSs is less in learning process. Manual process does not use any sequence number for comparing a new sample with PSs, where as learning process generates a unique sequence number for new sample and selected positive feature samples. In manual process, database anomalies will happen i.e. same sample is stored multiple times in the database (redundancy problem). In case of learning process, it identifies already stored PS and it cannot be updated (no redundancy problem). Manual process does not identify PSs, where as Learning process accurately identifies NSs and PSs. So learning process improves the accuracy of the proposed model.
The following notations are needed to understand the Table 1 The system is evaluated by considering different named entities in the source language. Here the source language is English and the target language is Telugu. To evaluate the system using learning algorithm 2200 named entities in the Telugu language are collected. The list of named entities collected from different categories is specified in Table 2 .
Table 2. Named Entities List

Category
Number of Entities
Person names 943
Places 732
Organization names 525
Database is designed both compressed and actual names of Telugu language. For learning process, actual Telugu names are used. From the collected 2200 named entities, 2000 names are used to train the system for learning process and remaining 200 names are used to test the system to verify whether it is correctly identifies the PSs and NSs. In database, 2100 PSs are stored. i.e. 100 PSs are not trained using the learning algorithm. These 100 non trained PSs and remaining 100 NSs or new samples are used for verifying the system. In the process of training, verified that the sequence number is generated correctly for the PSs. The training with the PSs is done separately, using the learning algorithm. Initially, the sequence number generation results are poor, but when the number of PSs keeps increasing in the training process, the sequence number generation produces better results and giving exact sequence number for a PS. After generating the sequence number for the new sample, Levenshtein edit distance [15] is used for comparing new sample with the PSs. Non trained PSs are tested using only the learning algorithm and the NSs are tested by considering the entire proposed system i.e. given a source name which has exact equivalent in the database (PS) does not enter into the transliteration and dynamic learning process. The proposed learning algorithm accurately identifies the new samples as NSs and these new samples are updated in the database. For each NS verification, relevant Telugu names from the web are retrieved on average of 5-10. In these relevant Telugu names, NSs are identified and updated in the database.
Based on evaluation of PSs and NSs, accuracy is calculated for the proposed model and is shown Table 3 . The improved accuracy for the proposed model is significantly more, when learning algorithm is used for updating NSs in the database as compared to manual process. The accuracy is measured based on the number of comparisons with the PSs and the processing time.
Enhanced Named Entity Transliteration Model Using Machine Learning Algorithm
Vasi Narasimhulu*, P. Sujatha, P. Dhavachelvan, M. S. Saleem Basha The accuracy between learning process and manual updation process on named entities (persons, places, organizations) in the proposed system is shown in Figure 4 . The graph clearly shows that the learning process improves the accuracy of the proposed model compared to the manual process. 
Conclusion and Future Work
A new model called mapping and generation model is described in the paper for transliterating named entities from source language to target language. This model accurately maps the source name with the equivalent target name, if the target name is present in the database. Otherwise the model transliterates the source name into exact target name and retrieves the relevant target names from the web. This transliterated and retrieved relevant target names are updated for reducing the processing time of the model. A dynamic learning process is proposed in the model to make updation automatically. The learning algorithm accurately identifies the PSs and NSs of target names, when applied on English to Telugu.
The proposed work can be extended to incorporate effective string matching techniques in the model instead of edit distance calculation between source and target languages. Currently the model is designed with single source and target language and it can be extended to more than one target language.
