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Resumen
Este trabajo se centra en el estudio de materiales ferroeléctricos, es decir, en materiales
que poseen la capacidad de mantener una polarización eléctrica permanente que
puede ser alterada mediante la aplicación de un campo eléctrico externo. Debido
a que el cambio en la polarización suele estar acompañado de una deformación
mecánica, estos materiales son electrodeformables, y como tales, pueden utilizarse
como sensores, actuadores, y otros microdispositivos.
La búsqueda de materiales electrodeformables con propiedades específicas no dis-
ponibles en materiales ferroeléctricos monolíticos ha motivado el desarrollo de una
creciente variedad de materiales compuestos ferroeléctricos bifásicos con microes-
tructuras de tipo matriz-inclusión. Debido a las características de los procesos de
fabricación y la heterogeneidad microestructural de estos materiales, sus propieda-
des electromecánicas finales, incluso las piezoeléctricas, dependen de la respuesta
electromecánica no lineal y disipativa del material ferroeléctrico durante el proceso
de polarización. La respuesta del material compuesto frente a ciertos estados de
carga es altamente disipativa, lo que tiene su origen en la fuerte histéresis eléctrica
de la fase ferroeléctrica, que a su vez depende de la frecuencia del campo eléctrico
aplicado. Más aún, cuando el estado de cargas involucra solicitaciones tanto eléctricas
como mecánicas, el comportamiento del compuesto depende también de la histéresis
mecánica de los materiales constitutivos. Caracterizar experimentalmente respuestas
electromecánicas hereditarias bajo historias de carga generales en función de la
microestructura resulta pues impracticable y surge así la necesidad de desarrollar
modelos micromecánicos capaces de predecir con aceptable precisión la influencia de
segundas fases en la respuesta electromecánica de materiales ferroeléctricos.
En este trabajo se establecen en primer lugar relaciones entre el comportamiento
macroscópico y el comportamiento de las fases constitutivas en materiales com-
puestos ferroeléctricos con microestructuras complejas y sometidos a historias de
carga arbitrarias. El comportamiento ferroeléctrico de cada fase se describe mediante
una densidad de energía almacenada y un potencial de disipación en el marco de
los ‘materiales estándar generalizados’. Discretizando en el tiempo las ecuaciones
diferenciales correspondientes siguiendo un esquema implícito, se obtiene una re-
presentación variacional de la respuesta macroscópica del compuesto que involucra
un solo potencial incremental. Las estimaciones teóricas se obtienen luego mediante
ciertas ‘microgeometrías resolubles’ cuyo potencial incremental macroscópico puede
determinarse en forma exacta. Por ser exactas para una clase de materiales, es-
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tas estimaciones satisfacen automáticamente todos las características comúnmente
deseadas en una aproximación teórica: estar de acuerdo con restricciones materiales,
satisfacer todas las cotas pertinentes, y poseer todas las propiedades de convexidad
correspondientes. La metodología propuesta se aplica al estudio de la influencia
de inclusiones de segundas fases en una matriz ferroeléctrica de titanato zirconato
de plomo, con inclusiones metálicas, ferromagnéticas y poros. En particular, se
evalúa el rol de las fluctuaciones en la polarización remanente en las propiedades
piezoeléctricas de los compuestos y se comparan estos resultados con una técnica
comúnmente utilizada que asume que la polarización es uniforme en toda la fase
ferroeléctrica, estrategia que, en efecto, subestima la influencia de las inclusiones en
varios coeficientes piezoeléctricos.
A su vez, durante el desarrollo de este trabajo se ha encontrado que los potenciales
utilizados para la densidad de energía almacenada pueden, bajo ciertos estados
de carga, conducir a resultados que no son físicamente aceptables. Se presenta un
análisis de la problemática y las condiciones bajo las cuales podría presentarse, y se
discuten estrategias alternativas para obtener predicciones confiables para materiales
compuestos ferroeléctricos.
Por otro lado y a pesar de que muchos de los materiales ferroeléctricos de interés son
modelados como aislantes, éstos son en realidad semiconductores de banda prohibida
ancha con una alta resistencia eléctrica y en los cuales las cargas libres y vacancias
en la microestructura afectan de manera no trivial su comportamiento. Dada la
complejidad de la problemática, se procede en este trabajo realizando una primera
aproximación al tema, desarrollado una descripción multiescala para la respuesta
electrostática de dieléctricos sólidos microestructurados que pueden experimentar
polarización intrínseca y por cargas espaciales, pero sin tener en cuenta fenómenos
ferroeléctricos. La polarización debido a cargas espaciales es considerada mediante
la presencia de iones móviles que no pueden fluir a través de ciertas interfases
microestructurales. Se obtienen predicciones para sistemas materiales sencillos, con
el foco puesto en lograr una mejor comprensión del efecto de los iones móviles en
el comportamiento del material. Se pretende de esta manera sentar las bases para
futuros trabajos que expandan los modelos, incorporando el carácter semiconductor
de los materiales ferrocerámicos.
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1 Introducción
1.1 Motivación
En la actualidad, muchos problemas de ingeniería de diversos campos se resuelven
utilizando los denominados sistemas inteligentes, es decir, sistemas adaptativos o
controlados. En lo que respecta al aspecto de sensado y actuación de estos sistemas,
existen una gran variedad de fenómenos físicos y materiales para cumplir con su
implementación. En un sentido general, todos los materiales pueden considerarse
como un sistema que, frente a la aplicación de estímulos externos, puede responder
de maneras distintas (figura 1.1). Pueden encontrarse entonces materiales que tienen
respuestas triviales frente a la aplicación de estímulos externos, como por ejemplo los
materiales conductores o elásticos, que generan una corriente eléctrica o una defor-
mación frente a la aplicación de un voltaje o una tensión mecánica, respectivamente.
Existen a su vez, materiales como los piroeléctricos o piezoeléctricos que generan un
campo eléctrico al ser sometidos al calor o a una tensión mecánica, respectivamente.
Un material inteligente puede definirse, sin embargo, como aquel que posee una
o más propiedades que pueden ser modificadas de manera controlada y reversible
mediante la aplicación de un estímulo externo. El concepto de un material que pueda
adaptar su funcionalidad dependiendo del entorno se basa en la posibilidad de integrar
actuadores, sensores y controladores con materiales y componentes estructurales en
un sistema material inteligente.
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Figura 1.1: Efectos en los materiales (Uchino, 2010).
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Figura 1.2: Ejemplos de aplicación de materiales electroactivos. a) Uso en la generación
de energía por vibraciones en módulo de sensado autónomo (Arms et al., 2005); b) Uso
como actuador en palas de helicóptero, con detalle en las características del actuador.
La elección entre la variedad de materiales y fenómenos disponibles para resolver un
problema particular dependerá de las necesidades técnicas, costos, y disponibilidad de
cada material. Los materiales piezocerámicos son, en general, muy buenos candidatos
para aplicaciones que requieren tiempos de respuestas muy cortos, posicionamiento
de alta precisión y niveles de fuerza de actuación considerables en sistemas de geo-
metría compleja. Se entiende aquí como piezocerámico a un material ferroeléctrico
policristalino utilizado para aplicaciones de ingeniería en su rango piezoeléctrico
reversible. En efecto, la mayoría de los materiales utilizados en aplicaciones tecnológi-
cas electromecánicas son ferroeléctricos. Algunos ejemplos prácticos de aplicación de
estos materiales en el ámbito aeronáutico pueden observarse en la figura 1.2, donde se
presenta un módulo sensor que aprovecha las vibraciones del ambiente para generar
energía a partir de la deformación de un material ferroeléctrico, y también donde se
utilizan como actuadores en superficies de control de una pala de helicóptero.
En un intento de ajustarse a las necesidades que las diversas aplicaciones puedan
tener, los materiales ferroeléctricos monolíticos se presentan comercialmente en
forma de láminas delgadas o conformados en discos, anillos, barras, entre otras
geometrías (figura 1.3a). Ahora bien, los procesos de manufactura típicos para
obtener un dispositivo ferroeléctrico con una composición determinada se dividen en
dos etapas: primeramente se obtiene un polvo cerámico que luego es sinterizado en
la geometría deseada. La composición del polvo se ajusta a modo de obtener, luego
del proceso de fabricación, un cerámico con una estructura del tipo perovskita, lo
que asegura sus características ferroeléctricas. Para obtener el polvo cerámico (véase
por ejemplo, Kawada et al., 2010; Tanaka et al., 2012), se parte de algunas de las
materias primas de los materiales constitutivos del óxido de perovskita, que son
mezclados y molidos. Estas materias primas pueden provenir de óxidos, carbonatos,
sales orgánicas ácidas, alcóxidos o compuestos similares de los elementos constitutivos.
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Figura 1.3: Dispositivos piezoeléctricos comerciales. a) Variedad de configuraciones geo-
métricas disponibles. b) Ejemplo de proceso de polarización. (PI Piezo Technology, 2017).
El proceso de mezclado y molido puede realizarse utilizando un molino de bolas, o si
en cambio se utiliza un proceso húmedo, se debe utilizar un solvente como medio de
dispersión, que luego puede removerse por evaporación o filtrado. Luego, esta mezcla
de materiales es calcinada, lográndose que las materias primas de los elementos
constitutivos reaccionen y se combinen para obtener polvo de óxido de perovskita.
Alternativamente, el polvo puede sintetizarse en fase líquida mediante las técnicas
de sol-gel o síntesis hidrotérmica. Dependiendo del tipo de compuesto que se desea
obtener, puede realizarse un segundo proceso de mezclado del polvo obtenido con
nuevos aditivos, el cual es sometido a un nuevo proceso de calcinación para obtener
el polvo de óxido de perovskita final.
Una vez obtenido el polvo cerámico de óxido de perovskita es posible sintetizar el
dispositivo en la forma deseada. El moldeo del dispositivo puede llevarse a cabo
mediante procesos de extrusión, moldeo por inyección, a presión o en cinta, vaciado,
prensado isostático en frío, entre otros. La cocción del cuerpo moldeado puede llevarse
a cabo mediante horneado en atmósfera común o a presión, como son el prensado
con calor o el proceso de compresión isostática en caliente. Cabe destacar que en el
proceso de cocción del cerámico se utilizan temperaturas del orden de los 1000◦C,
muy por encima de la temperatura de Curie del material, por lo que se espera que
luego del proceso de enfriamiento el dispositivo no tenga una polarización remanente
neta. Este fenómeno será discutido en mayor detalle en la próxima sección.
Ya contando con el cerámico cocido y dependiendo de la aplicación, se agregan
electrodos conductivos en su superficie mediante técnicas como la impresión serigráfica
o la pulverización (sputtering). Por último y teniendo en cuenta que el cerámico
resultante no posee una polarización neta, se procede a la polarización del mismo
mediante la aplicación de un campo eléctrico (figura 1.3b). El esquema de polarización
puede variar, y existen diversos estudios que han evaluado el efecto de la temperatura
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Figura 1.4: a) Compuesto de matriz polimérica de alcohol polivinílico (PVA) e inclusiones
de titanato zirconato de bario (BSZT) (Senthil et al., 2012). b) Compuesto de matriz
ferroeléctrica de LKNN e inclusiones de níquel (Zhang et al., 2010a). c) Matriz ferroeléctrica
de titanato zirconato de plomo (PZT) con poros (Nie et al., 2010).
(Zhang et al., 2010b, 2011) o de las tensiones mecánicas (Kumazawa et al., 1998;
Rödel et al., 2007) para optimizar proceso.
Ahora bien, en vistas de optimizar los sistemas materiales para aplicaciones específicas,
ha surgido la necesidad de contar con materiales electrodeformables con propiedades
no disponibles en materiales ferroeléctricos monolíticos. Esto ha motivado el desarrollo
de una creciente variedad de materiales compuestos ferroeléctricos bifásicos con
microestructuras de tipo matriz-inclusión. Tal es el caso de matrices poliméricas
no polares con inclusiones micrométricas de cerámicos ferroeléctricos (por ejemplo,
Capsal et al., 2012; Lam et al., 2005; Olmos et al., 2012), de matrices cerámicas
ferroeléctricas con inclusiones metálicas (por ejemplo, Duan et al., 2000; Ning et al.,
2012; Takagi et al., 2003; Zhang et al., 2010a), y de matrices poliméricas ferroeléctricas
con inclusiones cerámicas ferroeléctricas (por ejemplo, Mao et al., 2010; Petchsuk et al.,
2011). Incluso se han desarrollado cerámicos ferroeléctricos con porosidad controlada
(por ejemplo, Piazza et al., 2010). También se ha explorado el desarrollo de sistemas
multiferróicos capaces de exhibir acoplamiento magnetoeléctrico. En su definición más
general, se denomina como efecto magnetoeléctrico en los materiales al acoplamiento
entre campos eléctricos y magnéticos (Fiebig, 2005). Dado que este fenómeno suele ser
extremadamente débil en materiales monofásicos, se está estudiando la posibilidad de
mejorar su comportamiento a partir de materiales compuestos multifásicos (Zhai et al.,
2008). En materiales compuestos entonces, el efecto magnetoeléctrico surge gracias a
la combinación de dos clases de propiedades materiales, como ser la magnetoestricción
y la piezoelectricidad. Al aplicar un campo magnético, la fase magnetoestrictiva
produce deformaciones que son luego transferidas a la fase piezoeléctrica que convierte
esas deformaciones en carga eléctrica. Esta conversión de campos magnéticos a campos
eléctricos se denomina efecto magnetoeléctrico inverso (Nan et al., 2008). Si bien el
modelado de materiales ferromagnéticos y multifuncionales excede los alcances de este
trabajo, realizando mínimos cambios es posible adaptar los modelos y herramientas
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desarrollados para compuestos bifásicos ferroeléctricos para obtener estimaciones
para este otro tipo de materiales. Esto permite evaluar la potencial aplicación de las
herramientas desarrolladas aquí en otras áreas de interés tecnológico.
A continuación se describen brevemente los fenómenos físicos que dan lugar al
acoplamiento electromecánico en los materiales ferroeléctricos.
1.2 Ferroelectricidad en ferrocerámicos
Típicamente, los materiales ferroeléctricos son considerados dieléctricos, es decir,
aislantes que no pueden conducir una corriente eléctrica. Los materiales dieléctricos
poseen cargas ligadas que, aunque no pueden fluir libremente por el material, pueden
moverse levemente respecto de su posición original ante la presencia de campos
eléctricos externos. Este fenómeno se conoce como polarización eléctrica y pueden
definirse tres contribuciones primarias al mismo: electrónica, iónica y relacionada
a la reorientación de dipolos. En la figura 1.5 se presenta esquemáticamente cada
uno de estos mecanismos, que contribuirán a la polarización total del material en
distinta proporción dependiendo de la frecuencia del campo aplicado.
La estructura microscópica de los materiales piezocerámicos es de naturaleza cristalina.
La misma se encuentra dividida en granos en los cuales se tiene una red cristalina
con una orientación determinada y formada por una repetición periódica de una
celda unitaria. Esta celda unitaria es un agrupamiento de iones cagados positiva y
negativamente y que dependen del material específico. Dependiendo de la estructura
cristalina del material, los centros de cargas positivas y negativas pueden no coincidir,
incluso ante la ausencia de campos eléctricos externos. Se dice entonces que este tipo
de cristales poseen una polarización espontánea. En particular, cuando la dirección
de la polarización espontánea puede cambiarse aplicando un campo eléctrico externo,
los materiales se denominan ferroeléctricos. La ferroelectricidad se refiere entonces a
Polarización
electrónica
Polarización
iónica
Reorientación 
de dipolos
Figura 1.5: Orígenes microscópicos de la polarización eléctrica (Uchino, 2010).
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la capacidad de ciertos dieléctricos polares de mantener una polarización eléctrica
permanente que puede ser alterada mediante la aplicación de un campo eléctrico
externo (Lines y Glass, 1977). Debido a que el cambio en la polarización suele
estar acompañado de una deformación mecánica, los materiales ferroeléctricos son
electrodeformables, y como tales, pueden utilizarse como sensores y actuadores (por
ejemplo, Capsal et al., 2012; Xu, 1991), recolectores de energía (por ejemplo, van den
Ende et al., 2012), amortiguadores materiales (por ejemplo, Asare et al., 2012) y
otros microdispositivos.
El titanato de bario (BaTiO3) y el titanato zirconato de plomo (PbZrxTi1−xO3)
son quizás dos de los materiales ferroeléctricos más utilizados. Sin embargo, la
ferroelectricidad puede encontrarse tanto en materiales cerámicos como poliméricos.
En todos los casos y como ya fue mencionado, se trata de materiales policristalinos que
al ser enfriados por debajo de una temperatura crítica —denominada temperatura de
Curie— sufren una transformación de fase paraeléctrica a ferroeléctrica. Inicialmente,
la fase ferroeléctrica contiene una distribución aleatoria de polarización permanente
a nivel microscópico, y en consecuencia no exhibe una polarización permanente neta
a nivel macroscópico. Como ya fue mencionado, para que esto último ocurra, el
material ferroeléctrico debe polarizarse, lo que resulta ser un proceso fuertemente
disipativo y que requiere de herramientas sofisticadas para evaluar su efecto en el
desempeño de los materiales.
Ahora bien, a pesar de que muchos de los materiales ferroeléctricos de interés son
modelados como aislantes, éstos son en realidad semiconductores de banda prohibida
ancha con una alta resistencia eléctrica y en los cuales las cargas libres y vacancias
en la microestructura afectan de manera no trivial su comportamiento (Xiao y
Bhattacharya, 2008). Defectos en la red cristalina como átomos de impurezas y
vacancias tienden a acumularse en los bordes de grano del cerámico dieléctrico
(Priester, 2013; Randle y Owen, 2006), favoreciendo la conductividad eléctrica. El
efecto de la conductividad eléctrica en la dispersión y atenuación de ondas acústicas en
materiales semiconductores piezoeléctricos es un fenómeno bien conocido y estudiado
(Auld, 1969; Wauer y Suherman, 1997; Yang y Zhou, 2005). Por lo tanto, además
de los diversos micromecanismos concomitantes de origen diverso que definen la
polarización macroscópica de un dieléctrico sólido, cuando un espécimen posee
una microestructura fina, el movimiento de los defectos cargados estabilizan cierta
configuración de dominio generándose un campo eléctrico residual que se opone al
cambio de la polarización cuando se aplica un campo eléctrico externo. Esto implica
que la polarización intrínseca de origen atómico y molecular puede verse amplificada
significativamente por una polarización extrínseca producida por cargas espaciales
en el entorno de las interfaces microestructurales que bloquean el flujo de iones. Esta
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polarización por cargas espaciales suele ocasionar fenómenos de dispersión dieléctrica
a baja frecuencia y efectos de talla microestructural (véase, por ejemplo, Boersma y
van Turnhout, 1998; Mackey et al., 2012; Tonkoshkur et al., 2017). Recientemente,
este fenómeno ha sido propuesto como un posible micromecanismo responsable del
mejoramiento de las características dieléctricas observadas en algunos polímeros
nanorellenos y en cerámicos del tipo perovskita (por ejemplo, Brizé et al., 2006;
Lopez-Pamies et al., 2014; Zang et al., 2005; Zhou et al., 2016). Se ha observado
también que la fatiga y la ruptura dieléctrica de los cerámicos ferroeléctricos típicos
dependen del tipo de electrodo utilizado (de Araujo et al., 1995; Ramesh et al., 1992;
Scott, 2000). Este fenómeno se debe a que la naturaleza semiconductora del material
favorece la aparición de una región con reducción de electrones en la cercanía de
la interfaz ferroeléctrico–electrodo, lo que depende de la combinación particular de
materiales. Además, la presencia de cargas libres puede influir en el envejecimiento
del material, desarrollándose un efecto de memoria de un patrón de dominios en el
cual se ha mantenido por un largo tiempo (Ren, 2004).
1.3 Antecedentes y objetivos
Anteriormente se ha mencionado que el proceso de polarización macroscópica de
un material ferroeléctrico es fuertemente disipativo. Esto queda en evidencia en la
figura 1.6a, donde se muestra la polarización en función del campo eléctrico aplicado
en una muestra de PZT. La respuesta manifiesta, en efecto, una gran histéresis y
la principal fuente de disipación radica en el cambio de polarización permanente
microscópica como consecuencia de ciertos procesos irreversibles ocurridos a nivel
atómico (por ejemplo, Damjanovič, 2006). Una vez polarizado, el material se vuelve
piezoeléctrico, de manera tal que la acción de un campo eléctrico externo moderado
produce una pequeña deformación directamente proporcional a la intensidad del
campo.
Ahora bien, en materiales compuestos que se sintetizan a temperaturas superiores
a la temperatura de Curie y luego se polarizan a temperaturas inferiores a esta,
es esperable que como consecuencia de la heterogeneidad microestructural y el
acoplamiento electromecánico, la intensidad de campo eléctrico presente dentro de
un compuesto durante el proceso de polarización exhiba fuertes variaciones espaciales
y pueda generar tensiones internas significativas. Es así que el material compuesto
está localmente sometido a cargas electromecánicas incluso si la carga macroscópica
es puramente eléctrica. Este tipo de respuesta es compleja y en la figura 1.6 se
muestra la polarización en función del campo eléctrico aplicado a diversos cerámicos
ferroeléctricos con inclusiones o poros, sometidos a cargas eléctricas cíclicas. Se
observa que el compuesto posee un comportamiento disipativo que tiene su origen en
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the development of a variational-based framework for ferroelectrics that allows the prediction of these effects in simulations of
macroscopic technical applications of these materials.
Piezoceramics are exploited in industrial applications as sensors and actuators. Detection of pressure in the form of sound
is one of the most common sensor applications that exploit the so-called direct piezoelectric effect. In a piezoelectric micro-
phone, sound waves bend the material creating a changing voltage. They are especially used at high frequencies in ultrasonic
transducers for medical imaging. Furthermore, they can be used in acoustic-electrical applications in noise analysis or acous-
tic emission spectroscopes. In addition, they are well known in mechanic-electrical applications as igniters or accelerome-
ters. The inverse piezoelectric effect is used in actuators, or piezoelectric motors for micro-and nano-positioning, laser tuning,
active vibration damping et cetera. Everyday life applications are ink jet printers, where piezoelectric crystals are used to
control the flow of ink from the ink jet head to the paper. In automotive engineering piezoceramics have been utilized in
a new generation of common-rail piezo inline injectors. This system reduces not just exhaust emission of the diesel engine
but also its operating noise and fuel consumption. In comparison with solenoidal valves, piezo injectors can be controlled
much more precisely so that they can inject fuel during an engine cycle with much more accuracy. Piezoceramic materials
are also particularly suitable for precise micro-and nano-deformation of sensors and actuators. Nowadays, actuators and
sensors operate at high stress and electric fields, where they show strong non-linearities due to hystereses and rate effects
induced by domain switching processes. There is a strong need for the construction of predictive models, which describes
these phenomena.
The theoretical foundations for the analysis of electro-mechanical interactions in solids are summarized, for example, in
Truesdell and Toupin (1960), Landau et al. (1967), Pao (1978), Hutter, van de Ven, and Urescu (2006), Maugin (1988), Eringen
and Maugin (1990a, 1990b) and the recent treatments McMeeking and Landis (2005) and McMeeking et al. (2007). The exist-
ing approaches may be divided into twomain categories: microscopically motivated and purely phenomenological models. A
review in this regard is given by Kamlah (2001), Landis (2004), and Huber (2005). Microscopically motivated material models
are presented by Chen and Lynch (1998), Huber, Fleck, Landis, and McMeeking (1999), and Huber and Fleck (2001). These
models are concerned with the constitutive behavior of single crystals and employ energy arguments as switching criteria.
Other models describe the poling and domain evolution on the microscale by phase-field approaches, such as Zhang and
Bhattacharya (2005a, 2005b), Su and Landis (2007), Schrade, Müller, and Gross (2007). The overall material behavior of a
ceramic polycrystal is then obtained by a homogenization-type averaging of an aggregate of oriented crystallites. The goal
of reduction of the number of internal variables motivates phenomenological macroscopical models. Bassiouny, Ghaleb, and
Maugin (1988a, 1988b), Bassiouny and Maugin (1989a, 1989b) outline thermodynamically-consistent formulations of the
macroscopic electro-mechanical hysteresis. One of the first applications of these notions for algorithmic model development
can be found in Cocks and McMeeking (1999), where a phenomenological constitutive law for piezoceramics is formulated in
analogy to incremental plasticity. The models proposed by Kamlah and Tsakmakis (1999), Kamlah (2001), and Kamlah and
Böhle (2001) assume a one-to-one relationship between the remanent strain and the irreversible polarization. A multiaxial,
thermodynamically-consistent description is given by Landis (2002). The use of switching surfaces and associated evolution
equations guarantee a positive dissipation during switching. In this paper, as well as in Huber and Fleck (2001), a cross-
coupling into the switching function is introduced in order to account for the generation of remanent strain by the applica-
tion of an electric field and remanent polarization by stress. This model was simplified in McMeeking and Landis (2002),
where the remanent strain was assumed to be a function of the remanent polarization. A consistent model in this spirit,
including the formulation of constitutive update algorithms and finite element implementation was suggested by Schröder
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Fig. 1. Electric hysteresis (left panel) and butterfly curves (right panel) in commercial soft PZT piezoceramic PIC151 for the loading rates of 0.01, 0.1 and
1 Hz according to Zhou et al. (2001).
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reports [10,16] in which the pore shape and size of the pores are
well maintained. This leads us to believe that the spherical pores
generated by the burning away of PMMA spheres during the bisque
firing process seems to be partly occupied by the grains during
sintering process. It could be explained thatwhen the pore size is of
the same order of grain size, the grains grow and occupy the space
of pores during densification and coarsening upon sintering, which
thus changes the shape of pores and reduces the pore size;
however, this effect is not evident and can be negligible when the
dimensions of pore formers aremuchmore than the grain size. The
resulting pores from smaller pore formers have similar micro-
geometry to intrinsic pores, making it reasonable to neglect the
different effect of extrinsic and intrinsic pores on the properties.
Table 1 lists part properties of as-prepared specimens. It can be
seen that when the content of PMMA increases from 0.5 to 3.6 wt%,
the density decreases from 7.62 to 6.48 g/cm3, and thus the net
porosity increases from 5.67% to 19.88%. Here we assumed that all
the pores in the ceramics are closed pores because our measure-
ments showed that the open porosity is only about 0.8%. On the
other hand, the PMMA has a density of 1.19 g/cm3 (provided by
PMMA vendor), the theoretically dense PZT95/5 ceramics have a
density of 8.08 g/cm3. Therefore, the addition of 0.5, 1.8, 2.5,
3.6 wt% of PMMA should lead to 3.3, 10.8, 14.5 and 19.6 vol%
extrinsic porosity respectively. However, we measured pressure-
less sintered PZT95/5 ceramics with no pore former addition with
an intrinsic porosity of 4.2% resulting from the intrinsic pores
with a size of 2–3mm. Obviously, by comparison we find that the
actual porosity is not the sum of intrinsic porosity and the external
porosity. An overlapping between two kinds of porosity takes place
and when the content of pore former is low, the intrinsic porosity
contributes much to the total porosity. With increasing content of
pore former, the contribution from intrinsic porosity decreases, a
nearly total overlapping occurs between these two kinds of
porosity. This makes it reasonable to attribute the intrinsic
porosity to the extrinsic porosity when we calculate the relations
between the porosity and properties.
To clearly and quantitatively understand the relations between
the porosity and the properties, we first try to establish a relation
between the porosity and the remnant polarization (Pr). It is well
known that the porous ceramics can be considered a two-phase
system composed of a bulk ceramicmaterial and pores. In addition,
according to Newnham’s concept of ‘connectivity’ [19], specimens
with closed pores in this investigation can be classified into 3-0
type composites. The porosity, therefore, can be defined as
p ¼ ðrt  rbÞ=rt. For simple physical consideration to obtain an
equation, we assume that the influence of grain size and the
depolarizing effect [15] of pores are negligible. We take the Pr,
36.03mC/cm2, of the hot-pressed PZT95/5 ceramics with a relative
density of 99.4% as the baseline. A fitting plot of Pr versus density is
obtained in the form:
Pr ¼ 28:07þ 7:98rb ðrb>3:52g=cm3Þ (1)
Note that: p ¼ ðrt  rbÞ=rt, thus
Pr ¼ 36:41 64:48 p ð p<56%Þ (2)
To verify the correctness of this relation, detailed measured
data are shown in Fig. 2 and are also listed in Table 1. A comparison
of the fitting curve with our measured data and others’ data [16]
are shown in Fig. 3. It must be mentioned that the theoretical data
are calculated from Eq. (2) and it can be seen that the relation is in
good agreement with the experimental data, indicating the
equation is applicable in our interested porosity range. A slight
difference can be attributed to the assumption on which we
establish the relation. Additionally, it must be noted that in Eqs. (1)
and (2), when we let Pr = 0, then rb = 3.52 g/cm
3 and p = 56%,
respectively. Therefore, the application conditions of the two
equations were listed. Actually, pores in ceramics have become
interconnected when the porosity exceeded 22% [19], the 3-0 type
composite model is not correct for the porousmaterials. Therefore,
for porous ceramics with closed pores, the two equations are
correct.
Fig. 4 shows the dielectric spectroscopy of ceramics as a
function of temperature. Note that the peak of permittivity curve,
Fig. 2. Ferroelectric hysteresis loops of porous PZT95/5 ceramics with different
porosity, at ambient temperature, 1 Hz.
Table 1
Part parameters of porous PZT95/5 ferroelectric ceramics.
Content of pore former (wt%) Density (g/cm3) Porosity (%) Pr (mC/cm2) Ec (V/mm) Permittivity (er)
0.5 7.62 5.67 33.12 1202 270
1.8 7.17 11.24 28.79 1200 258
2.5 6.87 14.95 26.80 1208 239
3.6 6.48 19.88 23.36 1206 216
Fig. 3. Fitting plot of remnant polarization vs. bulk density of ceramics.
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able ferroelectric properties. The ferroelectric properties of
PZT are clearly not destroyed by the presence of large
amounts of metal. On the contrary, all composites show en-
hanced ferroelectric properties. It was found that PZT/Pt 10
has much larger remnant polarization Pr (43 mC/cm2) and
saturated Ps (48 mC/cm2) values than PZT ceramics (Pr
538 mC/cm2).9 The Ps and Pr values gradually d crease
with Pt content, but even for the near-percolative PZT/Pt 30
sample they are comparable to those of PZT ceramics. In
addition it is worth pointing out that the coercive field
strength ecreases only slightly with Pt content when the
latter is r latively far from the percolation threshold, pc ,
which is expected to be around 33 v/o Pt in the investigated
system. However, when the Pt content approaches pc the
coer ive field decreas s dramatically, down to a valu of 3.7
kV/cm for PZT/Pt 30.
In summary the ferroelectric-metal composites presented
in this letter have improved dielectric properties due to the
presence of large amou t of metal articles di ers d in a
PZT matrix. The diel ctric constant of the comp ites was
up to about 43 higher than that of pure PZT ceramics, while
the dielectric loss remained almost the same. The composites
exhibit a high tunability, up to values of 17, which is com-
parable to the maximum tunability obt ined with high-end
semiconductor devices. Hence, the composites investigated
here can possibly be used in phased array antenna systems or
other smart devices. The composites also show excellent
ferroelectric properties. For the composite with a near-
percolative metal phase, a very low coercive field of 3.7
kV/cm was obtained, which is only half of that of PZT ce-
ramics, whereas the remnant polarization is comparable to
that of a pure ferroelectric. More work is needed to develop
synthesis methods for more homogeneous materials and ma-
terials with a particular phase topology. For thin film appli-
cations preparation and properties of nanoscale composites
should be considered. In addition a more extended measure-
ment program should be set up, the results of which should
be confronted with adequate theoretical descriptions of the
dielectric behavior of ferroelectric/metal composites. Once
practical applications come into scope, replacing Pt by a
cheaper component may be necessary.
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FIG. 2. Dielectric response as function of ac field strength at 100 Hz and 1
kHz for PZT/Pt 23; ~a! dielectric constant; ~b! dielectric loss. The data
points are experimental values; the lines are drawn as a guide to the eye.
FIG. 3. Polarizati n vs electri hysteresis loop for three diffe ent compos-
ites.
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Fig. 4. Dependence of dielectric properties onmeasuring frequency for the LKNN/Ni
composites sintered at 1060 ◦C for 2h in industrial nitrogen gas.
Fig. 5. P-E curves of the LKNN/Ni composites sintered at 1060 ◦C for 2h in industrial
nitrogen gas with different Ni contents.
losswithNi content suggests thatmoreNi particles tend to increase
dc conductivity of the LKNN/Ni composites.
Fig. 5 shows the P-E curves of onolithic LKNN ceramics and
LKNN/Ni composites sintered at 1060 ◦C for 2h in the industrial
nitrogen gas. The monolithic LKNN ceramics and 95%LKNN-5%Ni
composite exhibited typical ferroelectric loops. However, the P-E
curves showed a shape much different from ordinary ferroelectric
loop when Ni >5vol% (only was the P-E curve of 90%LKNN-10%Ni
composite showed in Fig. 5), representing somemetallic character-
istics. These differences betwee LKNN/Ni composites must have
r sulted from Ni particles a ded becaus Ni cont nt was the sole
process variable during t eir manufacture.
Compared with mo olithic LKNN ceramics, the 95%LKNN-5%Ni
composite had an inc eased coercive field Ec value and a decreased
remnant polarization Pr value, as shown in Table 1. The reason for
this increas in Ec value is still unclear. The decre se in Pr value
could be ascrib d t non-ferroe ectric charac eristics of Ni phase
as well as insuffici nt reversion f ferroel ctric domains in LKNN
matrix [12]. In thepoling rocess,we foun that lowerelectricfields
were applied upon samples with increasing Ni content.
As shown in Table 1, the piezoel ctric constant d33 gradually
decreased with increasing Ni content, partly due to the increase of
non-piezoelectric Ni phase in the composites. On the other hand,
the decrease in d33 value should be closely related to the decrease
of Pr value [12] with increasing Ni content, especially for the sam-
ples from monolithic LKNN ceramics to 95%LKNN-5%Ni composite.
Unfortunately, the addition of >5vol% Ni has covered the actual Pr
values measured for LKNN/Ni composites. Further investigation is
left for future study.
4. Conclusions
The Ni-particle-dispersed [Li0.06(K0.5Na0.5)0.94]NbO3 compos-
ites with Ni content up to 20vol% were successfully produced via
sintering at 1060 ◦C for 2h in a protective atmosphere of indus-
trial nitrogen gas. The resultant LKNN/Ni composites comprised
LKNN and Ni phases only. The corresponding dielectric constant
increased and the piezoelectric constant gradually decreased with
increasing Ni content. The LKNN/Ni composites exhibited ferro-
electric loopswhenNi≤5vol%, and showedmetallic characteristics
whenNi >5vol%. The change in electrical property is closely related
to the addition of metallic Ni in perovskite LKNN matrix.
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Figura 1.6: Polarización versus campo eléctrico aplicado en: a) un PZT bajo cargas
eléctricas cíclicas de varias frecuencias (Miehe y Rosat , 2011); b) PZT95/5 con istintos
niveles de porosidad (Nie et al., 2010); c) un PZT con distintas concentraciones de platino
(Duan et al., 2000); d) LKNN con distintas co cent a iones de níquel (Zhang et al., 2010a).
la fuerte histéresis eléctrica del PZT, qu a su vez depende de l frecuencia del campo
eléctrico aplicado. Además, el co portamiento macroscópico puede variar según la
inclusión de modo que, por ejemplo, el agregado de microcavidades (figura 1.6b)
no produce cambios en el valor del campo eléctrico coercitivo pero si afecta la
magnitud de la polarización remanente del compuesto. Por otro lado, el agregado
de inclusiones metálic s (figur s 1.6c,d) pro uce el ef cto contrario. En este caso
incluso pu de ocurrir que la respuesta del compuesto cambie radicalment , como
se observa en la figura 1.6d en donde ni siquiera se obtiene un ciclo de histéresis
cerrado. Este fenómeno puede explicarse por la presencia de cargas libres en la matriz
aportadas por las inclusiones (Suryanarayana y Bhattacharya, 2012). Más aún,
cuando el estado de cargas involucra solicitaciones tanto eléctricas como mecánicas,
el comportamiento del compuesto depende también de la histéresis mecánica de los
materiales constitutivos. Caracterizar experimentalmente respuestas electromecánicas
hereditarias bajo historias de carga generales en función de la microestructura es pues
impracticable y en consecuencia resulta necesario desarrollar modelos micromecánicos
capaces de predecir con aceptable precisión la influencia de segundas fases en la
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respuesta electromecánica de materiales ferroeléctricos. Este es el objetivo general de
este trabajo.
A partir de lo expuesto, surge que una descripción precisa de la respuesta electro-
mecánica de compuestos ferroeléctricos exige modelos constitutivos que tengan en
cuenta (i) las no linealidades constitutivas, (ii) la compleja distribución aleatoria de
la microestructura, (iii) el acoplamiento electromecánico y (iv) la histéresis tanto
eléctrica como mecánica de los materiales constitutivos. En este aspecto pueden
identificarse dos grandes áreas para encarar el modelado constitutivo del mate-
rial: el modelado fenomenológico y el modelado micromecánico (véase, por ejemplo,
Laskewitz y Kamlah, 2010).
Los modelos fenomenológicos para estimar la respuesta de materiales resultan ser muy
eficientes para describir el complejo comportamiento de los materiales ferrocerámicos.
Su principal desventaja surge del hecho que la respuesta del material se describe
fenomenológicamente, lo que implica que necesitan ser calibrados para una condición
de carga determinada. Sin embargo, fuera del rango considerado durante el desarrollo
del modelo, existe el riesgo de que sus predicciones sean inexactas, o incluso de que
sean cualitativamente erróneas.
En esta rama, y desde los primeros trabajos de Chen (1980), se han hecho grandes
avances en el campo del modelado fenomenológico de materiales ferroeléctricos, des-
cribiéndose a continuación algunas de las contribuciones más relevantes. McMeeking
y Landis (2002) propusieron un modelo fenomenológico para la conmutación de
dominios ferroeléctricos en materiales sometidos a estados de carga electromecánicos
multiaxiales. El mismo se basa en la teoría de endurecimiento cinemático, con una
superficie de conmutación en el espacio de los campos eléctricos y de tensiones. La
deformación permanente se expresa como una función de la polarización permanente.
Si bien este enfoque simplifica notablemente el modelo, excluye comportamientos
que son únicamente ferroelásticos. Esta restricción no aplica al modelo de Landis
(2002) que introduce una superficie de conmutación de dominios y reglas de flujo
para las variables internas en el espacio de campos eléctricos y de tensiones.
Huber y Fleck (2001) propusieron un modelo fenomenológico que se centra ma-
yormente en estados de carga cíclicos uniaxiales. Por otro lado, Kessler y Balke
(2001) derivaron una expresión para la tasa de liberación de energía local y pro-
medio durante procesos de orientación de la polarización. A partir de esta base, se
desarrolló un modelo de repolarización que permite describir la rotación pura de la
polarización para una magnitud dada. Schröder y Gross (2004) desarrollaron una
formulación electromecánica acoplada para materiales transversalmente isótropos
con comportamiento reversible. Presentaron tanto una formulación variacional como
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de elementos finitos para problemas acoplados en pequeñas deformaciones. Luego
Schröder y Romanowski (2005) mejoraron este modelo con respecto a la conmutación
de dominios de modo que sea capaz de describir las características fundamentales
de los efectos de histéresis. Sin embargo, solo la magnitud de la polarización puede
cambiar mientras su dirección permanece fija en el espacio, y la deformación es
únicamente una función de la polarización remanente.
Belov y Kreher (2005) propusieron dos modelos de tipo viscoplástico sin condiciones
de carga para el comienzo de la conmutación de dominios. La evolución de los
dominios se describe mediante ecuaciones dependientes de la tasa para las fracciones
volumétricas de las distintas variantes de orientaciones. El primer modelo permite seis
orientaciones de dominios diferentes y fue propuesto para estados de carga uniaxiales.
El segundo modelo tiene cuarenta y dos orientaciones de dominios diferentes y puede
utilizarse para simulaciones con estados de carga multiaxiales.
Klinkel (2006) desarrolló un modelo unidimensional para piezocerámicos con efectos
de histéresis ferroeléctricos y ferroelásticos utilizando un enfoque termodinámicamente
consistente. Utiliza la energía libre de Helmholtz y una superficie de conmutación
de dominios para el marco termodinámico de su trabajo. Este modelo tiene la
característica de introducir, además de la deformación irreversible, un campo eléctrico
irreversible como variable de estado. El objetivo es simplificar la implementación del
modelo en elementos finitos pero no tiene una interpretación física inmediata.
Alternativamente, muchos trabajos teóricos están basados en el modelado micro-
mecánico teniendo en cuenta el carácter policristalino del ferrocerámico, lo que ha
ayudado a tener un mejor entendimiento sobre el comportamiento de los materiales
ferroeléctricos. Estos poseen un gran número de ventajas comparados con los modelos
fenomenológicos debido a que su rango de validez es más general porque se tienen
en cuenta mecanismos básicos a nivel microscópico. En esta línea de estudio y
basándose en el comportamiento constitutivo de monocristales, Chen y Lynch (1998)
desarrollaron un modelo micromecánico para cerámicos ferroeléctricos policristalinos.
Este modelo simula estructuras cristalinas tetragonales y romboidales en las cuales
se implementa una saturación del efecto piezoeléctrico lineal y tiene en cuenta la
interacción entre distintos granos del policristal. Por su parte, Huber et al. (1999) y
Huber y Fleck (2004) describieron un modelo micromecánico basado en la teoría de
plasticidad de cristales. Se define a un grano como una mezcla de variantes, siendo
cada variante una representación de todos los dominios con igual orientación de la
polarización espontánea dentro del grano. Los procesos de conmutación de dominios
transforman una variante en otra y las propiedades del policristal se obtienen mediante
un esquema autoconsistente, dando como resultado la polarización y deformación
irreversibles, así como las propiedades electromecánicas promedio. En el trabajo de
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Kamlah et al. (2005), la interacción entre granos se modela explícitamente por medio
del método de los elementos finitos. Seemann et al. (2004) y Delibas et al. (2006)
derivaron un modelo a nivel de granos de un policristal en el cual se asume que,
luego de la polarización, todos los dominios del grano tienen la misma orientación.
La base de este modelo es la aproximación energética de Hwang y McMeeking
(1998) en la cual se considera la energía potencial de cada dominio de modo tal
que si su energía potencial crece más allá de cierto límite, el dominio conmuta.
La respuesta del policristal es el promedio de todos los procesos en los distintos
dominios. La interacción mutua entre dominios se considera a través de un conjunto de
funciones probabilísticas. Smith et al. (2003) desarrollaron un modelo micromecánico
en base a las energías libres de Helmholtz y Gibbs a nivel de la red cristalina de
un monocristal. Para embeber estos monocristales en estructuras policristalinas
se realiza una homogeneización estocástica para tener en cuenta la estructura no
homogénea de los policristales. Este modelo brinda una base termodinámica muy
buena para simular el comportamiento macroscópico de policristales ferroeléctricos.
Recientemente, Tan y Kochmann (2017) han propuesto un modelo constitutivo para
cerámicos ferroeléctricos policristalinos, que vincula los mecanismos de conmutación
de dominios y las transiciones de fases en la microescala con la respuesta material
electro-termo-mecánicamente acoplada observada a escala macroscópica. Particu-
larmente, han formulado una densidad de energía convexa basada en fracciones
de volumen de dominio y extendida a policristales a través de la consideración de
Taylor sobre deformaciones uniformes. El marco propuesto es simple y por lo tanto
eficiente, manteniendo sin embargo características y mecanismos microestructurales
claves al introducir una mezcla de dominios en lugar de utilizar una descripción
fenomenológica para la polarización remanente.
A pesar del carácter más general de los modelos micromecánicos, su aplicación
a problemas típicos de ingeniería resulta, en general, dificultosa debido a que los
modelos son complejos y tienen un gran costo computacional. Es por esta razón que
los modelos utilizados en este trabajo para describir a las fases ferroeléctricas son de
carácter fenomenológico.
En lo que respecta al modelado de materiales compuestos, Topolov y Bowen (2009)
concluyen, luego de realizar un recuento de las diversas estrategias para aproxi-
mar la respuesta para distintas configuraciones materiales, que no existe aún una
metodología que permita obtener con precisión las propiedades efectivas de mate-
riales compuestos ferroeléctricos. Las estrategias analizadas incluyen métodos de
‘promediado directo’ de las propiedades de las fases en un volumen macroscópico
—analíticamente y mediante el método de los elementos finitos—, métodos basados
en ‘regularización de la estructura’, ecuaciones diferenciales estocásticas o expansio-
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nes viriales, así como el método auto-consistente. Otra estrategia particularmente
atractiva para homogeneizar materiales multifase consiste en la construcción de las
llamadas ‘microgeometrías resolubles’. Por microgeometrías resolubles nos referimos
a microgeometrías modelo suficientemente complejas como para reproducir las ca-
racterísticas geométricas esenciales de las microestructuras reales pero al mismo
tiempo suficientemente simples como para permitir el cálculo exacto cuasi analítico
de la respuesta macroscópica. La principal ventaja de esta estrategia por sobre
los métodos previamente mencionados es que las estimaciones obtenidas satisfacen
automáticamente todas las características comúnmente buscadas en una aproxima-
ción teórica: estar de acuerdo con restricciones materiales, satisfacer todas las cotas
pertinentes, y poseer todas las propiedades de convexidad correspondientes. Esta
estrategia fue inicialmente seguida por Maxwell (1873) para estimar las resistencia
óhmica total de medios estratificados, y fue desarrollada ampliamente desde entonces
para dieléctricos lineales (véase, por ejemplo, Milton, 2002, y sus referencias). En
este enfoque resultó fundamental la observación de Maxwell (1873) y Bruggeman
(1935) de que el conjunto de microgeometrías resolubles puede agrandarse siguiendo
un proceso iterativo en el cual las fases constitutivas de una microgeometría resoluble
son, en sí mismas, identificadas con otras microgeometrías resolubles en una escala
menor, generándose así microgeometrías jerárquicas de complejidad creciente cuya
respuesta macroscópica puede determinarse iterativamente. Por ejemplo, Maxwell
(1873) construyó materiales compuestos particulados con respuesta isótropa iterando
microgeometrías laminadas anisótropas, en los denominados laminados secuenciales.
Bruggeman (1935), por otro lado, construyó materiales compuestos particulados
con fracciones volumétricas arbitrarias de partículas iterando microgeometrías con
fracciones volumétricas diluidas, lo que se conoce como esquema diferencial. Estos
esquemas iterativos ampliaron considerablemente el rango de microestructuras mo-
delables, demostrando ser muy útiles para estimar la respuesta macroscópica de
materiales dieléctricos lineales bifásicos.
Ahora bien, todos los modelos mencionados asumen, invariablemente, que la polari-
zación irreversible en el compuesto polarizado es uniforme e igual a la polarización
de saturación de la fase ferroeléctrica, despreciando así completamente la compleja
variación espacial del campo eléctrico durante el proceso de polarización. Esta hipó-
tesis sigue siendo utilizada incluso en los modelos propuestos más recientemente (por
ejemplo, Spinelli y Lopez-Pamies, 2014), a pesar de que es bien sabido que puede
resultar particularmente inexacta para sistemas materiales con fuertes contrastes
microestructurales tales como los sistemas con partículas metálicas o poros. Más aún,
como consecuencia de esta hipótesis todos los modelos mencionados son incapaces de
predecir las tensiones residuales provocadas por el proceso de polarización, las cuales
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juegan un rol importante en la fatiga de los materiales ferroeléctricos. En virtud de
lo expuesto, el trabajo aquí propuesto tiene como principal objetivo específico derivar
una metodología basada en microgeometrías resolubles que incorpore la disipación y
el acoplamiento electromecánico y que permita evaluar la precisión de las predicciones
basadas en la hipótesis de polarización uniforme.
Cabe señalar también que una segunda fuente de imprecisión en los modelos mencio-
nados proviene de despreciar el hecho de que, lejos de ser dieléctricos perfectamente
aislantes, muchos de los materiales ferroeléctricos son en realidad semiconductores de
banda prohibida ancha, por lo que la polarización intrínseca puede verse mejorada
por medio de una polarización extrínseca producida por las cargas espaciales en el
entorno de interfases microestructurales que obstruyen la migración de iones. Existen
diversos estudios que introducen la influencia de la conductividad y la presencia de
cargas libres en el material, por ejemplo, introduciendo la densidad de carga en el
material como una variable del problema (Schwaab et al., 2013; Xiao y Bhattacharya,
2008) o considerando la conductividad en el borde de grano (Wang et al., 2014). Los
estudios que intentan correlacionar este comportamiento dieléctrico con la morfología
microestructural son limitados y casi invariablemente se restringen a las microestruc-
turas y las leyes constitutivas locales más simples (por ejemplo, Lopez-Pamies et al.,
2014; Sørensen, 1997; Tonkoshkur et al., 2017; Trukhan, 1963). Una excepción a esto
es el trabajo reciente de Lefèvre y Lopez-Pamies (2017), en donde se hace uso de
expansiones asintóticas de dos escalas para derivar una respuesta electromecánica
homogeneizada bajo hipótesis bastante amplias, aunque asume una clase especial de
densidades de cargas espaciales elegidas sobre la base de la conveniencia matemática
en lugar de las premisas establecidas por la electroquímica para especies cargadas en
sólidos. El trabajo aquí propuesto tiene como segundo objetivo específico incorporar
el efecto de cargas libres en la descripción de la respuesta de materiales dieléctricos
con segundas fases.
1.4 Descripción del trabajo
En este trabajo se estudia el comportamiento electromecánico de materiales com-
puestos electroactivos mediante la teoría electromecánica de medios continuos (véase,
por ejemplo, Gurtin et al., 2010) y la teoría matemática de homogeneización (véase,
por ejemplo, Milton, 2002) utilizando microgeometrías resolubles. La metodología
propuesta consiste en idealizar al material compuesto como un medio continuo con
microestructuras a diferentes escalas y relacionar su comportamiento macroscópico
con el comportamiento de las distintas fases constitutivas y la morfología micro-
estructural. Se asume que las deformaciones son pequeñas y que los materiales
electroactivos disipan energía tanto eléctrica como mecánica. El trabajo se apoya
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en avances recientes en la teoría electromecánica de medios continuos disipativos y
métodos de homogeneización.
En el capítulo 2 se presenta una teoría electromecánica para medios continuos
heterogéneos deformables. La misma se basa en una formulación recientemente
propuesta por Miehe y Rosato (2011) para sólidos ferroeléctricos disipativos. En ella
se caracteriza el estado del material por un tensor de deformación infinitesimal, un
vector de polarización eléctrica y un vector de polarización permanente que obedecen
leyes constitutivas termodinámicamente consistentes derivadas de una energía de
Helmholtz y un potencial de disipación. Luego, el problema electromecánico se
discretiza en el tiempo siguiendo un esquema de tipo Euler implícito y se escribe un
principio variacional incremental con variables internas que arroja como resultado
los campos electromecánicos en un instante dado en función de los valores de dichos
campos en el instante anterior. En el trabajo de Miehe y Rosato (2011) se demuestra
que la respuesta electromecánica típica de materiales ferroeléctricos —como la
mostrada en la figura 1.6a— puede representarse mediante potenciales de disipación
del tipo ley de la potencia. El problema matemático planteado es pues muy similar
al de la elasto-viscoplasticidad, lo cual permitirá utilizar técnicas de resolución ya
desarrolladas en ese contexto. Predicciones obtenidas para materiales homogéneos
con esta teoría de medios continuos se presentan en el capítulo 3, en donde además se
extiende el uso de esta teoría desarrollada en el contexto de materiales ferroeléctricos
a materiales ferromagnéticos y se discuten posibles limitaciones para su aplicabilidad
en los diversos sistemas materiales.
Una vez formulada la teoría de medios continuos a nivel micrométrico, en el capítulo 4
se procede a homogeneizar las ecuaciones resultantes para obtener el comportamiento
macroscópico del material electroactivo en términos del comportamiento local y de
la microestructura. La homogeneización es una técnica matemática que permite
evaluar la solución oscilatoria de un sistema de ecuaciones diferenciales con coeficientes
periódicos cuando el período de los coeficientes tiende a cero. En el caso de un material
compuesto, el período de los coeficientes está asociado con la relación entre la longitud
característica de las heterogeneidades —por ejemplo, diámetro de partículas— y la
longitud característica del espécimen. Para resolver luego el problema homogeneizado
se propone aquí generalizar la estrategia basada en ‘microgeometrías resolubles’
de Idiart (2014) para materiales dieléctricos no disipativos al caso de materiales
dieléctricos con respuestas hereditarias. Esta estrategia aprovecha la solución cuasi
analítica de laminados simples, con la cual es posible obtener predicciones para
materiales compuestos representativos en el capítulo 5. Se presentan estimaciones para
la respuesta de materiales ferroeléctricos con inclusiones metálicas, ferromagnéticas
y poros y se discute sobre la validez de las predicciones obtenidas.
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Por otro lado, en el capítulo 6 se encara la problemática de materiales dieléctricos
rígidos con presencia de cargas libres, la que se incorpora en la teoría siguiendo los
lineamientos propuestos por Maugin y Daher (1986) y Xiao y Bhattacharya (2008)
en el contexto de semiconductores elásticos. Dada la complejidad de la problemática,
se procede aquí acotando el problema de estudio y focalizando la atención en la
predicción del comportamiento de materiales dieléctricos rígidos considerando el
efecto de las cargas libres y sin tener en cuenta fenómenos ferroeléctricos. Predicciones
para sistemas materiales sencillos se presentan en el capítulo 7, con el foco puesto
en lograr una mejor comprensión del efecto de los iones móviles en el comporta-
miento del material y, si bien no se consideran aquí las características ferroeléctricas
de los materiales, se pretende sentar las bases para poder considerar el carácter
semiconductor en futuros trabajos.
Finalmente, en el capítulo 8 se resumen los principales resultados obtenidos y
se presenta una discusión con las conclusiones, recomendaciones y trabajo futuro
relacionado con el tema de estudio.
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2 Teoría de medios continuos para el
comportamiento electromecánico de
ferrocerámicos
2.1 Introducción
En este capítulo se presenta una clase de teorías multiaxiales para sólidos ferróicos
policristalinos elásticos basada en la descomposición aditiva de la deformación y
de la densidad de dipolos eléctricos o magnéticos en variables internas reversibles
asociadas a la elasticidad y la perturbación de los dipolos, y en variables internas
irreversibles asociadas con las alteraciones de los dipolos o conmutación de dominios
(Kamlah, 2001; McMeeking y Landis, 2002; Miehe et al., 2011a; Miehe y Rosato,
2011). En la misma, el comportamiento electrodeformable de las fases constitutivas
se describe por medio de una densidad de energía almacenada y un potencial de
disipación de acuerdo a la teoría de materiales estándar generalizados. Estas teorías
son capaces de reproducir características esenciales de la respuesta de materiales
ferróicos, como ser curvas de tensión-deformación no lineales, curvas de ciclos de
histéresis y rotación de dipolos, y son adecuadas para su implementación numérica
en códigos de elementos finitos relativamente sencillos. Códigos de este tipo han sido
utilizados para simular procesos electro-magneto-mecánicos que incluyen la iniciación
y propagación de fisuras en ferrocerámicos monolíticos (Linder y Miehe, 2012), la
polarización de materiales ferróicos multifase (Kamlah y Böhle, 2001; Labusch et al.,
2014; Zhang et al., 2005) y el acoplamiento en materiales compuestos multiferróicos
(Miehe et al., 2011b).
2.2 Marco teórico
2.2.1 Sistema material
La clase de teorías fenomenológicas consideradas en este trabajo se basan en rea-
lizar una descomposición aditiva de la deformación infinitesimal y de la densidad
de dipolos eléctricos en variables internas reversibles asociadas a alteraciones de
los dipolos o conmutación de dominios. Este tipo de teorías son relevantes para
sólidos policristalinos ferróicos sometidos a estados de carga electromecánicos cuasi
estáticos. Se centra la atención en una subclase de teorías simples propuestas por
McMeeking y Landis (2002) y refinadas por Miehe y Rosato (2011). En las mismas
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Figura 2.1: Dominio y condiciones de borde para un ferrocerámico
se describe el estado electromecánico del sólido a través de un tensor deformación ε,
un vector polarización P, y un vector de polarización irreversible � que caracteriza
la magnitud y orientación promedio de los dipolos eléctricos permanentes relativos
a la configuración libre de tensiones y sin polarización neta. El hecho de que los
dipolos permanentes se caractericen por una única variable simplifica la formulación
matemática considerablemente pero hace que la teoría sea incapaz de tener en cuenta
la conmutación de dominios inducida por estados de carga puramente mecánicos.
Es de esperar entonces que las predicciones sean razonablemente exactas cuando
los campos eléctricos sean altos, pero las tensiones sean bajas. A pesar de esto, las
predicciones obtenidas deberían ser matemáticamente estables en todo el rango de
intensidades de campo eléctrico y de tensiones físicamente admisibles.
El sistema material bajo estudio se idealiza como un cuerpo homogéneo que ocupa
un dominio Ω compuesto por un material ferrocerámico, como se presenta en la
figura 2.1. Se consideran únicamente procesos isotérmicos producidos por interacciones
electromecánicas cuasi estáticas. Estas interacciones son ejercidas por un potencial
eléctrico fijo φˆe aplicado mediante electrodos superficiales ocupando una porción ∂Ωe
del borde del espécimen ∂Ω, por un desplazamiento de la superficie uˆ aplicado en una
porción ∂Ωu del borde del cuerpo, y por una tracción tˆ aplicada en el complemento
del borde del cuerpo.
2.2.2 Ecuaciones de campo
La densidad volumétrica de carga eléctrica del dominio Ω solamente considera cargas
debido a la polarización, definiéndose como
ρc = −∇ ·P, (2.1)
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mientras que la densidad superficial de carga eléctrica en el borde exterior se considera
como
σc(x) =
⎧⎪⎨⎪⎩−JPK · n en ∂Ω\∂Ωe−JPK · n+ σf (x) en ∂Ωe, (2.2)
donde σf (x) es una densidad superficial de cargas y J·K representa el salto a través
del borde del dominio con vector normal saliente n.
Las ecuaciones que gobiernan el problema son entonces —véase, por ejemplo, Kamlah
(2001)—
∇ ·D = 0 y E = −∇φ en R3\∂Ω, (2.3)
∇ · σ = 0 y ε = ∇⊗s u en Ω, (2.4)
con
D =
⎧⎨⎩ ϵ0E en R
3\Ω
ϵ0E+P en Ω
(2.5)
y las condiciones de borde
φ = φˆ en ∂Ωe y JDK · n = 0 en ∂Ω\∂Ωe, (2.6)
u = uˆ en ∂Ωu y σn = tˆ en ∂Ω\∂Ωu. (2.7)
En estas expresiones, φ y u son campos continuos que representan el potencial
electrostático y el desplazamiento, D, E, P, σ y ε son, respectivamente, el despla-
zamiento eléctrico, la intensidad de campo eléctrico, la polarizabilidad del material
y los tensores de tensión y deformación, J·K denota el salto a través de ∂Ω, n es el
vector normal hacia afuera de ∂Ω, y ϵ0 es la permitividad eléctrica del vacío. A su
vez, ∇ es el operador nabla estándar y el símbolo ⊗s representa la parte simétrica
del producto tensorial. El potencial electrostático debe además anularse en el infinito,
es decir, φ→ 0 cuando |x| → ∞.
2.2.3 Termodinámica y relaciones constitutivas
Las ecuaciones de campo anteriores deben ser complementadas con relaciones consti-
tutivas que describan la respuesta electromecánica del material. Se adopta aquí el
enfoque de Bassiouny et al. (1988) en el cual los procesos disipativos se caracterizan
mediante una polarización irreversible � que juega el rol de una variable interna. Este
marco teórico es lo suficientemente general para caracterizar respuestas simples como
ser la polarizabilidad lineal, así como respuestas complejas como la ferroelectricidad
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dependiente de la tasa de carga —véase, por ejemplo, Kamlah (2001), Miehe y Rosato
(2011).
La energía total del sistema material y el campo eléctrico puede escribirse como
E =
∫
Ω
e(ε,P, �) dV +
∫
R3
1
2ϵ0E
2 dV, (2.8)
donde el primer término representa, a partir de la energía libre de Helmholtz e, la
energía almacenada en el sistema material y caracteriza completamente su respuesta
electromecánica, mientras que el segundo término es la energía electrostática del
campo eléctrico. A su vez, la disipación del sistema se asume de la forma
D =
∫
Ω
∂ϕ
∂�˙
(�˙) · �˙ dV, (2.9)
donde el potencial de disipación ϕ es una función positiva convexa de la tasa de
polarización irreversible �˙ tal que ϕ(0) = 0, que se utiliza para caracterizar la
conmutación de dominios microscópicos en la fase ferroeléctrica. La forma (2.9)
garantiza la disipación positiva requerida por los principios de la termodinámica.
Los argumentos termodinámicos implican entonces que un conjunto amplio de
relaciones constitutivas del material están dadas por (véase, por ejemplo, Bassiouny
et al., 1988)
E = ∂e
∂P(ε,P, �), σ =
∂e
∂ε
(ε,P, �) y ∂e
∂�
(ε,P, �) + ∂ϕ
∂�˙
(�˙) = 0, (2.10)
donde las primeras dos expresiones relacionan la intensidad de campo eléctrico E y
el tensor de tensiones σ con la polarización y la deformación, y la última expresión
provee la ley de evolución para la polarización irreversible �.
Para el caso de potenciales no suaves, las derivadas en (2.10) deben entenderse en
el sentido del subdiferencial del análisis convexo. Estas relaciones constitutivas se
ajustan al denominado modelo de material estándar generalizado siempre y cuando
la energía e sea convexa (Germain et al., 1983). En ese caso, la polarización puede ser
eliminada de la descripción constitutiva en favor de la intensidad de campo eléctrico
definiendo la densidad de energía complementaria
ψ(σ,E, �) .= sup
P,ε
[σ · ε+ E ·P− e(ε,P, �)] + 12ϵ0E
2, (2.11)
donde el primer término corresponde a la transformada parcial de Legendre de e con
respecto a P y ε. Cabe destacar que la función ψ es por lo tanto convexa en E y σ
pero cóncava en �. Las relaciones constitutivas (2.10) pueden entonces reescribirse
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como
D = ∂ψ
∂E (σ,E, �) , ε =
∂ψ
∂σ
(σ,E, �) y ∂ψ
∂�
(σ,E, �)− ∂ϕ
∂�˙
(�˙) = 0. (2.12)
Las ecuaciones de campo y las condiciones de borde (2.3)-(2.7), junto con las relaciones
constitutivas (2.12) y condiciones iniciales apropiadas, definen completamente la
respuesta electromecánica del material estudiado.
2.2.4 Relaciones constitutivas incrementales
Siguiendo al trabajo de Miehe (2002), las ecuaciones (2.3)-(2.12) definidas en el
dominio del material pueden discretizarse en el tiempo (t0 = 0, t1, ..., ti, ti+1, ..., tN =
T ) siguiendo un esquema de Euler implícito, de modo que los campos φi+1 y �i+1 en
el tiempo ti+1 son solución de
Ei+1 = −∇φi+1, ∇ ·Di+1 = 0 en Ω, (2.13)
∇ · σi+1 = 0, εi+1 = ∇⊗s ui+1 en Ω, (2.14)
Di+1 =
∂ψ
∂E(σi+1,Ei+1, �i+1), εi+1 =
∂ψ
∂σ
(σi+1,Ei+1, �i+1) en Ω, (2.15)
φi+1 = φˆi+1 en ∂Ωe y JDi+1K · n = 0 en ∂Ω\∂Ωe, (2.16)
ui+1 = uˆi+1 en ∂Ωu y σi+1n = tˆi+1 en ∂Ω\∂Ωu, (2.17)
∂ψ
∂�
(σi+1,Ei+1, �i+1)−
∂ϕ
∂�˙
(
�i+1 − �i
∆t
)
= 0 en Ω, (2.18)
donde φi y �i son los valores conocidos de los campos en instante de tiempo previo ti
y ∆t = ti+1−ti es el paso de tiempo, que se asume como fijo —es decir, independiente
de i— por simplicidad. La observación clave en el contexto de estas ecuaciones es
que las relaciones constitutivas (2.15) pueden escribirse como
Di+1 =
∂w
∂E(σi+1,Ei+1; �i) y εi+1 =
∂w
∂σ
(σi+1,Ei+1; �i), (2.19)
donde w es un potencial incremental definido por
w(σ,E; �i) = sup�
J(σ,E, �; �i) (2.20)
con
J(σ,E, �; �i) = ψ(σ,E, �)−∆t ϕ
(
�− �i
∆t
)
, (2.21)
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donde la solución óptima � corresponde a la polarización irreversible �i+1 en el paso
de tiempo i + 1 que es solución de la ley de evolución discretizada (2.18) para el
valor de �i dado.
Esta observación surge del hecho que ψ es cóncavo en � y ϕ es convexo en �˙, y que
las ecuaciones de Euler-Lagrange asociadas con el supremo en (2.20) para Ei+1 y
σi+1 son precisamente las relaciones (2.18) para �i+1. Además, que las derivadas
de w con respecto al campo eléctrico y al campo de tensiones permiten obtener el
desplazamiento eléctricoDn+1 y la deformación εn+1, respectivamente, surge de (2.15)
y de la estacionaridad de (2.20) con respecto a �. Se puede demostrar fácilmente que
el potencial incremental w es una función convexa de E y σ.
Teniendo en cuenta (2.19), las ecuaciones (2.13)-(2.17) adoptan la forma
E = −∇φ, ∇ ·D = 0 en Ω, (2.22)
∇σ = 0, ε = ∇⊗s u en Ω, (2.23)
D = ∂w
∂E(σ,E; �i), ε =
∂w
∂σ
(σ,E; �i) en Ω, (2.24)
φ = φˆ en ∂Ωe y JDK · n = 0 en ∂Ω\∂Ωe, (2.25)
u = uˆ en ∂Ωu y σn = tˆ en ∂Ω\∂Ωu, (2.26)
donde el subíndice i+ 1 ha sido eliminado para facilitar la notación. Para �i dado y
prescribiendo E y σ, estas ecuaciones proveen los campos solución para el tiempo
ti+1.
2.2.5 Formas específicas de las funciones termodinámicas
A pesar de que el enfoque utilizado en este trabajo permite formas generales para
la energía e y para el potencial de disipación ϕ, resulta útil dejar constancia aquí
de algunas formas específicas de uso común y que serán empleadas en cálculos
posteriores.
i) Muchos sólidos no polares pueden ser caracterizados como dieléctricos isótropos
ideales con una respuesta lineal no disipativa, en cuyo caso los potenciales toman la
forma
e(ε,P, �) = 12ε · Cε+
1
2P · κP y ϕ(�˙) =
⎧⎪⎨⎪⎩0 �˙ = 0+∞ c.c. , (2.27)
donde los tensores elasticidad C y polarizabilidad eléctrica κ están dados en términos
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de las constantes isótropas por
C = λI⊗ I+ 2µI y κ = κI. (2.28)
En estas expresiones, I y I son los tensores identidad segundo y cuarto orden con
simetría mayor y menor, y κ, λ y µ representan, respectivamente, la polarizabilidad
y las constantes de Lamé del sólido.
La densidad de energía complementaria correspondiente está dada por
ψ(σ,E, �) = 12σ · Sσ +
1
2E · ϵE, (2.29)
donde ϵ = ϵ0I + κ−1 = ϵI y S = C−1 representan, respectivamente, los tensores
permitividad y flexibilidad del sólido. Las relaciones constitutivas correspondientes
están dadas por
ε = Sσ y D = ϵE. (2.30)
Un conductor perfecto en el cual el campo eléctrico debe ser nulo puede caracterizarse
como un material con κ→ 0 (ϵ→∞).
ii) Los sólidos policristalinos con ferroelectricidad isótropa son comúnmente caracte-
rizados con potenciales de la forma —véase, por ejemplo, Kamlah (2001), McMeeking
y Landis (2002), Miehe y Rosato (2011)—
e(ε,P, �) = 12 (ε− εˆ(�)) · C (ε− εˆ(�)) +
1
2(P− �) · κ(P− �)+
(ε− εˆ(�)) · h(�)(P− �) + epd(�),
(2.31)
donde los tensores elasticidad C y polarizabilidad eléctrica κ están dados en términos
de las constantes isótropas por (2.28) y el tensor piezoeléctrico está dado en términos
de tres módulos piezoeléctricos por
h(�) = |�|
ps
(
α0
�
|�| ⊗
�
|�| ⊗
�
|�| + α⊥ I⊗
�
|�| + α=
�
|�| ⊗s I
)
. (2.32)
En estas expresiones el símbolo ⊗s representa la simetrización con respecto a los
primeros dos índices, y α0, α⊥ y α= son, respectivamente, los módulos piezoeléctricos
axial, lateral y de distorsión.
En este modelo se asume que la polarización P y la deformación ε son composiciones
aditivas de una parte reversible (P− �) y (ε− εˆ), y una parte irreversible � y εˆ.
Los primeros tres términos de (2.31) representan las energías elástica, de polarización
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eléctrica y piezoeléctrica, respectivamente, y definen una forma cuadrática que debe
satisfacer las desigualdades
α2=
4µκ < 1 y
µ
3λ+ 2µ
(α0 + α=)2 + (α= + α⊥)2 + 6α0α⊥ − α2=
3µκ− (α0 + α=)2 < 1 (2.33)
para cumplir con el requisito de convexidad en la energía libre de Helmholtz. A su
vez, la energía almacenada epd debido a los dipolos permanentes se define como
epd(�) = −hsp2s
[
ln
(
1− |�|
ps
)
+ |�|
ps
]
, (2.34)
donde ps es la polarización de saturación y hs es un parámetro material que caracteriza
la pendiente de la histéresis eléctrica, mientras que la deformación asociada con los
dipolos permanentes está dada por
εˆ(�) =32εs
( |�|
ps
)γ
�
|�| ⊗d
�
|�| , (2.35)
donde el símbolo ⊗d denota la parte desviadora del producto tensorial, εs es la
deformación uniaxial correspondiente con saturación de la polarización, y el exponente
γ es un parámetro material adicional que caracteriza la forma del ciclo de histéresis
de modo tal que γ ≥ 1. Finalmente, las teorías postulan un potencial de disipación
de la forma
ϕ(�˙) = ec|�˙|+ e0p˙01 + n
( |�˙|
p˙0
)1+n
, (2.36)
donde ec es la intensidad del campo coercitivo del sólido —es decir, el nivel de
campo eléctrico por encima del cual la conmutación de dipolos comienza—, e0 y p˙0
son, respectivamente, un campo eléctrico de referencia y una tasa de polarización
que caracterizan la dependencia con la tasa del proceso de conmutación, y n es un
exponente que caracteriza la sensibilidad a la tasa, tal que 0 ≤ n ≤ 1.
Finalmente, la densidad de energía complementaria está dada por
ψ(σ,E, �) = 12σ · Sˆ(�)σ +
1
2E · ϵˆ(�)E− σ · hˆ(�)E+ σ · εˆ(�)+
+E · �− epd(�),
(2.37)
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con
Sˆ(�) =
(
C− hκ−1hT
)−1
, (2.38)
ϵˆ(�) = κˆ−1 + ϵ0I, (2.39)
hˆ(�) = 12
(
Sˆhκ−1 + Shκˆ−1
)
, (2.40)
donde S = C−1 es el tensor flexibilidad del sólido sin polarizar, κˆ = κ− hTSh, y el
superíndice T en el caso de los tensores de tercer orden denota la transposición entre
el primer par de índices y el último.
Los parámetros materiales empleados típicamente para modelar cerámicos ferroeléc-
tricos son tales que se verifica que O(||C|| × ||κ||) >> O(||h||2), y por lo tanto, es
usual considerar que
Sˆ ≈ S, κˆ ≈ κ, ϵˆ ≈ ϵ = ϵ0I+ κ−1, hˆ ≈ Shκ−1, (2.41)
lo que simplifica las expresiones (2.38)-(2.40) considerablemente. Las relaciones
constitutivas acopladas toman entonces la forma
ε = S(r)σ + εˆ(r) − hˆ(r)E y D = ϵ(r)E+ �− hˆ(r)Tσ, (2.42)
mientras que la ley de evolución de la polarización irreversible toma la forma
E− h(r)0
�
1− |�|
p
(r)
s
+ 3ε
(r)
s
(p(r)s )2
σd�− 1|�|
[
[σ · hˆ(r)(�)E] �|�|+
+ |�|
p
(r)
s
(
I− �|�| ⊗
�
|�|
)
v
κ(r)
]
=
[
e(r)c + e
(r)
0
⏐⏐⏐⏐⏐ �˙p˙(r)0
⏐⏐⏐⏐⏐
m]
�˙
|�˙| ,
(2.43)
donde σd es la parte desviadora del tensor de tensiones y el vector v está dado por
v = 2α0
(
�
|�| · E
)
(S(r)σ) �|�| + α0
(
�
|�| · (S
(r)σ) �|�|
)
E+ α⊥tr(S(r)σ)E+
+2α∥(S(r)σ)E.
(2.44)
iii) En la práctica, muchos estudios micromecánicos de la respuesta piezoeléctrica
de materiales compuestos ferroeléctricos asumen que la polarización irreversible es
uniforme y constante en todo el sólido (por ejemplo, Dunn y Taya, 1993; Spinelli y
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Lopez-Pamies, 2014). Esta aproximación de polarización uniforme equivale a tomar
e(ε,P, �) = 12ε · Cε+
1
2P · κP+ ε · hP y ϕ(�˙) =
⎧⎪⎨⎪⎩0 �˙ = 0+∞ c.c. , (2.45)
con
h = α0 n⊗ n⊗ n+ α⊥ I⊗ n+ α= n⊗s I, (2.46)
donde ε y P son referidos a la configuración de referencia del sólido completamente
polarizado y el vector unitario n denota la dirección de la polarización remanente.
La densidad de energía complementaria está entonces dada por
ψ(σ,E, �) = 12σ · Sˆσ +
1
2E · ϵˆE− σ · hˆE, (2.47)
donde los tensores circunflejos están dados por expresiones análogas a (2.38)-(2.40),
y pueden aproximarse por las expresiones (2.41).
Con las funciones termodinámicas completamente especificadas, las predicciones para
cualquier historia de carga electromecánica pueden obtenerse mediante una evaluación
sucesiva de las relaciones incrementales (2.19). Sin embargo, debe mencionarse aquí
que, aunque el potencial de disipación (2.36) es una función convexa de la tasa de
polarización irreversible �˙, la energía interna (2.31) es una función no convexa de la
polarización irreversible �, y entonces, la teoría constitutiva no se ajusta al modelo de
material estándar generalizado (Germain et al., 1983). Consecuentemente, se espera
que surjan inestabilidades numéricas en las relaciones incrementales (2.19) y en la
unicidad de la polarización irreversible que maximiza el problema.
2.3 Correspondencia con el ferromagnetismo
A pesar de que los procesos atómicos detrás de los fenómenos de ferroelectricidad
y ferromagnetismo son diferentes, la respuesta macroscópica de los sólidos ferro-
magnéticos tiene un paralelismo notable con la de los sólidos ferroeléctricos. En vistas
de esta observación, Miehe et al. (2011a) propusieron una teoría fenomenológica
de ferromagnetismo que es completamente análoga a la teoría de ferroelectricidad
presentada anteriormente en la sección 2.2.1. Se basa en las siguientes reglas de
correspondencia entre las descripciones matemáticas de los fenómenos eléctricos y
magnéticos:
E↔ H, D↔ B, P↔M, �↔m. (2.48)
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Aquí, H es la intensidad del campo magnético, B es la inducción magnética, M
es la magnetización del sólido, y m es un vector de magnetización irreversible que
caracteriza el valor y orientación promedio de los dipolos magnéticos permanentes.
La energía interna y el potencial de disipación se consideran de la misma forma que
sus homólogos ferroeléctricos y se escriben como
e(ε,M,m) = 12(ε− εˆ) · C(ε− εˆ) +
1
2(M−m) · β
−1(M−m)+
(ε− εˆ) · h(m)(M−m) + epd(m)
(2.49)
y
ϕ(m˙) =hc|m˙|+ h0m˙01 + n
( |m˙|
m˙0
)1+n
, (2.50)
donde β = βI es el tensor de polarizabilidad magnética del sólido, y
h(m) = |m|
ms
(
α0
m
|m| ⊗
m
|m| ⊗
m
|m| + α⊥ I⊗
m
|m| + α=
m
|m| ⊗s I
)
, (2.51)
epd(m) =− hsm2s
[
ln
(
1− |m|
ms
)
+ |m|
ms
]
, y (2.52)
εˆ(m) =32εs
( |m|
ms
)γ m
|m| ⊗d
m
|m| , (2.53)
denotan, respectivamente, el tensor piezomagnético, la energía almacenada y la defor-
mación debido a los dipolos permanentes. En estas expresiones, hc es la intensidad del
campo magnético coercitiva necesaria para activar la conmutación de los dipolos, h0
y m˙0 son el campo magnético de referencia y la tasa de magnetización que caracteriza
la dependencia del proceso de conmutación con la tasa, y ms es la magnetización en
saturación. El resto de los parámetros materiales preservan el significado descrito en
la sección anterior.
En base a esta correspondencia, el modelo desarrollado para materiales ferroeléctricos
puede ser aplicado sin mayores modificaciones para obtener la respuesta de materiales
ferromagnéticos. Si bien ya se ha mencionado que el estudio de este tipo de materiales
excede los alcances de este trabajo, se presenta aquí para evaluar el potencial
de los modelos para resolver sistemas materiales más complejos, como pueden
ser compuestos ferroeléctricos con inclusiones ferromagnéticas en los denominados
sistemas multiferróicos.
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3.1 Introducción
En base a la teoría fenomenológica y las densidades de energía definidas en el capí-
tulo 2, es posible generar predicciones para sólidos ferróicos sometidos a la acción
simultánea de campos eléctricos y cargas mecánicas. Durante el desarrollo de la
teoría fenomenológica, en pos de simplificar la formulación matemática del fenómeno,
se ha limitado la capacidad para considerar la conmutación de dominios inducida por
estados de cargas mecánicos. Si bien esto implica que deberían obtenerse predicciones
adecuadas para estados de carga donde predominen los campos eléctricos/magnéticos,
se espera que dentro de los rangos físicamente admisibles de tensiones y campos
eléctricos/magnéticos las estimaciones de la respuesta sean confiables. Se presentan
aquí predicciones obtenidas con esta teoría de medios continuos para materiales
ferroeléctricos y ferromagnéticos homogéneos bajo distintas condiciones de carga. Se
analizan las capacidades del modelo para reproducir adecuadamente el comporta-
miento del material y se discuten posibles limitaciones para su aplicabilidad en los
diversos sistemas materiales.
3.2 Predicciones para sólidos ferroeléctricos
En la Tabla 3.1 se presentan los valores numéricos adoptados para los diversos
parámetros materiales requeridos para simular sólidos ferroeléctricos. Estos valores
reproducen aproximadamente el comportamiento sensible a la tasa del titanato
zirconato de plomo policristalino a bajas frecuencias (Miehe y Rosato, 2011; Zhou
et al., 2001) y cumplen con las condiciones (2.33) de convexidad para la energía libre
de Helmholtz. El exponente de la deformación irreversible comúnmente se considera
en la literatura como γ = 1 o γ = 2, por lo que ambos valores serán utilizados.
Para cada paso de tiempo, el potencial incremental (2.20) se calcula maximizando
la función J con un algoritmo de búsqueda directa compleja para funciones suaves
a trozos y la respuesta material se obtiene evaluando las expresiones (2.19) en la
polarización irreversible óptima. El paso de tiempo fue seleccionado a partir de un
análisis de convergencia, en el cual se evaluó la solución del problema para distintos
pasos de tiempo. A modo de ejemplo se presentan en la figura 3.1 curvas de histéresis
para tres intervalos de tiempo distintos. Comparando los resultados obtenidos, se
selecciona el paso de tiempo que será utilizado en los cálculos como ∆t = 10−3 s.
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Tabla 3.1: Parámetros materiales adoptados para el sólido ferroeléctrico. Los valores
reproducen aproximadamente el comportamiento sensible a la tasa de titanato zirconato
de plomo policristalino a bajas frecuencias (Miehe y Rosato, 2011; Zhou et al., 2001).
Símbolo Parámetro Unidades Valor
κ−1 polarizabilidad eléctrica C/(V · m) 1800ϵ0
ps polarización de saturación C/m2 0.25
hs pendiente de histéresis MV·m/C 0.1
n exponente sensible a la tasa — 0.2
p˙0 tasa de polarización de referencia C/(m2· s) 100
ec campo eléctrico coercitivo MV/m 0.35
e0 campo eléctrico de referencia MV/m 0.35
γ exponente de deformación irreversible — 1 o 2
µ módulo de Lamé GPa 45
λ módulo de Lamé GPa 70
εs deformación de saturación — 0.001
α0 expansión axial piezoeléctrica MN/C 12,6
α⊥ expansión lateral piezoeléctrica MN/C 276
α= distorsión piezoeléctrica MN/C −1460
3.2.1 Estado de carga eléctrico uniaxial
En primer lugar se considera un espécimen sin polarizar sometido a una solicitación
eléctrica en ausencia de cargas mecánicas. Se aplica una señal eléctrica triangular
E(t) con una amplitud pico de 4ec y una frecuencia de 1Hz, como se observa en la
figura 3.2.
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Figura 3.1: Comparación de las predicciones para especímenes ferroeléctricos libres de
deformar con exponentes de deformación irreversible γ = 2 para distintos intervalos de
tiempo: a) desplazamiento eléctrico (D∥) y b) deformación longitudinal (ε∥) a lo largo de
la dirección del campo eléctrico aplicado.
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a) b)
Figura 3.2: Representación esquemática del estado de carga eléctrico para los especímenes:
a) Carga uniaxial; b) Perfil de carga.
En la figura 3.3 se presentan predicciones para especímenes con γ = 1 y γ = 2,
respectivamente, en la forma de gráficos de desplazamiento eléctrico (D∥) y de
deformación axial (ε∥) en la dirección de la carga aplicada en función de la intensidad
del campo eléctrico. Se muestran también en estas figuras las curvas correspondientes
a los valores picos de las componentes de la polarización irreversible en la dirección
paralela (�∥ = �·n) y perpendicular (�⊥ = |�⊥| = |�−�∥n|) a la dirección de aplicación
de la carga en función del número de ciclos de carga. La respuesta transitoria inicial y
la respuesta estabilizada se indican en lineas punteadas y continuas, respectivamente.
En primer lugar, se observa que la respuestas predichas por ambos exponentes de
deformación irreversible son consistentes con las observaciones experimentales (Zhou
et al., 2001). Las predicciones reproducen la respuesta de ciclos de histéresis eléctrica
típicamente observados en ferrocerámicos. Se observa que el exponente γ = 2 genera
respuestas más redondeadas que el exponente γ = 1, pero más allá de eso, las
respuestas son cualitativamente similares. La polarización irreversible subyacente se
mantiene alineada con la dirección de las cargas aplicadas, tal y como debería ser en
vista de la isotropía inicial del material, y la respuesta se estabiliza inmediatamente
después de la primera rampa de carga.
3.2.2 Estado de carga eléctrico multiaxial
Se considera ahora un caso que produce rotación de la polarización remanente, tal
como se observa en los resultados experimentales de Huber y Fleck (2001). En estos
experimentos se polarizó una placa de PZT, a la cual posteriormente se le removieron
los electrodos. A partir de esta, se cortaron especímenes sobre los cuales se aplicaron
electrodos nuevamente, de modo que el campo eléctrico pudiese ser impuesto en
un ángulo relativo a la polarización preexistente. A medida que el campo eléctrico
aumenta, la polarización remanente rota de forma tal que el ángulo entre la dirección
de la polarización y del campo eléctrico se reduce. En los casos en los cuales el ángulo
inicial era obtuso, el espécimen debe primero despolarizarse para luego repolarizarse
en dirección paralela al campo eléctrico aplicado.
Facultad de Ingeniería, UNLP 31
Evaluación de la teoría
γ = 1
-4,5 -3,0 -1,5 0,0 1,5 3,0 4,5
-1,5
-1,0
-0,5
0,0
0,5
1,0
1,5
||
s
D
p
/ cE e
-4,5 -3,0 -1,5 0,0 1,5 3,0 4,5
-0,8
-0,4
0,0
0,4
0,8
1,2
1,6
2,0
||
s
/ cE e
0 100 200 300 400 500
0,0
0,2
0,4
0,6
0,8
1,0
Ciclos
 
p
sp
p
p
γ = 2
-4,5 -3,0 -1,5 0,0 1,5 3,0 4,5
-1,5
-1,0
-0,5
0,0
0,5
1,0
1,5
||
s
D
p
/ cE e
-4,5 -3,0 -1,5 0,0 1,5 3,0 4,5
-0,8
-0,4
0,0
0,4
0,8
1,2
1,6
2,0
||
s
/ cE e
0 100 200 300 400 500
0,0
0,2
0,4
0,6
0,8
1,0
Ciclos
 
p
sp
p
p
Figura 3.3: Predicciones para especímenes ferroeléctricos sin cargas mecánicas con ex-
ponentes de deformación irreversible γ = 1 y γ = 2: desplazamiento eléctrico (D∥) y
deformación longitudinal (ε∥) a lo largo de la dirección del campo eléctrico aplicado, y
componentes de polarización irreversible paralela (�∥) y perpendicular (�⊥).
Para obtener las predicciones de este caso de carga, se considera entonces un espécimen
como el de la sección anterior sometido a un campo eléctrico uniaxial, en ausencia de
cargas mecánicas y asumiendo que se encuentra polarizado en diferentes direcciones
relativas al campo eléctrico aplicado. La magnitud del campo eléctrico aumenta
linealmente hasta un valor de 4ec. Los resultados se presentan en la figura 3.4 para
exponentes de deformación irreversible γ = 1 y γ = 2. Se muestra el cambio en el
desplazamiento eléctrico (∆D∥) y la deformación (∆ε∥) en la dirección del campo
eléctrico aplicado.
Puede observarse que para un ángulo inicial de 180◦, la curva corresponde a medio
ciclo de histéresis como los presentados en la figura 3.3, mientras que para el caso
del ángulo inicial de 0◦ la respuesta es prácticamente lineal. Esto último se produce
porque el material ha alcanzado la saturación y el aumento del campo eléctrico
simplemente lo conduce más hacia esa condición. Para los ángulos intermedios, el
comportamiento implica una transición progresiva entre el medio ciclo de histéresis y
la respuesta lineal. Este mismo comportamiento es el que se observa en los resultados
experimentales de Huber y Fleck (2001).
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Figura 3.4: Curvas de rotación de la polarización. a) Variación del desplazamiento eléctrico
en la dirección del campo aplicado y b) variación de la deformación en la dirección del
campo aplicado en función de la intensidad de campo eléctrico aplicado.
3.2.3 Estado de carga electromecánico uniaxial
Se considera ahora que los especímenes sin polarizar son sometidos a una tensión
mecánica σ en una cierta dirección, y luego son sometidos a una señal eléctrica
triangular E(t) en la misma dirección con una amplitud pico de 4ec y una frecuencia de
1Hz, manteniendo el nivel de tensión constante, como se observa en las figuras 3.5a,b.
En la figura 3.6 se presentan predicciones para especímenes traccionados a un nivel
de 50MPa mientras que en la figura 3.7 se presentan predicciones para especímenes
comprimidos a un nivel de -50MPa. En ambos casos se utilizan los exponentes de
deformación γ = 1 y γ = 2. Nuevamente los resultados se muestran en la forma de
gráficos de desplazamiento eléctrico (D∥) y de deformación axial (ε∥) en la dirección
de la carga aplicada en función de la intensidad del campo eléctrico, así como también
mediante curvas de evolución de la polarización irreversible en función del número de
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a) b) c)
Figura 3.5: Representación esquemática del estado de carga electromecánico para los
especímenes: a) Carga uniaxial; b) Perfil de carga; c) Carga no uniaxial.
ciclos de carga. La respuesta transitoria inicial y la respuesta estabilizada se indican
en lineas punteadas y continuas, respectivamente. Los niveles de tensión considerados
son del orden de los niveles que puede soportar el PZT (Munz et al., 1998).
En las respuestas predichas para los especímenes traccionados no se observan cambios
cualitativos con respecto a la respuesta obtenida en ausencia de tensiones mecánicas
en la subsección 3.2.1. Los ciclos de histéresis eléctrica se ensanchan ligeramente,
por lo que se incrementa el nivel de polarización remanente y el valor del campo
γ = 1
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Figura 3.6: Predicciones para especímenes ferroeléctricos sometidos a tracción longitudinal
de 50MPa con exponentes de deformación irreversible γ = 1 y γ = 2: desplazamiento
eléctrico (D∥) y deformación longitudinal (ε∥) a lo largo de la dirección del campo eléctrico
aplicado, y componentes de polarización irreversible paralela (�∥) y perpendicular (�⊥).
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Figura 3.7: Predicciones para especímenes ferroeléctricos sometidos a compresión longitu-
dinal de -50MPa con exponentes de deformación irreversible γ = 1 y γ = 2: desplazamiento
eléctrico (D∥) y deformación longitudinal (ε∥) a lo largo de la dirección del campo eléctrico
aplicado, y componentes de polarización irreversible paralela (�∥) y perpendicular (�⊥).
coercitivo. A su vez, los ciclos de histéresis de deformación se desplazan debido a la
deformación mecánica inicial y se tornan más angulosos. Al igual que para el caso
puramente eléctrico, la polarización remanente se mantiene alineada con la dirección
de las cargas aplicadas debido a la simetría inicial del problema. Las respuestas
predichas para especímenes comprimidos, por otro lado, aparentan no respetar la
física del problema luego de un número determinado de ciclos de carga. En efecto,
se observan transitorios más largos y la polarización irreversible estabilizada no
se encuentra alineada con la dirección de las cargas aplicadas. Aunque este tipo
de características pueden surgir en muestras monocristalinas pequeñas (véase, por
ejemplo, Zhang y Bhattacharya, 2005), no son esperables en muestras policristalinas
altamente desordenadas como las que se consideran en el modelo utilizado (véase,
por ejemplo, Zhou et al., 2005). Esto resulta ser una seria falencia de la teoría,
consecuencia de la dependencia no convexa de la densidad de energía interna asumida
(2.31) con respecto a la polarización irreversible. Esta no convexidad es introducida
por el primer y tercer término de la energía interna, que representan las contribuciones
elástica y piezoeléctrica. La fuente del problema es causada por el primer término,
hecho que se observa despreciando el efecto piezoeléctrico y la contribución de las
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polarización irreversible en los tensores flexibilidad Sˆ y permitividad ϵˆ, con lo que la
función objetivo (2.21) siendo minimizada con respecto a � en cada paso de tiempo
está dada por
J ≈ σ
2
2Y +
ϵE2
2 + E�∥ −
σεs
2
( |�|
ps
)γ ⎡⎣1− 3( �∥|�|
)2⎤⎦−∆tec|�˙|+
+hsp2s
[
ln
(
1− |�|
ps
)
+ |�|
ps
]
−∆t e0p˙01 + n
( |�˙|
p˙0
)1+n
,
(3.1)
donde σ es el nivel de tensión aplicado, Y y ϵ son el módulo de Young y la permitividad
del sólido, �˙ = (� − �i)/∆t, |�| =
√
�2∥ + �2⊥, y �∥ y �⊥ son las componentes de la
polarización � paralela y perpendicular a la dirección de la carga. La ecuación de
evolución (2.12)3 para la polarización irreversible en la dirección perpendicular a la
dirección de la carga aplicada, �⊥, es entonces
−
⎧⎨⎩ hs1− |�|/ps + σεs2ps|�|
⎡⎣1 + 3( �∥|�|
)2⎤⎦⎫⎬⎭�⊥=
[
ec + e0
⏐⏐⏐⏐⏐ �˙p˙0
⏐⏐⏐⏐⏐
n]
�˙⊥
|�˙| , �⊥(0) = 0 (3.2)
para el exponente γ = 1, y
−
{
hs
1− |�|/ps +
σεs
p2s
}
�⊥ =
[
ec + e0
⏐⏐⏐⏐⏐ �˙p˙0
⏐⏐⏐⏐⏐
n]
�˙⊥
|�˙| , �⊥(0) = 0 (3.3)
para el exponente γ = 2.
La solución trivial �⊥(t) = 0 para estas ecuaciones es numéricamente estable si los
factores entre llaves multiplicando �⊥ en los términos del lado izquierdo son positivos.
Si bien este es el caso para cualquier nivel de tensión de tracción (σ > 0), no es
el caso para tensiones de compresión lo suficientemente grandes (σ < 0). En este
último caso, es esperable que ocurra una acumulación exponencial de �⊥(t). Esto
está de acuerdo con los resultados observados en las figuras 3.6 y 3.7. Cabe destacar
que �⊥(t) toma un valor finito luego del primer ciclo de carga en los especímenes
comprimidos con γ = 1, mientras que lo mismo ocurre luego de varios ciclos de carga
con γ = 2. Lógicamente, el número de ciclos de carga requeridos para que �⊥(t) tome
un valor finito aumenta a medida que disminuye el nivel de tensión aplicado.
Nótese que el problema presentado es de carácter netamente multiaxial. Es por ello
que en los trabajos de McMeeking y Landis (2002), en los cuales se restringe el
análisis a casos uniaxiales, no se evidencian las inestabilidades presentadas aquí.
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Figura 3.8: Predicciones para especímenes ferroeléctricos sometidos a tracción perpendi-
cular con exponentes de deformación irreversible γ = 1 y γ = 2: desplazamiento eléctrico
(D∥) y deformación longitudinal (ε∥) a lo largo de la dirección del campo eléctrico aplicado,
y componentes de polarización irreversible paralela (�∥) y perpendicular (�⊥).
3.2.4 Estado de carga electromecánico multiaxial
Los problemas de estabilidad presentados anteriormente no se limitan únicamente
a estados de carga uniaxiales. Considérese, por ejemplo, un espécimen sometido
a la misma secuencia de carga que el caso anterior, pero con la tensión mecánica
aplicada perpendicularmente a la dirección del campo eléctrico, como se observa en la
figura 3.5c. En la figura 3.8 se presentan los resultados para especímenes traccionados
y en la figura 3.9 para especímenes comprimidos. En ambos casos se utilizan los
exponentes de deformación γ = 1 y γ = 2. Se observa que los resultados son similares
a los correspondientes al estado de carga uniaxial, con la excepción de que ahora
el cambio en la dirección de la polarización irreversible se presenta para los estados
de carga de tracción perpendicular a la dirección del campo eléctrico aplicado. En
vistas del carácter isocórico de εˆ(�), las ecuaciones de evolución para la polarización
irreversible perpendicular a la dirección del campo eléctrico aplicado están dadas por
las mismas expresiones (3.2) y (3.3) pero con signo opuesto frente a la tensión σ. Por
lo tanto, la solución trivial �⊥(t) = 0 es ahora numéricamente estable para cualquier
nivel de tensión de compresión (σ < 0) pero es inestable para valores suficientemente
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Figura 3.9: Predicciones para especímenes ferroeléctricos sometidos a compresión perpen-
dicular con exponentes de deformación irreversible γ = 1 y γ = 2: desplazamiento eléctrico
(D∥) y deformación longitudinal (ε∥) a lo largo de la dirección del campo eléctrico aplicado,
y componentes de polarización irreversible paralela (�∥) y perpendicular (�⊥).
elevados de tensiones de tracción (σ > 0), confirmando los resultados obtenidos en
las predicciones.
Los límites de estabilidad para condiciones de carga aleatoria surgen del conocimiento
del Hessiano de la energía libre (2.31), que es bastante complicado. En cualquier caso,
el análisis anterior sugiere que es de esperar que existan problemas de estabilidad
cuando los especímenes sean ciclados bajo cargas eléctricas por encima de ec en
combinación con niveles de tensión excediendo ∼ hsp2s/εs. Esos niveles de tensión
son del orden de 5MPa para los casos considerados aquí. Por lo tanto, a pesar de que
algunos impulsores de esta teoría afirman que está destinada únicamente a estados
de carga con niveles bajos de tensión —por ejemplo, McMeeking y Landis (2002)—,
ésta debe utilizarse con precaución incluso dentro del supuesto rango de validez.
3.3 Predicciones para sólidos ferromagnéticos
En la sección 2.3 se presentó una equivalencia de la teoría fenomenológica concebida
originalmente para materiales ferroeléctricos para poder ser utilizada en el caso de
materiales ferromagnéticos. Siguiendo los lineamientos de Miehe et al. (2011a), este
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Tabla 3.2: Parámetros materiales adoptados para el sólido ferromagnético. Los valores
reproducen aproximadamente el comportamiento sensible a la tasa del Terfenol-D a bajas
frecuencias (Miehe et al., 2011a). La constante µ0 denota la permeabilidad del vacío.
Símbolo Parámetro Unidades Valor
β polarizabilidad magnética N/A2 3.3µ0
ms magnetización saturación N/(A · m) 0.25
hs pendiente de histéresis A2/N 800
m exponente sensible a la tasa — 0.5
m˙0 tasa de magnetización de referencia MN · s/(A · m) 10
hc campo magnético coercitivo A/m 2000
hv0 campo magnético de referencia A/m 2000
µ módulo de Lamé GPa 10
λ módulo de Lamé GPa 15
εs deformación de saturación — 0.002
α0 expansión piezomagnética axial MA/m −17,7
α⊥ expansión piezomagnética lateral MA/m −37,8
α= distorsión piezomagnética MA/m 29,4
desarrollo se utiliza entonces para generar predicciones para sólidos ferromagnéticos
sometidos a la acción simultánea de campos magnéticos y cargas mecánicas. En la
tabla 3.2 se muestran los valores numéricos utilizados para los diversos parámetros
materiales. Estos valores reproducen aproximadamente el comportamiento sensible a
la tasa de la aleación Terfenol-D a bajas frecuencias (Miehe et al., 2011a) y cumplen
con las condiciones (2.33).
3.3.1 Estado de carga magnética uniaxial
En primer lugar, consideramos especímenes sin magnetizar y libres de tensión
mecánica que se someten a una señal magnética triangular H(t) a lo largo de una
cierta dirección, con una amplitud pico de 4hc y una frecuencia de 1Hz. Para cada paso
de carga, el potencial incremental (2.20) adaptado a las variables ferromagnéticas se
calcula maximizando la función J con un algoritmo de búsqueda directa compleja para
funciones suaves a trozos y la respuesta material se obtiene evaluando las expresiones
(2.19) en la magnetización irreversible óptima. El paso de tiempo empleado en los
cálculos es ∆t = 10−3 s.
La figura 3.10 muestra las predicciones para especímenes con exponentes de deforma-
ción irreversible γ = 1 y γ = 2 mediante gráficos de la inducción magnética (B∥) y la
deformación axial (ε∥) en la dirección del campo magnético aplicado en función de la
intensidad del campo magnético (H). Se muestran también curvas correspondientes
a los valores pico de las componentes de magnetización irreversibles en la dirección
paralela (m∥ =m · n) y perpendicular (m⊥ = |m⊥| = |m−m∥n|) al campo aplicado
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Figura 3.10: Predicciones para especímenes sin cargas mecánicas con exponentes de
deformación irreversible γ = 1 y γ = 2: inducción magnética (B∥) y deformación longitudinal
(ε∥) a lo largo de la dirección del campo magnético aplicado (H), y componentes de
magnetización irreversible paralela (m∥) y perpendicular (m⊥).
en función del número de ciclos de carga. Se observa que las respuestas predichas para
ambos exponentes de deformación irreversible son consistentes con las observaciones
experimentales. Estas predicciones reproducen la respuesta de ciclos de histéresis
magnética observados típicamente en aleaciones ferromagnéticas (Clark y Savage,
1983; Kellogg et al., 2002). La magnetización irreversible subyacente permanece
alineada con la dirección del campo magnético aplicado, como debe ser en vista de
la isotropía inicial del material, y la respuesta se estabiliza inmediatamente después
de la primera rampa de carga.
3.3.2 Estado de carga mecánico uniaxial
En vistas de las reglas de correspondencia matemática (2.48), es esperable que las
predicciones para especímenes bajo tensión mecánica tengan los mismos problemas
que las predicciones reportadas en la sección anterior para especímenes ferroeléctricos
bajo tensión. Sin embargo, los parámetros materiales empleados en esta sección para
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Figura 3.11: Predicciones para especímenes con exponente de deformación irreversible γ =
2 sometidos a cargas mecánicas uniaxiales en ausencia de campos magnéticos: deformación
longitudinal (ε∥) a lo largo de la dirección de la tensión aplicada (σ), componentes de
magnetización irreversible paralela (m∥) y perpendicular (m⊥) y variación de la función
objetivo J adimensionalizada.
los especímenes ferromagnéticos dan como resultado problemas aún más serios. En
la figura 3.11 se muestran las predicciones para especímenes con γ = 2 sometidos a
tensión uniaxial en ausencia de campos magnéticos, es decir, el estado de carga es
puramente mecánico. En este caso y teniendo en cuenta que la teoría es incapaz de
capturar la ferroelasticidad, se debería predecir una respuesta lineal elástica en la de-
formación, sin magnetización. Sin embargo, la respuesta predicha muestra un cambio
brusco en la deformación axial para ciertos niveles de tensión como consecuencia de
una nucleación repentina de magnetización irreversible: en especímenes traccionados,
la magnetización irreversible se nuclea en la dirección de la carga, mientras que en
especímenes comprimidos se nuclea en la dirección perpendicular. Una vez más, estas
predicciones no respetan la física del problema y son consecuencia de la no convexidad
de la energía elástica en (2.49). En efecto, si se desprecia el efecto piezomagnético
y la contribución de la magnetización irreversible en los tensores flexibilidad y de
permitividad magnética, la función J siendo maximizada con respecto a m en cada
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paso de tiempo es dada por una expresión análoga a (3.1) con H = 0:
J ≈ σ
2
2Y − σεs
( |m|
ms
)γ ⎡⎣1− 3(m∥|m|
)2⎤⎦+ hsm2s
[
ln
(
1− |m|
ms
)
+ |m|
ms
]
−
−∆thc|m˙| −∆t h0m˙01 + n
( |m˙|
m˙0
)1+n
,
(3.4)
donde m˙ = (m−mi)/∆t y |m| =
√
m2∥ +m2⊥.
La figura 3.11 muestra curvas de ∆J = J − σ2/2Y en función de m∥ y m⊥ para
mi = 0 y varios niveles de tensión σ. Inicialmente, la función es cóncava y posee un
único máximo en m = 0. A medida que el nivel de tensión aumenta, sin embargo,
se desarrollan máximos locales para la magnetización en el entorno de ms. Para un
valor de tensión determinado, estos máximos se vuelven globales y por lo tanto la
magnetización óptima salta repentinamente. Este salto ocurre cuando el segundo
y cuarto término de (3.4) se cancelan mutuamente. En consecuencia, en tracción
(σ > 0), la magnetización paralela tiene un salto para niveles de tensión ∼ hcms/εs
mientras que en compresión (σ < 0) la magnetización perpendicular tiene un salto
para niveles de tensión ∼ 2hcms/εs. Para los parámetros materiales específicos
utilizados aquí, estos niveles de tensión están muy por debajo del megapascal, y
pueden ser aún más bajos en presencia de campos magnéticos. Este rango de validez
tan acotado hace que esta teoría resulte inadecuada para estudiar procesos magneto-
mecánicos en sistemas ferromagnéticos. Cabe mencionar que para los especímenes
ferroeléctricos considerados en la sección 3.2, la razón ecps/εs es del orden de cien
megapascales, por fuera del rango de tensiones considerados en esa sección. Es por
esta razón que no se ha presentado este problema allí.
3.4 Observaciones finales
El análisis presentado indica que la clase de teorías fenomenológicas utilizada sola-
mente pueden generar predicciones confiables para historias de carga complejas si las
tensiones mecánicas permanecen por debajo de cierto límite, que puede ser del orden
de algunos megapascales en el caso de cerámicos ferroeléctricos típicos, y muy por
debajo de un megapascal en el caso aleaciones ferromagnéticas típicas. Bajo niveles
de tensión más elevados, las predicciones se vuelven numéricamente inestables o la
solución no es única, dependiendo de la magnitud relativa de los diversos parámetros
materiales. Esto es una consecuencia de la dependencia no convexa en la densidad
de dipolos permanentes asumida para la energía elástica.
En base a estos resultados, resulta razonable cuestionar la validez de las estimaciones
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presentadas en los trabajos de Miehe y Rosato (2011) y Miehe et al. (2011a). De
hecho, es sabido que la implementación mediante el método de los elementos finitos
en esos trabajos resulta dificultosa debido a problemas de convergencia en los modelos.
Es probable que en esta problemática haya quedado enmascarado el carácter no
convexo de la energía libre utilizada, evitando que los investigadores identificaran
adecuadamente la problemática. A pesar de esto y considerando que al momento
de iniciar este trabajo no existía una teoría superadora, se continúo utilizando estos
modelos teniendo siempre presente las limitaciones mencionadas.
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4 Teoría multiescala para ferrocerámicos
multifásicos
4.1 Introducción
La teoría de homogeneización provee un formalismo matemático que permite rela-
cionar de manera rigurosa las propiedades macroscópicas de los materiales con sus
propiedades microscópicas y microestructurales subyacentes. A escala macroscópica,
la mayor parte de los materiales de uso tecnológico parecen especialmente homogé-
neos. Sin embargo, a una escala inferior —típicamente del orden de los micrómetros—
casi todos ellos exhiben complejas microestructuras conformadas por múltiples fa-
ses químicas. Piénsese, por ejemplo, en los aceros duales constituidos por una fase
ferrítica y otra martensítica, en los hormigones constituidos por un agregado y un
aglomerante, en los elastómeros compuestos constituidos por una matriz polimérica
reforzada con partículas duras, o en espumas metálicas constituidas por una matriz
metálica y poros. El comportamiento manifestado por estos materiales a escala
macroscópica es pues una consecuencia del comportamiento propio de cada una de
sus fases constitutivas y de la distribución espacial de las mismas.
Existen múltiples razones por las cuales resulta de sumo interés establecer relaciones
entre propiedades macroscópicas y microscópicas. En primer lugar, tales relaciones
multiescala permiten cualificar y cuantificar el rol que juegan las diversas caracte-
rísticas microscópicas en el comportamiento macroscópico e identificar así sistemas
materiales con propiedades deseadas u optimizadas. En segundo lugar, el contar
con relaciones multiescala facilita la descripción de respuestas complejas difíciles de
describir de manera puramente fenomenológica. Este es el caso de las respuestas here-
ditarias —tales como la elastoplasticidad y la ferroelectricidad— y de las respuestas
dependientes de propiedades microestructurales que evolucionan en el tiempo.
En este capítulo se propone una teoría multiescala para el estudio del comportamiento
macroscópico de materiales ferrocerámicos multifásicos. Una vez formulada la teoría
de medios continuos a nivel micrométrico, se procede a homogeneizar las ecuaciones
resultantes para obtener el comportamiento macroscópico del material electroactivo
en términos del comportamiento local y de la microestructura. Para resolver luego
el problema homogeneizado se propone aquí generalizar la estrategia basada en
‘microgeometrías resolubles’ de Idiart (2014) para materiales dieléctricos no disipativos
al caso de materiales dieléctricos con respuestas hereditarias. Esta estrategia aprovecha
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la solución cuasi analítica de laminados simples, con la cual es posible obtener
predicciones para materiales ferrocerámicos multifásicos.
4.2 Formulación a dos escalas
En este caso el sistema bajo estudio, representado en la figura 4.1, se idealiza como
un sólido heterogéneo ocupando un dominio Ω y formado por una matriz continua
que contiene una dispersión uniforme de inclusiones de segunda fase. La fase de la
matriz se identifica con el índice r = 1 mientras que las inclusiones se identificarán
colectivamente con el índice r = 2. Cada fase ocupa un dominio Ω(r) ⊂ Ω (r = 1, 2)
de modo tal que Ω = Ω(1) ∪ Ω(2). Los dominios Ω(r) pueden describirse mediante
un conjunto de funciones características χ(r)(x), que toman el valor 1 si el vector
posición x está en Ω(r) y 0 en cualquier otro caso. Nuevamente se restringe la atención
a procesos isotérmicos producidos por interacciones electromecánicas cuasiestáticas
producidas por un potencial electrostático fijo φˆ aplicado mediante electrodos en
una porción ∂Ωe del borde del cuerpo ∂Ω, mediante un desplazamiento superficial uˆ
aplicado en una porción ∂Ωu del borde del cuerpo y por una tracción tˆ aplicada en
el complemento del borde del cuerpo.
En particular, se centra ahora la atención en sistemas materiales para los cuales
el tamaño característico de las heterogeneidades microestructurales —partículas o
cavidades— es mucho menor que el tamaño característico del material compuesto
en estudio. Esto permite utilizar los conceptos de la teoría de homogeneización
para definir la respuesta macroscópica u homogeneizada del material compuesto
como la relación entre campos conjugados promediados en un “elemento de volumen
representativo” (EVR) Ξ que contiene un número suficiente de heterogeneidades para
que la respuesta macroscópica sea efectivamente independiente de las condiciones de
borde predominantes (Germain et al., 1983; Hill, 1963). Las ecuaciones de campo del
espécimen están dadas por las expresiones (2.22)-(2.26) con un potencial incremental
w dependiente de x. En virtud de su estructura matemática, se pueden utilizar resul-
tados convencionales de homogeneización no lineal (por ejemplo, Ponte Castañeda
y Suquet, 1998) para obtener una formulación a dos escalas. En consecuencia, las
ecuaciones de campo del problema macroscópico pueden escribirse como
∇ ·D = 0 y E = −∇φ en R3, (4.1)
∇ · σ = 0 y ε = ∇⊗s u en Ω, (4.2)
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Figura 4.1: Dominio y condiciones de borde para un ferrocerámico con inclusiones.
con
D =
⎧⎨⎩ ϵ0E en R
3\Ω
ϵ0E+P en Ω
(4.3)
y las condiciones de borde
φ = φˆ en ∂Ωe y JDK · n = 0 en ∂Ω\∂Ωe, (4.4)
u = uˆ en ∂Ωu y σn = tˆ en ∂Ω\∂Ωu. (4.5)
En las expresiones anteriores, el símbolo · representa el valor macroscópico, obtenido
a través del promedio en Ξ. Adicionalmente, el potencial electrostático debe anularse
en el infinito, es decir, φ→ 0 cuando |x| → ∞.
Por otro lado, las ecuaciones de campo microscópicas son
E = −∇φ, ∇ ·D = 0 en Ξ, (4.6)
∇σ = 0, ε = ∇⊗s u en Ξ, (4.7)
D = ∂w
∂E(x,σ,E; �i), ε =
∂w
∂σ
(x,σ,E; �i) en Ξ, (4.8)
φ = −E · x, t = σn en ∂Ξ, (4.9)
donde el potencial incremental se define ahora teniendo en cuenta las funciones
características χ(r) dentro del EVR de la siguiente manera
w(x,σ,E; �i) =
2∑
r=1
χ(r)(x)w(r)(σ,E; �i) (4.10)
con
w(r)(σ,E; �i) = sup�
J (r)(σ,E, �; �i) (4.11)
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y
J (r)(σ,E, �; �i) = ψ(r)(σ,E, �)−∆t ϕ(r)
(
�− �i
∆t
)
. (4.12)
A través de las superficies internas de discontinuidad, los diversos campos deben
además satisfacer las condiciones de salto
JφK = 0, JD · nK = 0, JuK = 0, JσnK = 0, (4.13)
donde n denota el vector normal a la superficie de discontinuidad.
Las ecuaciones de campo, relaciones constitutivas y condiciones de borde (4.6)-
(4.9), junto con las condiciones de salto (4.13) y condiciones iniciales apropiadas,
definen completamente la respuesta electromecánica microscópica del sistema bajo
consideración.
La respuesta macroscópica puede escribirse en términos de un potencial incremental
efectivo. Para ello se tiene en cuenta que el sistema (4.6)-(4.9) son las ecuaciones de
Euler-Lagrange del problema variacional (Miehe, 2002)
w˜(σ,E; �i) = min
E∈K(E)
min
σ∈S(σ)
⟨w(x,σ,E; �i)⟩ (4.14)
donde w˜ es un potencial incremental efectivo, ⟨·⟩ denota el promedio volumétrico
en Ξ, y K(E) y S(σ) denotan el conjunto de campos eléctricos admisibles E y el
conjunto de campos estáticamente admisibles σ, respectivamente, definidos como
S(σ) = {σ, ∇ · σ = 0 en Ω, ⟨σ⟩ = σ}
K(E) =
{
E, E = −∇φ en Ω, ⟨E⟩ = E
}
.
(4.15)
Además, del lema de Hill se tiene que
D = ∂w˜
∂E(σ,E; �i) y ε =
∂w˜
∂σ
(σ,E; �i), (4.16)
donde las magnitudes macroscópicas son tales que D = ⟨D⟩, E = ⟨E⟩, σ = ⟨σ⟩ y
ε = ⟨ε⟩. Las expresiones en (4.16) constituyen la respuesta instantánea macroscópica
del sólido, que queda caracterizada completamente mediante el potencial efectivo
w˜ y relaciona los promedios del desplazamiento eléctrico y la deformación con los
promedios de la tensión y el campo eléctrico en Ξ.
La respuesta macroscópica completa se obtiene resolviendo el problema de mini-
mización (4.14) para un dado �i en cada paso de tiempo e integrando (4.16) en el
tiempo. Cabe destacarse que, a pesar de las apariencias, el potencial efectivo no se
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corresponde estrictamente a un material compuesto bifásico, sino más bien a un
material compuesto con un infinito número de fases —este hecho fue inicialmente
observado por Lahellec y Suquet (2007) en el contexto de viscoelasticidad. Esto se
debe a que el campo �i es, en general, heterogéneo incluso en el interior de cada fase
constitutiva. A priori, esto entra en conflicto con uno de los propósitos prácticos de
los procedimientos de homogeneización, que es generar una descripción simple de la
respuesta macroscópica en función de un número reducido de variables macroscópicas.
Sin embargo, la clase especial de sistemas materiales considerados en la siguiente
sección son particulares precisamente en que los campos microscópicos, incluyendo a
�i, tienen una distribución discreta y, consecuentemente, la respuesta macroscópica
depende de un número finito de variables macroscópicas.
4.3 Modelo de laminados secuenciales para compuestos
particulados
Debido a la compleja geometría de las microestructuras típicas, el cálculo del po-
tencial macroscópico w˜ correspondiente a un determinado potencial microscópico w
representativo de un material real resulta extremadamente complicado. La estrategia
basada en “microgeometrías resolubles” consiste en identificar microgeometrías idea-
lizadas que, por un lado, sean capaces de representar las características geométricas
esenciales de la microestructura en estudio y, por otro lado, sean lo suficientemente
simples como para permitir el cálculo exacto del potencial w˜ de manera semianalítica.
Este tipo de estrategia fue inicialmente utilizada por Maxwell (1873) en conductores
bifásicos para estimar su resistividad óhmica, y se ha utilizado mucho desde entonces
para estimar propiedades lineales de materiales compuestos —véase, por ejemplo,
Milton (2002). En el contexto de materiales no lineales, su utilización ha sido muy
limitada debido a las dificultades adicionales inherentes a los problemas matemáticos
no lineales. Recientemente, Idiart (2014) construyó microgeometrías cuyo potencial,
semejante al presentado en la sección anterior, puede calcularse en forma exacta. Es-
tas microgeometrías —que ya han sido utilizadas en otros contextos— se denominan
laminados secuenciales.
Un laminado secuencial es una construcción iterativa que se obtiene iterando la-
minaciones simples, obtenidas a partir de procedimientos de laminación de orden
inferior, con otros materiales laminados o directamente con las fases homogéneas
que conforman el material compuesto. El rango del laminado se refiere al número de
operaciones de laminación requeridas para alcanzar el laminado secuencial final. En
este caso, se centra la atención en laminados bifásicos compuestos por una matriz
continua conteniendo una dispersión aleatoria de inclusiones, por lo que se utiliza
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a) b)
Figura 4.2: Laminados bifásicos: a) laminado de rango 1, b) laminado rango 2 (δ2 >> δ1).
la secuencia de Idiart (2008, 2014). En esta secuencia, un laminado de rango 1
corresponde a un laminado simple con una dirección de laminación n1, con fases 1 y
2 en proporciones (1− f1) y f1, como se observa en la figura 4.2a). Un laminado de
rango 2 se construye combinando un laminado de rango 1 con la matriz del material
r = 1, a lo largo de la dirección de laminación n2, en proporciones f2 y 1 − f2,
asumiendo que la escala de longitud del laminado embebido es mucho menor que el
laminado final, como se observa esquemáticamente en la figura 4.2b). Un laminado
de rango M se obtiene repitiendo este proceso M veces, siempre combinando un
laminado de rango m con matriz del material r = 1, en proporciones fm y (1− fm),
respectivamente, con dirección de laminación nm. El potencial incremental efectivo
del laminado de rango M se obtiene generalizando el resultado de Idiart (2014) para
ferroelectricidad de sólidos rígidos, donde se hace uso de la solución conocida para
laminados simples y el teorema de la homogeneización iterativa —véase Idiart (2008)
para una derivación en el contexto de viscoplasticidad—
w˜(σ,E; �i) = mı´n
ai∈R
i=1,...,M
mı´n
ωi∈S(ni)
i=1,...,M
⎧⎨⎩c(2)w(2) (σ(2),E(2); �(2)i )+
+c(1)
M∑
i=1
αi w
(1)
(
σ
(1)
i ,E
(1)
i ; �
(1)
n,i
)}
,
(4.17)
donde S(n) = {ω tal que ωn = 0}, y
c(2) = 1− c(1) =
M∏
i=1
fi y αi =
(1− fi)
fi
∏M
j=i fj
1−∏Mj=1 fj (4.18)
son variables microestructurales que representan, respectivamente, la fracción vo-
lumétrica total de cada material r —tales que c(1) + c(2) = 1— y la fracción de
material de la matriz agregado en la iésima laminación —de modo tal que αi > 0 y∑M
i=1 αi = 1. A su vez, las intensidades de campo eléctrico y los tensores de tensiones
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están dados por
E(1)i = E+ aini −
M∑
j=i
(1− fj) ajnj, i = 1, ...,M,
σ
(1)
i = σ + ωi −
M∑
j=i
(1− fj)ωj, i = 1, ...,M,
(4.19)
E(2) = E−
M∑
j=1
(1− fj) ajnj, σ(2) = σ −
M∑
j=1
(1− fj)ωj. (4.20)
Una observación clave para derivar la expresión (4.17) iterativamente es que la
representación variacional (4.14) es válida para respuestas microscópicas de la forma
(4.8) con cualquier potencial incremental —no necesariamente de la forma (2.20)—, y
por lo tanto incluye la respuesta macroscópica (4.16). Debe notarse que el potencial
incremental w(2) se evalúa para un único valor del campo eléctrico y la polarización
irreversible, mientras que el potencial w(1) se evalúa en M valores distintos. Esto
significa que los campos son uniformes dentro de la fase de inclusión r = 2 y
discretamente no uniformes dentro de la fase de la matriz r = 1.
El potencial incremental efectivo (4.17) depende de las fracciones volumétricas totales
c(r) = ⟨χ(r)(x)⟩ de cada fase r y de correlaciones microestructurales de orden superior
a través del conjunto de cantidades microestructurales {(fi,ni), i = 1, ...,M}. Por lo
tanto, para poder utilizar estas construcciones para modelar materiales compuestos,
las cantidades (fi,ni) deben ser expresadas en términos de correlaciones multipunto
de las microgeometrías. Sin embargo, en general esto no es factible. Una estrategia
consiste entonces en identificar subclases de construcciones de laminados secuenciales
para las cuales la dependencia del potencial total respecto a correlaciones de orden
superior pueda hacerse explícita (Idiart, 2008; Idiart y Ponte Castañeda, 2013). Otra
estrategia consiste en identificar subclases para las cuales el potencial macroscópico
presente características deseables, tales como un cierto grupo de simetría (Danas et al.,
2008; Hariton y DeBotton, 2003). En cualquier caso, resulta conveniente relacionar las
magnitudes (fi,ni) con las denominadas “medidas H” de la microgeometría µ(rs)(n)
(r, s = 1, 2). Estas medidas son objetos geométricos que dependen de funciones de
correlación de dos puntos ⟨χ(r)(x)χ(s)(x−y)⟩ de la microestructura y cuantifican, en
el espacio de fases, la falta de compacidad de secuencias de convergencia débil de las
funciones características [χ(r)(x)− c(r)] y proveen una caracterización parcial de las
oscilaciones microestructurales a lo largo de distintas direcciones en el espacio físico
(Tartar, 1990). Para microestructuras aleatorias que son estadísticamente uniformes
y ergódicas, las medidas H pueden escribirse como —véase, por ejemplo, Smyshlyaev
Facultad de Ingeniería, UNLP 51
Teoría multiescala para ferrocerámicos multifásicos
y Willis (1998)—
µ(rs)(n) = − 18π2
∫
R3
δ′′(n · x)(⟨χ(r)(y)χ(s)(y− x)⟩ − c(r)c(s)) dx, (4.21)
y para la clase particular de microgeometrías laminadas secuencialmente consideradas
aquí toman la forma
µ(rs)(n) = c(r)(δrs − c(s))νM(n), (4.22)
donde νM(n) es la medida H reducida del laminado secuencial y está dada por
—véase, por ejemplo, Idiart y Ponte Castañeda (2013)—
νM(n) =
M∑
i=1
νi δ(n− ni), con νi = 1
c(1)
1− fi
fi
i∏
j=1
fj, (4.23)
donde δ(·) denota la función delta de Dirac evaluada en vectores, y las cantidades νi
satisfacen las condiciones
νi ≥ 0 and
M∑
i=1
νi = 1. (4.24)
Las relaciones (4.23)2 pueden invertirse para expresar los fi en función de los νi como
fi =
1− c(1)
⎛⎝1 + νi − M∑
j=i
νj
⎞⎠
1− c(1)
⎛⎝1− M∑
j=i
νj
⎞⎠ . (4.25)
Reemplazando los fi en las expresiones (4.17)-(4.20) en favor de los νi, se obtiene
una expresión alternativa para el potencial incremental efectivo w˜ que depende de
la microgeometría subyacente a través de la fracción volumétrica total c(r) de cada
material r y del conjunto {(νi,ni)} sometido a las restricciones (4.24).
Cabe destacar que la medida H reducida νM(n) queda determinada completamente
mediante este conjunto, pero el conjunto no puede determinarse completamente
a partir de la medida H reducida νM . Esto se debe en primer lugar a que no
existe una relación biyectiva entre la función νM(n) y los νi cuando la secuencia de
laminación involucra direcciones de laminación repetidas, y que además la función
νM es insensible al orden de los elementos del conjunto. El potencial macroscópico
w˜M entonces depende, en general, de información de la microestructura más allá de
las fracciones volumétricas y la medida H. De todos modos, las cantidades νi son un
medio conveniente para identificar secuencias de laminación adecuadas, como se verá
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más adelante.
El hecho de que estos sistemas materiales representan características esenciales de
compuestos bifásicos con microestructuras particuladas se apoya en comparaciones
con simulaciones de campo completo y estimaciones aproximadas presentadas en
diversos trabajos en compuestos puramente energéticos/disipativos (Danas et al.,
2008; Hariton y DeBotton, 2003; Idiart, 2008; Idiart et al., 2006). Además, cuando
ambas fases son rígidos dieléctricos ideales, el potencial efectivo (4.17) coincide
exactamente con la aproximación de Maxwell-Garnett —también conocida como la
aproximación de Claussius-Mossotti— para dieléctricos lineales bifásicos con medida
H (4.22). Por último, si se utiliza la aproximación de polarización uniforme (2.45), el
potencial efectivo (4.17) se reduce al presentado por Spinelli y Lopez-Pamies (2014).
Si los potenciales incrementales w(r) son convexos, el cálculo del potencial efectivo
(4.17) para determinadas variables macroscópicas σ, E y polarización irreversible �(r)i
requiere la solución de un problema de optimización convexo con respecto a los ai y
ωi. Las variables conjugadas correspondientes D y ε pueden luego ser calculadas por
derivación, y en vistas de las condiciones de minimización, se puede demostrar que
D = ∂w˜
∂E(σ,E; �i) = c
(1)
M∑
i=1
αi
∂w(1)
∂E
(
σ
(1)
i ,E
(1)
i ; �
(1)
n,i
)
+
+c(2)∂w
(2)
∂E
(
σ(2),E(2); �(2)i
)
,
(4.26)
ε = ∂w˜
∂σ
(σ,E; �i) = c(1)
M∑
i=1
αi
∂w(1)
∂σ
(
σ
(1)
i ,E
(1)
i ; �
(1)
n,i
)
+
+c(2)∂w
(2)
∂σ
(
σ(2),E(2); �(2)i
)
,
(4.27)
donde los campos microscópicos son evaluados en la solución óptima. Adicionalmente,
se puede calcular la estadística de los campos microscópicos a partir de las expresiones
(4.19)-(4.20). En particular, el primer y segundo momento de la distribución de
tensiones dentro de cada fase están dados por
⟨σ⟩(1) =
M∑
i=1
αiσ
(1)
i y ⟨σ⟩(2) = σ(2), (4.28)
⟨σ ⊗ σ⟩(1) =
M∑
i=1
αiσ
(1)
i ⊗ σ(1)i y ⟨σ ⊗ σ⟩(2) = σ(2) ⊗ σ(2), (4.29)
mientras que el promedio volumétrico y la desviación estándar del campo eléctrico
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en la matriz pueden calcularse mediante
⟨E⟩(1) =
M∑
i=1
αiE
(1)
i y SD(1)(E) =
[
M∑
i=1
αi|E(1)i |2 − |⟨E⟩(1)|2
]1/2
, (4.30)
y la estadística del campo de polarización puede calcularse de manera análoga
⟨�⟩(1) =
M∑
i=1
αi�
(1)
i y SD(1)(�) =
[
M∑
i=1
αi|�(1)i |2 − |⟨�⟩(1)|2
]1/2
. (4.31)
En este trabajo se centra la atención en sistemas materiales que poseen simetría
isótropa global. Motivado por los trabajos de Hariton y DeBotton (2003) e Idiart
et al. (2006) —véase también Danas et al. (2008)—, se adopta la siguiente secuencia
de laminación:
νi =
1
M
, (4.32)
ni = sinαi sin βi e1 + cosαi sin βi e2 + cos βi e3, i = 1, ...,M, (4.33)
donde
βj+kMη = arc coshj, hj = 2
j − 1
Mη − 1 − 1,
j = 1, ...,Mη,
k = 0, ..., η − 1, (4.34)
y
α1 = αMη = 0, (4.35)
αj+kMη =
⎛⎝αj−1 + 3,6√
Mη
1√
1− h2j
⎞⎠mod 2π, j = 2, ...,Mη − 1,
k = 0, ..., η − 1. (4.36)
En estas expresiones, los ángulos αi y βi determinan la iésima dirección de laminación
relativa a la base de referencia {ei}, y los parámetros η y Mη son enteros tales que el
rango del laminado es M = ηMη. El conjunto de ángulos (4.34)-(4.36) corresponde a
las Mη direcciones de laminación (4.33) distribuidas uniformemente en una esfera
unitaria (Saff y Kuijlaars, 1997), con η laminaciones para cada dirección. A su vez,
las cantidades νi se consideran todas iguales y satisfacen las restricciones (4.24).
Esta es una secuencia para la cual la medida H se vuelve isótropa a medida que
Mη → ∞, para cualquier número de rondas η. Sin embargo, las microgeometrías
resultantes en ese límite no son isótropas. Para poder generar sistemas materiales que
tengan respuestas macroscópicas isótropas, también debería tomarse el segundo límite
η →∞—una discusión más detallada puede encontrarse en Idiart y Ponte Castañeda
(2013). Se ha verificado numéricamente que, para los materiales considerados en este
trabajo, la respuesta macroscópica se vuelve progresivamente menos sensible a la
orientación de los campos aplicados a medida que el parámetro Mη y η aumentan.
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Particularmente, los valores η = 5 y Mη = 50, que corresponden a laminados
secuenciales de rango M = 250, han demostrado ser adecuados para los propósitos
de este trabajo y serán utilizados para generar las predicciones del próximo capítulo.
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5 Aplicación a ferrocerámicos porosos y con
inclusiones
5.1 Resultados para sistemas materiales representativos
La teoría multiescala desarrollada en el capítulo 4 a partir del modelo material
presentado en el capítulo 2 se utiliza aquí para analizar la influencia de inclusiones de
segunda fase en el comportamiento de ferrocerámicos policristalinos. En particular,
se consideran casos extremos de inclusiones de partículas metálicas y microcavidades.
En ambos casos, la matriz ferroeléctrica es caracterizada con potenciales de la forma
(2.31)-(2.37). Por otro lado, las partículas metálicas se consideran conductores perfec-
tos elásticos caracterizados por potenciales de la forma (2.27)-(2.29), y se asume que
las microcavidades están vacías. En la tabla 5.1 se muestran los valores numéricos
adoptados para los parámetros materiales. Los valores para la matriz ferroeléctrica
reproducen aproximadamente el comportamiento sensible a la tasa de PZT policrista-
lino a bajas frecuencias (Miehe y Rosato, 2011; Zhou et al., 2001); los valores para las
partículas metálicas corresponden a platino. Los resultados presentados consideran la
definición de los tensores del material ferrocerámico presentados en (2.40). Se asume
que la segunda fase está distribuida de manera isótropa y aleatoriamente, por lo que
se adopta la secuencia de laminación {νi,ni} presentada en (4.32)-(4.36) con rango
M = 250. Cabe destacar que, como se observa en los resultados presentados a conti-
nuación, las predicciones obtenidas percolan para una concentración de inclusiones
de c(2) = 1, por lo que se espera que las conclusiones derivadas de los mismos sean
relevantes para materiales compuestos donde la segunda fase es polidispersa.
Para cada valor de los campos σ y E aplicados, el problema de minimización con
respecto a los ai y ωi de (4.17) es resuelto mediante un método de optimización
de cuasi Newton para funciones suaves y convexas, mientras que las polarizaciones
irreversibles en los potenciales w(r) en (4.11) se obtienen utilizando algoritmos de
búsqueda directa compleja para funciones convexas no suaves. Teniendo en cuenta
que los coeficientes ai y ωi determinan el valor de los campos locales en las fases,
deberán considerarse las restricciones correspondientes al comportamiento del tipo
de inclusión analizada. Para partículas metálicas, la minimización con respecto a los
ai se realiza considerando la restricción vectorial lineal E
(2) = 0 con E(2) dado por
(4.20)1, mientras que para microcavidades, la minimización con respecto a los ωi se
realiza considerando la restricción tensorial lineal σ(2) = 0 con σ(2) dado por (4.20)2.
El paso de tiempo empleado en los cálculos es ∆t = 10−3 s.
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Tabla 5.1: Parámetros materiales utilizados. Los valores para la matriz ferroeléctrica
reproducen aproximadamente el comportamiento sensible a la tasa de PZT policristalino
a bajas frecuencias; los valores para las partículas metálicas corresponden a platino; los
valores para la inclusión ferromagnética reproducen aproximadamente el comportamiento
sensible a la tasa del CoFe2O4 a bajas frecuencias (Avellaneda y Harshe, 1994; Miehe et al.,
2011b). La constante µ0 denota la permeabilidad del vacío.
Símbolo Parámetro Unidades Valor
Matriz ferroeléctrica
ϵ permitividad eléctrica C/(V · m) 1800ϵ0
β permitividad magnética N/A2 3.98µ0
ps polarización de saturación C/m2 0.25
h0 pendiente de histéresis MV·m/C 0.1
m exponente sensible a la tasa — 0.2
p˙0 tasa de polarización de referencia C/(m2· s) 100
ec campo eléctrico coercitivo MV/m 0.35
e0 campo eléctrico de referencia MV/m 0.35
γ exponente de deformación irreversible — 2
µ módulo de Lamé GPa 45
λ módulo de Lamé GPa 70
εs deformación de saturación — 0.001
α0 expansión axial piezoeléctrica MN/C 12,6
α⊥ expansión lateral piezoeléctrica MN/C 276
α= distorsión piezoeléctrica MN/C −1460
Inclusión metálica
ϵ permitividad eléctrica C/(V · m) ∞
µ módulo de Lamé GPa 60
λ módulo de Lamé GPa 225
Poros
ϵ permitividad eléctrica C/(V · m) ϵ0
µ módulo de Lamé GPa 0
λ módulo de Lamé GPa 0
Inclusión ferromagnética
β polarizabilidad magnética N/A2 354.7µ0
ϵ permitividad eléctrica C/(V · m) 9.52ϵ0
ms magnetización saturación N/(A · m) 1.48
hs pendiente de histéresis A2/N 5000
m exponente sensible a la tasa — 0.5
m˙0 tasa de magnetización de referencia MN · s/(A · m) 10
hc campo magnético coercitivo A/m 2000
hv0 campo magnético de referencia A/m 2000
µ módulo de Lamé GPa 51
λ módulo de Lamé GPa 173
εs deformación de saturación — 0.00025
α0 expansión piezomagnética axial MA/m −2,74
α⊥ expansión piezomagnética lateral MA/m −1,3
α= distorsión piezomagnética MA/m 2,47
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5.2 Especímenes libres
Se considera un espécimen sin restricciones mecánicas sometido a una señal eléctrica
triangular con una amplitud pico de 4ec y una frecuencia f0 de 1Hz. Se realiza
un ciclado de los ejemplares partiendo de su condición sin polarizar hasta que la
respuesta macroscópica alcanza un ciclo estable. Debido a que el modelo material
utilizado considera la existencia de viscosidad eléctrica, una vez que finaliza el ciclado
se deja al espécimen sin cargas durante cierto tiempo hasta que alcanza su estado
con polarización permanente completamente relajado.
Además de los ciclos de histéresis, resulta de interés obtener las propiedades piezo-
eléctricas del material una vez polarizado. Para reportar estas propiedades se utiliza
la notación estándar para sistemas con isotropía transversal (véase, por ejemplo,
IEEE Standards, 1988)
d33 =
∂ε∥
∂E
, d31 = d32 =
∂ε⊥
∂E
, dh = d33 + d31 + d32, (5.1)
g33 =
∂ε∥
∂D
, g31 = g32 =
∂ε⊥
∂D
, gh = g33 + g31 + g32. (5.2)
Los símbolos ε∥ y ε⊥ en estas expresiones se refieren a las deformaciones en las
direcciones paralela y perpendicular a la dirección del campo aplicado.
5.2.1 Ferrocerámicos con inclusiones metálicas
En primer lugar se analizan materiales compuestos por una matriz ferroeléctrica
con inclusiones de partículas metálicas. Este tipo de compuestos no solamente busca
mejorar las características eléctricas del material, sino que además tiene como objetivo
mejorar el desempeño mecánico del ferrocerámico puro (véase, por ejemplo, Takagi
et al., 2003). En la figura 5.1 se presenta la respuesta estabilizada obtenida para
ferrocerámicos con distintas fracciones volumétricas de partículas metálicas (c(2) =
0,05; 0,15; 0,25). Se proporciona también la respuesta del ferrocerámico monolítico
como referencia. En la parte a) se muestran gráficos del desplazamiento eléctrico
macroscópico en la dirección del campo aplicado en función de la intensidad de campo
eléctrico aplicado, normalizado mediante la polarización de saturación y el campo
eléctrico coercitivo de la matriz, respectivamente. Se observa que el campo eléctrico
coercitivo macroscópico del material compuesto disminuye a medida que aumenta la
fracción volumétrica de partículas, como es de esperar por el mejoramiento en las
características eléctricas dentro de la matriz producida por la presencia de la fase
metálica. Esto se debe a que en este tipo de sistemas materiales, E(2) = 0 y, por lo
tanto, al considerar el balance macroscópico se tiene que E(1) = E/c(1).
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Figura 5.1: Respuesta macroscópica de ferrocerámicos con partículas metálicas a diversas
fracciones volumétricas (c(2) = 0,05; 0,15; 0,25): a) desplazamiento eléctrico (D) y b)
deformación axil (ε) en función de la intensidad de campo eléctrico aplicado (E). La
magnitudes están normalizadas con la polarización de saturación (ps), la deformación de
saturación (εs), y el campo eléctrico coercitivo (ec) de la matriz ferrocerámica.
La polarización macroscópica remanente, por otro lado, resulta ser insensible al
agregado de partículas metálicas. Esto es consistente con las observaciones experi-
mentales de Duan et al. (2000) en materiales compuestos de PZT con partículas de
platino. Además, estas predicciones son cualitativamente idénticas a las obtenidas
por Idiart (2014) para dieléctricos rígidos. En ese trabajo se había anticipado que el
acoplamiento mecánico local no debería influir en la respuesta eléctrica macroscópica
de especímenes libres, lo que se confirma con estos resultados.
A su vez, en la parte b) se muestran curvas para la deformación axial en la dirección del
campo eléctrico aplicado, normalizado por la deformación de saturación, en función
de la intensidad del campo eléctrico aplicado. La amplitud del ciclo de deformación
representa la electrodeformabilidad del material compuesto. Se observa entonces que
la electrodeformabilidad disminuye a medida que aumenta la fracción volumétrica de
partículas. Esta deformación inducida eléctricamente está compuesta de una parte
piezoeléctrica y una parte ferroeléctrica asociada a la conmutación de dominios,
como se observa en la expresión simplificada (2.42). Para los procesos de carga que
se han considerado aquí, la parte ferroeléctrica es dominante. La disminución de
la electrodeformabilidad global es una consecuencia del hecho que la deformación
ferroeléctrica en la fase de la matriz, dada por (2.35), es proporcional a la polarización
a la potencia γ y tiene como valor límite a la deformación de saturación. Entonces, a
pesar de que el agregado de partículas metálicas aumenta el campo eléctrico en la fase
de la matriz, no produce una electrodeformación mayor en esa fase, pero al mismo
tiempo reduce la cantidad de material que exhibe acoplamiento electromecánico. Debe
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Figura 5.2: Coeficientes piezoeléctricos macroscópicos de un ferrocerámico con polarización
permanente en función de la fracción volumétrica de partículas metálicas. Las líneas
punteadas corresponden a la aproximación de polarización uniforme.
notarse que este mecanismo entrará en juego independientemente de las propiedades
elásticas de la fase de la inclusión.
En la figura 5.2 se muestran las predicciones correspondientes a los coeficientes
piezoeléctricos de ejemplares polarizados permanentemente al final del ciclo de
carga, en función de la fracción volumétrica de partículas. Estos coeficientes fueron
obtenidos derivando numéricamente la deformación macroscópica con respecto al
campo eléctrico y al desplazamiento eléctrico. A modo de comparación, se presentan
en líneas de trazos los resultados obtenidos utilizando la popular aproximación de
polarización uniforme presentada en (2.45)-(2.47), utilizando los mismos parámetros
materiales y la misma microgeometría de laminados secuenciales. Se observa que la
adición de partículas metálicas es perjudicial para todos los coeficientes piezoeléctricos,
con excepción del coeficiente hidrostático d˜h. Las tendencias predichas son consistentes
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con los resultados experimentales de Li et al. (2001) en cerámicos de PZT con
partículas de platino. Debe considerarse que en ese estudio las muestras percolan a
concentraciones del orden del 30% dado que se utiliza un único tamaño de partículas
de platino. La principal observación en el contexto de esta figura es, sin embargo, que
la aproximación de polarización uniforme no captura adecuadamente la influencia
de las partículas metálicas en todo el conjunto de los coeficientes piezoeléctricos.
Efectivamente, aunque la influencia en los coeficientes g˜ es capturada adecuadamente,
la influencia en los coeficientes d˜33 y d˜31 se subestima considerablemente. De hecho,
la aproximación considerando polarización uniforme no logra capturar la influencia
en el coeficiente d˜33 que, casualmente, es uno de los coeficientes más relevantes para
ciertas aplicaciones. Debido a que en la aproximación de polarización uniforme es
posible variar la magnitud del tensor de acoplamiento de la matriz ferrocerámica, se
utilizaron distintos valores de polarización remanente para verificar su influencia en
los resultados. De esta manera se ha verificado que, incluso reescalando el tensor de
acoplamiento para la fase de la matriz, se obtienen los mismos resultados normalizados.
Las imprecisiones anteriores pueden asociarse al hecho de haber despreciado las
fluctuaciones de la polarización remanente en la fase de la matriz. Como resultado de
estas fluctuaciones, se generan tensiones residuales en el material compuesto luego de
someterlo al proceso de polarización. En la figura 5.3a se presentan las predicciones
para los segundos momentos de la distribución de tensiones residuales en el interior
de cada fase. Las distintas curvas corresponden a los segundos momentos de la norma
||σ||, la tensión media hidrostática σm, y la tensión equivalente de von Mises σe,
que pueden calcularse a partir de las trazas de los tensores de segundo momento
(4.28)-(4.29) de la siguiente manera
⟨||σ||2⟩(r) = I · ⟨σ ⊗ σ⟩(r) (5.3)
⟨σ2m⟩(r) =
1
3 J · ⟨σ ⊗ σ⟩
(r) (5.4)
⟨σ2e⟩(r) =
3
2 K · ⟨σ ⊗ σ⟩
(r) (5.5)
donde J y K son los tensores estándar de proyección de cuarto orden hidrostático y de
corte, de modo tal que I = J+K. En vistas de estas definiciones, se verifica la igualdad
⟨||σ||2⟩(r) = 3⟨σ2m⟩(r) + (2/3)⟨σ2e⟩(r). Los gráficos corresponden a la raíz cuadrada
de esas magnitudes, normalizadas por µεs. Las líneas de trazos corresponden a la
inclusión y las líneas continuas a la matriz. Puede observarse que para fracciones
volumétricas de partículas bajas a moderadas las tensiones residuales son, en promedio,
mayores en la inclusión que en la matriz, mientras que lo opuesto se verifica para
fracciones volumétricas grandes. Teniendo en cuenta la magnitud de µεs para los
parámetros materiales de la fase ferroeléctrica de la tabla 5.1, estos niveles de tensión
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Figura 5.3: Estadísticas de campo en ferrocerámicos con partículas metálicas: a) segundos
momentos de la distribución de tensiones residuales en las fases en función de la fracción
volumétrica de partículas, b) función de densidad de probabilidad para la distribución de
intensidad de campo eléctrico dentro de la matriz para diversos valores de campo eléctrico
aplicado, para c(2) = 0,25. Las líneas de trazos en a) corresponden a la inclusión y las
líneas continuas a la matriz.
están muy por debajo de la resistencia mecánica de las partículas metálicas y de la
interfaz matriz-partícula, pero pueden ser del orden de la resistencia mecánica de la
matriz ferrocerámica en tracción. En relación con esto, se observa que las tensiones
hidrostáticas presentes en la matriz son mayormente de signo positivo. En cualquier
caso, la aproximación de polarización uniforme desprecia estas tensiones residuales
completamente y por lo tanto no permite utilizar ningún criterio de rotura. Cabe
mencionar además que, a pesar de que los niveles de tensión en la fase ferroeléctrica
son de magnitud considerable, no se evidencian en la respuesta macroscópica del
material compuesto problemas como los encontrados en el capítulo 3. En este caso el
material a nivel local se encuentra bajo un estado de carga multiaxial, muy distinto
de las condiciones de carga uniaxiales para las cuales se obtuvieron los valores de
referencia para el comienzo del problema en el material monolítico. Si bien no se
descarta la posibilidad que en algunas zonas del material se den las condiciones
necesarias para el surgimiento del problema, este fenómeno no llega a manifestarse a
nivel macroscópico, obteniéndose una respuesta físicamente admisible.
Se concluye esta discusión haciendo notar que, a diferencia del ferrocerámico monolí-
tico, la respuesta eléctrica del material compuesto mostrada en la figura 5.1a presenta
una saturación en dos etapas que se vuelve más pronunciada a medida que aumenta
la fracción volumétrica de partículas. Esta característica fue observada —pero no
explicada— por Idiart (2014) en el contexto de compuestos rígidos y este tipo de
respuesta también ha sido encontrada en simulaciones de fase completa en materiales
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compuestos periódicos (Keip et al., 2015). Este atributo puede atribuirse al carácter
bimodal de la intensidad de campo eléctrico dentro de la matriz. En la figura 5.3b se
muestra la función de densidad de probabilidad P(1)E (E) de la intensidad de campo
eléctrico E(x) = |E(x)| en la matriz, para cuatro valores de campo eléctrico aplicado
en la rampa de carga inicial desde el estado sin polarización —véase el recuadro en
la figura 5.3b— para la concentración elegida de c(2) = 0,25. La función P(1)E (E) es
tal que P(1)E (E)dE es la fracción volumétrica de fase r = 1 donde la variable E toma
valores en el rango E y E + dE. Las densidades de probabilidad fueron calculadas a
partir del conjunto de campos eléctricos que minimizan (4.17) haciendo uso de las
expresiones de Idiart et al. (2006). Para poder tener un conjunto lo suficientemente
grande de valores de campo locales, estas funciones se obtuvieron con laminados se-
cuenciales de rango 3000. El carácter bimodal de la distribución y su evolución con la
carga aplicada se observa claramente. Así, para el estado A, los dos picos se dan para
intensidades de campo eléctrico por debajo del campo eléctrico coercitivo, de modo
que la matriz se encuentra mayormente sin polarización permanente y la respuesta es
lineal. Para el estado B, el primer pico se encuentra por encima del nivel del campo
coercitivo de modo que una gran parte de la matriz está experimentando conmutación
de dominios y la respuesta macroscópica incrementa su pendiente repentinamente.
En el estado C, el primer pico se encuentra a una intensidad de campo eléctrico para
la cual la matriz comienza a saturar (∼ 1,5ec), por lo que la respuesta macroscópica
exhibe una primera etapa de saturación, mientras que el segundo pico aún está por
debajo del campo coercitivo. A medida que el segundo pico crece más allá del campo
coercitivo, más matriz experimenta conmutación de dominios y, consecuentemente, la
respuesta macroscópica aumenta su pendiente una vez más. Finalmente, en el estado
D, toda la distribución de campo eléctrico se encuentra bien por encima del campo
coercitivo, de modo que la respuesta macroscópica exhibe una segunda y última
saturación. La distribución bimodal también es responsable de la distorsión de los
ciclos de histéresis a medida que aumenta la fracción volumétrica de partículas en la
figura 5.1b. Este tipo de densidades de campo eléctrico bimodales también pueden
encontrarse en dieléctricos rígidos ideales con microgeometrías de Hashin, donde los
picos pueden asociarse a singularidades del tipo van Hove de la distribución del campo
eléctrico en la matriz (Cule y Torquato, 1998). Estas microgeometrías corresponden a
distribuciones de partículas polidispersas como la de la microgeometría de laminados
secuenciales considerada aquí. Por el contrario, la función de densidad de campo
eléctrico en dieléctricos rígidos ideales con distribución de partículas monodispersa
resulta ser unimodal (Cheng y Torquato, 1997), por lo que no se espera que ocurra
una saturación en dos etapas en la respuesta macroscópica. Esta es posiblemente la
razón por la cual los resultados experimentales de Duan et al. (2000) para compuestos
de PZT no exhiben esta característica. En cualquier caso, conocer el carácter de la
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Figura 5.4: Respuesta macroscópica de ferrocerámicos conteniendo microcavidades a
diversas fracciones volumétricas (c(2) = 0,05; 0,15; 0,25): a) desplazamiento eléctrico (D) y
b) deformación axial (ε) en función de la intensidad de campo eléctrico aplicado (E). La
magnitudes están normalizadas con la polarización de saturación (ps), la deformación de
saturación (εs), y el campo eléctrico coercitivo (ec) de la matriz ferrocerámica.
densidad de probabilidad de los campos puede resultar útil no solo para comprender
la respuesta observada, sino también para derivar aproximaciones de campo promedio
siguiendo las ideas de Pellegrini (2001).
5.2.2 Ferrocerámico con microcavidades
Se consideran aquí materiales ferroeléctricos con microcavidades o poros. Este tipo de
configuración material presenta excelentes propiedades electromecánicas, en particular
el factor de mérito hidrostático (HFOM), lo que las hace especialmente adecuadas
para aplicaciones en hidrófonos de baja frecuencia (véase Marselli et al., 1999; Nie
et al., 2010, y sus referencias).
En la figura 5.4 se presentan las predicciones para materiales con diversos niveles
de porosidad (c(2) = 0,05; 0,15; 0,25). Nuevamente se ha agregado la respuesta del
material ferrocerámico monolítico como referencia. En la parte a) se muestran curvas
normalizadas para el desplazamiento eléctrico macroscópico en función de la intensi-
dad de campo eléctrico aplicado. Se observa que el campo coercitivo macroscópico
es relativamente insensible a la porosidad, mientras que la polarización remanente
disminuye a medida que aumenta la porosidad. Esto es exactamente lo opuesto
a lo observado en la sección anterior para inclusiones metálicas, y es consistente
con las observaciones experimentales de Zeng et al. (2007) y Nie et al. (2010) en
cerámicos de PZT porosos. Además, las predicciones son cualitativamente idénticas
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Figura 5.5: Coeficientes piezoeléctricos macroscópicos de un ferrocerámico con polarización
permanente en función de la porosidad. Las líneas punteadas corresponden a la aproximación
de polarización uniforme.
a las presentadas por Idiart (2014) para dieléctricos rígidos, lo que confirma que el
acoplamiento electromecánico local no influye en la respuesta eléctrica macroscópica
de especímenes libres para deformar.
A su vez, en la parte b) se muestran curvas para la deformación axial en la dirección
del campo eléctrico aplicado en función de la intensidad de campo eléctrico aplicada. A
diferencia del caso con partículas metálicas, la electrodeformabilidad del ejemplar no
parece verse afectada con la porosidad. Sin embargo, los coeficientes piezoeléctricos de
los ejemplares polarizados permanentemente si varían fuertemente con la porosidad,
como puede verse en la figura 5.5. La presencia de porosidad resulta ser beneficiosa
para todos los coeficientes g˜ y para el coeficiente hidrostático d˜h. Las tendencias
son consistentes con los resultados experimentales disponibles para ferrocerámicos
con porosidad cerrada (Topolov y Bowen, 2009). Debe enfatizarse, sin embargo, que
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los resultados no son aplicables a sistemas materiales con porosidad abierta, donde
se espera que exista una influencia mucho mayor en las propiedades macroscópicas
(Barolin et al., 2014; Kara et al., 2003). Por último, se observa que, al igual que en
el caso de las partículas metálicas, la aproximación de polarización uniforme logra
capturar las tendencias adecuadamente, siendo bastante precisas para los coeficientes
g˜, pero subestima la influencia de la porosidad en los coeficientes d˜33 y d˜31. Esto
último parece ser una imprecisión común introducida por la aproximación, al menos
en el contexto de medios particulados.
En la figura 5.6a se presentan gráficas de los segundos momentos de la distribución
de tensiones residuales dentro la matriz únicamente, dado que las microcavidades no
experimentan tensiones. En general, se observan las mismas tendencias que para el
caso de partículas metálicas, con las tensiones hidrostáticas siendo principalmente de
signo positivo. Sin embargo, al comparar con la figura 5.3a se observa que las tensiones
residuales en la matriz ferroeléctrica son, en promedio, más bajas en presencia de
microcavidades que en presencia de partículas metálicas. Esto es opuesto a lo que
ocurre en materiales compuestos sometidos a esfuerzos mecánicos, donde fases de
inclusión más rígidas inducen niveles de tensión más bajos en la matriz —véase, por
ejemplo, Idiart et al. (2006). Nuevamente y a pesar de la existencia de tensiones en la
matriz ferroeléctrica, no se evidencian inestabilidades en la respuesta macroscópica
del material compuesto, a diferencia de lo observado en el capítulo 3 para el cerámico
ferroeléctrico.
Se puede concluir la discusión haciendo notar que la repuesta eléctrica macroscópica
de la figura 5.4a no presenta la saturación en dos etapas ni la distorsión en los ciclos
de histéresis que se observan para el caso de partículas metálicas. En la figura 5.3b se
presenta la función de densidad de probabilidad de la intensidad de campo eléctrico
dentro de la matriz para cuatro valores del campo eléctrico aplicado, donde se observa
claramente su carácter unimodal. La ausencia de una saturación en dos etapas es
entonces consistente con el mecanismo identificado en la sección anterior.
5.2.3 Ferrocerámicos con inclusiones ferromagnéticas
Se considera ahora un sistema material multiferróico, formado por una matriz
ferroeléctrica con inclusiones ferromagnéticas. Si bien en el capítulo 2 se presentaron
algunas funciones termodinámicas específicas para cargas electro o magnetomecánicas
y teniendo en cuenta que ninguna de las dos fases es en sí misma multiferróica, se
considera un efecto aditivo de las energías para contemplar la contribución completa
de cada una de las fases frente a cargas eletromagnetomecánicas. Esto equivale a
contemplar en las densidades de energía definidas en (2.31) y (2.49) la contribución
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Figura 5.6: Estadísticas de campo en ferrocerámicos con microcavidades: a) segundos
momentos de la distribución de tensiones residuales en la matriz en función de la porosidad,
b) función de densidad de probabilidad para la distribución de intensidad de campo eléctrico
dentro de la matriz para diversos valores de campo eléctrico aplicado, para c(2) = 0,25.
de la energía de magnetización y de polarización, respectivamente. De este modo, la
densidad de energía para la fase ferroeléctrica toma la forma
e(ε,P, �,M) = 12 (ε− εˆ(�)) · C (ε− εˆ(�)) +
1
2(P− �) · κ(P− �)+
+ (ε− εˆ(�)) · h(�)(P− �) + epd(�) + 12M · β
−1M,
(5.6)
mientras que para la fase ferromagnética toma la forma
e(ε,M,m,P) = 12(ε− εˆ(m)) · C(ε− εˆ(m)) +
1
2(M−m) · β
−1(M−m)+
+(ε− εˆ(m)) · h(m)(M−m) + epd(m) + 12P · κP.
(5.7)
Como ya fue mencionado en el capítulo 1, este tipo de materiales mutifuncionales
son de gran interés por su potencial de aplicación (Nan et al., 2008). Siguiendo el
caso de estudio presentado por Miehe et al. (2011b) para un compuesto multiferróico,
se considera un espécimen con una concentración de fase ferromagnética c(2) = 0,1
sin restricciones mecánicas y sometido a una señal eléctrica triangular con una
amplitud pico de 4ec y una frecuencia f0 de 1Hz. Solamente se somete al espécimen
a medio ciclo de carga, con el objetivo de polarizar la fase ferroeléctrica. La idea es
posteriormente someter al material a un campo magnético para magnetizar la fase
ferromagnética y luego recién proceder al estudio de las propiedades multiferróicas
del material compuesto. Sin embargo, durante la etapa de polarización se obtienen
resultados que no resultan físicamente aceptables por lo que la presentación y análisis
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Figura 5.7: Respuesta macroscópica de un ferrocerámico con inclusiones ferromagnéticas:
a) evolución de la polarización y magnetización irreversibles en cada fase; b) evolución
de las tensiones en la inclusión ferromagnética; c) función objetivo para el cálculo de la
magnetización remanente y d) función objetivo de la minimización externa (4.17).
de los resultados se centra en esta etapa. Los parámetros materiales presentados en
la tabla 5.1 para la inclusión magnética corresponden a la aleación CuFe2O4 en lugar
del Terfenol-D utilizado en la sección 3.3 debido a que la combinación de parámetros
de ambas fases permite evidenciar la problemática de la simulación más claramente.
En la figura 5.7a se presenta la evolución de la polarización irreversible promedio
�(1) en la matriz ferrocerámica y de la magnetización irreversible m(2) en la inclusión
ferromagnética. Debe recordarse que en la microgeometría de laminados secuenciales
considerada, los campos son constantes en todas las inclusiones. Estos gráficos mues-
tran la evolución de las proyecciones paralela del vector �(1) y m(2) respecto al eje de
aplicación de la carga, en función del campo eléctrico aplicado. Como es de esperarse,
se observa que a medida que el campo eléctrico aplicado aumenta por encima del
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valor del campo eléctrico coercitivo de la matriz, comienza a nuclearse polarización
irreversible en la dirección del campo aplicado. En la inclusión ferromagnética, por
otro lado, se observa una nucleación repentina de magnetización irreversible, incluso
cuando no se ha aplicado aún el campo magnético externo. Teniendo en cuenta
que la fase ferromagnética no exhibe en si misma características multiferróicas, esta
nucleación de magnetización irreversible no resulta físicamente admisible y se debe,
nuevamente, a la falta de convexidad en la densidad de energía del modelo utilizado.
La explicación de este fenómeno puede encontrarse analizando lo que sucede en el
material compuesto a medida que el campo eléctrico comienza a aumentar más allá
del valor de campo coercitivo de la matriz. Asociada al surgimiento de la polarización
irreversible en la matriz, se generan deformaciones en la fase ferrocerámica de
acuerdo a la relación (2.35). Esta deformación en la matriz induce deformaciones y,
consecuentemente, tensiones mecánicas en la fase de la inclusión ferromagnética. En
la figura 5.7b se presenta la evolución de los segundos momentos de las tensiones en
la fase ferromagnética. Las magnitudes de estas tensiones dependerán, lógicamente,0
del contraste entre las propiedades mecánicas de las fases y de sus concentraciones.
Independientemente de esto, son estas tensiones las responsables del comportamiento
espurio exhibido por la fase ferromagnética y responden al fenómeno discutido
en 3.3.2, dónde tensiones mecánicas inducían la aparición de una magnetización
irreversible. Efectivamente, si se analiza la función objetivo siendo maximizada para
obtener la evolución de la magnetización permanente para distintos valores de campo
eléctrico externo aplicado (figura 5.7c), se observa el mismo fenómeno presentado en
la sección 3.3.2. En efecto, para un nivel de campo eléctrico —y consecuentemente
tensión— bajos, la función siendo maximizada es convexa y posee un único máximo
en m = 0. A medida que el campo eléctrico externo aumenta, también lo hace el
nivel de tensión en la inclusión, lo que favorece el desarrollo de máximos locales
hasta que eventualmente uno de ellos pasa a ser un máximo local y se inducen la
nucleación repentina de magnetización observada.
Si se analiza en detalle la figura 5.7b, se observa que para un campo aplicado de
aproximadamente 2ec las curvas de tensiones permanecen constantes por un breve
periodo de tiempo, justo antes de que se produzca el salto en la magnetización
irreversible de la inclusión. Este comportamiento tampoco resulta ser físicamente
correcto dado que la evolución para las tensiones debería estar directamente asociada
a la evolución de la polarización irreversible, la cual se encuentra en crecimiento en ese
momento. Este fenómeno nuevamente se debe a la no convexidad en la densidad de
energía de la fase ferromagnética y se pone en evidencia afectando la función objetivo
de la minimización (4.17) correspondiente a la obtención de los campos eléctrico,
magnético y de tensiones en las fases. En efecto, en la figura 5.7d se muestra a manera
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de ejemplo la variación de esta función con respecto a alguno de los parámetros ai o
wi para distintos valores de campo eléctrico externo aplicado. Se observa como la
pérdida de convexidad en la densidad de energía tiene asociados saltos en la función
objetivo (4.17), con lo que el óptimo obtenido no es físicamente representativo.
Se concluye entonces que incluso cuando no se considere un estado de tensiones
mecánicas externas aplicadas al sistema material, naturalmente las distintas fases
van a estar sometidas a tensiones mecánicas y dependiendo de la combinación de
parámetros materiales utilizados, pueden hacer inviable el uso de modelos como el
considerado aquí para el estudio de sistemas multiferróicos.
5.3 Especímenes bajo compresión
En esta sección se consideran especímenes bajo la acción simultánea de campos
eléctricos y tensiones mecánicas. El PZT policristalino puede soportar tensiones de
compresión muy por encima de los 50MPa (Munz et al., 1998). Por esta razón y
a modo de ejemplo, se someten a especímenes sin polarizar a una carga uniaxial
de compresión de 50MPa, seguida por una señal eléctrica triangular a lo largo
de la dirección de aplicación del esfuerzo mecánico con amplitud pico de 4ec y
una frecuencia de 1Hz . Las predicciones resultantes para sistemas materiales con
partículas metálicas y microcavidades con una fracción volumétrica de c(2) = 0,25 se
reportan en la figura 5.8.
En las partes a) & b) se presenta el desplazamiento eléctrico macroscópico y en las
partes c) & d) se muestra la deformación macroscópica axial en función del campo
eléctrico aplicado para ambos sistemas materiales. Las líneas continuas corresponden
a los ferrocerámicos bifásicos, mientras que las líneas punteadas corresponden a la
respuesta del ferrocerámico monolítico y corresponden a la respuesta estable previo
a la aparición de la inestabilidad discutida en la sección 3.2. Además, se muestran
dos conjuntos de líneas continuas: las líneas azules corresponden a la respuesta para
bajos ciclos de cargas, mientras que las líneas rojas corresponden a las respuestas
estabilizadas a gran número de ciclos. La principal observación en el contexto de estas
figuras es que, en contraste con los resultados para especímenes libres, la respuesta
estabilizada a gran número de ciclos difiere considerablemente de la respuesta para
bajo número de ciclos, especialmente para los especímenes porosos. Estas diferencias,
sin embargo, no resultan físicamente significativas por la simetría del problema,
sino que son un resultado espurio de la definición para la densidad de energía que
caracteriza a la matriz ferrocerámica. Este problema está en correspondencia con
los resultados obtenidos en el capítulo 3 para especímenes bajo cargas mecánicas, y
dado que la densidad de energía (2.31) no es convexa como lo requiere el marco de
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Figura 5.8: Desplazamiento eléctrico macroscópico (D), deformación axial macroscópica
(ε∥) y polarización irreversible promedio en la matriz (�(1)) de especímenes comprimidos
con a) & c) & e) partículas metálicas y b) & d) & f) microcavidades, con una fracción
volumétrica de c(2) = 0,25.
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materiales estándar generalizados, la unicidad de la solución al problema incremental
no está garantizada.
Precisamente es una falta de unicidad en la evolución de la polarización irreversible lo
que resulta en el extraño comportamiento presentado anteriormente. Gráficos para la
polarización irreversible promedio �(1) en la matriz ferrocerámica se muestran en las
partes e) & f). Estos gráficos muestran el máximo valor para cada ciclo eléctrico de
las proyecciones paralela y perpendicular del vector �(1) respecto al eje de aplicación
de la carga, en función del número de ciclos. En vistas de la isotropía global de los
especímenes sin polarizar, el vector �(1) debe permanecer alineado con el eje de las
cargas aplicadas a lo largo del proceso de carga, es decir, la proyección perpendicular
debe ser nula. Sin embargo, las predicciones muestran un crecimiento exponencial de
la proyección perpendicular hasta alcanzar un valor de saturación finito impuesto
por el requisito global que |�(x)| < ps. En la sección 3.2 se ha demostrado que
este fenómeno es efectivamente consecuencia de la no convexidad en la densidad de
energía (2.31), introducida por la relación (2.35) entre la deformación irreversible y
la polarización.
Resulta entonces que, incluso para niveles de tensión por debajo del límite material de
la fase ferroeléctrica, se presentan comportamientos que no resultan ser físicamente
admisibles, requiriéndose un análisis exhaustivo para asegurar la validez de las
predicciones para condiciones de carga arbitrarias.
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fases semiconductoras
6.1 Introducción
En los capítulos anteriores se han analizado los materiales ferrocerámicos bajo la
hipótesis fundamental de considerarlos como dieléctricos aislantes. Sin embargo y
como ya fue mencionado, muchos de los materiales ferroeléctricos de interés son en
realidad semiconductores de banda prohibida ancha y las cargas libres y vacancias
en la microestructura afectan de manera no trivial su comportamiento (Xiao y
Bhattacharya, 2008). Dependiendo de la configuración del sistema material y su
aplicación, contar con herramientas que tengan en cuenta la presencia de iones móviles
es fundamental para poder caracterizar y modelar adecuadamente su respuesta. Para
el caso de materiales ferroeléctricos, este problema es muy complejo debido a que la
polarización y las cargas eléctricas interactúan a través del potencial electrostático
en el material de manera no trivial. Es por este motivo que se procede a realizar un
análisis preliminar de la problemática centrando la atención en la presencia de iones
libres en el material sin tener en cuenta la naturaleza ferroeléctrica del mismo. De
este modo se espera poder desarrollar el marco teórico necesario para analizar y así
obtener una mejor comprensión del fenómeno y de las herramientas necesarias para
resolver el problema, sentando las bases para la incorporación de la ferroelectricidad.
6.2 Marco teórico
6.2.1 Sistema material
El sistema material bajo estudio se idealiza como un cuerpo heterogéneo que contiene
una única especie de iones móviles. Específicamente se consideran especímenes
compuestos por un gran número de dominios microestructurales uniformemente
distribuidos, que pueden diferir en forma y composición y que están formados por
un material polar eléctricamente neutro que contienen una única especie de cationes
móviles —y contraiones fijos de igual valencia— que son incapaces de moverse a través
de los bordes de los dominios, véase la figura 6.1. Cabe mencionar, sin embargo, que
la formulación puede adaptarse a sistemas más complejos. Los especímenes se cargan
electroestáticamente bajo condiciones isotérmicas a través de electrodos superficiales
delgados adheridos a su superficie exterior.
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a) b)
Figura 6.1: Dominio y condiciones de borde para un dieléctrico con varios microdominios
(r = 1, ..., N). Para el caso de especímenes particulados la matriz no contiene cargas libres.
Se define como Ω al dominio ocupado por el espécimen y como Ω(r) (r = 1, ..., N) a
los N microdominios que componen al espécimen, de modo tal que Ω = ⋃Nr=1Ω(r).
Los dominios Ω(r) son descritos por un conjunto de funciones características χ(r)(x),
que toman el valor 1 si el vector posición x se encuentra en Ω(r) y 0 en caso contrario.
6.2.2 Ecuaciones de campo
Con respecto a las cargas móviles y siguiendo el trabajo de Trukhan (1963), la
densidad volumétrica de carga eléctrica en cualquier punto x del dominio Ω se
considera como
ρc(x) = −∇ ·P(x) + Fz (c+(x)− c−(x)) , (6.1)
donde c+ y c− denotan la concentración molar de cationes móviles y de contraiones
fijos con valencia z, respectivamente, P denota el campo vectorial de polarización
intrínseca, y F denota la constante de Faraday. Se asume que dentro de cada
microdominio r los contraiones fijos se distribuyen uniformemente con concentración
molar c(r)− . La ley de conservación de cationes dentro de cada microdominio así como
la neutralidad eléctrica exigen por lo tanto que
∫
Ω(r)
(
c+(x)− c(r)−
)
dV = 0 (6.2)
para todo r. Por otro lado, la densidad superficial de carga eléctrica en las interfaces
interiores y en el límite exterior se considera como
σc(x) =
⎧⎪⎨⎪⎩−JPK · n en ∂Ω
(1), ..., ∂Ω(N), ∂Ω\∂Ωe
−JPK · n+ σf (x) en ∂Ωe, (6.3)
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donde σf (x) es una densidad de superficie de cargas libres y J·K representa el salto a
través del límite de un dominio con vector normal saliente n.
Las ecuaciones que gobiernan el problema pueden expresarse entonces como —ver,
por ejemplo, Xiao y Bhattacharya (2008)—
∇ ·D = Fz (c+ − c−)
E = −∇φ
⎫⎬⎭ en R3\∂Ω\∂Ω(1)\...\∂Ω(N), (6.4)
∇µ+ = 0 en Ω(1), ...,Ω(N), (6.5)
con
D =
⎧⎨⎩ ϵ0E en R
3\Ω
ϵ0E+P en Ω
(6.6)
y las condiciones de borde
φ = φˆ en ∂Ωe con φ→ 0 si |x| → ∞, (6.7)JφK = 0 y JDK · n = 0 en ∂Ω(1), ..., ∂Ω(N), ∂Ω\∂Ωe, , (6.8)
donde φ representa nuevamente el potencial electrostático y µ+ es el potencial
electroquímico de los cationes móviles. Estas expresiones implican que el potencial
electrostático es continuo en todo el espacio, mientras que el potencial químico es uni-
forme de a trozos dentro del sólido, posiblemente tomando distintos valores constantes
dentro de cada microdominio. Aquí nuevamente D, E, y P son, respectivamente, el
desplazamiento eléctrico, la intensidad de campo eléctrico, y la polarizabilidad del
material, J·K denota el salto a través de ∂Ω, n es el vector normal hacia afuera de
∂Ω, ϵ0 es la permitividad eléctrica del vacío y ∇ es el operador nabla estándar.
6.2.3 Termodinámica y relaciones constitutivas
Los argumentos termodinámicos implican entonces que un conjunto amplio de
relaciones constitutivas del material están dadas por (veáse, por ejemplo, Xiao y
Bhattacharya, 2008)
E = ∂e
∂P(x,P, c+), y µ+ =
∂e
∂c+
(x,P, c+) + Fzφ, (6.9)
donde se relaciona la intensidad de campo eléctrico E y el potencial químico µ+
con la polarización y la concentración molar de iones a través de la energía libre de
Helmholtz e del espécimen, que caracteriza completamente su respuesta.
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En un espécimen eléctricamente heterogéneo, la función e depende explícitamente de
x a través de las funciones características χ(r)(x) de la siguiente manera
e(x,P, c+) =
∑
r
χ(r)(x)e(r)(P, c+), (6.10)
donde, en ese caso, la densidad de energía libre que caracteriza cada microdominio r
se identificará como e(r)(P, c+). En este caso y para fines ilustrativos, se considera la
una densidad de energía libre con la siguiente forma
e(r)(P, c+) =
1
2κ
(r)P2 +RT
⎛⎝c+ ln c+
c
(r)
−
− (c+ − c(r)− )
⎞⎠ , (6.11)
donde κ(r) es la polarizabilidad intrínseca del microdominio, R es la constante de
gas universal, y T es la temperatura absoluta. El primer término corresponde a la
energía almacenada en el microdominio por medio de mecanismos de polarización
intrínseco, mientras que el segundo término tiene en cuenta la energía de mezcla de los
cationes móviles. Cabe mencionar, sin embargo, que esta formulación permite formas
generales para la energía e(r), en tanto la elección sea de una función estrictamente
convexa que satisfaga condiciones de crecimiento adecuadas. Las ecuaciones (6.2)-(6.9)
caracterizan completamente la respuesta electrostática del espécimen.
6.2.4 Formulación Variacional
Es posible expresar el problema electrostático presentado anteriormente en forma
variacional, tomando a los potenciales electrostáticos y químicos como variables
primarias. Para ello, en primer lugar se invierten las relaciones constitutivas (6.9) de
modo que
P = ∂e
∗
∂E (x,E, µ+ − Fzφ) y c+ =
∂e∗
∂µ
(x,E, µ+ − Fzφ) , (6.12)
donde e∗ es una densidad de energía complementaria definida por la transformada
de Legendre-Fenchel con respecto a P y c como
e∗ (x,E, µ) = sup
P,c
[E ·P+ µc− e(x,P, c)] . (6.13)
Es posible entonces definir una densidad de energía complementaria del espécimen y
de la porción del campo eléctrico superpuesto como
ψ(x,E, µ) .= 12ϵ0E
2 + e∗ (x,E, µ)− µ c−(x), (6.14)
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por lo que las relaciones constitutivas en el dominio Ω pueden entonces reescribirse
como
D = ∂ψ
∂E (x,E, µ+ − Fzφ) , c+ − c− =
∂ψ
∂µ
(x,E, µ+ − Fzφ) . (6.15)
Dado que la densidad de energía libre es estrictamente convexa, la densidad de
energía complementaria también lo es. Resulta entonces de los argumentos estándar
del análisis convexo (por ejemplo, Hill, 1956) que los potenciales electrostáticos y
químicos surgen del principio mínimo
U = mı´n
φ(x)∈Φ(φˆ)
mı´n
µ+(x)∈M
∫
Ω
ψ (x,−∇φ, µ+ − Fzφ) dV +
∫
R3\Ω
1
2ϵ0|∇φ|
2dV, (6.16)
donde el conjunto de los potenciales químicos y eléctricos admisibles están definidos
como
Φ(φˆ) =
{
φ(x) ∈ H10 (R3) | φ(x) = φˆ(x) en ∂Ωe
}
y (6.17)
M =
{
µ+(x) ∈ L∞(Ω) | µ+(x) = µ(r)+ en Ω(r), r = 1, ..., N
}
. (6.18)
Esta es la formulación variacional del problema electrostático de la sección 6.2.2. En
vistas de la convexidad estricta de ψ, los campos minimizadores son únicos. Nótese
también que dentro de cada microdominio, el potencial químico es uniforme y juego
el rol de un multiplicador de Lagrange asociado con la restricción (6.2) que dicta la
conservación de cationes.
Además, debe notarse que el funcional en (6.16) depende del potencial electrostático
y de su gradiente. Es entonces esperable que aparezcan longitudes características
intrínsecas del material. Esto se confirma si se considera la densidad de energía libre
propuesta en (6.11), para la cual la densidad de energía complementaria correspon-
diente u(r) está dada por
u(r) (E, µ) = 12ϵ
(r)E2 +RTc(r)−
[
exp
(
µ
RT
)
− µ
RT
− 1
]
, (6.19)
donde ϵ(r) = ϵ0 + (κ(r))−1 es la permitividad del microdominio. Evaluando u(r) en los
campos admisibles de (6.16) se obtiene
u(r) (−∇φ, µ+ − Fzφ) = RTc(r)−
⎡⎣1
2ℓ
(r)2
⏐⏐⏐⏐⏐Fz∇φRT
⏐⏐⏐⏐⏐
2
+ exp
(
µ+ − Fzφ
RT
)
−
−µ+ − Fzφ
RT
− 1
]
,
(6.20)
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donde ℓ(r) =
√
RTϵ(r)/F 2z2c
(r)
− es la denominada longitud de Debye del microdominio.
La longitud de Debye de materiales semiconductores puede variar desde unos pocos
nanómetros a unos pocos micrómetros.
6.3 Formulación multiescala
6.3.1 Formulación primaria
En el límite de microestructura fina, es natural esperar que los especímenes conside-
rados aquí se comporten como medios homogéneos eléctricamente neutros con un
único mecanismo de polarización sensible a los gradientes de potencial electrostático.
Con base en esta suposición y asumiendo por simplicidad que el espécimen posee
una microestructura periódica, se espera que el principio del mínimo (6.16) tome la
forma
U = mı´n
φ(x)∈Φ(φˆ)
∫
Ω
u
(
−∇φ
)
dV +
∫
R3\Ω
1
2ϵ0|∇φ|
2dV, (6.21)
donde φ es el potencial electrostático macroscópico y u es una densidad de energía
efectiva complementaria definida por
u(E) = mı´n
φ(y)∈K(E)
mı´n
µ+(y)∈N
⟨u (y,−∇φ, µ+ − Fzφ)⟩ . (6.22)
En esta expresión, las llaves ⟨·⟩ denotan nuevamente el promedio volumétrico en una
celda unitaria microestructural Ω# que contiene n microdominios Ω(r)# —tales que
Ω# = ∪nr=1Ω(r)# —, y el conjunto de los campos de potenciales eléctricos y químicos
microscópicos admisibles están definidos como
K(E) = {φ(y) ∈ H1(Ω#) | φ(y)=−E · y+ φ#(y), φ#(y) Ω# − periódico}, (6.23)
N =
{
µ+(y) ∈ L∞(Ω#) | µ+(y) = µ(r)+ en Ω(r)# , r = 1, ..., n
}
. (6.24)
Esta expectativa se adopta en base a propuestas exitosas realizadas previamente en
el contexto de otros fenómenos físicos con descripciones matemáticas similares. Son
particularmente relevantes las formulaciones de Talbot y Willis (1986) para difusión
en estado estacionario a través de medios con pérdidas y las formulaciones de Fleck
y Willis (2004) para compuestos con plasticidad de gradiente de deformación. Esta
última formulación ha sido puesta dentro de un riguroso marco de homogeneización
por Francfort et al. (2013) utilizando convergencia H; este marco se restringe a
energías cuadráticas pero permite microestructuras no periódicas. Una motivación
adicional detrás de la presente formulación proviene de las ecuaciones de campo de
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dos escalas que deducen de las condiciones de minimización en (6.21) y (6.22).
En efecto, las condiciones de minimización en (6.21) implican las ecuaciones de
campo macroscópicas
∇ ·D = 0 y E = −∇φ en R3\∂Ω, (6.25)
φ = φˆ en ∂Ωe, JDK · n = 0 en ∂Ω\∂Ωe, (6.26)
φ→ 0 si |x| → ∞, (6.27)
donde φ es el potencial electrostático macroscópico y D es el desplazamiento eléctrico
macroscópico dado por
D =
⎧⎪⎪⎨⎪⎪⎩
∂u
∂E(E) in Ω
ϵ0E in R3\Ω.
(6.28)
A su vez, las condiciones de minimización en (6.22) implican las ecuaciones de campo
microscópicas
∇ ·D = Fz (c+ − c−) ,
E = −∇φ,
φ = −E · y+ φ#
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ en Ω#\∂Ω
(1)
# \...\∂Ω(n)# , (6.29)
D = ∂u
(r)
∂E
(
E, µ(r)+ − Fzφ
)
,
(c+ − c−) = ∂u
(r)
∂µ
(
E, µ(r)+ − Fzφ
)
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ en Ω
(r)
# , (6.30)
JφK = 0,JDK · n = 0
⎫⎬⎭ en ∂Ω(1)# , ..., ∂Ω(n)# , (6.31)
⟨c+ − c−⟩(r) = 0, (6.32)
donde φ# es periódico en Ω#, los µ(r)+ ’s son uniformes, y ⟨·⟩(r) denota el promedio
volumétrico en el microdominio Ω(r)# . Debe notarse que los potenciales químicos y
electrostáticos microscópicos son únicos hasta una constante aditiva global, es decir, si
los campos {Fzφ(y), µ+(y)} son minimizadores, los campos {Fzφ(y)+C, µ+(y)+C}
también lo son para cualquier constante C. Sin embargo, las distribuciones de
intensidad de campo eléctrico, desplazamiento eléctrico y concentración de iones
correspondientes son únicas.
La expresión (6.28) constituye la relación constitutiva efectiva para el sistema formado
por el espécimen y el campo eléctrico. La misma relaciona la intensidad de campo
eléctrico con el desplazamiento eléctrico en un punto determinado del espécimen. A
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su vez, estas variables de campo macroscópicas se relacionan con las variables de
campo microscópicas correspondientes a través de ciertos promedios volumétricos
sobre la celda unitaria microestructural. Efectivamente, la definición del conjunto K
admisible implica la conocida relación de dos escalas
E = ⟨E⟩ (6.33)
entre las intensidades de campo eléctrico, y la relación constitutiva efectiva (6.28)
implica la relación de dos escalas
D =
⟨
∂u
∂E +
∂u
∂µ
Fzy
⟩
= ⟨D+ Fz (c+ − c−)y⟩ (6.34)
entre los desplazamientos eléctricos. Además, una vez que se identifica la diferencia
D− ϵ0E con el vector de polarización macroscópica P, las relaciones (6.33) y (6.28)
implican la relación de dos escalas
P = ⟨P+ Fz (c+ − c−)y⟩ (6.35)
entre las polarizaciones. Esto significa que la descripción multiescala anterior relacio-
na la intensidad de campo eléctrico macroscópica con el promedio volumétrico de la
intensidad de campo eléctrico microscópica, pero relaciona la polarización macroscó-
pica (o el desplazamiento eléctrico macroscópico) con el promedio volumétrico de
la polarización intrínseca microscópica (o el desplazamiento eléctrico microscópico)
más la polarización de cargas espaciales generadas por los cationes desplazados y los
contraiones fijos. Por otro lado, no existe un potencial químico macroscópico porque
la concentración total de iones siempre se conserva. En efecto esta descripción multi-
escala es totalmente compatible con la condición de Hill-Mandel, la cual requiere un
balance entre la potencia interna macroscópica y microscópica. La potencia interna
macroscópica de un sistema compuesto por el espécimen y el campo eléctrico está
dada por
P =
∫
R3
E · D˙ dV. (6.36)
El integrando representa la densidad de potencia macroscópica. Por otro lado, el
promedio de la potencia microscópica dentro de la región Ω está dada por
P =
⟨
E · D˙− φFzc˙+ + µ+c˙+
⟩
. (6.37)
Ahora bien, el promedio del potencial químico ⟨µ+c˙+⟩ es nulo en vistas de (6.32), y
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teniendo en cuenta las ecuaciones de campo microscópicas (6.29)-(6.31) se tiene que
P =
⟨
(E+ E#) · D˙− (−E · y+ φ#)Fzc˙+
⟩
= E ·
⟨
D˙+ Fz(c˙+ − c˙−)y
⟩
+
⟨
E# · D˙− φ#Fzc˙+
⟩
= E · D˙+
⟨
E# · D˙− φ#∇ · D˙
⟩
= E · D˙+
⟨
(E# +∇φ#) · D˙
⟩
− 1|Ω#|
∫
∂Ω#
φ#D˙ · n dS. (6.38)
El segundo y tercer término son nulos dado que E# = −∇φ#, φ# es periódico en
Ω# y D˙ · n es antiperiódico Ω#. Por lo tanto, puede concluirse que la densidad de
potencia macroscópica es igual al promedio de la potencia microscópica como es
requerido por la condición de Hill-Mandel. A su vez, esto implica que la formulación
multiescala provista puede también derivarse invocando el principio multiescala de
la potencia virtual de Blanco et al. (2016) junto con las reglas de homogeneización
cinemáticas (6.33) y (6.35).
6.3.2 Formulación dual
La relación constitutiva efectiva (6.28) puede escribirse inversamente como
E =
⎧⎪⎪⎨⎪⎪⎩
∂u∗
∂D (D) en Ω
ϵ−10 D en R3\Ω.
(6.39)
donde
u∗(D) = sup
E
[
D · E− u(E)
]
(6.40)
es la transformada de Legendre de u. Esta función puede escribirse como
u∗(D) = mı´n
(D(y),c(y))∈S(D)
⟨u∗ (y,D, c)⟩ , (6.41)
donde
u∗ (y,D, c) = sup
E,µ
[D · E+ c µ− u(E, µ)] (6.42)
es la transformada de Legendre de u, y
S(D) =
{
(D, c) | ∇ ·D = Fzc en Ω#, ⟨c⟩(r) = 0 en Ω(r)# , r = 1, ..., n,
D · n Ω# − antiperiódica, D = ⟨D+ Fzc y⟩
} (6.43)
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es el conjunto de campos de desplazamiento eléctrico y exceso de cargas admisibles.
En esta última expresión, la condición de antiperiodicidad significa que la proyección
normal D · n debería tener valores opuestos en puntos opuestos del borde ∂Ω#.
6.4 Cotas y estimaciones para la densidad de energía
específica
En general, el cálculo de la energía efectiva (6.22) o (6.41) requiere el uso de técnicas
numéricas de campo completo que sean capaces de resolver las ecuaciones de Euler-
Lagrange subyacentes. La complejidad matemática de estas ecuaciones surge de la
distribución intrincada de interfaces materiales junto con la variación espacial y la
no linealidad de la respuesta local. En la práctica, sin embargo, ese nivel de precisión
muchas veces no es necesario y el uso de estimaciones aproximadas es suficiente.
En esta sección se derivan un conjunto de estimaciones simples basadas en cotas
elementales del tipo Voigt y Reuss, así como un conjunto de estimaciones refinadas
basadas en el concepto de medio lineal de comparación.
6.4.1 Cotas de tipo Voigt
La energía efectiva u puede ser acotada por arriba evaluando el potencial (6.22) en
un miembro particular del conjunto K(E). La opción más simple φ(y) = −E · y da
como resultado las cotas superiores de tipo Voigt
u(E) ≤ uV (E) =
n∑
r=1
f (r)mı´n
µ
(r)
+
⟨
u(r)
(
E, µ(r)+ + FzE · y
)⟩(r)
, (6.44)
donde f (r) = |Ω(r)# |/|Ω#| denota la fracción volumétrica de la celda unitaria Ω#
ocupada por el microdominio Ω(r)# . La estimación correspondiente para la respuesta
efectiva del sólido dieléctrico está dada por
D = ∂uV
∂E (E) =
n∑
r=1
f (r)
⟨
∂u(r)
∂E
(
E, µ(r)+ + FzE · y
)
+
Fz
∂u(r)
∂µ
(
E, µ(r)+ + FzE · y
)
y
⟩(r)
,
(6.45)
donde los µ(r)+ corresponden a los potenciales químicos que minimizan el problema. Ca-
be resaltar que las cotas elementales no solo dependen de las fracciones volumétricas,
sino también de la forma de los microdominios.
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6.4.2 Cota de tipo Reuss
De manera similar, la energía efectiva (6.22) puede ser acotada por debajo evaluando
el funcional dual (6.41) en un miembro particular del conjunto S(D) y tomando
la transformada de Legendre del potencial resultante u∗. Una cota inferior del tipo
Reuss se obtiene a partir de la opción más sencilla D(y) = D y c(y) = 0, y está
dada por
u(E) ≥ uR(E) = mı´n
E(r), µ(r):∑n
r=1 f
(r)E(r)=E
n∑
r=1
f (r)u(r)(E(r), µ(r)). (6.46)
La estimación correspondiente para la respuesta efectiva del dieléctrico sólido está
dada por
D = ∂uR
∂E (E) =
n∑
r=1
f (r)
∂u(r)
∂E (E
(r), µ(r)), (6.47)
donde E(r) y µ(r) son los que minimizan (6.46). En vistas del campo de prueba
c(y) = 0, esta cota elemental no tiene en cuenta la presencia de polarización debido
a cargas espaciales.
6.4.3 Estimaciones basadas en medios lineales de comparación
Es posible obtener estimaciones refinadas que mejoran las cotas anteriores utilizando
métodos variacionales basados en el concepto de funcionales de comparación (Talbot
y Willis, 1985). La idea principal detrás de estos métodos es aproximar problemas
variacionales como el planteado en (6.22) mediante la selección óptima de problemas
de comparación que son más sencillos de resolver. En este trabajo se utiliza un método
propuesto recientemente por Ponte Castañeda (2016), el cual genera estimaciones para
problemas variacionales no lineales en términos de problemas lineales de comparación.
Para facilitar la presentación, se centra la atención en problemas cuya densidad de
energía complementaria tienen la forma
u(r)(E, µ) = 12ϵ
(r)E2 + g(r)(µ) (6.48)
con g(r) convexo; esta forma incluye energías de la forma (6.19). Otros tipos de
energías más generales con dependencias no cuadráticas en ambas variables pueden
manejarse de manera semejante.
En vistas de la forma (6.48) para los potenciales locales, las estimaciones lineales
de comparación pueden construirse introduciendo potenciales de comparación de la
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forma
u
(r)
0 (E, µ;α
(r)
0 , β
(r)
0 ) =
1
2ϵ
(r)E2 + g(r)0 (µ;α
(r)
0 , β
(r)
0 ) (6.49)
con
g
(r)
0 (µ;α
(r)
0 , β
(r)
0 ) =
1
2α
(r)
0 µ
2 + β(r)0 µ, (6.50)
y definiendo las funciones desplazadas
v(r)(α(r)0 , β
(r)
0 ) = statµ
[
g(r)(µ)− g(r)0 (µ;α(r)0 , β(r)0 )
]
, (6.51)
donde la operación estacionaria (stat) consiste en igualar a cero a las derivadas del
argumento con respecto a la variable. El término lineal en el potencial de comparación
g
(r)
0 es esencial en vistas de las condiciones de crecimiento no estándar que exhiben
los potenciales no lineales g(r). En general, la función g(r) − g(r)0 tendrá dos puntos
estacionarios como se muestra en la figura 6.2a y, por lo tanto, la función desplazada
v(r) tendrá bifurcaciones. Si se considera que µ˘(r) y µˆ(r) denotan los dos valores
óptimos de µ para las propiedades de comparación α(r)0 y β
(r)
0 , y v˘(r) y vˆ(r) son los
valores correspondientes de v(r), entonces siguiendo a Ponte Castañeda (2016) las
estimaciones lineales de comparación para la densidad de energía complementaria
efectiva están dadas por
u(E) ≈ uLC(E) = stat
α
(r)
0 >0
β
(r)
0
[
u0(E;α(r)0 , β
(r)
0 ) +
1
2
n∑
r=1
f (r)
(
vˆ(r)(α(r)0 , β
(r)
0 )+
+v˘(r)(α(r)0 , β
(r)
0 )
)⎤⎦,
(6.52)
donde u0 es la energía efectiva del medio lineal de comparación definido por
u0(E;α(r)0 , β
(r)
0 ) = mı´n
φ(y)∈K(E)
mı´n
µ
(r)
+
n∑
r=1
f (r)
⟨
u
(r)
0
(
−∇φ, µ(r)+ − Fzφ
)⟩(r)
. (6.53)
La minimización con respecto a los potenciales químicos en esta expresión puede
realizarse de manera explícita, obteniéndose
u0(E;α(r)0 , β
(r)
0 ) = mı´n
φ(y)∈K(E)
n∑
r=1
f (r)
[1
2ϵ
(r)
⟨
|∇φ|2
⟩(r)
+ 12α
(r)
0 F
2z2
(⟨
φ2
⟩(r)−
−⟨φ⟩(r)2
)
− 12
β
(r)2
0
α
(r)
0
⎤⎦ . (6.54)
Además, en vistas de la linealidad de las ecuaciones de Euler-Lagrange asociadas,
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Figura 6.2: Linealización esquemática de la función g(r)(µ) = exp(µ)− µ− 1: a) función
desplazada en la expresión (6.51) para la condición α(r)0 = β
(r)
0 = 1; b) condición secante
generalizada.
esta densidad de energía efectiva de comparación puede ser escrita como
u0(E;α(r)0 , β
(r)
0 ) =
1
2E · ϵ0(α
(r)
0 )E−
1
2
n∑
r=1
f (r)
β
(r)2
0
α
(r)
0
, (6.55)
donde ϵ0 es un tensor permitividad efectivo. Entonces, dado cualquier estimación o
resultado exacto para la energía efectiva (6.55) del medio lineal de comparación, la
expresión (6.52) permite obtener una estimación para la energía efectiva del medio
no lineal. Su cálculo requiere resolver un conjunto de 4n ecuaciones algebraicas no
lineales para las variables µ˘(r), µˆ(r), α(r)0 y β
(r)
0 , generadas mediante la condición de
estacionaridad. Esta condición con respecto a µ en las funciones (6.51) genera las
ecuaciones
g(r)
′(µˆ(r)) = α(r)0 µˆ(r) + β
(r)
0 y g(r)
′(µ˘(r)) = α(r)0 µ˘(r) + β
(r)
0 , (6.56)
mientras que la estacionaridad con respecto a las propiedades lineales de comparación
en 6.52 generan las ecuaciones
µˆ(r)
2 + µ˘(r)2
2 =
2
f (r)
∂u0
∂α
(r)
0
y µˆ
(r) + µ˘(r)
2 =
1
f (r)
∂u0
∂β
(r)
0
. (6.57)
En general, estas ecuaciones deben resolverse numéricamente.
Cabe resaltar que las ecuaciones (6.56) implican que
g(r)
′(µˆ(r))− g(r)′(µ˘(r)) = α(r)0 (µˆ(r) − µ˘(r)), (6.58)
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y que las ecuaciones (6.57), junto con las identidades
2
f (r)
∂u0
∂α
(r)
0
=
⟨(
µ
(r)
+ − Fzφ
)2⟩(r)
y 1
f (r)
∂u0
∂β
(r)
0
=
⟨(
µ
(r)
+ − Fzφ
)⟩(r)
, (6.59)
implican que
(
µˆ(r) + µ˘(r)
2
)
= µ(r)+ − Fz⟨φ⟩(r) y (6.60)(
µˆ(r) − µ˘(r)
2
)2
= F 2z2
(
⟨φ2⟩(r) − ⟨φ⟩(r)2
)
. (6.61)
En estas últimas expresiones, φ y µ(r)+ son los potenciales electrostático y químico en
el medio de comparación, y las identidades (6.59) surgen de los argumentos estándar
de la homogeneización variacional (véase, por ejemplo, Idiart y Castañeda, 2007).
Por lo tanto, el medio de comparación lineal óptimo es un sólido dieléctrico con la
misma microestructura que el medio no lineal, pero con fases caracterizadas por una
linealización secante generalizada de la respuesta electroquímica no lineal, como se
muestra en la figura 6.2b, que depende de manera autoconsistente del promedio de
fases y de las fluctuaciones intrafase del potencial electrostático en el medio lineal de
comparación. Para el caso de fluctuaciones intrafase muy pequeñas, µˆ(r) → µ˘(r) y la
linealización secante generalizada se reduce a la linealización tangente. Las relaciones
(6.58)-(6.61) pueden utilizarse para reducir el sistema de 4n ecuaciones (6.56)-(6.57)
a un sistema de 2n ecuaciones para el conjunto de variables µ˘(r) y µˆ(r) de la siguiente
manera
g(r)
′(µˆ(r)) + g(r)′(µ˘(r)) = 0 y
(
µˆ(r) − µ˘(r)
2
)2
= F 2z2
(
⟨φ2⟩(r) − ⟨φ⟩(r)2
)
, (6.62)
donde las fluctuaciones del campo potencial electrostático surgen de la identidad
F 2z2
(
⟨φ2⟩(r) − ⟨φ⟩(r)2
)
= 1
f (r)
E · ∂ϵ0
∂α
(r)
0
(α(r)0 )E, (6.63)
y las propiedades lineales de comparación α(r)0 se dan en términos de las variables
µ˘(r) y µˆ(r) a través de
α
(r)
0 =
g(r)
′(µˆ(r))− g(r)′(µ˘(r))
µˆ(r) − µ˘(r) . (6.64)
Entonces, haciendo uso de las diversas condiciones de optimalidad, la expresión (6.52)
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para la densidad de energía efectiva puede simplificarse como
uLC(E) =
n∑
r=1
f (r)
1
2
[
ϵ(r)Eˆ(r)
2 + g(r)(µˆ(r)) + g(r)(µ˘(r))
]
, (6.65)
donde Eˆ(r) .=
√
⟨|∇φ|2⟩(r) es una medida de los segundos momentos del campo
eléctrico dentro del microdominio r en el medio lineal de comparación. Nótese que la
ecuación (6.62) tiene dos raíces por microdominio en vistas de la potencia cuadrática
en (6.62)2. Sin embargo, las dos raíces equivalen a intercambiar las variables µˆ(r) y
µ˘(r), las cuales ingresan en las diversas expresiones de manera simétrica y, por lo tanto,
proveen la misma estimación para la densidad de energía específica. Finalmente, la
estimación para las relaciones constitutivas efectivas surgen de la diferenciación de
la expresión (6.52). Debido a las condiciones de estacionaridad, se puede demostrar
fácilmente que
D = ∂uLC
∂E (E) =
∂u0
∂E (E;α
(r)
0 , β
(r)
0 ) = ϵ0(α
(r)
0 )E, (6.66)
donde los α(r)0 son las propiedades lineales de comparación óptimas, que dependen
de E. Por lo tanto, la relación constitutiva no lineal coincide exactamente con la
relación constitutiva ‘instantánea’ del medio lineal de comparación.
6.5 Especialización a densidades de energía particulares
6.5.1 Densidad de energía efectiva exacta
Si en particular se centra el estudio en densidades de energía complementarias de la
forma (6.19), las relaciones constitutivas correspondientes son de la forma
D = ϵ(r)E y c+ = c(r)− exp
⎛⎝µ(r)+ − Fzφ
RT
⎞⎠ . (6.67)
En este caso, la densidad de energía efectiva (6.22) está dada por
u(E) = mı´n
φ∈K(E)
mı´n
µ
(r)
+
n∑
r=1
f (r)
⟨
1
2ϵ
(r)|∇φ|2 +RTc(r)−
⎡⎣exp
⎛⎝µ(r)+ − Fzφ
RT
⎞⎠−
−µ
(r)
+ − Fzφ
RT
− 1
⎤⎦⟩(r) .
(6.68)
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Llevando a cabo la minimización con respecto a los potenciales químicos, se obtiene
u(E) = mı´n
φ∈K(E)
n∑
r=1
f (r)
[1
2ϵ
(r)
⟨
|∇φ|2
⟩(r)
+
+RTc(r)− ln
⟨
exp
(
− Fz
RT
(
φ− ⟨φ⟩(r)
))⟩(r)]
.
(6.69)
Esta expresión involucra un problema de minimización no lineal con respecto al
potencial electrostático. Debe notarse que el segundo término entre corchetes está
acotado por debajo en vistas de la concavidad del logaritmo y la desigualdad de
Jensen.
Es evidente de la expresión (6.68) que los campos minimizadores son tales que
|∇φ| → 0 y |µ(r)+ − Fzφ| → 0 cuando |E| → 0. Entonces, para estados de carga
eléctrica débiles, la densidad de energía efectiva admite una expansión de la forma
u(E) = 12E · ϵ E+O(|E|
3), (6.70)
donde el término de orden principal está dado por
1
2E · ϵ E = mı´nφ∈K(E)mı´nµ(r)+
n∑
r=1
f (r)
⟨
1
2ϵ
(r)|∇φ|2 + 12
c
(r)
−
RT
(
µ
(r)
+ − Fzφ
)2⟩(r)
. (6.71)
Llevando a cabo la minimización con respecto a los potenciales químicos, se obtiene
1
2E · ϵ E = mı´nφ∈K(E)
n∑
r=1
f (r)
[1
2ϵ
(r)
⟨
|∇φ|2
⟩(r)
+
+12
F 2z2c
(r)
−
RT
⟨(
φ− ⟨φ⟩(r)
)2⟩(r)⎤⎦ . (6.72)
De este modo, la respuesta macroscópica inicial está caracterizada completamente
por un tensor permitividad efectivo ϵ, cuyo cálculo requiere la resolución de un
problema de minimización lineal.
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6.5.2 Cotas de Voigt
Cuando las densidades de energía complementarias locales son de la forma (6.19), la
cota de Voigt presentada en (6.44) puede escribirse como
uV (E) =
1
2⟨ϵ⟩E
2 +mı´n
µ
(r)
+
n∑
r=1
f (r)RTc
(r)
−
⟨
exp
⎛⎝µ(r)+ + FzE · y
RT
⎞⎠−
−µ
(r)
+ + FzE · y
RT
− 1
⟩(r)
.
(6.73)
donde ⟨ϵ⟩ = ∑nr=1 f (r)ϵ(r) es la permitividad media. La minimización con respecto
a los potenciales químicos puede realizarse de manera explícita, por lo que la cota
puede entonces escribirse como
uV (E) =
1
2⟨ϵ⟩E
2 +
n∑
r=1
f (r)RTc
(r)
− ln
⟨
exp
(
Fz
RT
E ·
(
y− ⟨y⟩(r)
))⟩(r)
. (6.74)
Para intensidades de campo eléctrico débiles, esta cota admite una expansión de la
forma
uV (E) =
1
2E · ϵVE+O(|E|
3), (6.75)
donde ϵV es un tensor permitividad efectivo inicial dado por
ϵV = ⟨ϵ⟩I+ F
2z2
RT
n∑
r=1
f (r)c
(r)
−
(
⟨y⊗ y⟩(r) − ⟨y⟩(r) ⊗ ⟨y⟩(r)
)
. (6.76)
Alternativamente, esta expresión puede escribirse como
ϵV =
n∑
r=1
f (r)ϵ(r)
⎡⎣I+ (L(r)
ℓ(r)
)2
S(r)
⎤⎦ , (6.77)
donde L(r) = |Ω(r)# |1/3 y ℓ(r) son las longitudes característica y de Debye del microdo-
minio r, respectivamente, y los tensores S(r) son cantidades adimensionales dadas
por
S(r) = 1
L(r)2
(
⟨y⊗ y⟩(r) − ⟨y⟩(r) ⊗ ⟨y⟩(r)
)
. (6.78)
De este modo, la influencia de la polarización por cargas espaciales en la cota de
Voigt para la permitividad efectiva ingresa a través de los tensores entre corchetes en
(6.77), los cuales dependen de la forma de los microdominios a través de los segundos
momentos de las fluctuaciones intrafase del vector posición y. Además, estos tensores
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son definidos positivos en vista de la desigualdad de Hölder. Por lo tanto, de acuerdo
a la cota de Voigt, la polarización por cargas espaciales actúa efectivamente como un
mecanismo de amplificación de las permitividades locales cuya magnitud depende
del tamaño de los microdominios.
Por otro lado, para intensidades de campo eléctrico elevadas, la cota (6.74) tiende a
uV (E) =
1
2⟨ϵ⟩E
2 +
n∑
r=1
f (r)Fzc
(r)
− sup
y∈Ω(r)
E · (y− ⟨y⟩(r)). (6.79)
El segundo término en esta expresión depende linealmente del campo eléctrico.
Entonces, de acuerdo a la cota de Voigt, la contribución de la polarización por cargas
espaciales a la polarización total se satura al incrementar la intensidad de campo
hasta un valor dado por los dipolos más grandes que puedan ser inducidos a lo largo
de una dirección de campo determinada.
6.5.3 Cota de Reuss
En el caso de la cota de Reuss, es sencillo verificar que los óptimos µ(r) son nulos,
por lo que la densidad de energía efectiva está dada simplemente por
uR(E) =
1
2E · ϵRE, (6.80)
donde ϵR es es la media armónica de las permitividades locales dada por
ϵR = ⟨ϵ−1⟩−1I (6.81)
Esta expresión coincide exactamente con la bien conocida cota de Reuss para sólidos
dieléctricos sin cargas móviles, como es de esperar por los campos de prueba utilizados
en su derivación.
6.5.4 Estimaciones lineales de comparación
Cuando las densidades de energía complementarias son de la forma 6.19, el sistema
de ecuaciones (6.62) puede reducirse a un sistema de ecuaciones para n longitudes de
Debye de comparación definidas como ℓ(r)
2
0 = ϵ(r)/F 2z2α
(r)
0 . Efectivamente, en este
caso las condiciones de optimización (6.62)1 y (6.64) toman la forma
exp(µˆ(r)/RT ) + exp(µ˘(r)/RT )
2 = 1 y
α
(r)
0 = c
(r)
−
exp(µˆ(r)/RT )− exp(µ˘(r)/RT )
µˆ(r) − µ˘(r) .
(6.82)
92 Facultad de Ingeniería, UNLP
Especialización a densidades de energía particulares
Entonces, introduciendo las variables no dimensionales m(r) = (µˆ(r) − µ˘(r))/2RT ,
estas ecuaciones implican que
(
ℓ
(r)
0 /ℓ
(r)
)2
= m(r)coth(m(r)), (6.83)
mientras que las identidades (6.62)2 y (6.63) implican que
m(r) =
[
(Fz/RT )2
f (r)ϵ(r)
E · ∂ϵ0
∂ℓ
(r)−2
0
E
]1/2
. (6.84)
En esta última expresión, el término a mano derecha no depende explícitamente de
las variables m(r). Si se introduce (6.84) en (6.83) se obtiene entonces un sistema
de n ecuaciones no lineales para las variables ℓ(r)0 que debe ser resuelto, en general,
numéricamente. Una vez que se determinan las longitudes de Debye de comparación,
la estimación para la respuesta efectiva surge de (6.66).
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7 Aplicación a sistemas materiales modelo
7.1 Introducción
La teoría presentada en el capítulo anterior para dieléctricos con oclusiones semicon-
ductoras se utiliza aquí para derivar y evaluar estimaciones acerca del comportamiento
de distintos sistemas materiales representativos. En particular, se centra la aten-
ción en laminados bifásicos simples y compuestos particulados para los cuales se
encuentran disponibles trabajos de otros autores que permiten validar los resultados
obtenidos.
7.2 Materiales laminados
A modo de ejemplo, se considera aquí un sólido dieléctrico cuya microestructura
consiste de un arreglo periódico de capas planas de dos fases alternativas (r = 1, 2),
ambas caracterizadas por energías complementarias de la forma (6.19). Todas las
capas de una fase r dada son de igual espesor L(r), de modo que la celda unitaria
consiste de dos capas y la fracción volumétrica de cada fase está dada por f (r) =
L(r)/L, donde L = L(1) + L(2) es el espesor de la celda unitaria, como se observa
en la figura 7.1a. En estos sistemas materiales, la separación de escalas de longitud
aplica solo para campos eléctricos perpendiculares a las capas. Bajo estas condiciones
de carga, las ecuaciones de campo son similares a aquellas para un capacitor plano
con un dieléctrico semiconductor y electrodos bloqueantes (Macdonald, 1959; Xiao y
Bhattacharya, 2001). Inicialmente se considera una respuesta lineal para intensidades
de campo E muy por debajo de la intensidad característica E0 = RT/FzL, y luego
se considera la respuesta no lineal para campos de intensidad arbitraria.
7.2.1 Respuesta lineal
Para intensidades de campo eléctrico bajas, la densidad de energía complementaria
efectiva puede ser caracterizada por completo a través de la permitividad efectiva
normal ϵn definida por (6.72). Si se lleva a cabo la minimización con respecto al
potencial electrostático y las operaciones de promedio volumétrico se obtiene
ϵn =
(
f (1)
ϵ
(1)
∗
+ f
(2)
ϵ
(2)
∗
)−1
, (7.1)
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Figura 7.1: Materiales laminados: a) celda unitaria; b) factor de amplificación.
donde los ϵ(r)∗ denotan permitividades equivalentes dadas por
ϵ(r)∗ = ϵ(r)S
(
L(r)/ℓ(r)
)
con S(λ) = λ2 coth
λ
2 . (7.2)
En el Apéndice A.1 pueden encontrarse los detalles de estos cálculos. Entonces, la
influencia de la polarización por cargas espaciales en la permitividad efectiva se
produce a través de la función S dependiente de la talla y que juega el rol de factor de
amplificación de las permitividades locales. La función S se muestra en línea continua
en la figura 7.1b. Resulta evidente que si una fase no contiene iones, la longitud de
Debye es infinitamente grande por lo que el factor de amplificación vale uno y la fase
se comporta como un dieléctrico lineal con permitividad ϵ(r). Por otro lado, si una
fase contiene una gran cantidad de iones, la longitud de Debye tiene entonces una
magnitud muy pequeña, por lo que el factor de amplificación es infinitamente grande
y la fase se comporta como un conductor perfecto. Finalmente, si una fase tiene una
cantidad finita de iones, el factor de amplificación depende de la relación entre el
espesor de las capas y la longitud de Debye. Cuanto mayor espesor tengan las capas,
mayor será el dipolo de las cargas espaciales y por lo tanto mayor será el factor
de amplificación. Por ejemplo, la permitividad equivalente de una capa con iones
móviles cuyo espesor es cuatro veces la longitud de Debye, es de aproximadamente
el doble que la de la misma capa sin iones. El mismo factor de amplificación puede
identificarse en la expresión de Macdonald (1959) para la capacitancia inicial de un
capacitor semiconductor.
En la figura 7.2 se presentan predicciones para un medio laminado con ϵ(1) = ϵ(2) = ϵ,
ℓ(1) →∞ y ℓ(2) = ℓ. Esto significa que ambas fases tienen la misma permitividad pero
solamente una fase (r = 2) contiene iones móviles. Las figuras 7.2a y 7.2b muestran
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Figura 7.2: Predicciones para materiales laminados con ϵ(1) = ϵ(2) = ϵ, ℓ(1) → ∞ y
ℓ(2) = ℓ sometidos a campos eléctricos de baja intensidad: a) permitividad efectiva en
función de la fracción volumétrica f (2), para varios espesores de la capa semiconductora; b)
permitividad efectiva en función del espesor de la capa semiconductora para f (2) = 0,5; c)
distribución de campo eléctrico y d) perfil de concentración de exceso de iones dentro de la
fase semiconductora.
curvas para la permitividad efectiva ϵn, normalizada mediante la permitividad local
ϵ, en función de la fracción volumétrica y del espesor de la capa semiconductora. En
ausencia de iones móviles, el medio es en realidad homogéneo y la permitividad efectiva
es simplemente la permitividad local. En presencia de iones móviles, sin embargo, la
permitividad efectiva varía considerablemente con la morfología microestructural y
exhibe un efecto de talla muy grande. A medida que la relación L(2)/ℓ varía desde
cero a infinito, la permitividad efectiva aumenta desde el valor correspondiente a
un sistema material sin cargas libres hasta un valor correspondiente a un sistema
material con una fase conductora perfecta. Esta variación se debe íntegramente al
efecto de polarización por cargas espaciales.
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Las figuras 7.2c y 7.2d muestran la distribución de campo eléctrico, normalizado
con E, y el perfil de concentración de exceso de iones ∆c = c+ − c(2)− , normalizado
por c(2)− E/E0, dentro de la capa semiconductora, para varios valores de la relación
L(2)/ℓ. En ausencia de iones móviles, el campo eléctrico es uniforme e igual al campo
macroscópico. En presencia de iones móviles, por el contrario, el campo eléctrico
exhibe fuertes variaciones que crecen a medida que crece la relación L(2)/ℓ. A medida
que la relación L(2)/ℓ aumenta, el campo eléctrico disminuye en la mayor parte de
la capa, pero aumenta cerca de las interfases. En el límite de L(2)/ℓ→∞ el campo
eléctrico vale cero en toda la capa y salta a valores finitos en las interfases, como es
de esperarse en una fase conductora. Estas variaciones en los campos eléctricos están
acompañados por una variación en los perfiles de concentración de iones móviles y
por lo tanto, de carga eléctrica. Los iones móviles son drenados de una mitad de
la capa y son acumulados en la otra mitad. Para valores elevados de L(2)/ℓ, este
proceso da lugar a regiones delgadas de agotamiento y acumulación de iones móviles,
cuyos espesores son del orden de la longitud de Debye y cuyas magnitudes depende
de las fracciones volumétricas de las fases constituyentes. La mayor parte de la caída
del potencial electrostático se produce dentro de estas regiones.
Para comparar las cotas elementales con la respuesta exacta resulta conveniente
escribir el límite de Voigt (6.77) como
ϵV = f (1)ϵ(1)∗ + f (2)ϵ(2)∗ con S(λ) = 1 +
λ2
12 , (7.3)
y la cota de Reuss (6.80) como
ϵR =
(
f (1)
ϵ
(1)
∗
+ f
(2)
ϵ
(2)
∗
)−1
con S(λ) = 1, (7.4)
donde las permitividades equivalentes ϵ(r)∗ están definidas nuevamente por (7.2)1.
Entonces, la cota de Reuss tiene la misma forma funcional que la permitividad efectiva
exacta pero no predice un efecto de amplificación debido a polarización de cargas
espaciales, mientras que la cota de Voigt tiene otra forma funcional pero predice un
efecto de amplificación. En la figura 7.1b se muestra una comparación de los distintos
factores de amplificación. Los factores de Voigt y Reuss acotan efectivamente por
arriba y por debajo al factor exacto. Curiosamente, el factor de amplificación de
Voigt es exacto al tercer orden en λ, ver expresiones (7.2)2 y (7.3)2. La cota de Voigt
para la permitividad efectiva resulta ser entonces bastante exacta para valores bajos
de L(2)/ℓ, ver figuras 7.2a y 7.2b. Sin embargo, para valores mayores de L(2)/ℓ se
vuelve inútil, como era de esperar por el hecho bien conocido de que los límites de
tipo Voigt no quedan acotados cuando al menos una fase es un conductor perfecto.
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7.2.2 Respuesta no lineal
Bajo campos eléctricos de intensidad arbitraria, la respuesta material es dictada
por la densidad de energía complementaria efectiva (6.69). Esta densidad de energía
se calcula aquí por medio de una discretización de elementos finitos del funcional
unidimensional y la subsecuente minimización con respecto a las amplitudes nodales
del potencial eléctrico. En el Apéndice A.2 pueden encontrarse detalles de estos
cálculos.
En la figura 7.3 se presentan las predicciones para un laminado con ϵ(1) = ϵ(2) = ϵ,
ℓ(1) →∞, ℓ(2) = ℓ y f (2) = 0,9. En las figuras 7.3a y 7.3b se muestran curvas para
el desplazamiento eléctrico macroscópico D, normalizado con D0 = ϵE0, y para la
permitividad tangente ξ = ∂D/∂E, normalizada con ϵ, en función de la intensidad
de campo eléctrico, para diversos valores de la relación L(2)/ℓ. En ausencia de iones
móviles, la respuesta es lineal y la permitividad tangente es simplemente ϵ. En
presencia de iones móviles, por otro lado, la respuesta exhibe un carácter bilineal y
la permitividad tangente tiene una transición suave desde la pendiente inicial a la
final. La pendiente inicial está dada por (7.1) y por lo tanto depende fuertemente del
espesor de las capas semiconductoras, mientras que la pendiente final está dada por
ϵ y por lo tanto es independiente del tamaño de la microestructura. La transición
refleja el crecimiento y posterior saturación de la polarización de cargas espaciales a
medida que aumenta la intensidad del campo eléctrico. La polarización de cargas
espaciales macroscópica en estos sistemas materiales está dada simplemente por
P sc = D − ϵE, cantidad que se muestra en la figura 7.3c. Se observa que el nivel de
saturación depende en gran medida del espesor de las capas semiconductoras. Esto
se corresponde con la totalidad de iones móviles que son drenados completamente
de la mayor parte de la lámina y concentrados en las interfases bloqueantes, véase
la figura 7.3d. Un simple cálculo en términos de ese perfil de concentración límite
produce
P
sat
sc
D0
= 12
(
L(2)
ℓ
)2
. (7.5)
Es decir, la polarización de cargas espaciales es proporcional al cuadrado del espesor
de las capas semiconductoras. A medida que E → ∞, la respuesta macroscópica
tiende asintóticamente a D = ϵE + P satsc .
Es posible también comparar las predicciones generadas por las cotas elementales
y por el método de comparación lineal con la solución exacta. La estimación de
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Figura 7.3: Predicciones para materiales laminados con ϵ(1) = ϵ(2) = ϵ, ℓ(1) →∞, ℓ(2) = ℓ,
f (2) = 0,9, sometidos a campos eléctricos de intensidad arbitraria: a & f) desplazamiento
eléctrico macroscópico b) permitividad tangente, y c) polarización de carga espacial en
función de la intensidad de campo eléctrico; d) perfil de concentración de iones móviles
dentro de la capa semiconductora; e) nivel de saturación de la polarización de cargas
espaciales en función del espesor de la capa semiconductora.
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comparación lineal (c.l.) para la respuesta macroscópica está dada por
D =
(
f (1)
ϵ
(1)
∗
+ f
(2)
ϵ
(2)
∗
)−1
E con ϵ(r)∗ = ϵ(r)S
(
L(r)/ℓ
(r)
0
)
, (7.6)
donde la función S está definida por (7.2)2 y las longitudes de Debye de comparación
ℓ
(r)
0 son soluciones de las ecuaciones (6.83) con las variables m(r) dadas por
m(r) = ℓ
(r)
0
2L(r)S
′ (L(r)/ℓ(r)0 )
⎡⎣f (r)
ϵ
(r)
∗
(
f (1)
ϵ
(1)
∗
+ f
(2)
ϵ
(2)
∗
)−1
E
E0
⎤⎦2 . (7.7)
A su vez, la respuesta macroscópica predicha por las cotas de Reuss y Voigt están
dadas por
D =
(
f (1)
ϵ(1)
+ f
(2)
ϵ(2)
)−1
E y (7.8)
D =
(
f (1)ϵ(1) + f (2)ϵ(2)
)
E+
+
2∑
r=1
Fzc
(r)
− L
(r)
[
f (r)
2
E
E0
coth
(
f (r)
2
E
E0
)
− 1
](
E
E0
)−1
,
(7.9)
respectivamente. Una comparación para materiales laminados con ϵ(1) = ϵ(2) = ϵ,
ℓ(1) → ∞, ℓ(2) = ℓ y f (2) = 0,9 se muestran en la figura 7.3. Para intensidades
de campo bajas se observa en la figura 7.3a que las predicciones de Voigt y Reuss
respectivamente sobrestiman y subestiman el desplazamiento eléctrico macroscópico
mientras que las predicciones de c.l. son más precisas, como era de esperar de sus
derivaciones. Para intensidades de campo elevadas, sin embargo, las predicciones
de c.l. capturan la pendiente correcta, pero subestiman considerablemente el des-
plazamiento eléctrico, al punto de volverse menos precisas que las predicciones de
Voigt. Las comparaciones presentadas en la figura 7.3c muestran que el método de
c.l. está en realidad subestimando la polarización de cargas espaciales. En efecto,
el análisis asintótico de las expresiones (7.6)-(7.9) muestra que la polarización de
cargas espaciales saturada predicha por la cota de Voigt coincide exactamente con
(7.5), mientras que las estimaciones de c.l. predicen
P
sat
sc
D0
=
√
3
6
(
L(2)
ℓ
)2
, (7.10)
que queda un 40% por debajo, véase la figura 7.3e. Entonces, el método de compara-
ción lineal de la sección 6.4.3 aparenta tener dificultades para capturar adecuadamente
las grandes variaciones espaciales del campo electrostático que se desarrollan en la
cercanía de las interfases para intensidades de campo elevadas. Una posible solución
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es utilizar un medio lineal de comparación refinado en el cual las propiedades de
comparación α(r)0 y β
(r)
0 puedan variar dentro de cada microdominio r, especialmente
en el entorno de las interfases. En este caso, debe observarse que al permitir que
las propiedades de comparación varíen punto a punto, la estimación recupera la
respuesta exacta. De cualquier manera, cualquier ganancia en la precisión será a
expensas de la complejización de la formulación subyacentes. Alternativamente, un
enfoque más práctico consiste en introducir modificaciones ad-hoc en las expresiones
(7.6)-(7.7) de tal manera que las predicciones de c.l. recuperen la saturación exacta
de la polarización de cargas espaciales. El análisis asintótico de estas expresiones
cuando E →∞ revela que una de las modificaciones posibles consiste en multiplicar
el lado derecho de la expresión (7.7) por un factor de la forma
M =
√
3
3 +
(√
3
3 − 1
)
tanh
⎛⎝L(2)
ℓ
(
E
E0
)−1⎞⎠ . (7.11)
Las predicciones resultantes (c.l.∗) se comparan con los resultados exactos en la
figura 7.3f. Se observa que esta sencilla modificación produce en efecto resultados
precisos para todo el rango de parámetros materiales considerados sin complejizar
significativamente la formulación subyacente.
7.3 Materiales particulados
7.3.1 Partículas en suspensión diluida
Se analiza ahora el caso correspondiente a un sólido dieléctrico cuya microestructura
consiste de una fase de matriz continua (r = 1) que contiene una suspensión diluida
de partículas esféricas (r = 2). Se considera que todas las partículas son de radio a y
están bien separadas. Ambas fases se caracterizan mediante densidades de energía
complementarias de la forma (6.19), pero solamente se considera que existen iones
móviles en las partículas. En la figura 7.4a se muestra la celda unitaria considerada.
Respuesta lineal
Para intensidades de campo eléctrico bajas, la densidad de energía complementaria
efectiva puede ser caracterizada por el tensor de permitividad efectiva ϵ, definido
por (6.72). Además, en vista de la isotropía global, ϵ = ϵ I. Haciendo uso de las
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ecuaciones de Euler-Lagrange, la expresión (6.72) puede reescribirse como
1
2ϵ E
2 = 12ϵ
(1)E2 + f
(2)
2
[
(ϵ(2) − ϵ(1))⟨−∇φ⟩(2)+
+F
2z2c
(2)
−
RT
⟨(
⟨φ⟩(2) − φ
)
y
⟩(2)⎤⎦ · E, (7.12)
donde φ es el potencial electrostático solución de la minimización. Entonces, la energía
efectiva exacta puede determinarse únicamente conociendo el campo electrostático
dentro de las partículas. Este campo es encontrado en el Apéndice B resolviendo
el problema de una partícula esférica en un medio infinito. Introduciendo el campo
resultante en (7.12) y llevando a cabo los promedios volumétricos se obtiene
ϵ
ϵ(1)
= 1 + f (2)β con β = 3 ϵ
(2)
∗ − ϵ(1)
ϵ
(2)
∗ + 2ϵ(1)
. (7.13)
En esta última expresión, el factor β caracteriza la contribución de la fase de la
inclusión en la polarización total, y depende de la permitividad ϵ(2)∗ dada por
ϵ(2)∗ = ϵ(2) S (a/ℓ) con S(λ) =
λ2
λ cothλ− 1 − 2, (7.14)
donde ℓ es la longitud de Debye de la inclusión. Así, una vez más, la influencia
de la polarización de cargas espaciales ingresa en las predicciones a través de una
función S dependiente de la talla que juega el rol de factor de amplificación de
la permitividad local. Esta función se muestra en la figura 7.4c, donde se observa
que es cualitativamente similar a la correspondiente para materiales laminados. Por
ejemplo, la permitividad equivalente de una partícula con iones móviles cuyo radio
es de dos veces y media la longitud de Debye es aproximadamente el doble que la de
una partícula sin iones. El mismo factor de amplificación se puede identificar en la
expresión de O’Brien (1996) o Trukhan (1963) para la permitividad efectiva de una
suspensión diluida de partículas semiconductoras.
Para fines comparativos, las cotas elementales del tipo Voigt y Reuss para la permi-
tividad efectiva también se escriben en la forma (7.13)1, pero con
β = ϵ
(2)
∗
ϵ(1)
− 1 y S(λ) = 1 + λ
2
5 (7.15)
para el caso de la cota de Voigt, y con
β = ϵ
(2)
∗ − ϵ(1)
ϵ
(2)
∗
y S(λ) = 1 (7.16)
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Figura 7.4: Materiales particulados: a) celda unitaria, caso diluido; b) celda unitaria,
concentración arbitraria; c) factor de amplificación.
para el caso de la cota de Reuss. Estos factores de amplificación se grafican en la
figura 7.1b junto con la solución exacta. Nuevamente, la cota de Reuss no predice un
efecto de amplificación debido al efecto de cargas espaciales, mientras que la cota de
Voigt predice un efecto de amplificación mas pronunciado que la solución exacta, más
aun al aumentar λ. Curiosamente, la función β para la cota de Voigt nuevamente
coincide con la solución exacta al tercer orden de λ —ver las expresiones (7.14)2 y
(7.15)2.
En la figura 7.5 se presentan predicciones para un material particulado con ϵ(1) =
ϵ(2) = ϵ, ℓ(1) →∞ y ℓ(2) = ℓ. Esto significa que tanto la matriz como la partícula tienen
la misma permitividad pero solamente la fase de las partículas (r = 2) contiene iones
móviles. Las figuras 7.5a y b muestran, respectivamente, el factor β que caracteriza
la contribución de la inclusión a la polarización total y la permitividad efectiva ϵ,
normalizada mediante la permitividad local ϵ, en función del espesor de la capa
semiconductora. En ausencia de iones móviles, el medio es en realidad homogéneo
y la permitividad efectiva es simplemente la permitividad local. En presencia de
iones móviles, sin embargo, la permitividad efectiva varía considerablemente con la
morfología microestructural y exhibe un efecto de talla muy grande. A medida que la
relación a/ℓ varía desde cero a infinito, la permitividad efectiva aumenta desde el valor
correspondiente a un sistema material sin cargas libres hasta un valor correspondiente
a un sistema material con una inclusión conductora perfecta. Esta variación se debe
íntegramente al efecto de polarización por cargas espaciales. Efectivamente, en la
figura 7.5a se observa que el factor de contribución de la inclusión tiende al valor
correspondiente a un conductor perfecto.
En las figuras 7.5c y d se muestran la distribución de campo eléctrico y el perfil
de concentración de iones móviles a lo largo del diámetro central de las partículas
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Figura 7.5: Predicciones para materiales particulados con ϵ(1) = ϵ(2) = ϵ y ℓ(2) = ℓ,
f (2) = 0,05: a) factor β en función de a/ℓ; b) permitividad efectiva en función de a/ℓ; c)
distribución de campo eléctrico y d) perfil de concentración de iones móviles a lo largo del
diámetro central de las partículas en la dirección del campo aplicado, normalizado por E y
por c0 = c(2)− E/E0, con E0 = RT/Fza.
en la dirección del campo aplicado, normalizadas respectivamente por E y por
c0 = c(2)− E/E0, con E0 = RT/Fza, para varios valores de a/ℓ. Las variaciones
espaciales resultan ser cualitativamente similares a las ya discutidas en el contexto
de materiales laminados. Una vez más, se observa que la presencia de iones móviles
produce fuertes variaciones espaciales del campo eléctrico, en marcado contraste con
el campo uniforme predicho por el resultado clásico para partículas no conductoras.
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7.3.2 Material con partículas con concentraciones arbitrarias
Respuesta lineal
Las predicciones presentadas anteriormente solamente son válidas para concentracio-
nes bajas de partículas bien espaciadas. Las predicciones para sistemas materiales
con altas concentraciones de partículas deben tener en cuenta las interacciones entre
partículas. En ausencia de iones móviles, una estrategia popular para modelar esas
interacciones consiste en recurrir a una clase especial de microestructuras conocidas
como conjuntos de esferas compuestas (véase, por ejemplo, Milton, 2002). Ahora
bien, la clave para la construcción de estas microestructuras es el hecho de que la
contribución de cada esfera compuesta a la respuesta efectiva del conjunto es la
misma, independientemente del tamaño absoluto de la esfera. Por lo tanto, este
proceso de construcción falla en presencia de iones móviles a menos que se asuma una
longitud de Debye diferente para cada esfera de tal manera que la relación a/ℓ sea fija
para todas las esferas compuestas. Un enfoque equivalente fue propuesto por Hashin
(2001) en el contexto de conductores compuestos con interfaces imperfectas, donde
los efectos de talla también están presentes. En el presente contexto, esto implica
suponer que la concentración molar de contraiones fijos dentro de una partícula es
inversamente proporcional al cuadrado del radio de la partícula. A pesar de esto,
es posible que esto represente una buena aproximación para sistemas polidispersos
con una concentración molar de iones única y fracciones volumétricas moderadas,
ya que la solución tiende al caso diluido. Cabe señalar además que Boersma y van
Turnhout (1998) utilizaron una estrategia similar para derivar estimaciones de tipo
autoconsistente.
Siguiendo esta estrategia se analiza ahora el caso correspondiente a un sólido que
contiene una partícula esférica (r = 2) recubierta por una capa de otro material
dieléctrico (r = 1) y que se encuentran embebidas en una matriz infinita (r = 0).
Se considera que la partícula es de radio a y el recubrimiento de radio b. Todas las
fases se caracterizan mediante densidades de energía complementarias de la forma
(6.19), pero solamente se considera que existen iones móviles en la partícula. En
la figura 7.4b se muestra la celda unitaria considerada. La clave de este desarrollo
consiste en suponer que existe un valor de permitividad ϵ para la matriz infinita
que no se ve alterado al agregar o quitar la partícula recubierta. Debido al carácter
local de las ecuaciones del problema, es posible agregar otras esferas recubiertas de
distintos tamaños hasta llenar completamente el espacio, con lo que se obtendría un
material bifásico de fases r = 1 y r = 2. Como ya fue mencionado, dado que cada
esfera que se agrega debe ser una versión en escala de la anterior, surge entonces la
necesidad de asumir que la relación a/ℓ sea fija para todas las esferas.
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Figura 7.6: Predicciones para materiales particulados con ϵ(1) = ϵ(2) = ϵ y ℓ(2) = ℓ
y concentración arbitraria: a) permitividad efectiva en función de a/ℓ; b) permitividad
efectiva en función de la concentración de partículas f (2).
La energía efectiva exacta del sistema puede determinarse únicamente conociendo
el campo electrostático dentro de la partícula y su recubrimiento. Esta campo es
encontrado en el Apéndice B.2 resolviendo el problema de una partícula esférica con
recubrimiento en un medio infinito con un campo eléctrico uniforme. Introduciendo
el campo resultante en (6.72) y llevando a cabo los promedios volumétricos se obtiene
ϵ
ϵ(1)
= 1 +
3f (2)
(
ϵ
(2)
∗ − ϵ(1)
)
3ϵ(1) + (1− f (2))
(
ϵ
(2)
∗ − ϵ(1)
) , (7.17)
donde la permitividad ϵ(2)∗ está nuevamente dada por la expresión (7.14).
Así, una vez más, la influencia de la polarización de cargas espaciales ingresa en las
predicciones a través de una función dependiente de la talla S que juega el rol de
factor de amplificación de la permitividad local y que coincide con el obtenido para
la partícula en suspensión diluida. A su vez, la expresión (7.17) tiene la misma forma
que la expresión obtenida por Milton (2002) para un conjunto de esferas recubiertas
en el contexto de conductividad eléctrica, con la diferencia que la permitividad para
la inclusión aquí se encuentra afectada por el factor S dependiente de las presencia
de iones en la partícula.
En la figura 7.6 se presentan predicciones para un material particulado con ϵ(1) =
ϵ(2) = ϵ, ℓ(1) → ∞ y ℓ(2) = ℓ. Esto significa que tanto la matriz como la partícula
tienen la misma permitividad pero solamente la fase de las partículas (r = 2) contiene
iones móviles. Las figuras 7.6a y b muestran, respectivamente, la permitividad efectiva
ϵ, normalizada mediante la permitividad local ϵ, en función del espesor de la capa
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semiconductora y de la concentración de partículas. Una vez más, en ausencia de
iones móviles, el medio es en realidad homogéneo y la permitividad efectiva es
simplemente la permitividad local. En presencia de iones móviles, sin embargo, la
permitividad efectiva varía considerablemente con la morfología microestructural
y exhibe un efecto de talla muy grande. A medida que la relación a/ℓ varía desde
cero a infinito, la permitividad efectiva aumenta desde el valor correspondiente a
un sistema material sin cargas libres hasta un valor correspondiente a un sistema
material con una inclusión conductora perfecta, tal como se observó para el caso
diluido. Efectivamente, para valores de f (2) pequeños, la expresión (7.17) tiende a la
expresión diluida (7.13).
Teniendo en cuenta los resultados obtenidos en la sección 7.2.2 con el método de
comparación lineal aplicado a materiales laminados, no se utiliza aquí este método
para obtener estimaciones para la respuesta no lineal del material particulado. En
efecto, se observó que las estimaciones mediante el método de comparación lineal
pueden ser menos precisas que la cota de Voigt, por lo que se omiten esos resultados
para medios particulados.
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8 Conclusiones y trabajo futuro
Se ha derivado un modelo multiescala para la respuesta electromecánica de compuestos
ferroeléctricos bifásicos con microestructuras e historias de carga complejas. Este
modelo es capaz de reproducir características esenciales de la respuesta de materiales
ferróicos, como ser curvas de tensión-deformación no lineales, curvas de ciclos de
histéresis, y rotación de dipolos. El comportamiento electrodeformable de las fases
constitutivas se describe mediante su densidad de energía libre de Helmholtz y
un potencial de disipación convexos propuestos por Miehe y Rosato (2011) en
conformidad con el formalismo de materiales estándar generalizados. Esto garantiza
la consistencia termodinámica de las predicciones resultantes.
En primer lugar se realizó una evaluación del modelo a nivel local, sin considerar la
presencia de segundas fases. Se comprobó que el modelo es capaz de reproducir las
principales características de los materiales ferroeléctricos y ferromagnéticos como
ser los ciclos de histéresis y el comportamiento frente a campos no alineados con la
polarización remanente presente en el espécimen. Sin embargo, se encontró que frente
a estados de carga con presencia de tensiones mecánicas se pueden obtener respuestas
que no se condicen con la física del problema y que son atribuibles a la falta de
convexidad en la densidad de energía libre con respecto a la polarización irreversible.
Esta característica inesperada exige que el modelo sea utilizado con precaución, incluso
para niveles bajos de tensión para los cuales no deberían presentarse inconvenientes,
de acuerdo a lo que afirman algunos de sus impulsores (por ejemplo, McMeeking y
Landis, 2002).
Por otro lado, las capacidades de la teoría fueron evaluadas en el contexto de
microgeometrías resolubles, considerando un modelo de laminados secuenciales para
compuestos particulados. En particular, se analizaron diversos casos de estudio para
diferentes sistemas materiales representativos consistentes de una fase ferroeléctrica
con inclusiones de partículas metálicas, ferromagnéticas y poros.
Inicialmente se analizaron especímenes sin restricciones mecánicas sometidos úni-
camente a cargas eléctricas para los cuales se pudo concluir que la presencia de
partículas metálicas reducen el acoplamiento electromecánico y los coeficientes piezo-
eléctricos analizados, mientras que la porosidad no afecta la electrodeformación, pero
produce gran variación de los coeficientes piezoeléctricos. Durante el análisis de los
coeficientes piezoeléctricos, también se utilizó la popular aproximación que considera
que la polarización irreversible es uniforme y constante en todo el sólido. Comparando
esos resultados con los obtenidos con el modelo desarrollado en este trabajo se pudo
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concluir que los métodos de predicción asumiendo una distribución uniforme de la
polarización pueden subestimar la influencia de las inclusiones en algunos coeficientes
piezoeléctricos al no contemplar las fluctuaciones en la polarización remanente del
material.
Para el caso de los especímenes con inclusiones ferromagnéticas se observó que
el problema de no convexidad detectado en el modelo genera resultados que no
son físicamente admisibles, por lo que el estudio de sistemas multiferróicos con
metodologías como la presentada debe realizarse con cautela y prestando gran
atención a la combinación de parámetros de las fases utilizadas para no desencadenar
la problemática detectada.
También fueron estudiados sistemas materiales sometidos a cargas electromecánicas y,
en la misma línea, se pudo concluir que para niveles de tensión por debajo del límite
material de las fases se presentan comportamientos que no resultan ser físicamente
admisibles, requiriendo hacer un análisis exhaustivo para asegurar la validez de las
predicciones para condiciones de carga arbitrarias.
El análisis presentado indica entonces que la clase de teorías fenomenológicas utiliza-
da como base para el modelo de laminados secuenciales solamente pueden generar
predicciones confiables para historias de carga complejas si las tensiones mecánicas
permanecen por debajo de cierto límite, que puede ser del orden de algunos me-
gapascales en el caso de cerámicos ferroeléctricos típicos, y muy por debajo de un
megapascal en el caso aleaciones ferromagnéticas típicas. Bajo niveles de tensión más
elevados, las predicciones se vuelven numéricamente inestables o la solución no es
única, dependiendo de la magnitud relativa de los diversos parámetros materiales.
Esto es una consecuencia directa de la dependencia no convexa en la densidad de
dipolos permanentes asumida para la energía elástica.
A pesar de que no se han considerado otras dependencias funcionales en este análisis,
la no convexidad parece inevitable si el conjunto de variables internas que describen
la distribución de dipolos permanentes se debe restringir a una única variable
vectorial, como sucede en esta clase de teorías. Esto es así debido a que la física de
la ferroelectricidad y ferromagnetismo requiere que el tensor deformación asociado a
los dipolos permanentes sea una función impar de esa variable vectorial, mientras
que la energía libre debe depender cuadráticamente de ese tensor deformación.
Cabe destacar también que es esperable que este tipo de problemas persista en
versiones más sofisticadas de estas teorías que hacen uso de un tensor de deformación
irreversible como una variable interna adicional de modo de poder capturar efectos
ferroelásticos, como los propuestos por Kamlah (2001) y Landis (2002), dado que los
niveles de tensión que típicamente se requieren para producir ferroelasticidad son
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significativamente mayores que aquellos indicados previamente. Puede mencionarse
además que se ha demostrado recientemente que estos tipos de modelos presentan
problemas adicionales que surgen de la forma asumida para el potencial de disipación
(Stark et al., 2016a).
En este contexto puede concluirse entonces que las teorías fenomenológicas para
ferroelectricidad y ferromagnetismo requieren del uso de variables internas enriqueci-
das que describan la distribución de dipolos permanentes dentro del sólido. Esfuerzos
en esas líneas ha sido realizados por Kamlah (2001), Mehling et al. (2007) y, más
recientemente, Stark et al. (2016b), pero las teorías resultantes aún no han sido
evaluadas exhaustivamente.
Alternativamente, puede considerarse el modelado micromecánico teniendo en cuenta
el carácter policristalino de los ferrocerámicos. Si bien la mayor parte de los modelos
desarrollados hasta el momento presentan el inconveniente de ser complejos y tener
un alto costo computacional para su aplicación a problemas de ingeniería típicos,
trabajos recientes de Tan y Kochmann (2017) se presentan como una alternativa
a tener en cuenta. El modelo constitutivo propuesto para cerámicos ferroeléctricos
policristalinos relaciona los mecanismos de conmutación de dominios y las transiciones
de fases en la microescala con la respuesta material a escala macroscópica. El marco
propuesto es simple y por lo tanto eficiente, manteniendo sin embargo características
y mecanismos microestructurales claves al introducir una mezcla de dominios en
lugar de utilizar una descripción fenomenológica para la polarización remanente.
Si bien el modelo no aporta detalles microestructurales locales ni tiene en cuenta
la interacción entre bordes de granos, es lo suficientemente eficiente para permitir
realizar cálculos de elementos finitos de gran escala. Es en esta línea de trabajo donde
se espera que surjan mejoras en la modelización de dispositivos ferroeléctricos en el
futuro cercano.
Con respecto al análisis de materiales dieléctricos con presencia de iones móviles, se
desarrolló el marco teórico para el problema considerando la existencia de cargas
libres. El comportamiento del material se describe nuevamente mediante una densidad
de energía libre de Helmholtz que caracteriza completamente su respuesta y cuya con-
vexidad está en conformidad con el formalismo de materiales estándar generalizados.
Esto garantiza la consistencia termodinámica de las predicciones resultantes.
Se formuló el problema multiescala, en donde queda en evidencia la dependencia
de la polarización macroscópica respecto a la polarización de cargas espaciales
generadas por los cationes desplazados y los contraiones fijos. Se presentaron cotas
y estimaciones para la respuesta de este tipo de sistemas que permiten obtener de
manera simple la respuesta sin tener que resolver la complejidad matemática, la
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variación espacial y la no linealidad de la respuesta local.
A fines ilustrativos se presentó la respuesta para sistemas materiales modelo, donde
se evidenció la importancia del efecto de las cargas libres en las fases semiconductoras
y su gran influencia en la respuesta final del material. Sin embargo, la generación
de predicciones realistas para sistemas materiales complejos tales como cerámicos
policristalinos, polímeros rellenados con nanopartículas y, en particular, la aplicación
a cerámicos ferroeléctricos debe contemplar el hecho que la polarización y las cargas
eléctricas interactúan a través del potencial electrostático en el material de manera no
trivial. Esto requerirá, en general, descripciones microestructurales y constitutivas más
elaboradas junto con algoritmos numéricos adecuados para resolver las ecuaciones
de campo microscópicas consiguientes. En relación a esto, cabe señalar que las
ecuaciones de campo microscópicas presentadas en (6.29)-(6.31) pueden reescribirse
en una ecuación algebraica-integral no lineal del tipo de Lippmann-Schwinger para los
potenciales electrostáticos y químicos, y por lo tanto puede ser resuelto numéricamente
por medio de esquemas iterativos basados en la transformada rápida de Fourier,
similares a los ya empleados en el contexto de elastoplasticidad (por ejemplo, Michel
et al., 2001; Moulinec y Suquet, 1998). Estos esquemas numéricos han demostrado ser
robustos incluso cuando los campos locales son propensos a localizar (por ejemplo,
Idiart et al., 2006, 2009), como es el caso del campo de potencial electrostático en
el presente contexto. Por otra parte, la generación de predicciones realistas para
condiciones de carga dinámicas requerirá tener en cuenta los efectos disipativos (por
ejemplo, Suryanarayana y Bhattacharya, 2012; Xiao y Bhattacharya, 2008) y, por
lo tanto, una mayor extensión de la formulación. Una estrategia posible consiste
en utilizar el marco de materiales estándar generalizados junto con los principios
variacionales incrementales apropiados en línea con trabajos recientes sobre elasto-
plasticidad y ferroelectricidad (por ejemplo, Idiart, 2014; Idiart y Lahellec, 2016;
Lahellec y Suquet, 2013).
Se espera que estos desarrollos teóricos generen, finalmente, herramientas de análisis
confiables que nos permitan diseñar dispositivos electrodeformables complejos para
sistemas y equipos en diversas ramas de la ingeniería.
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A Cálculos para materiales laminados con
cargas libres
Se considera una celda unitaria compuesta de dos láminas consecutivas de fase r = 1
y r = 2. Sea y la coordenada normal de modo tal que la capa de la fase r = 1 ocupa
el dominio [0, L(1)] mientras que la capa de fase r = 2 ocupa el dominio [L(1), L] con
L = L(1) + L(2), ver figura 7.1a.
A.1 Respuesta lineal
Las ecuaciones de Euler-Lagrange de (6.72) son
−[ϵ(y)φ′(y)]′ +
2∑
r=1
χ(r)(y)F
2z2c
(r)
−
RT
(
⟨φ⟩(r) − φ(y)
)
= 0, (A.1)
donde χ(r) es la función característica del dominio ocupado por la fase r, y la función
φ(y)+Ey es periódica en L. Entonces, dentro de cada capa el potencial electrostático
cumple con la ecuación diferencial de equilibrio
−ℓ(r)2φ′′(y) + φ(y) = ⟨φ⟩(r), (A.2)
cuya solución general es de la forma
φ(y) = C(r)1 cosh
(
y
ℓ(r)
)
+ C(r)2 sinh
(
y
ℓ(r)
)
+ ⟨φ⟩(r). (A.3)
Las seis constantes C(r)i y ⟨φ⟩(r) surgen de las dos condiciones de promedio
C
(r)
1
⟨
cosh
(
y
ℓ(r)
)⟩(r)
+ C(r)2
⟨
sinh
(
y
ℓ(r)
)⟩(r)
= 0 (A.4)
para r = 1, 2, las condiciones de continuidad del potencial electrostático y del
desplazamiento eléctrico normal en la interfase
C
(1)
1 cosh
(
L(1)
ℓ(1)
)
+ C(1)2 sinh
(
L(1)
ℓ(1)
)
+ ⟨φ⟩(1) =
C
(2)
1 cosh
(
L(1)
ℓ(2)
)
+ C(2)2 sinh
(
L(1)
ℓ(2)
)
+ ⟨φ⟩(2)
(A.5)
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y
ϵ(1)
ℓ(1)
[
C
(1)
1 sinh
(
L(1)
ℓ(1)
)
+ C(1)2 cosh
(
L(1)
ℓ(1)
)]
=
ϵ(2)
ℓ(2)
[
C
(2)
1 sinh
(
L(1)
ℓ(2)
)
+ C(2)2 cosh
(
L(1)
ℓ(2)
)]
,
(A.6)
la condición de periodicidad
C
(1)
1 + ⟨φ⟩(1) = C(2)1 cosh
(
L
ℓ(2)
)
+ C(2)2 sinh
(
L
ℓ(2)
)
+ ⟨φ⟩(2) + EL, (A.7)
y una condición definiendo la constante arbitraria, tal como
L(1)⟨φ⟩(1) + L(2)⟨φ⟩(2) = 0. (A.8)
Una vez que el sistema de seis ecuaciones lineales (A.4)-(A.8) es resuelto para
encontrar las constantes, el campo potencial electrostático queda especificado com-
pletamente por la expresión (A.3).
A.2 Respuesta no lineal
Cada fase r se discretiza en N (r)e elementos de modo que el funcional en (6.69) se
convierte en
U =
2∑
r=1
f (r)
⎧⎨⎩12ϵ(r) 1N (r)e
∑
i∈I(r)
E2i+
+RTc(r)− ln
⎡⎣ 1
N
(r)
e
∑
i∈I(r)
exp
(
− Fz
RT
(
φi − φ(r)
))⎤⎦⎫⎬⎭ ,
(A.9)
donde
φi =
φ
[2]
i + φ
[1]
i
2 , Ei = N
(r)
e
φ
[2]
i − φ[1]i
L(r)
, φ
(r) = 1
N
(r)
e
∑
i∈I(r)
φi. (A.10)
En estas expresiones, φ[1]i y φ
[2]
i se refieren al campo potencial electrostático en los
puntos nodales del elemento i con coordenadas espaciales y[1]i y y
[2]
i = y
[1]
i +(L(r)/N (r)e ),
respectivamente, y el conjunto de índices I(r) contiene a los índices de los elementos
dentro de la fase r. La constante arbitraria y las condiciones de periodicidad se fijan
estableciendo φ(0) = 0 y φ(L) = −EL.
Para un campo macroscópico E dado, el funcional discretizado (A.9) se minimiza
con respecto a los valores nodales del potencial electrostático por medio del algoritmo
de cuasi Newton BFGS. Los resultados presentados en la sección 7.2.2 consideran un
elemento para la fase dieléctrica y sesenta elementos para la fase semiconductora.
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B Cálculos para materiales particulados con
cargas libres
B.1 Matriz con partículas en suspensión diluida
Se considera una inclusión esférica de radio a de fase r = 2 en un medio infinito
hecho de fase r = 1, ver figura 7.4a. El potencial electrostático es solución de
−∇ · (ϵ(y)∇φ) + χ(2)(y)F
2z2c
(2)
−
RT
(
⟨φ⟩(2) − φ
)
= 0, (B.1)
donde χ(2)(y) es la función característica del dominio ocupado por la partícula, y
φ(y) + E · y→ 0 cuando |y| → ∞.
Para una intensidad de campo eléctrico macroscópico E dada, se selecciona un
sistema de coordenadas esférico con origen en el centro de la partícula y eje normal
a lo largo de la dirección de E; se denomina ρ a la coordenada radial y ϕ al ángulo
azimutal. Dada la simetría del problema, el potencial electrostático no varía con el
ángulo polar. Entonces, en vistas de las ecuaciones (B.1), el potencial electrostático
es solución de
∂
∂ρ
(
ρ2
∂φ
∂ρ
)
+ 1sinϕ
∂
∂ϕ
(
sinϕ∂φ
∂ϕ
)
= 0 (B.2)
dentro del dominio Ω(1) de la matriz, y de
− ℓ
2
ρ2
[
∂
∂ρ
(
ρ2
∂φ
∂ρ
)
+ 1sinϕ
∂
∂ϕ
(
sinϕ∂φ
∂ϕ
)]
+ φ = ⟨φ⟩(2) (B.3)
dentro del dominio Ω(2) de la partícula, donde ℓ denota la longitud de Debye de la
fase de la inclusión. Estas ecuaciones admiten soluciones de la forma
φ(ρ, ϕ) = C(r)0 + f (r)(ρ) cosϕ, (B.4)
donde
f (1)(ρ) =C(1)1 ρ+
C
(1)
2
ρ2
(B.5)
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dentro de Ω(1), y
f (2)(ρ) = C(2)1
[
(ℓ/ρ)2 cosh (ρ/ℓ)− (ℓ/ρ) sinh (ρ/ℓ)
]
+
+ C(2)2
[
(ℓ/ρ) cosh (ρ/ℓ)− (ℓ/ρ)2 sinh (ρ/ℓ)
] (B.6)
dentro de Ω(2). Ahora bien, el carácter acotado de φ en el origen y la condición de
borde en el infinito requieren que
C
(1)
1 = −|E| y C(2)1 = 0, (B.7)
mientras que las condiciones de continuidad del potencial electrostático y del despla-
zamiento eléctrico normal a la interfase partícula-matriz requieren que
C
(1)
0 = C
(2)
0 , (B.8)
−|E|a3 + C(1)2 = C(2)2 ℓ2 [(a/ℓ) cosh(a/ℓ)− sinh(a/ℓ)] y (B.9)
ϵ(1)
[
|E|a3 + 2C(1)2
]
= C(2)2 ϵ(2)ℓ2
[
2a
ℓ
cosh(a/ℓ)−
(
2 + (a/ℓ)2
)
sinh(a/ℓ)
]
. (B.10)
Finalmente, una condición conveniente para fijar la constante arbitraria es
C
(1)
0 = 0. (B.11)
Por lo tanto, las expresiones (B.9) y (B.10) constituyen un sistema de dos ecuaciones
lineales para las constantes C(2)1 y C
(2)
2 . Una vez que estas constantes son determina-
das, el campo potencial electrostático se encuentra completamente definido por las
expresiones (B.4)-(B.6).
B.2 Matriz con partículas en concentraciones arbitrarias
Se considera una inclusión esférica de radio a de fase r = 2, recubierta por una capa
de fase r = 1 en un medio infinito hecho de fase r = 0. Se considera que en el medio
que contiene las partículas tiene el valor de la permitividad equivalente ϵ y el campo
eléctrico es uniforme, con valor E (ver figura 7.4b). El potencial electrostático es
solución de
−∇ · (ϵ(y)∇φ) +
2∑
r=0
χ(r)(y)F
2z2c
(r)
−
RT
(
⟨φ⟩(r) − φ(y)
)
= 0, (B.12)
donde χ(r) es la función característica del dominio ocupado por la fase r, y φ(y) +
E · y→ 0 cuando |y| → ∞.
Para una intensidad de campo eléctrico macroscópico E dada, se selecciona un
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Matriz con partículas en concentraciones arbitrarias
sistema de coordenadas esférico con origen en el centro de la partícula y eje normal
a lo largo de la dirección de E; se denomina ρ a la coordenada radial y ϕ al ángulo
azimutal. Dada la simetría del problema, el potencial electrostático no varía con el
ángulo polar. Entonces, en vistas de las ecuaciones (B.12), el potencial electrostático
es solución de
∂
∂ρ
(
ρ2
∂φ
∂ρ
)
+ 1sinϕ
∂
∂ϕ
(
sinϕ∂φ
∂ϕ
)
= 0 (B.13)
dentro del dominio Ω(0) ∪ Ω(1) de la matriz y el recubrimiento, y de
− ℓ
2
ρ2
[
∂
∂ρ
(
ρ2
∂φ
∂ρ
)
+ 1sinϕ
∂
∂ϕ
(
sinϕ∂φ
∂ϕ
)]
+ φ = ⟨φ⟩(2) (B.14)
dentro del dominio Ω(2) de la partícula, donde ℓ denota la longitud de Debye de la
fase de la inclusión. Estas ecuaciones admiten soluciones de la forma
φ(ρ, ϕ) = C(r)0 + f (r)(ρ) cosϕ, (B.15)
donde
f (0)(ρ) =C(0)1 ρ+
C
(0)
2
ρ2
(B.16)
dentro de Ω(0),
f (1)(ρ) =C(1)1 ρ+
C
(1)
2
ρ2
(B.17)
dentro de Ω(1), y
f (2)(ρ) = C(2)1
[
(ℓ/ρ)2 cosh (ρ/ℓ)− (ℓ/ρ) sinh (ρ/ℓ)
]
+
+ C(2)2
[
(ℓ/ρ) cosh (ρ/ℓ)− (ℓ/ρ)2 sinh (ρ/ℓ)
] (B.18)
dentro de Ω(2). Ahora bien, el carácter acotado de φ en el origen y la condición de
borde en el infinito requieren que
C
(0)
1 = −|E| y C(2)1 = 0, (B.19)
mientras que las condiciones de continuidad del potencial electrostático y del despla-
zamiento eléctrico normal a las interfases partícula-recubrimiento y recubrimiento-
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matriz requieren que
C
(0)
0 = C
(1)
0 , (B.20)
C
(1)
0 = C
(2)
0 , (B.21)
−|E|b3 = C(1)1 b3 + C(1)2 , (B.22)
ϵ|E|b3 = −ϵ(1)
(
C
(1)
1 b
3 − 2C(1)2
)
, (B.23)
C
(1)
1 a
3 + C(1)2 = C
(2)
2 ℓ
2 [(a/ℓ) cosh (a/ℓ)− sinh (a/ℓ)] y (B.24)
ϵ(1)
(
C
(1)
1 a
3 − 2C(1)2
)
= C(2)2 ϵ(2)ℓ2 [2 (a/ℓ) cosh (a/ℓ) −
−
(
2 + (a/ℓ)2
)
sinh (a/ℓ)
]
.
(B.25)
Finalmente, una condición conveniente para fijar la constante arbitraria es
C
(2)
0 = 0. (B.26)
Por lo tanto, las expresiones (B.22)-(B.25) constituyen un sistema de cuatro ecuacio-
nes lineales para las constantes C(1)1 , C
(1)
2 , C
(2)
2 y la permitividad efectiva ϵ. Una vez
que estas constantes son determinadas, el campo potencial electrostático se encuentra
completamente definido por las expresiones (B.15)-(B.18).
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