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An irreversible Markov-chain Monte Carlo (MCMC) algorithm with skew detailed balance condi-
tions originally proposed by Turitsyn et al. is extended to general discrete systems on the basis of
the Metropolis-Hastings scheme. To evaluate the efficiency of our proposed method, the relaxation
dynamics of the slowest mode and the asymptotic variance are studied analytically in a random
walk on one dimension. It is found that the performance in irreversible MCMC methods violating
the detailed balance condition is improved by appropriately choosing parameters in the algorithm.
PACS numbers: 02.50.-r, 05.10.Ln, 02.70.Tt, 05.70.Ln
I. INTRODUCTION
Markov-chain Monte Carlo (MCMC) methods have al-
ready been applied to numerous problems in various fields
such as physics, biochemistry, information sciences, and
economics [1, 2]. Ever since Metropolis et al. invented
the MCMC method in 1953 [3], many kinds of improved
MCMC methods have been proposed and some of them
have contributed to the development of sciences, espe-
cially to the understanding of phase transitions and crit-
ical phenomena in statistical physics.
Applying an MCMC method to a problem requires the
preparation of a target distribution and a transition ma-
trix in a Markov chain. For ascertaining the efficiency of
MCMC methods, it is important to investigate whether
the distribution in a Markov chain converges to the sta-
tionary target distribution rapidly and whether the cor-
relation between samples from the Markov chain is suffi-
ciently small. The multicanonical method [4] and the
replica-exchange Monte Carlo method [5] improve the
convergence rate quantitatively by extending the target
distribution. Cluster algorithms, such as the Swendsen-
Wang algorithm [6] and the Wolff algorithm [7], yield a
remarkable reduction in the critical slowing down of spin
systems by choosing an appropriate transition matrix
with a multi-spin update. The correlation in a Markov
chain, which is worth considering in addition to the con-
vergence rate, is characterized by an asymptotic variance.
This asymptotic variance can be reduced by decreasing
the rejection rate in a Markov chain in MCMC methods
with the detailed balance condition (DBC); this is known
as Peskun’s theorem [8]. As mentioned in the following
sections, both the convergence rate and the asymptotic
variance are closely related to the second-largest eigen-
value of the transition matrix. Thus, improving the effi-
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ciency in MCMC methods is equivalent to reducing the
second-largest eigenvalue of the transition matrix in the
corresponding Markov chain.
The detailed balance condition is usually imposed
upon the transition matrix to guarantee that our tar-
get distribution is exactly the stationary distribution in
the Markov chain. Conventional MCMC methods, such
as the Metropolis-Hastings algorithm [10] and heat-bath
method [11], have been developed within the framework
of the DBC. However, it is possible to construct such
a Markov chain without imposing the DBC because the
DBC is not always necessary but sufficient to make the
MCMC method work correctly. Furthermore, it is un-
clear whether MCMC methods with the DBC are more
efficient than those without the DBC. In fact, several
studies have shown numerically and partly analytically
that the efficiency of MCMCmethods can be improved by
violating the DBC in some cases [12–25]. Hence MCMC
methods without the DBC have been eagerly studied re-
cently.
Strategies used to violate the DBC are roughly divided
into two types. One is to reduce the rejection rate in the
Markov chain, as proposed by Suwa and Todo [13, 14].
They constructed a Markov chain without the DBC by
using a geometric allocation approach, showing numeri-
cally that their method reduces the autocorrelation time
by a factor of more than 6 for four- and eight-state Potts
models at the transition temperature. The other strat-
egy is to extend the state space and the target distribu-
tion [15–25]. Such a strategy is called “lifting,” and an ir-
reversible Markov chain on the extended state space is re-
ferred to as a “lifted” Markov chain. In Refs. [15] and [16]
it is shown that the convergence toward the target dis-
tribution is accelerated by applying the methodology of
a “lifted” Markov chain to a simple random walk. Espe-
cially in Refs. [17–19], the authors have reported that the
dynamical critical exponent in a two-dimensional Ising
model and fully connected Ising model can be reduced by
their methods. The event-chain Monte Carlo (ECMC)
algorithm [22] is constructed for systems of continuous
2degree of freedom, such as hard-sphere, more general par-
ticle systems [23], and continuous spin systems [24, 25].
Recently, Nishikawa et al. have shown numerically that
the ECMC algorithm for a three-dimensional Heisenberg
model reduces the dynamical critical exponent down to
z ≃ 1 [25]. These results imply that the violation of the
DBC could change the relaxation dynamics of physical
quantities qualitatively.
The efficiency of the violation of the DBC is partially
confirmed theoretically. Ichiki and Ohzeki have revealed
that the real part of the second-largest eigenvalue of a
transition matrix decreases by violating the DBC, com-
pared to that of a symmetrized transition matrix sat-
isfying the DBC [26]. The asymptotic variance is also
reduced in comparison with that of the corresponding
symmetrized matrix [27]. It should be noted that the
symmetrized transition matrix is not always equivalent
to that before violating the DBC. Hence, the relation be-
tween the efficiency of MCMC methods and the violation
of the DBC in general is not yet well understood.
In this paper, we focus on the skew detailed balance
condition (SDBC) originally proposed by Turitsyn et
al. [17], which belongs to the latter strategy mentioned
above. We develop an irreversible Metropolis-Hastings
algorithm with the SDBC so that it can be applied to
any general system. In general, it is quite difficult to
evaluate the second-largest eigenvalue of the transition
matrix of a Markov chain even with the DBC. It is worth
evaluating the efficiency of the algorithm in a toy model
where all the eigenvalues of the matrix is explicitly writ-
ten down under both the DBC and the SDBC. Here by
applying the proposed algorithm to a simple randomwalk
on one dimension the efficiency of the algorithm is stud-
ied. Then, we show analytically that the second-largest
eigenvalue in absolute value and the asymptotic variance
of the corresponding transition matrix for the random-
walk problem can be reduced by imposing the SDBC. Our
results imply that the relaxation dynamics in a Markov
chain can be qualitatively changed from diffusive to bal-
listic by introducing the violation of the DBC, and that
the violation does not always improve the efficiency.
The paper is organized as follows. Section II intro-
duces the theoretical foundation of a Markov chain with
the DBC. In Sec. III, a Markov chain with the SDBC
is constructed. In Sec. IV, an algorithm to realize the
Markov chain with the SDBC is proposed. In Sec. V,
the efficiency of the proposed algorithm is discussed by
analyzing a random walk in one dimension. Section VI
summarizes this study.
II. MARKOV CHAIN WITH THE DETAILED
BALANCE CONDITION
The Markov chain with the SDBC is constructed based
on the Markov chain with the DBC. We briefly review
the theoretical aspects of the Markov chain satisfying the
DBC [28]. Note that all the vectors in the paper are
FIG. 1. (Color online) Graphical representation of the tran-
sition matrix.
defined as row vectors.
A. Setup
Throughout the paper, we discuss a system of discrete
degree of freedom. Let I = {1, . . . ,Ω} be a state space
of the system with Ω being the total number of states.
Suppose that a target probability distribution is given as
pi = (π1, . . . , πΩ) with πi > 0 and
∑Ω
i=1 πi = 1.
We need to (i) generate sampling states according to
the target distribution and (ii) calculate the expectation
of a quantity fˆ with respect to the target distribution,
defined as
〈fˆ〉pi ≡
Ω∑
i=1
πifi = pif
⊤, (1)
where fi depending on the state i denotes the realization
of fˆ and f ≡ (f1, . . . , fΩ). It is, however, difficult to eval-
uate 〈fˆ〉pi analytically for systems with high-dimensional
state space in general. Thus, MCMC methods are often
employed to achieve our aims numerically for sufficiently
large Ω.
B. Transition matrix and master equation
A discrete-time Markov chain is a fundamental
stochastic process in which the transition probability
from the current state i to a new state j is independent
of the history of the transition. Let T = (Tij)i,j∈I be the
transition matrix of the Markov chain. An element Tij
denotes the transition probability from state i to j in a
unit time of the Markov chain (Fig. 1). Note that T is
the stochastic matrix, i.e., Tij ≥ 0 for all i, j ∈ I and∑Ω
j=1 Tij = 1 for all i ∈ I.
Let p(n) ≡ (p(n)1 , . . . , p(n)Ω ) be a probability distribution
after n steps in the Markov chain. p
(n)
i denotes the prob-
ability for finding a state i at time n. Then, the time
evolution of the probability distribution is described by
the master equation expressed as
p(n+1) = p(n)T, (2)
3and, consequently, we obtain
p(n) = p(0)Tn, (3)
which shows that the distribution at arbitrary time is
completely characterized by an initial distribution and
the transition matrix.
C. Detailed balance condition
A transition matrix T is called ergodic if there exists
an integer n > 0 such that all elements of the nth power
of the transition matrix are positive. A Markov chain
characterized by an ergodic transition matrix is ensured
to have a unique stationary distribution. It is guaran-
teed that p(n) converges to our desired distribution pi as
n→∞ for arbitrary initial distributions by imposing the
ergodicity and the balance condition (BC), which is ex-
pressed as pi = piT. In practice, the DBC, which is given
by
πiTij = πjTji, (4)
is widely imposed as a sufficient condition of the BC.
For instance, one can easily find the transition probabil-
ity satisfying the DBC such as the Metropolis-Hastings
type [10] and the heat-bath type [4]. The DBC is also
called a reversibility and a Markov chain satisfying the
DBC is referred to as a reversible Markov chain. In con-
trast, a Markov chain without the DBC is called an irre-
versible Markov chain.
D. Metropolis-Hastings algorithm
The Metropolis-Hastings algorithm [10], one of the
most famous MCMC algorithms, numerically performs
the reversible Markov chain explained in the previ-
ous subsection. In this subsection, we describe the
Metropolis-Hastings algorithm to fix our notation.
First, the transition matrix T = (Tij)i,j∈I satisfying
the DBC with respect to pi is decomposed as
Tij = qijwij (i 6= j), (5)
Tii = 1−
∑
j 6=i
Tij , (6)
where qij and wij are referred to as the proposal proba-
bility and the acceptance probability, respectively. Q ≡
(qij)i,j∈I is a stochastic matrix and W ≡ (wij)i,j∈I sat-
isfies 0 ≤ wij ≤ 1 for all i, j ∈ I. Let us assume that Q
is symmetric for simplicity. X(n) denotes a state after n
steps in the Markov chain, starting from an initial state
X(0) chosen arbitrarily. Then, the elementary procedure
of the Metropolis-Hastings algorithm is as follows:
(i) Suppose X(n) = i. Choose a candidate of new
state j according to the distribution given by qi ≡
(qi1, qi2, . . . , qiΩ).
(ii) Accept the new state j as X(n+1) = j with the
probability wij . If it is rejected, set X
(n+1) = i.
By repeating the above procedure M times, one can
obtain the desired Markov chain (X(n))n=0,1,2,...,M gen-
erated by T and the expectation 〈fˆ〉pi can be estimated
as
〈fˆ〉pi ≃ 1
M
M∑
n=1
fX(n) , (7)
where fX(n) denotes the value of the quantity fˆ after n
steps in the Markov chain. The convergence rate and
the variance of the estimator strongly depend on the tar-
get distribution, the choice of the transition matrix, and
the quantity to be estimated, although the estimation is
proven to be accurate by increasing M , irrespective of
these other factors.
E. Eigenvalues of the transition matrix and
efficiency of MCMC methods
In this subsection, we survey the relationship between
the efficiency of MCMC methods and the eigenvalues of
the corresponding transition matrix in the Markov chain.
1. Convergence rate and second-largest eigenvalue
Let T be the transition matrix satisfying the DBC
with respect to pi and let B ≡ diag(π1, . . . , πΩ) be the
diagonal matrix in RΩ×Ω. The matrix B is positive-
definite, real-symmetric, and invertible because we have
assumed that πi > 0 for all i ∈ I. Thus, it is well
defined that B1/2 = diag(π
1/2
1 , . . . , π
1/2
Ω ) and B
−1/2 =
diag(π
−1/2
1 , . . . , π
−1/2
Ω ).
A similarity transformation of T with respect to B−1/2
is defined as
S ≡ B1/2TB−1/2. (8)
The eigenvalues of S coincide with those of T including
multiplicity because the similarity transformation does
not change the characteristic polynomial of T. In addi-
tion, S is a real-symmetric matrix and thus all the eigen-
values are ensured to be real because T is reversible with
respect to the target distribution pi. From the Perron-
Frobenius theorem, it is guaranteed that the largest
eigenvalue is equal to 1 with multiplicity 1 and the abso-
lute value of other eigenvalues is less than 1 if and only
if the transition matrix is ergodic. Therefore, when we
denote a set of eigenvalues of the reversible transition
matrix T as {λk}Kk=1, the eigenvalues can be rearranged
as 1 = λ1 > λ2 ≥ · · · ≥ λK > −1 without loss of gener-
ality. A set of left eigenvectors {xk,σ} of S can be set as
an orthonormal basis in RΩ described as follows:
xk,σS = λkxk,σ, xk,σ ∈ RΩ, xk,σx⊤l,ρ = δklδσρ, (9)
4where σ ∈ {1, . . . ,mk} is an index for multiplicity with
mk being the multiplicity of λk. Left eigenvectors {uk,σ}
and right eigenvectors {vk,σ} of T are given as uk,σ =
xk,σB
1/2 and vk,σ = xk,σB
−1/2, respectively. In partic-
ular, the Perron-Frobenius theorem ensures that the left
and right eigenvectors associated with λ1 = 1 are given
as u1,1 = pi and v1,1 = 1 ≡ (1, . . . , 1), respectively.
Consequently, the reversible transition matrix T can
be decomposed into
T = A+
K∑
k=2
λk
(
mk∑
σ=1
v⊤k,σuk,σ
)
, (10)
where A ≡ 1⊤pi is the so-called limiting matrix. From
the master equation one can derive a formal solution,
p(n) = pi +
K∑
k=2
(λk)
n
[
mk∑
σ=1
(p(0)v⊤k,σ)uk,σ
]
. (11)
p(n) converges to the stationary distribution pi as n→∞
because |λk| < 1 for 2 ≤ k ≤ K. Moreover, this indicates
that the convergence rate is determined by the second-
largest eigenvalue in absolute value, denoted by
η ≡ max
2≤k≤K
|λk|. (12)
Thus, the relaxation time, defined by
τrelax = − 1
log η
, (13)
reflects the convergence rate.
Correspondingly, the expectation value of fˆ at time n
is also defined as
〈fˆ〉n ≡
Ω∑
i=1
p
(n)
i fi = p
(n)f⊤. (14)
From Eq. (11), it can be rewritten as
〈fˆ〉n = 〈fˆ〉pi +
K∑
k=2
(λk)
n
[
mk∑
σ=1
(p(0)v⊤k,σ)(uk,σf
⊤)
]
,
(15)
which may indicate that the convergence rate of the ex-
pectation is also determined by η. However, the eigen-
value λk does not affect the relaxation dynamics of 〈fˆ〉n
if uk,σf
⊤ = 0 holds for all σ = 1, . . . ,mk. In particular,
the convergence rate of 〈fˆ〉n is not determined by λ2 if f
is orthogonal to all the left eigenvectors associated with
the second-largest eigenvalue.
2. Correlations and second-largest eigenvalue
If the central limit theorem holds, an effective variance
of the estimator in Eq. (7) is given by v(fˆ ,pi,T)/M for
sufficiently largeM , where v(fˆ ,pi,T) denotes the asymp-
totic variance defined by
v(fˆ ,pi,T) ≡ lim
M→∞
Mvar
[
1
M
M∑
n=1
fX(n)
]
. (16)
The asymptotic variance is often enlarged by the corre-
lation between samples in the Markov chain. It is conve-
nient to measure the correlation by an integrated auto-
correlation time, defined as
τint,fˆ =
∞∑
n=1
C
(n)
fˆ
, (17)
where
C
(n)
fˆ
≡ 〈fˆpi fˆ〉n − 〈fˆ〉
2
pi
varpi[fˆ ]
(18)
denotes the autocorrelation function, varpi[fˆ ] ≡ 〈fˆ2〉pi −
〈fˆ〉2
pi
is the variance of fˆ for an independent sampling,
and 〈fˆpi fˆ〉n ≡ fBTnf⊤. The relationship between the
asymptotic variance and the integrated autocorrelation
time is explicitly given by
v(fˆ ,pi,T) = (1 + 2τint,fˆ )varpi[fˆ ], (19)
indicating that strong correlation results in poor estima-
tion.
Here, we define the fundamental matrix Z as
Z ≡ (I− T+ A)−1 = I+
∞∑
n=1
(Tn − A). (20)
Using the matrix Z, we can rewrite the asymptotic vari-
ance as [28]
v(fˆ ,pi,T) = f [BZ+ (BZ)⊤ − B− BA]f⊤
=
K∑
k=2
1 + λk
1− λk
[
mk∑
σ=1
(fBv⊤k,σ)(uk,σf
⊤)
]
. (21)
It turns out that the asymptotic variance depends on all
the eigenvalues of the transition matrix. However, the
upper bound of the ratio between the variance and the
asymptotic variance is determined only by the second-
largest eigenvalue of the transition matrix as
max
fˆ 6=0ˆ
v(fˆ ,pi,T)
varpi[fˆ ]
=
1 + λ2
1− λ2 , (22)
where the equality is attained by f given by the linear
combination of {v2,σ}m2σ=1.
3. Irreversible transition matrix and additive
reversibilization
A transition matrix that has a unique stationary dis-
tribution but does not satisfy the DBC with respect
5to the stationary distribution is referred to as an ir-
reversible transition matrix. Let us consider the irre-
versible transition matrix T that is ergodic and has a
unique stationary distribution pi. Although some eigen-
values might be complex and it is not guaranteed that
T is diagonalizable in general, the transition matrix T
is diagonalizable if all the eigenvalues of T are distinct.
In this case, one can rearrange the eigenvalues of T as
1 = λ1 > |λ2| ≥ · · · ≥ |λΩ| ≥ 0 and impose a normal-
ization condition ukv
⊤
k = 1 without loss of generality.
Thus, the formula in Eq. (10) also holds in an irreversible
Markov chain. This implies that the convergence rate
toward the stationary distribution is determined by |λ2|
and the asymptotic variance depends on all the eigenval-
ues even in an irreversible case.
Let us introduce the symmetrized transition matrix
of the irreversible transition matrix T, defined as fol-
lows [28]:
T0 ≡ 1
2
(T+ B−1TB); (23)
this is referred to as the additive reversibilization. Note
that the additive reversibilization T0 satisfies the DBC
with respect to pi. In addition, it is theoretically proved
that the irreversible transition matrix is always better
than that of the corresponding additive reversibilization
in terms of the real part of the second-largest eigen-
value [26] and the asymptotic variance [27].
When the irreversible transition matrix T is con-
structed by modifying a reversible transition matrix Trev,
we are interested in comparing the efficiency of T with
that of Trev. Although the relation between the efficiency
of T and that of the additive reversibilization of T is dis-
cussed in Refs. [26, 27], the additive reversibilization of
T is not always equivalent to Trev and the relation be-
tween the efficiency of T and that of Trev in general is not
yet well understood. In Sec. V, the relation is discussed
by the eigenvalue analysis of the transition matrix for a
specific probabilistic model.
III. MARKOV CHAIN WITH THE SKEW
DETAILED BALANCE CONDITION
The Markov chain with the skew detailed balance con-
dition has been proposed by Turitsyn et al. [17]. In
this section, we review how to construct an irreversible
Markov chain by imposing the SDBC in general.
A. Extension of the stationary distribution
First, we double the state space I by introducing an
auxiliary variable ε ∈ {+,−}. The extended state space
is given as I˜ := I × {+,−} and a state in I˜ is described
by (i, ε). Let π(i,ε) be the probability of finding the state
(i, ε) and π(i,ε) be uniform with respect to ε. Then, the
target distribution is extended to
p˜i ≡ (π(1,+), . . . , π(Ω,+), π(1,−), . . . , π(Ω,−))
=
1
2
(pi,pi). (24)
Let fˆ be a quantity defined on the extended state
space. f(i,ε) denotes the realization of fˆ at the extended
state (i, ε). Then, the expectation value of fˆ with respect
to the extended target distribution is defined as
〈fˆ〉p˜i ≡
Ω∑
i=1
∑
ε=±
π(i,ε)f(i,ε). (25)
In the case in which fˆ is independent of ε, i.e., f(i,ε) = fi,
〈fˆ〉p˜i =
Ω∑
i=1
∑
ε=±
πi
2
fi =
Ω∑
i=1
πifi = 〈fˆ〉pi. (26)
In other words, the expectation with respect to the ex-
tended target distribution corresponds to that with re-
spect to the original target distribution.
B. Skew detailed balance condition
Here, we construct the Markov chain on the extended
state space I˜. The transition matrix in the Markov chain
on I˜ is given as follows:
T˜ =
(
T(+) Λ(+)
Λ(−) T(−)
)
, (27)
where T(±) = (T (±)ij )i,j∈I and Λ
(±) = diag(Λ(±)i )i∈I .
T
(ε)
ij denotes the transition probability from state (i, ε)
to state (j, ε) and Λ
(ε)
i is that from state (i, ε) to state
(i,−ε) (Fig. 2). Conservation of probability in the tran-
sition matrix is expressed as∑
j∈I
T
(±)
ij + Λ
(±)
i = 1, (28)
for all i ∈ I.
Let us assume that T˜ is ergodic. Then, the BC p˜i = p˜iT˜
ensures that the stationary distribution of T˜ is exactly p˜i.
To construct an irreversible Markov chain, we impose the
SDBC [17] described as
πiT
(+)
ij = πjT
(−)
ji . (29)
This condition means that the stochastic flow with a
transition from state (i,+) to state (j,+) balances with
the transition from state (j,−) to state (i,−). In general,
the DBC is violated by imposing the SDBC.
By the conservation of probability in Eq. (28) and the
SDBC in Eq. (29), the BC can be rewritten as
Λ
(+)
i − Λ(−)i =
∑
j 6=i
(T
(−)
ij − T (+)ij ). (30)
6FIG. 2. (Color online) Schematic picture of the extended
transition graph.
Consequently, the convergence to the extended station-
ary distribution is guaranteed by imposing the SDBC and
Eq. (30).
IV. IRREVERSIBLE METROPOLIS-HASTINGS
ALGORITHM
In this section, we construct the MCMC method on the
basis of the SDBC. Although the prototype algorithm for
a mean-field Ising model has been proposed by Turitsyn
et al. [17], we develop the algorithm so as to be applicable
to more general systems.
A. Choice of the transition matrix
An example of the transition probability T
(±)
ij is given
in this subsection. To begin, we prepare a transition ma-
trix on I satisfying the DBC with respect to pi. Namely,
a transition matrix T = (Tij)i,j∈I with πiTij = πjTji
is given. The transition probability T
(±)
ij satisfying the
SDBC in Eq. (29) is obtained by modifying Tij with an
arbitrary function ∆
(±)
ij of two states i, j ∈ I as follows:
T
(±)
ij =
1 +∆
(±)
ij
2
Tij , (31)
where ∆
(±)
ij satisfies |∆(±)ij | ≤ 1 and ∆(+)ij = ∆(−)ji for all
i, j ∈ I. It is straightforward to show that T (±)ij satisfies
the SDBC in Eq. (29).
Even if the transition probability T
(±)
ij is fixed as
Eq. (31), there remain several choices of the transition
probability Λ
(±)
i . The following transition probabilities
satisfy the condition of Eq. (30):
Λ
(±)
i,SH1
=
∑
j 6=i
T
(∓)
ij =
∑
j 6=i
1 + ∆
(∓)
ij
2
Tij , (32)
Λ
(±)
i,SH2
=
1
2
∓ 1
4
∑
j 6=i
(∆
(+)
ij −∆(−)ij )Tij , (33)
Λ
(±)
i,SH3
=
∑
j 6=i
1−∆(±)ij
2
Tij , (34)
and
Λ
(±)
i,TCV = max
{
0,
∑
j 6=i
(T
(∓)
ij − T (±)ij )
}
= max
{
0, ∓ 1
2
∑
j 6=i
(∆
(+)
ij −∆(−)ij )Tij
}
. (35)
They are referred to as the Sakai-Hukushima 1 (SH1)
type, the Sakai-Hukushima 2 (SH2) type [20], the Sakai-
Hukushima 3 (SH3) type, and the Turitsyn-Chertkov-
Vucelja (TCV) type [17], respectively.
B. Irreversible Metropolis-Hastings algorithm
Let us decompose the transition probability Tij as
Tij = qijwij (i 6= j) as was done in the previous section.
X˜(n) denotes the state in I˜ after n steps in a Markov
chain. Then, the irreversible Metropolis-Hastings (IMH)
algorithm is described as follows:
(i) Set an initial state X˜(0) chosen arbitrarily.
(ii) Suppose that X˜(n) = (i, ε) and propose a new state
(j, ε) by using the probability distribution (qij)j∈I .
(iii) Accept the proposed state as X˜(n+1) = (j, ε) with
the probability (1 + ∆
(ε)
ij )wij/2.
(iv) If the proposed state is rejected in step (iii), set
X˜(n+1) = (i,−ε) with the probability p given as
p =
Λ
(ε)
i
1−
∑
j 6=i
T
(ε)
ij
. (36)
If also rejected, set X˜(n+1) = X˜(n).
By repeating the above procedures (ii)–(iv) M times,
one can obtain the Markov chain (X˜(n))n=0,1,2,...,M gen-
erated by the transition matrix T˜, verified in Appendix A.
The expectation 〈fˆ〉p˜i is estimated in the same way as in
the original Metropolis-Hastings algorithm.
7FIG. 3. (Color online) Schematic picture of a part of the
transition graph on the state space I in a reversible Markov
chain.
V. PERFORMANCE EVALUATION
In this section, we discuss a random walk on a circle
as a toy model. By specifying all the eigenvalues and
eigenvectors of the corresponding transition matrices, we
discuss the efficiency of the irreversible MCMC method
we have proposed in the previous sections.
A. Random walk on a circle
Suppose that there are states i = 1, 2, . . . ,Ω on a circle
under a periodic boundary condition. Then, we give the
transition matrix on the state space as
T = (1− α)IΩ + JΩ
(α
2
,
α
2
)
, (37)
where 0 < α < 1 is a transition rate, IΩ is the Ωth identity
matrix, and
JΩ(a, b) ≡


0 a b
b 0 a
. . .
. . .
. . .
b 0 a
a b 0

 , (38)
respectively. Figure 3 illustrates a transition graph on I.
The stationary distribution of T is given by the uniform
distribution as πi = 1/Ω since the transition matrix is
doubly stochastic. Notice that the transition matrix sat-
isfies the DBC with respect to the uniform distribution.
All the eigenvalues of the transition matrix for the toy
model are derived as
λk = 1− α+ α cos θk, (39)
where θk ≡ 2π(k − 1)/Ω for 1 ≤ k ≤ [Ω/2] + 1 and
[x] denotes the maximum integer that does not exceed
x ∈ R. The multiplicities of eigenvalues for even Ω are
given by m1 = 1, mk = 2 for 2 ≤ k ≤ [(Ω + 1)/2], and
mΩ/2+1 = 1, respectively. The eigenvectors of T are the
same as those of JΩ(α/2, α/2), described in Appendix B
in detail.
B. Irreversible random walk with the SDBC
Some previous works addressed the effectiveness of the
violation of the DBC. Diaconis et al. have analyzed the
FIG. 4. (Color online) Schematic picture of a part of the
transition graph on the extended state space in an irreversible
Markov chain.
convergence rate of the total variation and χ2 distance
of a nonreversible random walk [15]. Chen et al. have
shown that the mixing time of the random walk is re-
duced by violating the DBC [16]. In this subsection,
we derive all the eigenvalues and eigenvectors of the ex-
tended transition matrix with the SDBC. By using them,
we reveal that the convergence rate and the worst evalua-
tion of the asymptotic variance are improved by imposing
the SDBC. We also find that the violation of the DBC
is not always superior to the original method with the
DBC.
Let us apply the methodology of the SDBC to the
random walk described in the previous subsection. By
adding the auxiliary variable ε ∈ {+,−}, the state space
is doubled and the target distribution is extended as the
uniform distribution on the extended state space. The
transition matrix on the extended state space is given as
T˜ =
[
1−
(
1 +
δ − δ′
2
)
α
2
− γ
]
I2Ω
+ J˜2Ω
(
1 + δ
2
α
2
,
1− δ′
2
α
2
; γ
)
, (40)
where
J˜2Ω(a, b; c) ≡
(
JΩ(a, b) cIΩ
cIΩ JΩ(b, a)
)
, (41)
with |δ| ≤ 1 and |δ′| ≤ 1 being parameters to control the
violation of the DBC, and where γ is a transition rate
for ε flip. The allowed range of γ, 0 ≤ γ < 1 − (2 + δ −
δ′)α/4, includes the particular transition rates such as
SH1, SH2, SH3, and TCV types, explicitly specified by
γSH1 = (2+δ−δ′)α/4, γSH2 = 1/2, γSH3 = (2−δ+δ′)α/4,
and γTCV = 0, respectively. The transition graph on the
extended state space is given as Fig. 4.
8All the eigenvalues of T˜ are obtained with Eq. (39) as
λ˜±k =1−
(
1 +
δ − δ′
2
)
α sin2
θk
2
− γ
±
√
γ2 −
(
δ + δ′
2
)2 (α
2
sin θk
)2
, (42)
for 1 ≤ k ≤ [Ω/2] + 1. The multiplicities of eigenvalues,
depending only on the label k, are given by m1 = 1,
mk = 2 for 2 ≤ k ≤ [(Ω + 1)/2], and mΩ/2+1 = 1 if Ω is
even, respectively. We should note that some eigenvalues
are degenerate or might be complex depending on δ, δ′,
and γ. In particular, the extended transition matrix T˜ is
not diagonalizable when γ = |δ+ δ′|(α/4) sin θk for some
2 ≤ k ≤ [(Ω+1)/2]. All the eigenvectors of the extended
transition matrix T˜ are the same as those of J˜2Ω(a, b; c)
with a = (1 + δ)α/4, b = (1 − δ′)α/4, and c = γ, as
described in Appendix C in detail.
C. Comparison of efficiency
In the present random-walk problem, the extended
transition matrix T˜ with δ = δ′ = 0 is equivalent to the
additive reversibilization of T˜ with δ = δ′(6= 0). Thus,
it is theoretically guaranteed from Refs. [26, 27] that the
real part of the second-largest eigenvalue and the asymp-
totic variance of T˜ with δ = δ′(6= 0) are reduced in com-
parison with those of T˜ with δ = δ′ = 0. However, it
is unclear whether the convergence rate and the asymp-
totic variance of T˜ are reduced in comparison with those
of the original reversible transition matrix T. In this sub-
section, we study two particular cases: (A) δ = δ′ and
(B) δ′ = 1. Note that in the case (B), a path from state
(i, ε) to (i − ε, ε) in the corresponding transition graph
vanishes for all i. We assume that α = 1/2 and that
Ω is a sufficiently large even number for simplicity. By
using the explicit expression of eigenvalues and eigenvec-
tors derived in the previous subsections and appendices,
we show analytically that the irreversible Markov chain
with the SDBC for the random walk is more efficient than
the reversible one in terms of the relaxation time and the
asymptotic variance.
1. Convergence rate
First, let us discuss the relaxation time of the random-
walk problem. In the case of the reversible random walk
in Sec. VA, the relaxation time is obtained as
τrelax = − 1
log |λ2| . (43)
In contrast, in the irreversible random walk of cases (A)
and (B), the relaxation time is obtained as
τ˜relax = − 1
log η˜
, (44)
where
η˜ ≡ max
2≤k≤Ω/2+1
ε=±
|λ˜εk| (45)
is the second-largest eigenvalue in absolute value and the
candidates of η˜ are |λ˜−1 |, |λ˜+2 |, and |λ˜−Ω/2+1|. Then, η˜ is
identified as follows:


η˜ = |λ˜−1 | if 0 ≤ γ ≤ min
[
1
4
(
sin2 piΩ + δ
2 cos2 piΩ
)
,
1
4
(
1− 12 sin2 piΩ
)− 14
√(
1− 12 sin2 piΩ
) (
1− 52 sin2 piΩ
)
+ δ
2
4 sin
2 2pi
Ω
]
,
η˜ = |λ˜−Ω/2+1| if 916
(
1− 13 sin2 piΩ
)− 316
√(
1− 13 sin2 piΩ
)2 − δ218 sin2 2piΩ ≤ γ ≤ 34 ,
η˜ = |λ˜+2 | otherwise
(46)
for case (A) and


η˜ = |λ˜−1 | if 0 ≤ γ ≤ 14
(
1 + 1+δ4 sin
2 pi
Ω
)− 14
√(
1 + 1+δ4 sin
2 pi
Ω
)2 − (1+δ)(7−δ)4 sin2 piΩ ,
η˜ = |λ˜−Ω/2+1| if 34
[
1− 1+δ8
(
1 + sin2 piΩ
)]
+ 14
√[
1− 1+δ8
(
1 + sin2 piΩ
)]2 − (1+δ)232 sin2 2piΩ ≤ γ ≤ 7−δ8 ,
η˜ = |λ˜+2 | otherwise
(47)
for case (B), respectively. By comparing τrelax with τ˜relax, we find that τrelax ≥ τ˜relax in the parameter region of (δ, γ),
explicitly given by
1
2
sin2
π
Ω
+
1
16
sin2 2piΩ
1 + cos2 piΩ
(
δ2 − tan2 π
Ω
)
≤ γ ≤ 1
4
(
sin2
π
Ω
+ δ2 cos2
π
Ω
)
(48)
9FIG. 5. (Color online) Maps of the second-largest eigenvalue of the extended transition matrix T˜ in absolute value. The left
and right panels represent cases (A) δ = δ′ and (B) δ′ = 1, respectively. In each panel, the shaded portion represents the
parameter region (δ, γ) where the relaxation time is reduced by imposing the skew detailed balance condition. The thick dashed
line represents the minimum of the relaxation time of the irreversible random walk for a fixed δ and the star symbol provides
the lowest value of the relaxation time in the parameter region. Note that λ˜+2 is a complex number below the thick dashed line.
for case (A) and
4 sin2 piΩ
4− (1 + δ) sin2 piΩ
[
cos2
π
Ω
+
(
3− δ
4
)2]
≤ γ ≤ 3− δ
8
[
sin2
π
Ω
+
(
1 + δ
3− δ
)2
cos2
π
Ω
]
(49)
for case (B), respectively. The parameter region of (δ, γ) is shown by the shaded areas in Fig. 5.
In particular, τ˜relax is minimized by setting |δ| = 1 and
γ = (1/4) sin(2π/Ω) in both cases. This is the best choice
of parameters in terms of the relaxation time. Then, the
Ω dependence of the relaxation time is qualitatively im-
proved from O(Ω2) in the reversible case to O(Ω) in the
irreversible case, meaning that the violation of the DBC
yields the qualitative change of the relaxation dynamics
in the random walk from diffusive to ballistic. However,
the relaxation time increases from the minimum value if
the transition rate γ is set as the SH1, SH2, SH3, and
TCV types previously attained [17, 20]. This result im-
plies that the efficiency is not always improved even if
the DBC is violated.
One may consider that the irreversible Markov chains
can possibly have complex eigenvalues. In fact, as shown
in Fig. 5, there is a finite region where the second-
largest eigenvalue is complex. Interestingly, the param-
eter set with the minimum relaxation time is located on
the boundary of the region. However, the emergence of
the complex eigenvalues does not always involve the effi-
ciency of the irreversible MCMC method.
2. Asymptotic variance
From the general result discussed in Sec. II, the ra-
tio of the asymptotic variance and the variance for any
quantity is upper-bounded by (1 + λ2)/(1 − λ2) for the
reversible Markov chain. We study the corresponding
upper bound of the ratio in the case of an irreversible
random walk with the SDBC. It is reasonable to con-
sider the asymptotic variance for the extended quantity
defined as fˆ ′ : (i, ε) 7→ fi because we are interested in the
quantities that are independent of the auxiliary variable
ε. Then, we obtain the asymptotic variance of fˆ ′ as
v(fˆ ′, p˜i, T˜)
=
[Ω/2]+1∑
k=2
[∑
ε=±
1
1− (Aεk)2
1 + λ˜εk
1− λ˜εk
][
mk∑
σ=1
(fBv⊤k,σ)(uk,σf
⊤)
]
.
(50)
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FIG. 6. (Color online) The parameter region (δ, γ) where the asymptotic variance is reduced by imposing the skew detailed
balance condition (shaded portion). The left and right panels represent cases (A) δ = δ′ and (B) δ′ = 1, respectively. The star
symbol indicates the lowest value in the parameter region.
The ratio of the asymptotic variance to the variance is
found to be maximized when fˆ ′ is chosen as fˆ ′ = vˆ′2,σ:
max
fˆ ′ 6=0ˆ
v(fˆ ′, p˜i, T˜)
varp˜i[fˆ ′]
=
v(vˆ′2,σ, p˜i, T˜)
varp˜i[vˆ′2,σ]
=
∑
ε=±
1
1− (Aε2)2
1 + λ˜ε2
1− λ˜ε2
. (51)
By comparing the upper bound of the asymptotic vari-
ance, we show that the worst evaluation of the asymp-
totic variance of T˜ is improved from that of T when the
parameters (δ, γ) satisfy the following inequalities:
γ ≤ 1
4
(
δ2 cos2
π
Ω
− sin2 π
Ω
)
(52)
for case (A) and
γ ≤ 1 + δ
8
(
1 + δ
3− δ cos
2 π
Ω
− sin2 π
Ω
)
(53)
for case (B), respectively. The parameter region is il-
lustrated in Fig. 6. This result indicates that the upper
bound of the asymptotic variance can never be improved
by changing the value of δ for the SH1, SH2, or SH3 type
of transition rate. However, by choosing the TCV type of
transition rate, it is improved when δ is sufficiently large
and the limit of |δ| = 1 provides the most efficient algo-
rithm in the parameter region. The most efficient point
is different from that in the sense of the relaxation time.
VI. SUMMARY AND DISCUSSION
In this paper, the irreversible Metropolis-Hastings al-
gorithm satisfying the SDBC is generalized so that it is
applicable to any system with discrete degrees of free-
dom. In this algorithm, the violation of the DBC is
characterized by the function ∆
(±)
ij , referred to as the
skewness function. In addition, there are four different
transition probabilities for ε flip Λ
(±)
i referred to as the
SH1, SH2, SH3, and TCV types. This algorithm has al-
ready been applied to several Ising spin systems and the
relaxation dynamics of magnetization density has been
discussed [20, 21].
To acquire further knowledge about this algorithm, it
is applied to the random walk in one dimension as a
benchmark. According to the general procedure men-
tioned in Sec. III, the irreversible transition matrix T˜,
which is characterized by the parameters δ, δ′, and γ, is
constructed. Then, all the eigenvalues and eigenvectors
of T˜ are derived analytically by the explicit diagonaliza-
tion, and the parameter (δ, γ) dependence of the relax-
ation rate and the asymptotic variance are discussed in
the two particular cases δ = δ′ and δ′ = 1. As a result,
it is found that the relaxation rate and the asymptotic
variance in the irreversible MCMC method are improved
by selecting appropriate values of parameters (δ, γ), in
comparison with those in the corresponding reversible
one. In particular, the relaxation rate is qualitatively
improved by the appropriate choice of the parameter γ.
Therefore, it is theoretically confirmed that the violation
of the DBC by imposing the SDBC can improve the effi-
ciency of MCMC methods. From the present theoretical
analysis of the toy model, it should be noticed that the
efficiency of the MCMC method depends on how its ef-
ficiency is evaluated, and the violation of the DBC does
not always improve the efficiency.
As discussed in this paper, the efficiency of our pro-
posed algorithm depends on the transition probability
11
Λ
(±)
i . The choice of the skewness function ∆
(±)
ij also af-
fects the efficiency in general. Only the simplest skew-
ness function is discussed in Sec. V, but other types of
the skewness function are available such as
∆
(±)
ij = ±δtanh[β(fj − fi)], (54)
where |δ| ≤ 1 and β > 0 are parameters and fi is the
realization of quantity fˆ . One may expect that there
exists an appropriate choice of skewness function that
effectively reduces the relaxation time and the asymp-
totic variance, depending on the measured quantity fˆ . It
would be interesting to clarify which choice is the most
efficient for each problem to be studied and also for each
quantity to be measured.
Although in this paper we have explicitly shown that
our proposed algorithm efficiently works in the sim-
ple random walk, little is known about its effectiveness
in general. Thus, it is important to investigate what
happens if we apply this method to other statistical-
mechanical models, such as Potts models, spin glasses,
and so on, which is left for future study.
ACKNOWLEDGMENTS
YS is supported by a Grant-in-Aid for the Japan Soci-
ety for Promotion of Science (JSPS) Fellows (Grant No.
26·7868). KH is supported by Grants-in-Aid for Scien-
tific Research from MEXT, Japan (Nos. 25610102, and
25120010).
Appendix A: Verification of the irreversible
Metropolis-Hastings algorithm
In this appendix, we verify that a sequence
(X˜(n))n=0,1,2,... generated with the IMH algorithm in
Sec. IVB is a Markov chain characterized by the tran-
sition matrix T˜. It is obvious that the sequence
(X˜(n))n=0,1,2,... is a homogeneous Markov chain. Thus,
we only have to examine whether a conditional probabil-
ity Prob[X˜(n+1) = (j, ε′)|X˜(n) = (i, ε)] is identical with
the corresponding element of T˜. For i ∈ I, j 6= i, ε = ±,
and n = 0, 1, 2, ..., each correspondence is verified by the
following calculations:
Prob[X˜(n+1) = (j,−ε)|X˜(n) = (i, ε)] = 0, (A1)
Prob[X˜(n+1) = (j, ε)|X˜(n) = (i, ε)]
= qij
1 + ∆
(ε)
ij
2
wij = T
(ε)
ij , (A2)
Prob[X˜(n+1) = (i,−ε)|X˜(n) = (i, ε)]
=

qii +∑
j 6=i
qij
(
1− 1 + ∆
(ε)
ij
2
wij
)
 Λ(ε)i
1−∑j 6=i T (ε)ij
=

 Ω∑
j=1
qij −
∑
j 6=i
qij
1 + ∆
(ε)
ij
2
wij

 Λ(ε)i
1−∑j 6=i T (ε)ij
=

1−∑
j 6=i
T
(ε)
ij

 Λ(ε)i
1−∑j 6=i T (ε)ij = Λ
(ε)
i , (A3)
and
Prob[X˜(n+1) = (i, ε)|X˜(n) = (i, ε)]
=

qii +∑
j 6=i
qij
(
1− 1 + ∆
(ε)
ij
2
wij
)
×
(
1− Λ
(ε)
i
1−∑j 6=i T (ε)ij
)
= 1−
∑
j 6=i
T
(ε)
ij − Λ(ε)i = T (ε)ii . (A4)
Appendix B: Spectral decomposition of JΩ(a, b)
In this appendix, the matrix JΩ(a, b) ∈ RΩ×Ω, defined
by
JΩ(a, b) ≡


0 a b
b 0 a
. . .
. . .
. . .
b 0 a
a b 0

 , (B1)
is considered. By specifying all the eigenvalues and eigen-
vectors, the spectral decomposition of JΩ(a, b) is derived.
The eigenvalues of JΩ(a, b) with a = b are given by
µk(a, b) =(a+ b) cos θk + i(a− b) sin θk, (B2)
where θk ≡ 2π(k − 1)/Ω for k = 1, 2, . . . ,Ω. The imagi-
nary unit is denoted by i. The left (right) eigenvectors uk
(vk) associated with the eigenvalue µk(a, b) are obtained
as
uk =
(
1
Ω
e−inθk
)Ω
n=1
, vk =
(
einθk
)Ω
n=1
, (B3)
respectively. They satisfy the orthonormal relation and
the complete relation described as
ukv
⊤
l = δkl (B4)
and
Ω∑
k=1
v⊤k uk = IΩ, (B5)
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respectively. Thus, the spectral decomposition of JΩ(a, b)
is derived as
JΩ(a, b) =
Ω∑
k=1
µk(a, b)v
⊤
k uk. (B6)
For a = b, all the eigenvalues of JΩ(a, a) are real and
the eigenvalues µk(a, a) and µΩ+2−k(a, a) in Eq. (B2) are
degenerate for 2 ≤ k ≤ [(Ω + 1)/2] because θΩ+2−k =
2π − θk. Thus, the eigenvalue of JΩ(a, a) is obtained as
µk(a, a) = 2a cos θk, (B7)
for k = 1, 2, . . . , [Ω/2]+1, and the multiplicity of µk(a, a)
is given as

m1 = 1 for k = 1,
mk = 2 for 2 ≤ k ≤ [(Ω + 1)/2],
mΩ/2+1 = 1 for k = Ω/2 + 1 with even Ω.
(B8)
In this case, all the eigenvectors can be chosen as real
vectors because all the eigenvalues are real numbers.
Let σ = 1, . . . ,mk be an index for multiplicity and
1 ≡ (1, . . . , 1) ∈ RΩ. Then, the left eigenvector uk,σ
and the right eigenvector vk,σ associated with JΩ(a, a)’s
eigenvalue µk(a, a) are given as follows:
u1,1 =
1
Ω
1, v1,1 = 1, (B9)

 uk,1 =
(√
2
Ω cosnθk
)Ω
n=1
,
vk,1 =
(√
2 cosnθk
)Ω
n=1
,
(B10)

 uk,2 =
(√
2
Ω sinnθk
)Ω
n=1
,
vk,2 =
(√
2 sinnθk
)Ω
n=1
,
(B11)
for 2 ≤ k ≤ [(Ω + 1)/2], and{
uΩ/2+1,1 =
(
1
Ω (−1)n
)Ω
n=1
,
vΩ/2+1,1 = ((−1)n)Ωn=1 ,
(B12)
for k = Ω/2 + 1 with even Ω. These eigenvectors satisfy
the orthonormal relation
uk,σv
⊤
l,ρ = δklδσρ (B13)
and the complete relation
[Ω/2]+1∑
k=1
mk∑
σ=1
v⊤k,σuk,σ = IΩ. (B14)
Thus, the spectral decomposition of JΩ(a, a) is derived
as
JΩ(a, a) =
[Ω/2]+1∑
k=1
µk(a, a)
(
mk∑
σ=1
v⊤k,σuk,σ
)
. (B15)
Appendix C: Spectral decomposition of J˜2Ω(a, b; c)
The matrix J˜2Ω(a, b; c) ∈ R2Ω×2Ω, defined as
J˜2Ω(a, b; c) ≡
(
JΩ(a, b) cIΩ
cIΩ JΩ(b, a)
)
, (C1)
is considered. In this appendix, all the eigenvalues and
eigenvectors of J˜2Ω(a, b; c) are explicitly given. It should
be noted that the matrix J˜2Ω(a, b; c) is not diagonalizable
for c = ±(a− b) sin θk with k = 2, 3, . . . , [(Ω + 1)/2].
If c = 0, the matrix J˜2Ω(a, b; 0) is equivalent to a block
diagonal matrix JΩ(a, b)⊕ JΩ(b, a). Thus, the eigenvalue
of J˜2Ω(a, b; 0) is given as
µ˜k(a, b; 0) = (a+ b) cos θk + i(a− b) sin θk, (C2)
for k = 1, 2, . . . ,Ω, and all the eigenvalues are doubly-
degenerate. Let 0 ≡ (0, . . . , 0) ∈ RΩ, uk and vk be the
vectors defined in Appendix B, and an asterisk denote
the complex conjugate. Then, the left eigenvector u˜k,σ
and the right eigenvector v˜k,σ associated with µ˜k(a, b; 0)
are straightforwardly obtained as
u˜k,1 = (uk,0), v˜k,1 = (vk,0) (C3)
and
u˜k,2 = (0,u
∗
k), v˜k,2 = (0,v
∗
k), (C4)
for 1 ≤ k ≤ Ω, respectively. They satisfy the orthonormal
and complete relation and thus the spectral decomposi-
tion of J˜(a, b; 0) is obtained as
J˜2Ω(a, b; 0) =
Ω∑
k=1
µ˜k(a, b; 0)
(
v˜⊤k,1u˜k,1 + v˜
⊤
k,2u˜k,2
)
. (C5)
When c 6= 0 and a = b, the eigenvalue of J˜2Ω(a, a; c) is
given as
µ˜±k (a, a; c) = 2a cos θk ± c, (C6)
for k = 1, 2, . . . , [Ω/2]+1. The multiplicity of µ˜±k (a, a; c),
which depends only on the label k, is obtained as

m1 = 1 for k = 1,
mk = 2 for 2 ≤ k ≤ [(Ω + 1)/2],
mΩ/2+1 = 1 for k = Ω/2 + 1 with even Ω.
(C7)
Let uk,σ and vk,σ be the vectors defined in Appendix B.
Then, the left eigenvector u˜±k,σ and the right eigenvector
v˜±k,σ associated with µ˜
±
k (a, a; c) are given as follows:
u˜±1,1 =
1
2Ω
(1,±1), v˜±1,1 = (1,±1), (C8)
and {
u˜±k,σ =
1√
2
(uk,σ,±uk,σ),
v˜±k,σ =
1√
2
(vk,σ,±vk,σ), (C9)
13
for 2 ≤ k ≤ [Ω/2] + 1. They satisfy the orthonormal
relation described as
u˜εk,σv˜
µ⊤
l,ρ = δklδσρδεµ (C10)
and the complete relation
[Ω/2]+1∑
k=1
∑
ε=±
mk∑
σ=1
v˜ε⊤k,σu˜
ε
k,σ = I2Ω. (C11)
Thus, the spectral decomposition of J˜2Ω(a, a; c) is derived
as
J˜2Ω(a, b; c) =
[Ω/2]+1∑
k=1
[∑
ε=±
µ˜εk(a, a; c)
(
mk∑
σ=1
v˜ε⊤k,σu˜
ε
k,σ
)]
.
(C12)
If c 6= 0, a 6= b, and c 6= ±(a − b) sin θk for all
k = 2, 3, . . . , [(Ω + 1)/2], the eigenvalue of J˜2Ω(a, b; c) is
obtained as
µ˜±k (a, b; c) = (a+ b) cos θk ±
√
c2 − (a− b)2 sin2 θk,
(C13)
for k = 1, 2, . . . , [Ω/2] + 1. Note that µ˜±k (a, b; c) might
be complex when |c| < |a − b| sin θk. The multiplicity of
µ˜±k (a, b; c), depending only on the label k, is given as

m1 = 1 for k = 1,
mk = 2 for 2 ≤ k ≤ [(Ω + 1)/2],
mΩ/2+1 = 1 for k = Ω/2 + 1 with even Ω.
(C14)
The left eigenvector u˜±k,σ and the right eigenvector v˜
±
k,σ
associated with µ˜±k (a, b; c) are given as follows:
u˜±1,1 =
1
2Ω
(1,±1), v˜±1,1 = (1,±1), (C15)
{
u˜±k,1 =
1√
2[1−(A±
k
)2]
(uk,1 +A
±
k uk,2,uk,1 −A±k uk,2),
v˜±k,1 =
1√
2
(vk,1 −A±k vk,2,vk,1 + A±k vk,2),
(C16){
u˜±k,2 =
1√
2[1−(A±
k
)2]
(uk,2 −A±k uk,1,uk,2 +A±k uk,1),
v˜±k,2 =
1√
2
(vk,2 +A
±
k vk,1,vk,2 − A±k vk,1),
(C17)
for 2 ≤ k ≤ [(Ω + 1)/2], where
A±k ≡
c∓
√
c2 − (a− b)2 sin θk
(a− b) sin θk (C18)
and {
u˜±Ω/2+1,1 =
1√
2
(uΩ/2+1,1,±uΩ/2+1,1),
v˜±Ω/2+1,1 =
1√
2
(vΩ/2+1,1,±vΩ/2+1,1), (C19)
for k = Ω/2 + 1 with even Ω. They satisfy the orthonor-
mal and complete relation described as
u˜εk,σv˜
µ⊤
l,ρ = δklδσρδεµ (C20)
and
[Ω/2]+1∑
k=1
∑
ε=±
mk∑
σ=1
v˜ε⊤k,σu˜
ε
k,σ = I2Ω, (C21)
respectively. Thus, the spectral decomposition of
J˜2Ω(a, b; c) is obtained as
J˜2Ω(a, b; c) =
[Ω/2]+1∑
k=1
[∑
ε=±
µ˜εk(a, b; c)
(
mk∑
σ=1
v˜ε⊤k,σu˜
ε
k,σ
)]
.
(C22)
Let us consider the case in which a 6= b and there exists
an integer q ∈ {2, 3, . . . , [(Ω + 1)/2]} such that c = ǫ(a−
b) sin θq ≡ cq with ǫ = ±1. In this case, the eigenvalues
µ˜+q (a, b; cq) and µ˜
−
q (a, b; cq) obtained from Eq. (C13) are
degenerate. Therefore, the multiplicity of the eigenvalue
µ˜q ≡ µ˜±q (a, b; cq) is 4. However, the dimension of the
eigenspace corresponding to µ˜q is 2 and thus J˜2Ω(a, b; cq)
is not diagonalizable. In this case, one can transform
J˜2Ω(a, b; cq) into a Jordan normal form by considering
the set of vectors defined as

u˜
(i)
q = B
(i)
q (uq,1 − ǫuq,2,uq,1 + ǫuq,2),
u˜
(ii)
q = B
(ii)
q (uq,1 + ǫuq,2,uq,1 − ǫuq,2),
u˜
(iii)
q = B
(iii)
q (uq,2 + ǫuq,1,uq,2 − ǫuq,1),
u˜
(iv)
q = B
(iv)
q (uq,2 − ǫuq,1,uq,2 + ǫuq,1)
(C23)
and

v˜
(i)
q = C
(i)
q (vq,1 − ǫvq,2,vq,1 + ǫvq,2),
v˜
(ii)
q = C
(ii)
q (vq,1 + ǫvq,2,vq,1 − ǫvq,2),
v˜
(iii)
q = C
(iii)
q (vq,2 + ǫvq,1,vq,2 − ǫvq,1),
v˜
(iv)
q = C
(iv)
q (vq,2 − ǫvq,1,vq,2 + ǫvq,1),
(C24)
where the coefficients B
(x)
q and C
(x)
q (x = i, ii, iii, iv)
satisfy
B(x)q C
(x)
q =
1
4
(C25)
and
B(ii)q C
(i)
q =B
(iv)
q C
(iii)
q =
1
2
cq. (C26)
Note that they satisfy the orthonormal relation as
u˜(x)q v˜
(y)⊤
q = δxy. (C27)
Let U,V ∈ R4×2Ω be
U ≡


u˜
(i)
q
u˜
(ii)
q
u˜
(iii)
q
u˜
(iv)
q

 , V ≡


v˜
(i)
q
v˜
(ii)
q
v˜
(iii)
q
v˜
(iv)
q

 . (C28)
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Then, the orthonormal relation in Eq. (C27) can be
rewritten as
UV⊤ = I4. (C29)
Moreover, by replacing the term
∑
ε=±
µ˜εq(a, b; c)
( ∑
σ=1,2
v˜ε⊤q,σu˜
ε
q,σ
)
(C30)
in Eq. (C22) with
V⊤


µ˜q 1
0 µ˜q
µ˜q 1
0 µ˜q

U
=µ˜q
∑
x
v˜(x)⊤q u˜
(x)
q + v˜
(i)⊤
q u˜
(ii)
q + v˜
(iii)⊤
q u˜
(iv)
q , (C31)
the spectral decomposition in Eq. (C22) holds even in
this case.
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