A distribution function F(x) is said to be unimodal [l, p. 157] if there exists at least one value x = a such that F(x) is convex for x<a and concave for x>a. The point x = a is called the vertex of the distribution. In particular, if F(x) is absolutely continuous, then the corresponding probability density function p(x) = F'{x) is nondecreasing for x<a and nonincreasing for x>a. In the present paper we shall establish the unimodality of a class of distribution functions which were studied by Linnik in [2] . He has shown that for any real a in the interval 0<a = 2 the function is the characteristic function of a symmetric and absolutely continuous distribution function. We denote this class of distribution functions by C. We shall now prove the following theorem.
Theorem.
Every distribution function belonging to the class C is unimodal.
For the proof of this theorem we give first the following lemma which may be of some independent interest. Lemma 1. Let f(t) be a continuous real-valued and even function of the real variable t such that /(0) = 1 and f(t) = A (t) for t > 0 where the function A{t) satisfies the following conditions: so that/(¿) is absolutely integrable over the interval (-w </< + <»). Therefore for any real x the function
exists and is a continuous, real-valued and even function of x so that we have p(x)=p( -x) forx^O. We shall now show that p(x)}t0 for x^O. We see easily from (1) that for x^O
In order to evaluate the integral on the right-hand side of (2), we consider the function \p(z) =eizxA(z) (z complex and x^O) and a closed contour Y in the first quadrant of the complex z-plane (z<=t+iv, t and v both real) consisting of the real axis from p to R, the larger circular arc of radius R, the imaginary axis from iR to ip and finally the smaller arc of radius p. The function \p(z) is regular in the contour T. Therefore, according to the theorem of Cauchy we have The non-negativity of ^(x) for x^O follows immediately from the condition (iii) of the lemma. Finally we show that for x=gO, the probability density function p{x) is a decreasing function of x. From (5) we see that for xi>x2>0, p(Xl) < p(x2) < p (0) so that the probability density function p(x) has a unique maximum at the point x = 0. This completes the proof of the lemma.
Proof of the Theorem. For the proof of the theorem, we shall discuss separately three mutually exclusive possible cases:
Case 1 (0<a;Sl). In this case we consider the function
We can easily verify after some elementary computations that for
¿>0
at"-2 6"(t) = ■-[(1 -a2) + 2(1 + 2a2)t<* + (1 -<*2)*2"] > 0.
(1 + taY
Thus we conclude that the function 6(t) introduced in (6) as a function of the complex variable z and then verify easily that A(z) satisfies the conditions (i), (ii) and (iii) of Lemma 1. Therefore the unimodality of this class follows as a direct consequence of this lemma. Case 3 (a = 2). In this case it is well known that the probability density function of the corresponding distribution function is given by 1
which has a unique maximum at the point x = 0. This completes the proof of the theorem. The following corollary is a direct consequence of this theorem. We now turn to the proof of the corollary. First, we note that the characteristic function of a symmetric stable distribution function is given by g(t)=e~^^a (0<a^2)
[l, p. 164]. We write a" = n~lla where » is a positive integer. Then we conclude from our theorem and Lemma 2 that for every positive integer n, the function gn(0 = [f(aj)]» = is the characteristic function of a symmetric unimodal distribution function. The proof of the corollary follows immediately from Levy's continuity theorem and Lemma 3.
