




机 械 科 学 与 技 术


























Multi-model Comprehensive Forecasting Method Combined
with Bootstrap and Variable Weight
Yuan Xiukai，Chen Bin
(School of Aerospace Engineering，Xiamen University，Fujian Xiamen 361005，China)
Abstract:To predict the fatigue life of the component accurately，a good strategy is to combine several suitable
models for the prediction，but the weight value of the traditional method is a determined value． In order to improve
the prediction accuracy，weight changeable combination forecasting method has been paid more and more attention．
However，estimating the predicted results in the project is not sufficient to provide adequate decision information，
and it is necessary to estimate the confidence interval． This paper presents a multi-model comprehensive confidence
interval forecasting method based on Bootstrap and variable weight． Bootstrap is used to sample the combined data，
based on the re-sampling samples，the weights of each model are obtained by variable weight combining method，
and finally the confidence interval is predicted by the quantile method． The method is applied to the engineering
example to verify the rationality and feasibility of the proposed method．
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wi(x)= pi0 + pi1x + pi2x
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Efron［16］于 1779 年最早提出 Bootstrap 方法，


































































预测值的置信水平为 1 － α 的置信区间估计为
［ybj，α /2，y
b
j，1－α /2］，j = 1，2，…，N，b = 1，2，…，K。
其中置信区间的上界和下界为经验百分位数，
分别对应于每个数据点的预测结果的第 K × 0．5a和
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待处理的钢骨混凝土蠕变量数据如表 1，取 K =
1 000，运用 Bootstrap方法对合并数据进行 1 000 次








































使用 Bootstrap再抽样得到的 1 000组再抽样样本数
据，建立优化问题求解各组 Bootstrap 样本的权重函
数 wi(x)的待定系数，并对权重函数 wi(x)进行归
一化处理，得到 1 000 组不同的 wi(x)，便可得到
1 000个不同的变权重预测总模型，根据待预测的输
入量，由预测总模型可得到对应预测结果
yj = gAcp(xj) j = 1，2，…，N












j，0．95］ j = 1，2，…，N;b = 1，2，…，1 000
其中置信区间的上界和下界为经验百分位数，
分别对应于每个数据点的预测结果的第 50 和第
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90 1．054 ［1．027，1．197］ ［1．120，1．173］
180 1．189 ［1．149，1．399］ ［1．291，1．318］
270 1．297 ［1．205，1．504］ ［1．378，1．451］
360 1．410 ［1．241，1．571］ ［1．433，1．511］












































式中:σ'f = 2 525 MPa;ε'f = 12． 59;E = 1． 729 5 ×
105 MPa;fg = 1 547 MPa;b = －0．145 7;c = －1．114 6;
Δεt 为应变范围;εa 为应变幅值;Nf 为低循环疲劳寿







用性。取 K = 1 000，运用 Bootstrap 方法对合并数据















N］ b = 1，2，…，K
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0．002 5 56 804 382 034 130 874 102 639 50 191 85 866 ［56 803，212 428］ 84 062 ［58 720，137 317］
0．003 0 50 111．1 171 921 49 105 43 367 24 150 48 152 ［40 424，66 823］ 38 818 ［27 676，59 055］
模型合并 0．003 5 27 357．5 92 085 23 480 22 651 13 363 28 643 ［19 853，33 334］ 21 058 ［15 241，30 867］
0．004 0 16 941．4 49 208 12 810 12 697 8 463 16 892 ［13 634，20 690］ 12 410 ［9 435，17 344］
0．005 0 6 909．5 18 508 5 629．7 5 677 4 148 6 826．6 ［5 094．6，10 701］ 5 537．8［4 490．7，7 270．4］
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