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Abstract
We present a new approach to extend the tokenisation
scheme used in Java Card to allow for both invokevirtual
and invokeinterface calls to be dispatched using the same
virtual method table. An algorithm is described for token
assignment to identify methods that can use the same token,
even in the presence of interfaces. As a consequence much
of the string data in the class files is no longer required
at runtime, resulting in compression of the class files by a
factor of two. This is applied to the Java 2 Micro Edition
(J2ME) platform and simplifies the method dispatch process
to the point where it can be implemented directly in hard-
ware.
1. Introduction
The Java 2 Micro Edition (J2ME) is designed to run on
devices where it is not possible or not desirable to run the
full Java 2 Standard Edition (J2SE). There are two ‘configu-
rations’ for J2ME, Connected Device Configuration (CDC)
[13] for more powerful devices, such as set-top boxes and
the Connected Limited Device Configuration (CLDC) [14]
for limited devices such as mobile phones. This paper fo-
cuses on devices designed to run the CLDC. While some of
the features of J2SE have been removed, a CLDC device is
required to load, parse, verify, link and execute a standard
J2SE class file (with the exception of a simplified verifica-
tion process).
Java Card is another Java technology, designed for Smart
Card hardware [15] that uses tokens rather than strings in its
equivalent of class files. The result is a simpler and faster
linking algorithm allowing Java Card instructions (includ-
ing the non-trivial instructions, such as invokevirtual) to be
implemented in hardware [17]. The follow on from this
is the obvious speed advantage over software virtual ma-
chines, or even hardware implementations that emulate the
invoke* instructions.
We show that the Java Card tokenisation can be extended
to J2ME, with some modifications to allow more efficient
handling of interfaces. The linking time needed during ex-
ecution would be reduced and we expect a similar speedup
in execution of the invoke* instructions as has been found
in [17]. Performance is critical as mobile devices continue
to gain workstation like features and applications. The in-
voke* instructions are some of the more complex (and there-
fore slowest) of the Java bytecodes. Also the tokenisation
scheme allows a more compact representation of the class
files on the device, reducing the space needed to store ap-
plications.
1.1. Goals of Tokenisation
The goal for tokenising J2ME classes is somewhat dif-
ferent from Java Card. A J2ME device is powerful enough
to perform the tokenisation itself, rather then relying on
off-device conversion. This also means it complies with
the CLDC Specification (Section 5.3.2) [14], which defines
that any openly distributed application must consist of a jar
file containing class files. Within closed networks, or in-
ternally on a device, any format is allowed providing the
“observable user-level semantics of the applications remain
the same as with the original representation” [14].
Since Java Card tokenisation happens before applica-
tions are sent to the device, the token values have to be
global. That is, when a given method in a package gets a
token, every device that has that package will use the same
token for that method. This information is encapsulated in
an Export File so other packages may map string names for
a method to its token at conversion time. Thus allowing
applications to link against libraries that would already be
present on the device. However, a J2ME device is powerful
enough to load, parse and link class files, therefore it stands
to reason that it is powerful enough to load, parse and to-
kenise a class file. With the tokenisation process shifted to
the device, it means each device can utilise its own token
allocations with no regard for how another device may have
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tokenised the same file. A device will contain the class files
for the relevant APIs as well as those for any applications
that have been installed on it. This provides a limit, since
the classes on the device need only be internally consistent.
Considering the classes on a device as a complete system
we aim to allocate tokens to the methods such that, unlike
Java Card, interfaces are taken into account. This is done by
ensuring that for a given interface method, all implementa-
tions of it will be assigned the same token, thus allowing
interface method calls to be dispatched by the same tables
as those used to dispatch virtual methods. The goal is to
overcome the inefficiencies with interfaces that are present
in Java Card. The side effect of tokenisation is that since to-
kens, rather then strings, would link an application, many of
the strings can be removed from individual class files. As
many of the strings are duplicated in many different class
files, this can result in a significant space saving as well.
The following presents first a basic solution and then we
propose our improved solution.
2. Dispatch Tables and Compression
The simplest approach to tokenising methods would be
to assign every unique name/descriptor pair a unique to-
ken. Since it is the name/descriptor pair that is unique for
each method, the semantics of the class files would be un-
changed. Interface methods and class methods will still
have the same token values, removing the need to map be-
tween these tokens as is done in Java Card. This could yield
an improvement in method dispatch times, at the cost of
requiring every class to have a table big enough for every
token in the system, with very few entries actually used.
Simple approaches, such as removing leading and trailing
null entries, could be used to reduce the real size of the ta-
bles. However, this requires that the actual tokens used in
a class (including inherited methods from the superclass)
be clustered together, otherwise the table will still contain
many null values. Java Card avoids this problem because
tokens are allocated only for classes (without consideration
of interfaces). The tree nature of class inheritance means
the optimal solution of every entry in every table being used
is trivial. However, the inclusion of interfaces changes the
problem from a tree problem to a more general graph prob-
lem.
If you consider two classes, A and B that both inherit
from Object and have a method c(). This method is not
defined in the class Object. Therefore, even though both
methods have the same name and descriptor, it is not possi-
ble for the c() method from class B to be called on an object
of type A and vice versa. Hence it is safe to assign different
tokens to each of these methods while still conforming to
the requirements of the virtual machine. In the same way, it
is possible to use a given token value for a method in class
A, and use the same token value for a different method in
class B (with some limitations). This aliasing of token val-
ues allows more freedom in the allocation of tokens, and
allows the class to use a smaller range of tokens. Ultimately
this leads to smaller virtual method tables (VMTs), while
still allowing interfaces methods and virtual methods to be
dispatched from the same table.
A similar approach to Virtual Function Tables is pre-
sented in [6]. However, that approach allows for multiple
inheritance, and therefore multiple definitions of the same
method. It requires that, in the case of multiple inheritance,
there would be multiple tables produced with the appropri-
ate one being consulted at run time, depending on the se-
mantics of the language. Since Java uses interfaces, there
can only ever be one implementation of a given method
reachable from a class. Therefore multiple tables are not
needed.
To make this scheme work we need to be able to decide
when two methods require the same token and when they
do not. The approach of selector colouring [5] allows the
same token value to be reused in different places, however,
a given method signature must always have the same to-
ken. This applies even if the method is declared in unrelated
classes and is therefore not optimal.
The next section describes Method Groups that can be
used to determine which methods require the same token.
For the greatest time efficiency, the dispatch table for a
given class would include its super-class’ complete table
with any extra methods appended to the end. Java Card uses
the approach of not duplicating tables, rather only giving the
altered or new entries at the end. This can give smaller ta-
bles, but with a run time penalty when the required entry is
in a super-class’ table.
3. Method Groups
A method group is a group of method definitions in
classes or interfaces that require the same token. In the
simplest case, a method group would consist of exactly one
method. Method groups containing more than one method
would occur when there is over-riding and/or interfaces
present. These method groups are then used to implement
the efficient tokenisation scheme mentioned above.
To create a method group the constituent methods must
first be identified. For two methods to be in the same
method group, both methods must first share the same name
and descriptor. Therefore two methods in the same class can
never be in the same method group. If M is a method de-
fined in class A andM ′ a method with the same name and
descriptor, but defined in class B. These methods will be in
the same method group if either of the following is true:
1. Class A is the superclass of class B either directly or
indirectly.
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Figure 1. Example of methods that must be in
the same Method Group
2. There exists a method M ′′ with the same name and
descriptor as the methodsM andM ′ in an interface I
that is implemented1 by both classes A and B2.
If neither of these two conditions are true, then a refer-
ence to the methodM ′ could never result in the methodM
being executed, so it is safe to assign these two methods
independent tokens. The first rule above deals with inheri-
tance. When a sub-class has over-ridden a method, the two
versions must both have the same token. The second rule is
more complex and covers the role of interfaces. This is best
illustrated with an example. Figure 1 shows the classes A,
B and C, where C is a sub-class of B, and four interfaces. In
this case, class A implements an interface and although that
interface doesn’t declare the method m(), its super-interface
I does. Therefore the method in I and in A must have the
same token. Since the class C implements the interface I3,
it indirectly implements the interface I. For the class B, this
means that one of its sub-classes implements the interface I
(albeit indirectly) so it must also have the same token for its
m() method.
For the proper construction of Method Groups, all
classes must be examined, so it makes sense to begin at the
root of the inheritance tree, class Object, and recursively
1Note that interface implementation is transitive. Therefore if class A
implements the interface I1 and the interface I1 implements I (due to a
restriction in the class file format an interface that, in the source code, “ex-
tends” another interface, is actually listed as implementing it), then class
A also implements I.
2Here we consider a class to implement an interface if it or one of its
sub-classes implements the interface. This is to handle situations such as
in Figure 1, where class C implements the interface, therefore requiring the
method in B to be included in the method group. However, we don’t need
to specify super-classes, since if a super-class implements the interface,
then there must exist a method that is already in the appropriate method
group and any methods further down that inheritance branch will be caught
by rule 1.
visit every class in the tree. As each class is visited, any
methods not already in a method group will be assigned to
a new one, and a search made from that point in the graph
to find other methods to include in the group. The four
functions used to perform this search are presented as pseu-
docode in Figure 2. For the class in question, the search-
Class(...) method is called where n is the name, d is the
descriptor of the method, and mg is a method group cur-
rently in use. For the initial call to searchClass(...), a new,
empty, method group would be used. For the two assign-
ment functions, the lastSearchedFor(...) method will return
true if the previous call to that method was for the same
name and descriptor. This is necessary since the search al-
gorithm frequently folds back on itself and otherwise would
not terminate. The containsMethod(...) method will return
true if the class contains a method with the given name and
descriptor, while assignMethod(...) will assign the method
to the given method group.
searchClass(n, d, mg) {





assignClassMG(n, d, mg) {
if (lastSearchedFor(n, d)) return;
if (containsMethod(n, d))
assignMethod(n, d, mg);
for (each subclass C)
C.assignClassMG(n, d, mg);
for (each implemented interface I)
I.searchInterface(n, d, mg);
}
searchInterface (n, d, mg) {
for (each superinterface I)




assignInterfaceMG (n, d, mg) {
if (lastSearchedFor(n, d)) return;
if (containsMethod(n, d))
assignMethod(n, d, mg);
for (each subinterface I)
I.assignInterfaceMG(n, d, mg);
for (each implementing class C)
C.searchClass (n, d, mg);
}
Figure 2. Search functions for creating
method groups
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3.1. Assigning Tokens Using Method
Groups
With method groups in place there is no need to assign a
token to a single method, rather it is assigned to a method
group and all methods in that group have the same token as
the group itself.
The ideal solution would be to have the token values in
each class spread across the smallest range possible. An-
other constraint is that tokens in a sub-class must all be
greater than the tokens used in the superclass, excluding
methods that over-ride methods in a superclass. This al-
lows virtual method tables in a class to start at the smallest
token value used, rather then always starting at 0.
Since sub-classes need to have higher token values than
super-classes, the tokenisation process must start at the root
of the inheritance tree with class Object. The algorithm is
as follows:
• Create a list of classes currently being tokenised (ini-
tially empty) and add java.lang.Object to it.
• For each token value, starting from 0 and increasing by
1, until all classes are tokenised, try to assign the value
to each class on the list as follows:
– For each method, until one succeeds in assigning
the token. Use the method group it belongs to
and hence find all classes with a method in the
group. If none of these classes have already used
this token, succeed and assign the token.
– If all the methods in the class now have tokens,
remove it from the list and add all its subclasses
to the list.
The process continues until the list is empty, with all meth-
ods eventually being assigned a token value. There will be
cases where a class will not be able to use a given token
value, resulting in a ‘hole’ in the class’ virtual method table.
This ‘hole’ will be an entry for the unused token that would
map it to a null value. Providing the original class files were
well formed, calls to these null tokens should never occur.
Such events could be guarded against by the virtual machine
when performing method invocations, causing an Error to
be thrown if they arise.
3.2. Class File Compression
Due to the heavily redundant nature of class files,
method/class name strings and descriptor strings tend to be
duplicated across many class files. For example, if class A
references a method in another class, then it requires the
class name, method name and method descriptor to all be
stored in class A’s constant pool. This results in the same
strings being stored in many different class files.
Since the tokenisation process eliminates the need for
method names and descriptors in each class file, and dis-
patching can now be replaced with simple references to to-
kens, these strings can be removed from files. New classes
added to the device (i.e. as the part of a new application)
would reference existing methods via their name and de-
scriptor strings and therefore this data cannot be completely
removed from the device. Instead a “Descriptor” file for-
mat was created to map between the original name and de-
scriptors for methods and their tokens. A similar approach
was also used for class names were each class was assigned
a unique “class token” on the device, allowing the class
name strings to be removed and replaced with these tokens.
Again, these will be needed to link any new classes added
to the device, and therefore the class name to class token
mappings will also be stored in the descriptor file.
The effect is that the overall size of the collection of class
files is reduced, while they are still directly executable. At
present we use a simple format for the Descriptor file, in the
future we will look at compression techniques [1, 2, 3, 4, 10,
12] to reduce its size. Since the Descriptor file would only
be needed during the installation of new applications and
not during normal execution, it would seem a fair trade off
to use encoding schemes that are slow to access, but provide
good space savings.
4. Results
To test the implementation the CLDC (Connected, Lim-
ited Device Configuration) and MIDP (Mobile Information
Device Profile) APIs were used. CLDC provides the base
API for small devices, which by itself is not a complete sys-
tem. Rather a profile must also be added. In this case MIDP
was used, as this is the profile used for mobile phone and
similar device applications. The MIDP API provides addi-
tional classes on top of the base API provided by the con-
figuration.
It consists of 272 class files and 56 interfaces, for a total
of 3113 individual method definitions (either with or with-
out implementations) and 1879 unique method signatures.
There are three important areas to examine, firstly, the effi-
ciency of the token allocation and resulting size of the dis-
patch tables, secondly, the overall compression of the class
files, and finally the hardware-oriented nature of the result-
ing class files.
4.1. Dispatch Table Size
The sizes of the dispatch tables have been considered in
three cases and are shown in Table 1. The first case is,
“complete tables”, where every table in every class starts
6th IEEE/ACIS International Conference on Computer and Information Science (ICIS 2007)
0-7695-2841-4/07 $25.00  © 2007
Type of Table 2B entries 4B entries % Null
Complete Tables 16,254 32,508 7.6%
JC Tables 13,144 26,288 4.5%
JC Tables (alt.) 8,890 17,780 4.2%
Table 1. Dispatch Table Sizes
Type of Table 2B entries 4B entries % Null
Complete Tables 53,346 106,692 71.8%
JC Tables 52,100 104,200 72.2%
JC Tables (alt.) 48,960 97,920 73.3%
Table 2. Table sizes using Dixon et al. to allo-
cate tokens.
from token value 0. This is an implementation of Virtual
Method Tables (VMTs) which would not require searching
of super classes, and will run in constant time. The price is
that the overall size of the tables will be larger. The second
case is similar, but with the Java Card (JC) style of not du-
plicating identical parts of tables. If the method implemen-
tation is in the same class it would run in the same time as
the “complete tables” solution, otherwise, a search process
is required through the super-class tables until the method
is found. The final case, JC Tables (alt.), is based on the fact
that it is common for most classes to provide a default con-
structor. Constructors are methods and they are allocated
tokens. The default constructor gets the token 0, as it is the
first method in java.lang.Object. This causes most tables
to start at 0, even in the Java Card style tables, since the
method with token 0 (the default constructor) is overridden
in the class. By treating the constructors separately, many
of the tables are free to start at a much higher token value.
However, a hardware implementation would now have to
check if the given value was for the default constructor, be-
fore proceeding with the lookup process. This is a small
cost for the resultant benefits.
Dixon, et al. [5] propose reducing lookup tables by us-
ing fewer tokens in the entire system. As a comparison,
Table 2 shows the results of using the algorithm described
in [5]. This approach did utilise fewer tokens than the one
described in this paper. However, the tokens were allocated
in a more random manner, meaning that for a given class,
the tokens values would not be clustered together, but rather
spread out over the range of all tokens. The approach in this
paper produced much smaller tables due to the careful allo-
cation of tokens to reduce the range used in a given class.
4.2. Overall Code Compression
Table 3 shows the size of the original class files, followed
by their tokenised size, and the size of the Descriptor file.
Type of file Size (Bytes)
Original Class Files 846,861
Original Class Files (jar) 461,595
Tokenised Class Files 599,831
Descriptor File 85,905
Descriptor File (gzip) 29,807
Descriptor File (bzip2) 26,954
Table 3. Overall Size of class files and De-
scriptor file
The original size was measured without taking into account
file system overhead, since each class file is required to be
placed in directories according to its package. The jar entry
is the size of the same class files, just stored into a stan-
dard jar file (with zip compression). The tokenised class
files were obtained by removing the redundant string data
from the class files, while adding the virtual method tables.
As can be seen the class files are still larger than the cor-
responding jar file. This is to be expected, since the jar file
compresses the entire contents with zip compression [16], it
requires that each class be uncompressed into memory be-
fore it can be accessed, while our approach doesn’t. There
has been previous work on compressing class files, while re-
maining directly executable. Clausen et al. [4] shows how
bytecodes can be compressed, while Bizzotto & Grimaud
[2] extends the idea further. The details of this approach
is beyond the scope of this paper, but shows that class file
sizes could be reduced further, while remaining executable
“as is”.
Rayside, Mamas & Hons [12] also present a compression
technique for class files. However, they focus on reducing
the redundancy of the string data, something that the pre-
sented approach does by grouping most of the strings into
the descriptor file. While Rayside, Mamas & Hons’ ap-
proach could be used to further reduce the size of the de-
scriptor file, a simple gzip compression already achieves a
large size reduction. Since this data would not be needed at
runtime it seems a fair trade-off to require more processor
and memory resources when we do need to access it, such
as adding a new application to the system, to achieve this
smaller size.
4.3. Hardware Oriented Structure
There has been a large amount of academic and com-
mercial work in directly implementing Java bytecodes in
hardware [7, 8, 9, 11]. As with all object-oriented systems,
method dispatch can be a potential bottleneck since poly-
morphism requires the destination of a call be bound at run-
time. Hence the more complex instructions (invokevirtual
and invokeinterface) usually require extensive microcode
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or are emulated with software traps. Van Beurden, et al.
[17] showed how the invokevirtual instruction can be im-
plemented in hardware for the Java Card architecture, with
a resultant speed-up of more than an order of magnitude.
This is due to the presence of the virtual method tables used
by Java Card and the tokenisation of the methods.
The tokenisation scheme presented in this paper can to-
kenise methods and build virtual method tables such as
found in Java Card. Unlike Java Card, however, inter-
face methods are considered during the tokenisation process
and a single virtual method table can be used for normal
method dispatch as well as the dispatch of interface meth-
ods. This is an important improvement over the Java Card
scheme, which can require several lengthy searches to dis-
patch an interface method. This simplification of the inter-
face method dispatch will allow for a similar speedup for
invokevirtual and invokeinterface for Embedded Java appli-
cations.
5. Conclusion
The tokenisation algorithm can successfully identify the
methods that require the same token, even in the presence
of interfaces. This is an improvement over the Java Card
scheme, where interface methods receive separate tokens,
requiring extra tables to map from interface tokens back to
method tokens. Instead, a single dispatch tables can be built
with only a few null entries. These tables can then be used
for execution of the invokevirtual and invokeinterface byte-
codes directly in hardware.
Even with the addition of the dispatch tables the overall
size of the applications and APIs is reduced. This is possi-
ble because much of the string data in class files is no longer
needed at run time, instead being replaced with token infor-
mation. While this data is still needed on the device, it can
instead be stored in one central (and possibly compressed)
store, instead of duplicated among many class files.
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