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a b s t r a c t
We introduce a method based on Kolmogorov complexity to prove lower bounds on
communication complexity. The intuition behind our technique is close to information
theoretic methods.
We use Kolmogorov complexity for three different things: first, to give a general lower
bound in terms of Kolmogorovmutual information; second, to prove an alternative to Yao’s
minmax principle based on Kolmogorov complexity; and finally, to identify hard inputs.
We show that our method implies the rectangle and corruption bounds, known to be
closely related to the subdistribution bound.We apply our method to the hiddenmatching
problem, a relation introduced to prove an exponential gap between quantum and classical
communication. We then show that our method generalizes the VC dimension and shatter
coefficient lower bounds. Finally, we compare one-way communication and simultaneous
communication in the case of distributional communication complexity and improve the
previous known result.
Crown Copyright© 2010 Published by Elsevier B.V. All rights reserved.
1. Introduction
Yao introduced themodel of communication complexity in 1979 [26]. It has since becomea centralmodel of computation,
studied for itself as well as for its numerous applications. The model addresses problems whose inputs are shared among
different players, who have to communicate in order to solve it.
In complexity theory, a central question is to prove lower bounds. In this context, we wish to determine, for a given
communication problem, how many bits the players have to exchange in order to solve it. A simple answer is that the
messages should contain at least enough information to solve the problem. For example, they need to distinguish between
inputs that lead to different outputs. This idea has led tomany lower bound techniques, and in particular to proofs involving
information theory. Shannon’s information theory’s original purposewas to study communication problems [24], so it seems
natural that these techniques found many applications in the field of communication complexity.
Information complexity is a general lower boundmethod [9,3], but inmany other cases, ad hoc proofs have been given for
specific problems [2,14,1]. Recently, the subdistribution method [12], another lower bound using information theory, was
proved to be equivalent to the corruption bound [5]. One of the appealing features of these proofs is the way they capture
the intuition of the hardness of the problem very naturally. However, by using elaborate results in information theorywhich
in turn are based on statistics and probability, the essential mechanics of the proof is not always so readily apparent.
The intuition that arises from both Kolmogorov complexity and information theory is often close, but they differ in their
underlying mechanics: where information theory uses statistics, Kolmogorov complexity uses combinatorics. It is not clear
∗ Corresponding author.
E-mail addresses: kaplanm@iro.umontreal.ca (M. Kaplan), laplante@lri.fr (S. Laplante).
0304-3975/$ – see front matter Crown Copyright© 2010 Published by Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2010.10.044
M. Kaplan, S. Laplante / Theoretical Computer Science 412 (2011) 2524–2535 2525
that there is a general way to rephrase the elements from statistics into the language of combinatorics. One of our goals
is to use Kolmogorov complexity to capture the intuition of the information theoretic approach, while bringing out the
combinatorial nature of these proofs.
The use of Kolmogorov complexity in lower bound techniques has proven to be useful in randomized and quantumquery
complexity lower bounds [17]. In a surprising turn of events, this information-based approach turned out [25] to be dual (in
the sense of semi-definite programming) to the spectral lower bound method of Barnum et al. [4], and hence equivalent to
a wide family of adversary lower bounds, which imply lower bounds on randomized as well as quantum query complexity.
Duality of linear programming has also been a cornerstone of lower bounds in randomized communication complexity,
in the form of Yao’s minmax theorem [27]. Since the randomized case is not easy to handle, Yao’s theorem reduces it to
the deterministic case. Most lower bounds in randomized communication complexity use this theorem. This is true of
most combinatorial lower bounds, as well as many proofs using information theory. A secondary goal in this work is to
use Kolmogorov complexity for this reduction.
The main tool from Kolmogorov complexity that we use is incompressibility. It allows us to identify hard inputs, those
that require a large amount of communication. The second is mutual information. It gives us a general expression on the
amount of information that the player must exchange. The formulation of our general lower bound is very similar to the
information complexity method [9]. Most of the techniques from Kolmogorov complexity that we use here are proved
using elementary counting arguments. Moreover, our general method is an extension to communication complexity of the
well known incompressibility technique, used to prove lower bounds for various resources, including time complexity [20],
average-case complexity, and communication complexity [6].
Kolmogorov complexity has also been used to study the communication complexity of individual instances [7,8]. In their
work, the authors consider the communication required for computing specific instances x, y of a function f . Their approach
leads to interesting structural properties of communication protocols. However, it is not used to derive a general lower
bound method for the standard model.
We prove a version of Yao’s theorem based on Kolmogorov complexity, which allows us to restrict the random choices to
a single incompressible string. By choosing both the hard input and the random choices of the protocol to be incompressible,
we get the advantage of having them be independent of one another, which tends to simplify the proofs.
One of the main open problems in quantum communication complexity is to show an exponential gap between classical
and quantum communication complexity, for a total function. The hidden matching relation was introduced [1] to exhibit
such a gap. However, this problem falls short of this goal since the problem is a relation. More recently, it has been proved
that the gap holds for a partial function [11], but the question remains open for total functions.
Linial and Shraibman’s work on randomized and quantum communication complexity [21], and recent subsequent
work [18,19] can be viewed as mounting evidence that there is at most a polynomial gap between classical and quantum
communication complexity, for total functions. Indeed, theirmethod generalizesmost of the previously known lower bound
techniques, including discrepancy, trace norm [23], and some Fourier based techniques [22]; and these techniques all extend
to the quantum setting.
A fundamental question is where information theoretic techniques stand with respect to the factorization norm and
related bounds, and whether they yield lower bounds for quantum communication. Up until now, it remains open whether
these techniques are related. We show that our method based on Kolmogorov complexity is related to the corruption [5]
and thus to the subdistribution bounds [12].
Perhaps a key to strong separations lies in the essential use of Yao’s minmax principle. Although some efforts have been
made, no equivalent of Yao’s principle is known for quantum complexity [10]. It is natural to surmise that an approach using
Yao’s principle, or its Kolmogorov alternative, could be a good candidate to prove large separations between randomized
and quantum communication complexity.
We apply our method to the hidden matching problem [1]. We believe our proof is simpler, since by choosing the
protocol’s randomchoices andhard instance to beKolmogorov randomand independent,we avoid the iterative construction
of the worst case distribution on the inputs of the original proof.
We also prove that our technique generalizes the VC dimension [15] and shatter coefficient lower bound [2]. Kolmogorov
complexity turns out to be a very good tool in this case, since it highlights very nicely the combinatorial nature of the proof.
We go further and give a second proof entirely without Kolmogorov complexity, which only requires a simple counting
argument.
Finally, we use combinatorial techniques to compare one-way and simultaneous communication in the multi-player
setting. Again, by first casting the proof in the language of Kolmogorov complexity, a purely combinatorial argument
emerged. The result was previously known [2], but we significantly improve the error dependence.
2. Preliminaries
2.1. Communication complexity
Let X , Y and Z be finite sets and fix a function f : X×Y → Z . In the communication complexity model, two players, Alice
and Bob, each receive one input, and their goal is to compute f . Neither of them sees the other player’s input. To perform
this task, they have to communicate. At the end, Bob has to output the value of the function.
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Messages are sent according to a shared communication protocol. The cost of the protocol is measured by the sum of
messages’ length (in the worst case). The communication complexity of the function f is the cost of the best protocol that
computes f . We denote it D(f ). Since we are only interested in the communication between the players, we assume that
they have unlimited computational power.
This model has many variations, and of all possible ones, we will consider the following ones:
• One-way communication: In this model, Alice sends a single message to Bob. We denote the one-way communication
complexity DA→B(f ).
• Simultaneous messages: In this model, Alice and Bob each send a single message to a referee, who outputs f (x, y). We
denote the simultaneous messages communication complexity DA||B(f ).
• Communication complexity of relations: The problem Alice and Bob are solving is relational. Let R ⊆ X × Y × Z . Alice
receives x ∈ X and Bob y ∈ Y . Bob has to output any z such that (x, y, z) ∈ R.
One important notion is the transcript of the protocol on input (x, y). This is the concatenation of the messages sent by Alice
and Bob when they receive inputs x and y. We assume for simplicity that the protocol has the property that the length of
the messages in each round depends only on the round, and the length of the inputs. We may always pad the messages so
that this holds. For one-way communication, the transcript is just the message sent by Alice to Bob.
A monochromatic rectangle for f is a set R = S × T with S ⊆ X and T ⊆ Y such that there exists b ∈ {0, 1} and for all
(x, y) ∈ R, f (x, y) = b. A classical result in communication complexity states that a deterministic protocol partitions the
set of inputs into monochromatic rectangles, each rectangle corresponding to a transcript of the protocol and therefore to
an identical output [16].
We will also consider approximately monochromatic rectangles. Let µ be a probability distribution over X × Y and
ε > 0. A rectangle is called (µ, ε)-monochromatic for f if there exists b ∈ {0, 1} such that µ({(x, y) ∈ R|f (x, y) = b}) ≥
(1− ε)µ(R).
More importantly, we will be interested in the probabilistic version of communication complexity. In this model, Alice
and Bob can toss coins. The output of the protocol is now probabilistic, and we restrict ourselves to protocols that make few
errors.
Definition 1. Let 0<ε<1. A probabilistic communication protocol P is ε-correct if for all (x, y) ∈ X × Y ,
Prob(P (x, y) ≠ f (x, y)) < ε,
where P (x, y) is the output of P on input (x, y) and the probability is taken over the randomness of P .
The randomized communication complexity is the cost of the best probabilistic ε-correct protocol that computes f , and
is denoted by Rε(f ). Usually, we will need to consider the randomness used in communication protocols explicitly. More
precisely, we will assume that before the execution of the protocol, each player receives a random string rA and rB from
sets RA, RB ⊆ {0, 1}∗. If the randomness is shared, then RA = RB and rA = rB. We denote by Rpubε (f ) the randomized
communication complexity with shared randomness.
We also consider the distributional model. In this model, protocols are deterministic, but they can make errors on some
inputs.
Definition 2. Let 0<ε<1 and µ be a distribution over the inputs X × Y . A distributional communication protocol P is
(µ, ε)-correct if
Probµ(P (x, y) ≠ f (x, y)) < ε.
We denote by Dµε (f ) the cost of the best distributional (µ, ε)-correct protocol that errs on at most a fraction ε of the inputs
(according to µ). The distributional communication complexity Dε(f ) is maxµDµε (f ). Since the protocols we consider are
deterministic, they partition the set of inputs into rectangles. However, the protocols are not zero-error, and the rectangles
in the partition are not necessarily monochromatic for f .
We will consider the special case where µ ranges over rectangular (or product) distributions. These are distributions µ
over X × Y such that µ = µ1 ⊗ µ2 where µ1 is a distribution over X and µ2 a distribution over Y . In this special case, we
denote the communication complexity by D[]ε (f ).
In the general case, Yao’s minmax theorem states that distributional communication complexity is equivalent to
randomized communication complexity with shared randomness. The proof of the minmax theorem rests essentially on
the duality of linear programming.
Theorem 3 ([27]). For any function f : X × Y → {0, 1} and ε > 0
Dε(f ) = Rpubε (f ).
2.2. Kolmogorov complexity
We first recall the basic definitions of Kolmogorov complexity. We give the definition of prefix free complexity, as we
will not use plain complexity [20].
Definition 4. A set of strings is called prefix free if no string in the set is a prefix of another.
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Definition 5. Let ϕ be a universal Turing machine whose domain P is prefix free. The prefix free Kolmogorov complexity of
a string x given a string σ with respect to ϕ is Kϕ(x|σ) = min{|p| : p ∈ P and ϕ(p, σ ) = x}.
If θ is the empty string, we just write Kϕ(x) for Kϕ(x|θ). Also, we will consider the Kolmogorov complexity of pairs of
strings. In this case, we use Kϕ(x, y|σ) for Kϕ(<x, y>|σ), where<x, y> is an unambiguous encoding of (x, y). Finally, in the
rest of the paper, we fix a universal Turing machine ϕ whose domain P is a prefix free set, and write K instead of Kϕ .
In order to minimize the impact of small additive constants, we will assume that ϕ can be provided with a specific
program to run. This program is given in the string σ . If σ contains a program then ϕ runs it using p and the remainder of σ
as inputs; otherwise, it runs p on σ .
We now recall some properties that we use extensively in the rest of the paper. The proofs of these properties can be
found in the textbook of Li and Vitányi [20]. In the first proposition, we use the following basic program to compute any
x ∈ X: give the index of x in X . In this proposition and in the rest of the paper, we use log for the binary logarithm.
Proposition 6. There exists a string ρ1 such that for any finite set X, string σ , and x ∈ X, K(x|σ , X, ρ1) ≤ log |X |.
The string ρ1 encodes the program that takes inputs X , σ and i and returns the ith element of X . The next proposition shows
that this coding is almost optimal.
Proposition 7. For any finite set X and string σ , there exists an element x ∈ X such that K(x|σ) ≥ log |X |. Such elements are
called Kolmogorov-incompressible, or just incompressible when there is no ambiguity.
A basic manipulation leads to the following proposition:
Proposition 8. There exists a string ρ2 such that, for all x, y, σ :
K(x|σ , ρ2) ≤ K(x|y, σ )+ K(y).
Proof. On the right-hand side, we consider the following program to compute x. First compute y and then use y to compute
x. It is certainly at least as long as the shortest program that computes x (the left-hand side). The string ρ2 encodes the
program that works as follows:
• run a program p1 given as input,• use the output and some additional information σ as inputs of a program p2, also given as input,• output the output of p2. 
In the rest of the paper, we will omit these additional program strings to make the reading clearer. Nevertheless, it is
important to notice that this coding trick does not change the proofs. In particular, it does not prevent finding incompressible
elements, as in Proposition 7.
Corollary 9. Let X and Y be two finite sets. For x ∈ X and y ∈ Y and for all string σ , if K(x, y|σ) ≥ log |X | + log |Y | then we
have both K(x|y, σ ) ≥ log |X | and K(y|x, σ ) ≥ log |Y |.
Strings x, y verifying the premise of the above corollary are said to be independent Kolmogorov-incompressible strings. We
will need the following proposition to analyze the asymptotic behavior of some components of our proofs.
Proposition 10 (See [16]). Let n ∈ N and ε ∈]0, 1[.
log

n
⌈εn⌉

∼ nH2(ε),
where H2(ε) = −ε log ε − (1 − ε) log(1 − ε) i.e., the entropy of a random variable following a Bernoulli distribution with
parameter ε.
Given a distribution on strings, they can be coded using the Shannon–Fano code. The next proposition shows how this
translates to Kolmogorov complexity. Proposition 12 shows that this coding is also essentially optimal. The proofs of these
propositions can be found in [20].
Proposition 11. Fix a finite set X and a probability distribution µ over X. Then for all string σ and x ∈ X such that µ(x) ≠ 0,
K(x|σ) ≤ log( 1
µ(x) ).
Proposition 12. Fix a finite set X and a probability distribution µ over X. For all string σ , there exists x ∈ X such that µ(x) ≠ 0
and K(x|σ) ≥ log( 1
µ(x) ).
3. A lower bound method
3.1. Main theorem in the deterministic case
In this section,we give a general lower boundondeterministic communication complexity. The lower bound is in terms of
Kolmogorov complexity.More precisely, it usesmutual information [20] between an input of the problem and the transcript
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of the communication protocol. The mutual information between x and y is K(x)− K(x|y), which can be interpreted as how
much information about x is gained when y is given, compared to when it is not given.
Theorem 13. Fix f : X × Y → {0, 1} and P an optimal deterministic protocol for f . Denote by T (x, y) the transcript of P on
input (x, y). For all strings σ ,
D(f ) ≥ max
(x,y)∈X×Y
K(x, y|σ)− K(x, y|T (x, y), σ ).
Proof. Fix (x, y) ∈ X × Y . Using Proposition 8, we have
K(x, y|σ) ≤ K(x, y|T (x, y), σ )+ K(T (x, y)).
Moreover, using Proposition 6:
K(T (x, y)) ≤ |T (x, y)| ≤ D(f ).
Combining both, we get K(x, y|σ)− K(x, y|T (x, y), σ ) ≤ D(f ). 
The first application of Theorem 13 is the rectangle size lower bound.
Theorem 14 ([16]). Let f : X × Y → {0, 1}. Fix a probability distribution µ over the inputs. If there exists δ such that for all
rectangles R monochromatic for f , µ(R) ≤ δ, then D(f ) ≥ log(1/δ).
Proof. Fix an optimal deterministic protocol P . Using Proposition 12, fix (x∗, y∗) such that K(x∗, y∗|µ,P ) ≥
log(1/µ(x∗, y∗)). Denote by T (x∗, y∗) the transcript of P on input (x∗, y∗) and R the monochromatic rectangle for f it
corresponds to.
Letµ′ denote the distribution induced byµ on R. By definition, we haveµ′(x∗, y∗) = µ(x∗, y∗)/µ(R). Sinceµ(R) ≤ δ, we
have µ′(x∗, y∗) ≥ µ(x∗,y∗)
δ
. Knowing the transcript on (x∗, y∗), we know which rectangle it is in. Thus, we can code (x∗, y∗)
with a Shannon–Fano code using the probability distribution µ′. This code uses at most log(µ(x
∗,y∗)
δ
) bits to code (x∗, y∗).
Finally, using Theorem 13, we have
D(f ) ≥ K(x∗, y∗|µ,P )− K(x∗, y∗|T (x∗, y∗), µ,P )
≥ log(1/δ). 
As a second application, we prove that Theorem 13 generalizes the corruption lower bound [5]. The corruption bound
is a lower bound on distributional complexity. Nevertheless, since the protocols we are considering are deterministic,
Theorem 13 suffices to handle this setting.
Definition 15. For a function f : X × Y → {0, 1}, a distribution µ over X × Y and ε > 0, define
monoµ(f , ε) = max{µ(S) | S is a (µ, ε)-monochromatic rectangle for f }.
Theorem 16 ([5]). For a function f : X × Y → {0, 1}, a distribution µ over X × Y and 1/2 > ε > 0:
Dµε (f ) ≥ log
1
monoµ(f , 2ε)
.
Proof. Fix a (µ, ε)-correct protocol P for f , and according to Proposition 12, let (x∗, y∗) be a pair of inputs such that
K(x∗, y∗|µ,P , f ) ≥ log(1/µ(x∗, y∗)). Recall that P induces a partitionR of the input into rectangles [16]. For S ⊆ X × Y ,
define Err(S) = {(x, y) ∈ S|P (x, y) ≠ f (x, y)}. Denote by R˜ = {S ∈ R|µ(Err(S)) > 2εµ(S)}. Let E = S∈R˜ S be the set of
inputs which are not in a (µ, 2ϵ)-monochromatic rectangle.
First, we prove that (x∗, y∗) /∈ E. Notice thatµ(E) =∑S∈R˜ µ(S) ≤ 1/2, otherwiseµ(Err(X×Y )) > ε, which contradicts
the correctness of the protocol. Suppose that (x∗, y∗) ∈ E. One can encode (x∗, y∗) by giving an index in E. Using the
probability distribution induced by µ on E and a Shannon–Fano code as defined in Proposition 11, we get:
K(x∗, y∗) ≤ log µ(E)
µ(x∗, y∗)
≤ log 1
2µ(x∗, y∗)
,
which contradicts the assumption on (x∗, y∗).
Since (x∗, y∗) /∈ E, the transcript T = T (x∗, y∗) determines a rectangle R such that µ(Err(R)) < 2ε. By definition,
µ(R) ≤ monoµ(f , 2ε). Given T , one can encode (x∗, y∗) by giving its index in R, using the probability distribution induced
by µ on R and the Shannon–Fano code, from Proposition 11. Therefore,
K(x∗, y∗|µ,P , f , T ) ≤ log µ(R)
µ(x∗, y∗)
≤ log monoµ(f , 2ε)
µ(x∗, y∗)
.
Using Theorem 13 with σ = (µ,P , f ), we get Dµε (f ) ≥ log(1/monoµ(f , 2ε)), as claimed. 
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3.2. The randomized case: a Kolmogorov alternative to Yao’s minmax principle
In the following lemma, we show how to derive a deterministic protocol from a randomized one, with the same
complexity and performance in terms of errors. Recall that in the communication complexity model, Alice and Bob have
full computational power. In particular, the players can choose an incompressible string in advance (which is in general not
computable), and simulate a randomized protocol P using this string for randomness.
Wedenote byP rA,rB the deterministic protocol obtained by executing a randomizedprotocolP with fixed randomstrings
(rA, rB). This protocol certainly makes errors for some inputs, but the next lemma shows that using incompressible strings,
the distribution of errors in the resulting protocol has good properties. The existence of a Kolmogorov random string with
these good properties is proved using the pigeonhole principle.
Lemma 17. Let P be an ε-correct randomized protocol for f : X × Y → {0, 1} and µ a probability distribution on X × Y . The
private random strings used in the protocol are chosen uniformly from sets RA and RB. For S ⊆ X × Y , rA ∈ RA and rB ∈ RB we
define ErrrA,rB(S) = {(x, y) ∈ S : P rA,rB(x, y) ≠ f (x, y)}. Fix r∗A et r∗B such that K(r∗A , r∗B |µ,P , S) ≥ log(|RA||RB|), then
µ(Errr∗A ,r∗B (S)) ≤ 2εµ(S).
Proof. Let R˜ denote the set of bad random strings, defined by R˜ = {(rA, rB) : µ(ErrrA,rB(S)) > 2εµ(S)}. We will prove that
|R˜| < |RA||RB|2 . This is sufficient to conclude that (r∗A , r∗B ) /∈ R˜; otherwise, one could compute it by giving an index in R˜, which
contradicts the assumption K(r∗A , r
∗
B |µ, P, S) ≥ log(|RA||RB|).
P being ε-correct, by summing over RA × RB:−
rA,rB
µ(ErrrA,rB(S)) ≤ |RA||RB|εµ(S).
On the other hand:−
rA,rB
µ(ErrrA,rB(S)) ≥
−
R˜
µ(ErrrA,rB(S)) > 2εµ(S)|R˜|.
Combining the two inequalities, we have: |R˜| < |RA||RB|2 . 
This proof is (not surprisingly) very similar to the proof of the upper bound in Yao’s minmax theorem. What we gain by
using the Kolmogorov alternative is that we do not require distributional complexity. In distributional complexity, we have
to analyze the behavior of deterministic protocols with respect to a distributionµ over the inputs. In our case, by choosing a
single random string, and an independent Kolmogorov random hard instance, we analyze a deterministic algorithm acting
on a single input. The hard instance can be chosen as incompressible with respect to some hard distribution by applying the
optimality of the Shannon–Fano code (Proposition 12), but we are free to choose it in any other way.
By definition, a randomized protocol is a distribution over deterministic protocols. Moreover, the cost of a randomized
protocol is the cost of the most expensive protocol in the support of this distribution. We can now state the randomized
version of Theorem 13.
Theorem 18. Fix f : X × Y → {0, 1} and P an optimal randomized ε-correct protocol for f . If T (x, y, rA, rB) is the transcript of
P rA,rB on input (x, y), then for all S ⊆ X × Y , (rA, rB) ∈ RA × RB and string σ :
Rε(f ) ≥ max
(x,y)∈S
K(x, y|σ)− K(x, y|T (x, y, rA, rB), σ ).
Proof. Fix rA and rB in protocol P . By definition, Rε(f ) ≥ |T (x, y, rA, rB)|. Using Proposition 6, we get |T (x, y, rA, rB)| ≥
K(T (x, y, rA, rB)|σ). Using Proposition 8, we get K(x, y|σ) ≤ K(x, y|T (x, y, rA, rB), σ )+ K(T (x, y, rA, rB)). As in Theorem 13,
combining both, we get
Rε(f ) ≥ K(x, y|σ)− K(x, y|T (x, y, rA, rB), σ ). 
4. Applications
4.1. The hidden matching problem
In this section, we study the communication complexity of the hidden matching problem. This relation was introduced
to show a gap between randomized and quantum communication complexity [1]. The following theorem is the randomized
lower bound for the hidden matching problem.
Definition 19. For n even, the hidden matching problem HMn(x,M) is defined as follows:
• Alice receives a string x ∈ {0, 1}n.
• Bob receives a matchingM on n vertices.
• Bob outputs a triple (i, j, b) such that xi ⊕ xj = b and (i, j) ∈ M .
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Theorem 20 ([1]). For one-way randomized communication complexity:
RA→Bε (HMn) ≥ Ω(
√
n).
Proof. Fix an ε-correct protocol P for HMn. LetM be a set of n pairwise disjoint matchings. For example Mi = {(k, k + i
mod n), k = 0 . . . n − 1} for i = 0 . . . n − 1. We pick an incompressible subset ofM of size√n among all subsets of size√
n. By definition, the complexity of such a subset is at least log
 n√
n

. More precisely, pick x∗ ∈ X , r∗A , r∗B andM′ such that:
K(x∗,M′, r∗A , r
∗
B |f , P) ≥ log |X | + log
 n√
n
+ log |RA| + log |RB|.
By Corollary 9 and Lemma 17, we have |Errr∗A ,r∗B ({x∗}×M′)| < 2ε
√
n. By definition, Bob’s output on input x andM yields
an equation xi ⊕ xj = b. We will prove that the set of equations obtained by running the protocol on each matching ofM′
has dimension at leastΩ(
√
n).
First, denote by E(M, x) the set of edges obtained by running the protocol P r
∗
A ,r
∗
B on x∗ and each M ∈ M. Denote by G
the subgraph edge-induced by E(M, x). G having n edges, it has a cycle free subgraph with at least
√
n edges, since it has at
least
√
n non-isolated vertices and it suffices to take a spanning forest over these vertices. Therefore, running P on x∗ and
each M ∈ M yields at least√n independent equations. But to conclude, we have to prove thatM′ also yields at least√n
independent equations. It is sufficient to prove that E(M′, x∗) generates a graph with at least
√
n vertices. Theorem 24 in
Appendix is a stronger statement that immediately implies the following result. Fix a graph with n edges. Pick
√
n edges
at random, uniformly among all sets of
√
n edges, and call H the subgraph generated by these edges. Then there exists a
constant c such that for a sufficiently large n, Prob(|V (H)| < c√n) < 1/2.
Returning to our graph G, letB = {H ⊂ G : |E(H)| = √n and |V (H)| < c√n}. By the previous argument, we know that
|B| <  n√n/2. Let H be the graph generated by E(M′, x∗). We can conclude that H /∈ B, otherwise one could describe H by
giving its index inB, which contradicts the incompressibility assumption.
Notice that since the protocol is one-way, the transcript only depends on Alice’s input and randomness. Let T (x, rA) be the
transcript of protocolP rA,rB on input x. Choosing x∗ to be incompressible, we have a lower bound on K(x∗|r∗A , r∗B ,M′,P , f ).
Now we need an upper bound on the complexity of x∗ knowing its transcript. To do that, we design an algorithm that
computes x∗ knowing T (x∗, r∗A ),M′, r
∗
B :
(1) Simulate P r
∗
A ,r
∗
B with message T (x∗, r∗A ) for everyM ∈M′.
(2) Correct the errors in {x∗} ×M′. The set of errors is given as an auxiliary input.
(3) Solve the system of equations. As this system is of dimension at least c
√
n, this gives at least c
√
n coordinates of x∗.
(4) The remaining n− c√n coordinates of x∗ are given as an input of the program.
The program uses log
 √n
2ε
√
n

input bits to correct the errors. By Proposition 10, for any δ > 0 and n sufficiently large, this is
less than (1+ δ)√nH2(2ε). We also need n− c√n bits to solve the whole system. This implies
K(x∗|T (x∗, r∗A ), r∗A , r∗B ,M′,P , f ) < n− (c − (1+ δ)H2(2ε))
√
n.
Finally, using Theorem 18, we get:
RA→Bε (HMn) ≥ (c − (1+ δ)H2(2ε))
√
n. 
4.2. VC dimension and shatter coefficients lower bounds
In this section, we consider a general lower bound on one-way communication complexity. This lower bound was
previously proved using combinatorial techniques [15] and later re-proved and extended using information theory
techniques [2]. Our proof uses only elementary counting arguments.
To any function f : X × Y → {0, 1}, we associate the communication matrix Mf i.e., the matrix whose entries are
Mf [x, y] = f (x, y). We identify Mf or any sub-matrix and the set of its rows, which we think of as boolean strings. For Mf ,
it is a set of |X | strings of length |Y |. The VC dimension ofMf is the size of the largest set Y0 ⊆ Y such that there exist some
X0 ⊆ X of size 2|Y0| for whichMf |X0,Y0 is the set of all strings of length |Y0|.
The following definition generalizes the VC dimension. For l ≥ VC(Mf ), the l-th shatter coefficient of Mf , denoted by
SC(l,Mf ), is the size of the largest set X0 ⊆ X such that there exists some Y0 ⊆ Y of size l for which all rows ofMf |X0,Y0 are
different. Awitness for SC(l,MF ) is a set S ⊆ X×Y such that S = U×V , |V | = l, |U| = SC(l,Mf ) and all rows in S are different.
Theorem 21 ([15,2]). For every function f : X × Y → {0, 1} and for all ε:
RA→Bε (f ) ≥ VC(Mf )(1− (1+ o(1))H2(2ε))
and for every l > VC(Mf )
RA→Bε (f ) ≥ log(SC(Mf , l))− l(1+ o(1))H2(2ε).
Proof (Kolmogorov Complexity Version). By definition, log(SC(l,Mf )) equals VC(Mf ) for l=VC(Mf ). Therefore, we just have
to prove the second point. Fix an optimal ε-correct randomized one-way protocol P for f . Let S = U × V be a witness for
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SC(l,Mf ). Pick x∗ ∈ U , and (r∗A , r∗B ) ∈ RA × RB such that K(x∗, r∗A , r∗B |f ,P , S) ≥ log |U| + log |RA| + log |RB|. By Corollary 9,
K(r∗A , r
∗
B |f ,P , S, x∗) ≥ log |RA| + log |RB| and K(x∗|r∗A , r∗B , f ,P , S) ≥ log |U|. Let S ′ = {x∗} × V . Since this set is computable
knowing x∗ and S, we can apply Lemma 17 to get |Errr∗A ,r∗B ({x∗} × V )| < 2ε|{x∗} × V |.
Let T (x, rA) denote the transcript of the protocolP rA,rB on input x. Choosing x∗ incompressible, we have a lower bound on
K(x∗|r∗A , r∗B , f ,P , S).Whatwewant now is an upper bound onK(x∗|T (x∗, r∗A ), r∗B , f ,P ,U). To do this,wedefine an algorithm
that computes any x ∈ U knowing T (x, r∗A ) and r∗B .
(1) Simulate P r
∗
A ,r
∗
B (x, y) using T (x, r∗A ) for every y ∈ Y .
(2) Correct the errors in {x} × V . The set of errors is given as an auxiliary input of the program.
(3) Compare the obtained row with every row of S. As they are all different, only one corresponds to x.
This program uses log
 l
2εl

input bits to describe the set of errors. Applying Proposition 10, we get that for any δ > 0 and
for l sufficiently large, K(x∗|T (x∗, r∗A ), r∗B ) ≤ l(1+ δ)H2(2ε). Finally, applying Theorem 18:
log |U| ≤ K(x∗|r∗A , r∗B , f , P,U)
≤ K(x∗|r∗A , r∗B , f , P,U, T (x, r∗A ))+ |T (x, r∗A )|
≤ lH2(4ε)+ |T (x, r∗A )|
RA→Bε (f ) ≥ |T (x, r∗A )| ≥ log |U| − lH2(4ε).
Notice that |U| = SC(l,Mf ) and this concludes the proof. 
From the Kolmogorov based proof, we may derive a purely combinatorial proof. In this proof, we use Yao’s minmax
theorem to reduce the problem to the deterministic case.
Proof (Counting Version). Let S = U × V be a witness for SC(l,Mf ). By definition, S has SC(l,Mf ) rows and l columns. Letµ
be the uniform distribution on S:
µ(x, y) =

1/|S| if (x, y) ∈ S,
0 otherwise.
Using Yao’s minmax theorem (Theorem 3), we know that Rε(f ) ≥ Dµε (f ). Let P be an optimal one-way (µ, ε)-correct
protocol for f . Let U ′ ⊆ U be the set of rows of S on which the protocol makes at most 2εl errors. Notice that sinceP makes
at most ε|S| = εl2l errors on inputs in S, we get by summing over all rows of S that |U ′| ≥ |U|/2. Define S ′ = U ′ × V .
Let D(P ) be the cost of P and
 V
≤k

be the set of subsets of V of size at most k. We now define the following mapping γ :
γ : U ′ → {0, 1}D(P ) ×

V
≤ 2εl

x → (σ , E)
γ maps an input x ∈ U ′ to its transcript according to protocol P and the set of errors made by P . We claim that γ is
injective, which implies that |U ′| ≤ 2D(P )2εl l2εl. Applying log on both sides, and using Proposition 10, we get that for any
δ > 0 and l sufficiently large,
Dµε (fS) = D(P ) ≥ log |U ′| − l(1+ δ)H2(2ε) ≥ log |U| − l(1+ δ)H2(2ε)− 1.
Notice that |U| = SC(l,Mf ) and this concludes the proof. It only remains to prove that γ is injective. Fix x1 and x2 in U ′ and
suppose γ (x1) = γ (x2) = (σ , E). Using σ , we can simulate P for each input y ∈ V . Now, flip the result for all y ∈ E. As E is
the set of errors made by P , we get a row of the matrixMf |S . As all rows ofMf |S are different, we conclude x1 = x2. 
5. One-way versus simultaneous messages
In this section, we consider multiparty number in hand communication complexity. In this model, n players have to
compute an n-variable function. A simultaneous message protocol works as follows: every player receives an input and
sends a message to a referee who has to output the value of the function. Fix f : X1 × · · · × Xn → {0, 1}, then DX1||···||Xn(f )
denotes the simultaneous communication complexity of f .
The next result compares this model to the complexity of one-way protocols. For f : X1×· · ·×Xk → {0, 1}, we consider
two-player protocols inwhich one player receives one variable, say xi ∈ Xi, and the other one receives all the other variables.
The communication complexity for such protocols is denoted by DXi→X−i(f ). Of course, these protocols can be deterministic,
randomized or distributional. Here, we compare the distributional versions of simultaneous and one-way communication,
restricted to rectangular distributions. We improve the previous bound [2] on the error probability, from
∑
i H2(εi) to
∑
i εi.
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Theorem 22 ([2]). Fix f : X1 × · · · × Xn → {0, 1}. Then for ε ≥ (1+ 1/n)∑ni=1 εi,
D[],X1||···||Xnε (f ) ≤
n−
i=1
D[],Xi→X−iεi (f ).
Proof. The proof is by induction on the number of players. We start with the two-player case. Let X1 = X and X2 = Y , and
fix a product distributionµ = µ1⊗µ2 over X×Y , and two one-way protocolsP1 andP2. In the first protocol, Alice sends a
single message to Bob, and conversely in the second protocol. The messages sent by players in these protocols are denoted
m1(x) and m2(y) for inputs x ∈ X and y ∈ Y . These messages correspond to sets S ∈ X and T ∈ Y ; S is the set of inputs on
which the message mA(x) is sent and T on which the message is mB(y). The following diagram shows how we decompose
the rectangle R = S × T . For the protocol Pi, denote Pi(x,m) the output of Pi on input x and messagem.
The simultaneous protocol works as follows: Alice sendsmA(x) and BobmB(y) to the referee. Thesemessages correspond
to a rectangular set of inputs R = S × T . The referee simulates the one-way protocols for every input in R, and answers 0 if
µ(RA=0,B=0) > µ(RA=1,B=1) and 1 otherwise. The complexity of this protocol is at most the sum of the costs ofP1 andP2, so
we only have to analyze the errors of the simultaneous protocol. Suppose without loss of generality that the referee outputs
0 on R.
• For inputs in RA=0,B=0, P1 and P2 output the same answer. If the simultaneous protocol makes an error for some input,
then both P1 and P2 were wrong.
• In RA=0,B=1 and RA=1,B=0, P1 and P2 output different answers, such that for each input, exactly one protocol makes an
error.
• In RA=1,B=1, both P1 and P2 output the answer 1. As the simultaneous protocol outputs the value 0, it can make an error
where neither of the one-way protocols did.
Except in the last set, if the simultaneous protocol is wrong for some input, then at least one of the one-way protocols was
already making an error. The last set is the only one in which new errors appear. Therefore, to conclude in the two-player
case, it is sufficient to prove that µ(RA=1,B=1) is at most the average of µ(RA=0,B=1) and µ(RA=1,B=0).
Letµ′ be themeasure inducedbyµonR. Asµ′ is also rectangular, letµ′ = µ′1⊗µ′2 andα1 = µ′1(TB=1) andα2 = µ′2(SA=1).
We claim thatα1α2 < 12 [α1(1−α2)+α2(1−α1)]. The left-hand side is themeasure of RA=1,B=1, whereas the right-hand side
is the average of measures of RA=1,B=0 and RA=0,B=1. Summing over all rectangles, this proves that the total measure of errors
created in the simultaneous protocol is at most the average of errors made by the one-way protocols, which concludes the
proof. We now prove our claim.
By definition of the simultaneous protocol, we have α1α2 ≤ (1−α1)(1−α2). We can suppose without loss of generality
that α1 ≤ (1− α1) (otherwise α2 ≤ (1− α2)). We may now examine two cases:
• If α2 ≤ 1− α2, then multiplying by α1: α1α2 ≤ α1(1− α2). On the other hand, we have α1 ≤ (1− α1). Multiplying by
α2: α1α2 ≤ (1− α1)α2. Summing both results, we get 2α1α2 ≤ α1(1− α2)+ α2(1− α1).
• If α2 > 1− α2, then notice that (1− α1)(1− α2)− α1(1− α2) = (1− 2α1)(1− α2) < (1− 2α1)α2. Therefore,
α1α2 < (1− α1)(1− α2)
< α2(1− 2α1)+ α1(1− α2)
2α1α2 < α2(1− α1)+ α1(1− α2).
Now let n > 2 be the number of players. Fix n one-way protocols Pi and a product distribution µ = µ1 ⊗ . . . ⊗ µn.
Remember that in the one-way protocol Pi, one player receives an input xi and the second all other inputs. We denote the
second player’s input by x−i. We extend all notations introduced in the two-player case.
The simultaneous protocol works like in the two-player case: each player sends to the referee the message he would
have sent in the one-way protocol. We now describe the rule for the referee. Denote the message sent by the ith player by
mi(xi). Each message defines a set S i ∈ Xi of inputs for which the same message is sent. Notice that R = S1 × · · · × Sn is
a communication rectangle of the simultaneous protocol. Let S−i = S1 × · · · × S i−1 × S i+1 × · · · × Sn and S ia = {x−i ∈
S−i : Pi outputs a on input x−i and messagemi(xi)}. The rule for the referee is he outputs 0 if µ(∏i S i0) > µ(∏i S i1) and 1
otherwise. We now analyze the errors made by this protocol.
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Suppose without loss of generality that the referee outputs 0 for all inputs in R. Then, as in the two-player case, all the
new errors created in the simultaneous protocol are in
∏
i S
i
1. Letµ
′ be themeasure induced byµ on R.µ′ is also rectangular,
so let µ′ = µ′1 × · · · × µ′n. Finally, call αi = µ′i(S i1).
Using our notations, it is sufficient to prove that:
n
n∏
i=1
αi ≤
−
S∈[n]
S≠0,S≠[n]
∏
i∈S
αi
∏
i/∈S
(1− αi).
The left-hand side is precisely the measure of
∏
i S
i
1, whereas the right-hand side is the sum of the measures of all sets
of inputs for which at least one protocol outputs 0, except the set of inputs for which all protocol outputs 0. Following this
idea, notice that−
S∈[n]
S≠0,S≠[n]
∏
i∈S
αi
∏
i/∈S
(1− αi) = 1−
n∏
i=1
αi −
n∏
i=1
(1− αi).
The simultaneous protocol is defined such that
∏n
i=1 αi ≤
∏n
i=1(1− αi). By induction, we assume
(n− 1)
n−1∏
i=1
αi ≤ 1−
n−1∏
i=1
αi −
n−1∏
i=1
(1− αi). (1)
When not specified, products range from 1 to n. There are again two cases:
• ∏n−1i=1 αi ≤∏n−1i=1 (1− αi). Then using (1) and multiplying by αn.
n
∏
αi = (n− 1)αn
n−1∏
i=1
αi + αn
n−1∏
i=1
αi
≤ αn
−
S⊂[n−1]
S≠0,S≠[n−1]
∏
i∈S
αi
∏
i/∈S
(1− αi)+ αn
n−1∏
i=1
(1− αi)
≤
−
S⊂[n]
S≠0,S≠[n]
∏
i∈S
αi
∏
i/∈S
(1− αi).
• αn ≤ 1− αn. Then∏αi < (1− xn)∏n−1i=1 αi. Using this together with induction hypothesis:
n
∏
αi =
∏
αi + (n− 1)xn
n−1∏
i=1
αi
≤ (1− αn)
n−1∏
i=1
αi + αn
 −
S⊂[n−1]
S≠0,S≠[n−1]
∏
S
αi
∏
S
(1− αi)

≤
−
S⊂[n]
S≠0,S≠[n]
∏
S
αi
∏
S
(1− αi). 
6. Conclusion
Our proofs share a similar framework.We start by giving a general lower boundbased onKolmogorovmutual information
between the inputs and the transcript of the protocol. Then, we use incompressibility to identify hard inputs. Finally, in an
alternative to Yao’s minmax theorem, we use incompressibility again to fix the randomness in the protocols. We illustrate
our method with two applications, providing new proofs which we believe are simpler, in that they only use elementary
techniques. For the VC dimension and shatter coefficient lower bound, we also go one step further and provide a fully
combinatorial proof, removing Kolmogorov complexity altogether.
The first application we give is the hidden matching problem. In a recent work [11], it has been proved that the gap
holds for a partial function. The lower bound is based on Fourier analysis, and uses Yao’s minmax theorem. Trying to give a
combinatorial proof of this lower bound seems to be an interesting problem, aswebelieve itwould give better understanding
of the general case, and possibly lead to a separation for total functions.
We also compared one-way and simultaneous communication complexity in the distributional case, for product
distributions. The result is known to be false in general. But for reasonable classes of functions, these models may still
be equivalent, in particular, [2] suggest that it could hold in the special case of symmetric functions, thought they consider
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it to be a ‘‘considerably difficult’’ problem. We hope our approach might help to analyze this case for symmetric or other
natural classes of functions.
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Appendix. A random graph theorem
Let G = (V (G), E(G)) be a bipartite graph such that E(G) = n. There are two procedures to define a random subgraph H
of G:
• For each edge e ∈ E(G), let e ∈ E(H)with probability p. Let Hp denote the random graph built this way.• Pick E(H) of sizem at random in E(G). Denote by Hm the random graph built this way.
For our application, we are interested in properties of Hm with m = √n. But we know that with m = pn, these models are
very similar. Therefore, we can begin by studying Hp with p = 1√n , and transpose it to Hm. The following theorem makes
precise the similarity between these two models:
Theorem 23 ([13]). Let Q be any set of subgraphs of G. Then for p = 1√n , m =
√
n, and n sufficiently large:
Prob(Hm ∈ Q) ≤
√
2πn1/4Prob(Hp ∈ Q).
Proof.
Prob(Hp ∈ Q) =
n−
k=0
Prob(Hp ∈ Q| |E(Hp)| = k)Prob(|E(Hp)| = k)
=
n−
k=0
Prob(Hk ∈ Q)Prob(|E(Hp)| = k)
≥ Prob(Hm ∈ Q)Prob(|E(Hp)| = m).
Note that Prob(|E(Hp)| = m) =
n
m

pm(1 − p)n−m. One can easily prove that Prob(|E(Hp)| = m) ∼ 1√2πn1/4 , which finishes
the proof. 
Theorem 24. Fix a bipartite graph G, and pick a random subgraph H = H√n. Let kH = #{v ∈ V (H) : degH(v) > 0}. There exists
a constant c > 0 such that:
lim
n→+∞ ProbH(kH ≥ c
√
n) = 1.
Proof. We only have to prove the theorem for a random subgraph H = H1/√n and use Theorem 23 to conclude that it holds
for H = H√n. Let V (G) = X1 ∪ X2, such that E(G) ⊂ X1 × X2. Call X+i = {v ∈ Xi : deg(v) > 2
√
n} and X−i = X+i . We shall
start the proof with the following structural fact.
Claim 25. For at least one index i, we have |Xi| > √n and∑X−i deg(v) > 3n/8.
First, notice that at least one side of the graph has at least
√
n vertices. Then, if one side of the graph has strictly less than 2
√
n
vertices, every vertex in the other side has degree strictly less than 2
√
n. Summing over all X−i proves the claim. Therefore,
assume both sides have more than 2
√
n vertices.
Call Eδ,ϕ = E(G) ∩ X δ1 × Xϕ2 for δ, ϕ ∈ {+,−}. With this decomposition, the total number of edges is n = |E++| +|E+−| + |E−+| + |E−−|. Moreover:∑X+1 deg(v) = |E++| + |E+−| and∑X+2 deg(v) = |E++| + |E−+|. Now notice that since∑
v∈Xi deg(v) = n (for i = 1, 2), there are at most
√
n
2 vertices of degree larger than 2
√
n. This implies |E++| < n4 . Finally:
n = |E++| + |E+−| + |E−+| + |E−−|
=
−
X+1
deg(v)+
−
X+2
deg(v)− |E++| + |E−−|
>
−
X+1
deg(v)+
−
X+2
deg(v)− n
4
5n
4
>
−
X+1
deg(v)+
−
X+2
deg(v).
We can conclude that for at least one i,
∑
X+i
deg(v) < 5n/8, which on the other side implies
∑
X−i
deg(v) > 3n/8.
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Let v0 = #{v : degH(v) = 0}. We prove an upper bound on Ev0. Let Xi verify the previous claim. For each vertex v ∈ Xi,
Prob(deg(v) = 0) = (1− 1√n )deg(v) ∼ e−deg(v)/
√
n. Notice that for vertices in the same part of G, degrees inH are independent
random variables. Therefore, Ev0 =∑v e−deg(v)/√n.
Let α1 = 1−e−22 . Notice that for all x such that 0 < x < 2, e−x < 1− α1x. Therefore , we have for low degree vertices:−
v∈X−i
e−deg(v)/
√
n <
−
X−i
1− α1 deg(v)√n < |Xi| −
3α1
8
√
n.
On the other hand, for high degree vertices:−
X+i
e−deg(v)/
√
n < e−2|X+i | <
e−2
2
√
n.
Letting c = ( 3α18 − e
−2
2 )
Ev0 < |Xi| − c
√
n
EkH > c
√
n.
One can verify that c > 1.
It was noticed that v0 is a sum of independent indicator random variables, such that kH is also a sum of independent
random variables. Therefore, we can apply Chernov bounds directly to derive:
Prob

kH <
c
2
√
n

< e−
c
√
n
8 . 
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