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1 Motivation and main idea
One of the major questions in string eld theory is how much of the full landscape of string
theory can be seen from the point of view of strings propagating in a given background.
A limited version of this question pertains to classical open bosonic string eld theory:
can open bosonic strings attached to a given D-brane rearrange themselves to create other
D-branes which share the same closed string background? Even this limited question has
occupied a large part of research in string eld theory for almost 20 years. Following
the formulation of Sen's conjectures [1], much work was devoted to numerical solution of
Witten's open bosonic string eld theory in the level truncation scheme. This produced
convincing evidence that string eld theory on a reference D-brane could describe the
tachyon vacuum [2{5] | the conguration where all D-branes have disappeared | as
well as lower energy vacua, such as tachyon lump solutions [6], and at least part of the
moduli space of the reference D-brane [7]. After Schnabl's exact solution for the tachyon
vacuum [8], it was also possible to explore the space of open string eld theory vacua
using analytic techniques. However, analytic techniques appeared to be less exible than
level truncation. Aside from the tachyon vacuum, for a long time the only known analytic
solutions represented parametrically small deformations of the reference D-brane [9{12].
The upshot is that | in spite of other developments | the range of vacua that could be
seen from the point of view of a reference D-brane has been essentially unchanged since
early studies in level truncation.
It was then a surprise when [13], following the work of [14], gave a plausible construction
of an analytic solution for any time-independent conguration of D-branes. This includes
solutions that had long been searched for without success: solutions representing the whole
D-brane moduli space; solutions describing magnetic ux [15]; solutions describing D-
branes of higher dimension; solutions describing multiple copies of the reference D-brane.
The construction was based on an expression of the form
	 = 	tv   	tv: (1.1)
This is a classical solution in the string eld theory of a reference D-brane, given by a
boundary conformal eld theory BCFT0, describing the formation of a target D-brane in
the same closed string background, given by a boundary conformal eld theory BCFT.
The solution involves products of string elds living in dierent state spaces, as follows:
	 = 	tv   	tv:
?
H0
?
H0 
 - H0
 - H

- H0
(1.2)
Here H0 is the state space of the reference D-brane BCFT0, H is the state space of the
target D-brane BCFT, and H0 and H0 are state spaces of stretched strings connecting
the reference and target D-branes. The structure of the solution has a fairly straightforward
interpretation. The rst term
	tv 2 H0 (1.3)
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is a solution for the tachyon vacuum in BCFT0, and represents annihilation of the reference
D-brane through tachyon condensation. In the second term, the factor
 	tv 2 H (1.4)
is a solution which represents the creation of the target D-brane BCFT out of the tachyon
vacuum. The string elds  and  do not alter the physical meaning of the second term in
the solution, but serve a necessary mathematical function: they map a state of the target
D-brane into a state of the reference D-brane, so that the two terms (1.3) and (1.4) can be
added to dene a solution in the reference string eld theory. The equations of motion are
valid provided the following identities are satised:
Q	tv = 0; Q	tv = 0; (1.5)
 = 1: (1.6)
We refer to  and  as intertwining elds. A solution of the general form (1.1) will be
called an intertwining solution.
Since the intertwining elds represent stretched strings, they must be built from BCFT
vacuum states containing boundary condition changing operators. For reasons we will
review shortly, earlier work assumed that these boundary condition changing operators
have regular OPE of the form:
lim
x!0
(x)(0) = 1; x > 0; (1.7)
where ;  are boundary condition changing operators dening respectively ;. This
condition seems unnatural, since boundary condition changing operators typically have
nonzero conformal weight, and their OPEs will have singularities. However, this diculty
can be avoided with a trick. Suppose we have boundary condition changing operators
bare; bare connecting BCFT0 and BCFT which are primaries of weight h. Their OPE
takes the form
bare(x)bare(0) =
1
x2h
+ less singular; x > 0: (1.8)
Let us further suppose that the reference and target D-brane systems are time-independent.
Specically, we assume that BCFT0 and BCFT share a common factor given by a non-
compact, timelike free boson X0(z) subject to Neumann boundary conditions, and that
bare; bare act as the identity operator in this factor of the BCFT. Then we can con-
nect BCFT0 and BCFT using boundary condition changing operators satisfying (1.7)
by dening
(x) = baree
i
p
hX0(x);
(x) = baree
 iphX0(x): (1.9)
The plane wave vertex operators ei
p
hX0 generate a Wilson line deformation on the target
D-brane given by a constant timelike gauge potential A0 =
p
h. However, since the time
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direction is noncompact, the Wilson line is not observable; in principle it can be removed
by gauge transformation.
With boundary condition changing operators of this kind, it is possible to construct
an intertwining solution relating any pair of time-independent backgrounds. However, the
solution has two major drawbacks:
 The solution does not readily generalize to time dependent backgrounds. Even for
static backgrounds, the construction breaks Lorentz symmetry and gives expectation
values to primaries in the X0 BCFT which are physically irrelevant. Meanwhile,
there is nothing in the general form of the intertwining solution which suggests that
the time coordinate should play a special role.
 Some computations related to the solution are ambiguous due to the appearance of
associativity anomalies. One can show that generically
 = 1;
 = constant 1; (1.10)
where the constant in the second equation is given by the ratio of disk partition
functions in the reference and target BCFTs. This implies that the triple product
 (1.11)
is ambiguous; its value depends on the order in which the string elds are multiplied.
This does not immediately undermine the validity of the solution, since ambiguous
products do not appear in essential computations. However, it makes it dicult to
meaningfully discuss the relation between open string degrees of freedom on dierent
backgrounds, and, for technical reasons, it complicates generalization to superstring
eld theory [16].
These diculties are related to the requirement that  and  have regular OPE. In this
paper we give a new realization of the solution where this assumption is not necessary.
To see the nature of the problem and our proposed resolution, it is useful to schemati-
cally visualize the intertwining elds as surface states containing insertions of the respective
boundary condition changing operators. The surfaces are portions of the open string world-
sheet bounded by two curves representing the left and right halves of the string, as shown
in gure 1. In actuality, the intertwining elds will be linear combinations of surface states
with additional ghost insertions, but this simplied picture suces for the present discus-
sion. The product  is dened by a surface obtained by gluing the right curve of  to
the left curve of , as shown in gure 2. On the other hand, we should have
 = 1: (1.12)
On the right hand side, the identity string eld is characterized by an innitely thin surface
where the left and right curves overlap. Since gluing  to  should not produce more surface
than is present in the identity string eld, this seems to imply that  and  should likewise
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Σ		~	Σ		~
left
leftright
right
	σ 	σ
midpoint
open string boundary
Figure 1. Schematic representation of  and  as portions of the open string worldsheet bounded
by curves representing the left and right halves of the string.
left
left
right
right
	σ 	σ =
?
 
Figure 2. Schematic representation of the identity  = 1. This relation appears to be possible
only if  and  contain no interior surface and if  and  have regular OPE as given in (1.7).
be innitely thin surfaces where the left and right curves overlap. Then the product 
necessarily produces a collision of boundary condition changing operators, and we obtain
the identity string eld only if their OPE is regular, as postulated in (1.7).
The basic tension is that the intertwining elds must contain some surface to avoid
collision of boundary condition changing operators, but this surface must not be present
after taking the product. The situation is reminiscent of old heuristic arguments against the
existence of star algebra projectors [17]: gluing surfaces always produces more surface, so it
is dicult to imagine a surface state which squares to itself. However in [17] it was realized
that the star product can eectively destroy surface under a special circumstance: if it
produces a surface with degeneration | an innitely narrow \neck" that cuts o a region
of worldsheet. We can take advantage of this as follows. In the simplest visualization,
the identity string eld corresponds to a \needle" of surface containing a single point on
the open string boundary. However, we can replace this boundary point with an innitely
narrow neck connecting to a nite region of worldsheet, as shown in gure 3. In this region
we can place two boundary condition changing operators at separated points, and provided
that the resulting 2-point function is equal to 1, we have not changed anything about the
identity string eld. This suggests a new denition of  and . We can cut between the
left and right curves of the identity string eld, through the innitely narrow neck, and
into the new surface to a boundary point between  and . This produces a pair of \ag
shaped" surfaces which we take to dene  and . Due to the characteristic appearance
of the surfaces, we will call them ag states.1
1The notion of ag states was implicitly discussed in the nal section of [18], in a technically dierent
but conceptually related context.
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Figure 3. The boundary point inside the surface of the identity string eld can be replaced with
an innitely narrow neck connecting to a larger region containing  and  insertions. Cutting the
surface in half gives a new representation of  and  in terms of \ag states".
If the intertwining elds are constructed from ag states, it is clear that the star
product  will not produce a collision of boundary condition changing operators. Then
we do not require any assumption about the boundary condition changing operators aside
from normalization; the Wilson line deformation is not necessary, and the construction
works equally well for time dependent backgrounds. Perhaps as signicant, we no longer
have diculty with associativity anomalies. The star product  (in the reverse order) is
not proportional to the identity string eld. Rather, it produces a nontrivial surface, as
shown in gure 4. In fact  is a projector of the star algebra, so the previous inconsistent
relations (1.10) are replaced with
 = 1;
()2 =  6= constant 1: (1.13)
In this way,  can be thought of as analogous to an isometry of a Hilbert space, while its
conjugate  is analogous to a partial isometry.2
This resolves the two main diculties with the intertwining solution as realized in [13].
As a result, we have a completely general construction of D-brane systems in bosonic string
eld theory, and further, we can establish that the uctuations of any D-brane in bosonic
string theory contain complete information about all other D-brane systems which share
the same closed string background. At a technical level, the ag state solution has a rather
dierent character from previous analytic solutions, mainly due to the nontrivial geometry
of the surfaces involved. Explicit calculations with the solution, for example of Fock space
coecients, are a much more serious undertaking. Much of this paper is concerned with
describing the solution in a concrete enough form that computations and consistency checks
are possible. However, the fundamental idea behind the solution is simple.
2The possible relevance of non-unitary isometries to string eld theory solutions was pointed out early
on in [19]. An isometry is a linear operator which preserves inner products. A partial isometry acts as
an isometry on the orthogonal complement of its kernel. The adjoint of an isometry is, in general, only a
partial isometry. When the adjoint is also an isometry, the operator is unitary.
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	σ	σ
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=
	Σ
Figure 4. Surface state representing the (reverse) product . Note that the boundary condition
changing insertions are well-separated. This surface can be seen to dene a star algebra projector
following the arguments given in [17].
1.1 Organization and summary
When proposing a new analytic solution, especially one which is dierent in essential re-
spects from other solutions, it is necessary to spell out the procedures for explicit calculation
in as far as possible. In the study of analytic solutions, the proverbial devil is often hiding
in details. For this reason, the paper is long. But we do not wish for this to obscure es-
sential points which may be of wider interest and utility. For those who wish to read more
than the introduction and conclusion, but not too much about technical implementation,
section 2 and 6 contain important general ideas and results. We set 0 = 1 and use the
left handed star product convention [20] throughout. In particular, the expectation value
of the tachyon is positive at the tachyon vacuum.
The paper is organized as follows.
In section 2 we describe the notion of intertwining solution, as characterized by a choice
of tachyon vacuum in the reference and target backgrounds together with a pair of inter-
twining elds. We show that variation of the choice of tachyon vacuum and intertwining
elds leaves the solution invariant up to gauge transformation provided that the boundary
condition of the target background does not change. We also note that the structure of the
intertwining solution is preserved by gauge transformation, which leads to the surprising
implication that all classical solutions in open bosonic string eld theory can be described
as intertwining solutions. Next we show that the intertwining solution provides a map
between the eld variables of the reference and target string eld theories which is invert-
ible up to gauge transformation. If an intertwining solution can be found for all D-brane
systems in a xed closed string background, this establishes the background independence
of classical open bosonic string eld theory. Interestingly, the map between string eld
theories of dierent backgrounds is not an isomorphism of eld variables, but transforms
the open string state space of the target background into a subset of states of the refer-
ence background. We also comment on why the tachyon vacuum should be the preferred
intermediate background for condensing the reference and target D-brane systems for the
purposes of realizing the intertwining solution.
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In section 3 we describe ag states as a step towards an explicit realization of the
algebraic structure of the intertwining solution. There are many possible denitions of ag
states which dier by the choice of parameterization of the left and right halves of the
string. We x a parameterization where ag states are characterized as surface states by a
region in the sliver coordinate frame consisting of the positive imaginary axis conjoined to
an semi-innite horizontal strip of height ` above the positive (or negative) real axis. We
describe ag states schematically in the split string formalism as operators on the vector
space of half-string functionals, which gives a useful understanding of how ag states work
and why the map between eld variables in dierent backgrounds is not an isomorphism. To
perform concrete calculations with the intertwining solution constructed from ag states,
it is necessary to evaluate correlation functions on surfaces formed by gluing ag states and
wedge states. The surface which contains only one ag state and its conjugate is called the
ag-anti-ag surface, and in this case correlation functions can be computed by explicitly
transforming to the upper half plane with the help of the Schwarz-Christoel map. With
this we show that a ag state with operator insertion multiplies with its conjugate to give
the identity string eld up to normalization. This is the crucial property needed to realize
the intertwining solution.
In section 4 we give a construction of the intertwining solution using ag states. We
describe the solution based on the simple tachyon vacuum [20] and a more general class of
tachyon vacuum solutions of the Okawa form [21]. The primary task in the construction
is building intertwining elds out of ag states. This is mostly straightforward. The main
subtlety is showing that the string eld B, corresponding to a vertical line integral insertion
of the b-ghost in the sliver frame, is preserved by right/left multiplication with a ag state
and its conjugate. We write the solution explicitly in terms of ag states and elements of
the KBc subalgebra. The case of the simple tachyon vacuum is somewhat special, since it
is necessary to lift c ghost insertions o the open string boundary to avoid certain ambi-
guities. We conclude this section by describing the relation to the solution of [13], and a
prescription for constructing multiple D-brane solutions, including solutions representing
multiple copies of the perturbative vacuum within the universal sector. We also make the
curious observation that this construction represents all open string backgrounds by non-
perturbative solutions. Even the perturbative vacuum is represented by a nonperturbative
state which must be related to the trivial solution 	 = 0 by a nite gauge transformation.
In section 5 we investigate the consistency of the solution, in particular that the equa-
tions of motion hold without anomaly, that the solution is nite, and that gauge invariant
observables produce the physically expected results. The most signicant subtleties we
nd are the necessity of lifting c ghost insertions o the open string boundary when using
the simple tachyon vacuum, and the necessity of regularization to consistently cancel in-
frared divergences which appear when c ghosts are cut o by degeneration in the product
of intertwining elds.
Finally, in section 6 we consider the coecients of the solution when expanded into
a basis of Fock states. Up to a shift from the tachyon vacuum, the coecients are given
by a canonically normalized 3-point function of two primary boundary condition changing
operators and a primary probe vertex operator, multiplied by a universal factor which
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depends on conformal transformation properties of the test state and boundary condition
changing operators which appear inside the solution. The structure generalizes that of the
solution of [14]. The universal factor is dened by a complicated seven dimensional integral,
and we do not attempt its numerical evaluation here. Instead, we consider the coecients of
a ghost number zero toy model of the solution, where the analogous universal factor requires
a more manageable three dimensional integral and is expected to give qualitatively similar
results. In the context of the toy model, we rst consider the Wilson line deformation, and
conrm an old proposal [22] that the expectation value of the gauge eld on the reference
D-brane is not a global coordinate on the moduli space of the deformation. Second, we
consider tachyon lumps, representing the formation of a D(p  1)-brane in the eld theory
of a Dp-brane compactied on a circle of radius R. We analyze lump proles derived from
the toy model using Neumann-Dirichlet twist elds of weight 1=16 and also excited twist
elds of weight 9=16. Superimposing these proles gives a rst look at the \double lump"
representing a coincident pair of D(p   1)-branes. Third, we consider the ghost number
zero toy model of the cosh rolling tachyon deformation. The evolution of the tachyon eld
exhibits the wild oscillation which is typically seen in such solutions, and we nd that the
oscillation does not disappear when the marginal parameter is taken to the critical value
which is supposed to represent placing the tachyon at the local minimum of the potential.
However, at the critical marginal parameter a new direction in the moduli space opens
up which corresponds to adjusting the imaginary time interval between Wick rotated D-
branes. As the imaginary time interval is taken to innity, the oscillations of the tachyon
eld disappear, and we are left with the tachyon vacuum. Motivated by the ghost number
zero toy model and many other solutions which have been found both analytically and
numerically, we propose that the qualitative behavior of coecients of primary elds in a
solution is in large part captured by a 3-point function in the upper half plane consisting of
a test vertex operator inserted at the origin and two boundary condition changing operators
inserted at opposing points some distance apart on the real axis. This observation is dubbed
the Fock space coecient principle. We give several supporting examples, and comment on
a few exceptional features which are not captured by the 3-point function. We also note
that the 3-point function can sometimes show surprising simplication when the boundary
condition changing operators are a certain distance apart; for example, the tachyon prole
of a lump representing a D(p   1)-brane becomes a delta function at the location of the
Dirichlet boundary condition.
We end with concluding remarks followed by appendices. Appendix A shows how the
solution for marginal deformations in Schnabl gauge [9, 10] can be expressed as an inter-
twining solution. Appendix B summarizes a collection of relations pertaining to conformal
transformation between the ag-anti-ag surface and the upper half plane. Appendix C
gives formulas for correlation functions of ghost operators on the ag-anti-ag surface which
appear when multiplying ag states with elements of the KBc subalgebra. Appendix D
lists some coecients for the tachyon lump prole derived from the ghost number 0 toy
model. In appendix E we derive the three point function of a plane wave vertex operator
and two boundary condition changing operators which turn on the cosine deformation on
a segment of the open string boundary.
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2 Intertwining solution
In this section we dene the intertwining solution based on a set of \postulates". Essen-
tially all physical properties of the target background follow from the postulates, without
knowledge of how the solution is actually realized. Most things we might hope to learn
from string eld theory, however, require more. We describe our proposal to construct the
solution in later sections.
The intertwining solution is
	 = 	tv   	tv; (2.1)
where the string elds on the right hand side are characterized by the following postulates:
(1) Tachyon vacuum. There are two states,
	tv 2 H0 and 	tv 2 H; (2.2)
which represent solutions for the tachyon vacuum respectively in the string eld
theory of the reference D-brane BCFT0, and the string eld theory of the target
D-brane BCFT. We do not require that the two tachyon vacuum solutions are
\the same", in the sense that they generate the same coecients when expanded in
a universal basis. We do not even require that the tachyon vacuum solutions are
universal.
(2) Homotopy operator. Each tachyon vacuum solution comes with a respective string
eld A at ghost number  1, called the \homotopy operator",
A 2 H0 and A 2 H; (2.3)
which satises3
Q	tvA = 1 and A
2 = 0 (in H0 or H): (2.4)
The existence of a homotopy operator implies that the cohomology of Q	tv is empty,
so there are no physical open string states around the tachyon vacuum [23, 24]. We
also assume that the homotopy operator squares to zero. There is no particular phys-
ical rationale behind this assumption, but nevertheless it is needed. The homotopy
operator squares to zero for known analytic solutions for the tachyon vacuum.4
(3) Intertwining elds. We have two stretched string states,
 2 H0 and  2 H0; (2.5)
called intertwining elds. They are assumed to satisfy
Q	tv = 0; Q	tv = 0 ; (2.6)
3We dene Q	  Q + 	  ( 1)	 where 	 is a Grassmann odd string eld at ghost number 1.
If 	 is a solution, Q	 is nilpotent.
4This is true for the trivial reason that the subalgebras of states used to construct most analytic solutions
do not contain states with ghost number less than  1.
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and
A = A: (2.7)
These properties imply the identity
 = 1; (2.8)
discussed in the introduction.
Before going further, let us make a necessary comment about notation. We will often
use the same symbol to denote distinct but analogous string elds living in dierent state
spaces. Thus, for example, 	tv may refer to either the tachyon vacuum of BCFT0 or
the tachyon vacuum of BCFT, and A may refer to either of the respective homotopy
operators. It is possible to introduce labels to indicate which state space the string eld
occupies. Thus, for example, the relation Q	tv = 0 could be written explicitly as
Q(0) + 	(0)tv 
(0)   (0)	()tv = 0: (2.9)
However, a moments thought reveals that it is manifest which string eld is being referred
to simply based on its appearance relative to  and . Therefore we will drop the labels
except when needed for clarity.
In principle it is not necessary to postulate the existence of a homotopy operator.
Instead of (2.7), we could take  = 1 as a fundamental identity. However, in practice we
do not know how to construct the intertwining solution without the homotopy operator.
The reason is that it allows us to solve the Q	tv -invariance constraints on the intertwining
elds. We simply take  and  of the form
 = Q	tv
 
Apre

; (2.10)
 = Q	tv
 
preA

; (2.11)
where pre and pre are stretched string states which we call pre-intertwining elds. This
ansatz does not imply any loss of generality, since we can choose pre =  and pre = .
Imposing (2.7) and using A2 = 0, one can show that
preApre = A: (2.12)
Since analytic expressions for the tachyon vacuum are known, the construction of the inter-
twining solution reduces to solving this single equation. Note that generally prepre 6=1,
since we do not assume the pre-intertwining elds are Q	tv invariant.
The basic form of the intertwining solution also applies to multiple D-brane systems,
but to make this explicit it is helpful to spell out the Chan-Paton structures. Suppose that
BCFT0 represents a system of n D-branes, each individually characterized by boundary
conformal eld theories BCFTi0 for i = 1; : : : ; n; similarly, BCFT consists of a system of
N D-branes, each individually characterized by boundary conformal eld theories BCFTI,
for I = 1; : : : ; N . In this case, the string eld in BCFT0 is an n n matrix whose (i; j)-th
entry is an element of the state space of a stretched string connecting BCFTi0 and BCFT
j
0;
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similarly, the string eld in BCFT is an N N matrix whose (I; J)-th entry is an element
of the state space of a stretched string connecting BCFTI and BCFT
J
 . The intertwining
elds are rectangular matrices
 =
0BBBB@
(11) (12) : : :
(21) (22)
...
. . .
(nN)
1CCCCA ; (2.13)
 =
0BBBBBBBBB@

(11)

(12)
: : :

(21)

(22)
...
. . .

(Nn)
1CCCCCCCCCA
; (2.14)
where (iJ) is an element of the state space of a stretched string connecting BCFTi0 to
BCFTJ , and 
(Ij)
is an element of the state space of a stretched string connecting BCFTI
and BCFTj0. The condition  = 1 can be reexpressed
nX
k=1

(Ik)
(kJ) = (IJ); (2.15)
where the \Kronecker delta" (IJ) is the identity string eld in BCFTI when I = J , and is
zero otherwise. It is worth emphasizing that the number of D-branes n in BCFT0 and the
number of D-branes N in BCFT need not be equal, and in particular it is possible that
N > n. So the general form of the intertwining solution does not rule out the possibility
of creating new D-branes. We will describe how to do this in subsection 4.3.
2.1 Varying the parameters of the solution
An explicit realization of the intertwining solution requires various choices, and it is useful
to understand how these choices eect the physics.
First let us see how the solution changes if we vary the choice of tachyon vacuum in
BCFT0 and BCFT. Any on-shell deformation of the tachyon vacuum is pure gauge, so
we can write
tv	tv = Q	tv; (2.16)
where  is an innitesimal gauge parameter dened correspondingly in BCFT0 or BCFT.
As we change the tachyon vacuum the homotopy operator must also change. To maintain
A2 = 0 we assume
tvA = [A;]: (2.17)
Finally, the intertwining elds depend on the tachyon vacuum, but also depend on other
variables that might appear in the solution of (2.7). So we must dene what it means to
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vary  and  with respect to the tachyon vacuum while keeping other variables xed. The
natural denition is
tv = [;]; (2.18)
tv = [;]: (2.19)
In this way the variation preserves the structure of the intertwining solution. The solution
then changes as
tv	 = Q	

  

; (2.20)
which is an innitesimal gauge transformation. The gauge parameter is essentially the
dierence in the tachyon vacuum gauge parameters in BCFT0 and BCFT.
Next we can consider varying the intertwining elds  and  while keeping the tachyon
vacuum xed. The variations
; ; (2.21)
must be Q	tv invariant, and must preserve (2.7):
A + A = 0: (2.22)
By formal manipulation, one can express the variation of the solution as
	 = Q	

	tvA A	tv

: (2.23)
This appears to show that the solution changes by gauge transformation. This cannot be
exactly correct, since a general variation of the intertwining elds will result in a deforma-
tion of the target D-brane.5 In such a circumstance, however, the above gauge parameter is
not well dened. Let us illustrate how this occurs with an example. Suppose that BCFT0
includes a free boson X(z; z) subject to Neumann boundary conditions compactied on
a circle. We can describe a target BCFT with constant Wilson line on this circle using
boundary condition changing operators
(x) = eiX(x); (2.24)
(x) = e iX(x); (2.25)
where  parameterizes the magnitude of the Wilson line deformation. These are not well-
dened operators in BCFT0 since the zero mode of the free boson X(z; z) is not single val-
ued on the circle. Of course, we do not expect these operators to be well dened in BCFT0
since they change the boundary condition. However, the combined nonlocal operator
(x)(0) (2.26)
is well-dened in BCFT0, since the change of boundary condition implemented by  is
undone by . If we vary with respect to the magnitude of the Wilson line
d
d

(x)(0)

=

d
d
(x)

(0) + (x)

d
d
(0)

; (2.27)
5If we modify the boundary condition, the tachyon vacuum will also change since it lives in a dierent
state space. In the universal subspace, however, there is a natural connection which allows us to say whether
the tachyon vacuum is unchanged by a deformation of the boundary condition.
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we should still have a sensible operator in BCFT0. However, the individual terms on the
right hand side are not well-dened; they depend on the zero mode of X(z; z) in a way
that cancels when the terms are added. Returning to the gauge parameter in (2.23), it
is clear that such a cancellation will not occur, since the two terms do not add up to the
variation of a well-dened state in BCFT0. The upshot is that varying the parameters of the
intertwining solution produces a gauge transformation provided we do not change the target
D-brane system. This is consistent with the expectation that the physical content of the
solution is completely contained in the open string background that the solution describes.
It is interesting to observe that the algebraic structure of the intertwining solution is
gauge invariant. A nite gauge transformation of the intertwining solution takes the form
	0 = U
 1(Q+ 	tv)U| {z }
	0tv
  (U 1)| {z }
0
	tv (U)| {z }

0
; (2.28)
where U 2 H0 is a nite gauge parameter. As indicated by the underbraces, the gauge
transformed solution is still an intertwining solution, but with a new tachyon vacuum
	0tv 2 H0 and intertwining elds 0 and 0. If an intertwining solution can be found in
each gauge orbit | which we will argue is possible | this has a surprising consequence:
All classical solutions in open bosonic string eld theory are, in some way or another,
intertwining solutions. Generally, it can be dicult and awkward to express a solution
in intertwining form. To give an example, in appendix A we show how it can be done
for marginal deformations in Schnabl gauge. While potentially awkward, it is signicant
if an intertwining form can be found, since it makes the physical content of the solution
completely transparent.
2.2 Background independence
The formulation of string eld theory requires a choice of background. A longstanding
conjecture is that the choice of background does not matter: string eld theories formu-
lated on dierent backgrounds are related by eld redenition. In [25{27] it was shown
that an innitesimal deformation of the reference background can be compensated by an
innitesimal eld redenition. But it is not known if large shifts of the background can be
similarly compensated. This is the problem of background independence.
One can postulate on general grounds that the eld redenition relating the string eld
theories of BCFT0 and BCFT will take the form
	(0) = 	 + f(	()); (2.29)
where
 	(0) 2 H0 is the dynamical eld of the reference D-brane;
 	() 2 H is the dynamical eld of the target D-brane;
 	 2 H0 is a classical solution of the reference string eld theory describing the target
D-brane;
 f is a linear map from H into H0 which is invertible up to gauge transformation.
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We can consistently assume that f is linear since both reference and target string eld
theories are cubic. The problem of background independence then boils down to two
questions:
(1) Given string eld theory formulated on an arbitrary reference D-brane, is it possible
to nd a solution 	 for every target D-brane system which shares the same closed
string background?
(2) Is it further possible to nd an f which transforms the string eld of the target D-brane
into the uctuation eld around the solution 	 of the reference D-brane?
In later sections we will see that the answer to the rst question is armative. Here
we will show that if 	 is an intertwining solution, the answer to the second question is
also armative. Together this establishes the background independence of classical open
bosonic string eld theory.
We start by noting that Q	tv invariance of  and  implies
Q	0 = 0; Q0	 = 0; (2.30)
where we introduce the notation
Q	1	2  Q + 	1  ( 1)	2	2: (2.31)
This is the BRST operator for a stretched string connecting a D-brane condensed to a
classical solution 	1 and a D-brane condensed to a classical solution 	2. This operator is
niltpotent and satises a generalized Leibniz rule
Q	1	3() = (Q	1	2) + ( 1)(Q	2	3): (2.32)
The relations (2.30) have an important interpretation. Since the intertwining elds change
the boundary condition, Q	0 is the BRST operator for a stretched string connecting a
BCFT0 D-brane condensed to the solution 	 and a BCFT D-brane at the perturba-
tive vacuum. However, both solutions 	 2 H0 and 0 2 H represent the same physical
background | namely, the target D-brane. Therefore, (2.30) is really saying that the inter-
twining elds are BRST invariant from the point of view of the BRST operator of BCFT.
Moreover, the intertwining elds cannot be BRST exact. This would be inconsistent with
the relation
 = 1; (2.33)
since the identity string eld is not exact. This means that the intertwining elds must be
representatives of the cohomology class of the identity operator in BCFT. The identity
operator is the only nontrivial element of the cohomology at ghost number zero.
This suggests that the map f : H ! H0 dened by
f() =  (2.34)
should be considered as analogous to left/right multiplication by 1, at least from the point
of view of BRST cohomology in BCFT. Therefore f reexpresses a linearized string eld
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of the target D-brane as a linearized uctuation of the solution 	 without altering its
physical meaning. In fact, this correspondence extends to the nonlinear level, since f
denes a homomorphism between the algebraic structures of the two string eld theories:
f() = f()f(); (2.35)
f(Q) = Q	f(); (2.36)
Tr0[f()] = Tr[]; (2.37)
where Tr0 and Tr represent the 1-string vertex computed on states in H0 and H, respec-
tively. It follows that the dynamical elds of the reference and target D-brane systems can
be related by
	(0) = 	 + 	(): (2.38)
In particular, the actions of the two string eld theories can be written:
S0(	
(0)) = Tr0

1
2
	(0)Q	(0) +
1
3
(	(0))3

; (2.39)
S(	()) = Tr

1
2
	()Q	() +
1
3
(	())3

: (2.40)
If the dynamical string elds are related through (2.38), the actions are equal up to an
additive constant:
S0(	
(0))  S0(	tv) = S(	())  S(	tv): (2.41)
This shows that the string eld theories are related by eld redenition.
Let us mention a few properties of the proposed eld redenition. Suppose that we
have three backgrounds BCFT1, BCFT2 and BCFT3. We have a eld redenition of the
form (2.38) relating BCFT1 and BCFT2, and a similar eld redenition relating BCFT2 and
BCFT3. Composing gives a eld redenition between BCFT1 and BCFT3 directly. The
composite eld redenition takes the same form as (2.38) with intertwining elds given by
(13) = (12)(23); 
(31)
= 
(32)

(21)
; (2.42)
where (12);
(21)
and (23);
(23)
characterize the original eld redenitions. That is to
say, eld redenitions of the form (2.38) dene an algebraically closed set under composi-
tion. Another useful thing to understand is how the eld redenition changes as we vary
the parameters of the intertwining solution. If we vary the tachyon vacuum 	tv as in the
previous section, the eld redenition changes as
tv	
(0) = Q	(0)

  

: (2.43)
This is an innitesimal gauge transformation of 	(0). If we vary  and , keeping the
target D-brane system unchanged, the eld redenition changes as
	(0) = Q	(0)

A(	(0)  	tv)  (	(0)  	tv)A

+A(Q	(0) + (	(0))2) + (Q	(0) + (	(0))2)A: (2.44)
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This is a combination of an ordinary innitesimal gauge transformation and a \trivial"
gauge transformation which vanishes on-shell.
Usually it is implied that eld redenitions dene an isomorphism between the elds
of two theories. Interestingly, this is not what occurs here. The eld redenition (2.38)
denes a one-to-one map from states of the target background into a subset of states of
the reference background. To see this, note that if the reference string eld 	(0) is given
by (2.38) we can recover the target string eld 	() using
(	(0)  	) = 	(): (2.45)
But if 	() is given by this equation, in general we cannot reconstruct 	(0). This is a
consequence of the fact that the intertwining elds only multiply to the identity in one
direction;  is analogous to a non-unitary isometry, as mentioned in the introduction.
This might suggest that H is \smaller" than H0, but this is not right: reversing the role
of BCFT0 and BCFT, it is also possible to argue that H0 can be mapped one-to-one into
a proper subset of H. This sets the stage for a curious innite regress, where repeated
mapping between the reference and target string eld theories sheds ever larger portions
of the respective state spaces, as illustrated in gure 5. In this situation it is not obvious
that the eld redenition implies a physical equivalence between the theories. What needs
to be seen is that the eld redenition is invertible modulo gauge transformation. This
requires two things:
1. If () and 	() are gauge equivalent in the target string eld theory, then their
images (0) and 	(0) are gauge equivalent in the reference string eld theory.
2. If the images (0) and 	(0) are gauge equivalent in the reference string eld theory,
then () and 	() are gauge equivalent in the target string eld theory.
The rst property is an immediate consequence of (2.35) and (2.36). The second property is
less obvious, since we do not have an inverse map which takes the gauge transformations of
BCFT0 into the gauge transformations of BCFT. What we can do, however, is construct
a solution in the target string eld theory describing the reference string eld theory |
say using intertwining elds (0) and (0) | and use this to map H0 into a subset of H.
Composing the map from H to H0, and then from H0 to H, transforms () and 	()
into another pair of string elds b() and b	() in the same state space:
b() = 	tv + (0)((0)  	tv)(0)
= 	tv + 
(0)(0)(()  	tv)(0)(0); (2.46)b	() = 	tv + (0)(	(0)  	tv)(0)
= 	tv + 
(0)(0)(	()  	tv)(0)(0): (2.47)
If (0) and 	(0) are gauge equivalent in H0, it follows that b() and b	() are gauge equiv-
alent in H. Now we use the fact that varying the intertwining elds produces a gauge
transformation provided that the reference and target boundary conformal eld theories
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Figure 5. The eld redenition between string eld theories on dierent backgrounds is not an
isomorphism, but a one-to-one map transforming states of the target D-brane into a subset of states
of the reference D-brane. Reversing the role of reference and target backgrounds, it is also possible
to map states of the reference D-brane into a subset of states of the target D-brane. Repeated
transformation between the reference and target string eld theories embeds the state spaces into
ever smaller subsets of themselves.
stay xed. Since the intertwining elds (0)(0) and (0)(0) do not change the bound-
ary condition, they can be continuously deformed to the identity string eld, and in the
process we demonstrate that b() is gauge equivalent to (), and b	() is gauge equivalent to
	(). It follows that 	() is gauge equivalent to (), as we wanted to show. This is enough
to establish the physical equivalence of string eld theories on dierent backgrounds.
The above discussion implies that the dynamical variables of the theories are isomor-
phic only after integrating out certain pure gauge degrees of freedom from the reference
string eld theory.6 It is natural to ask what these pure gauge degrees of freedom represent.
A suggestive interpretation was given in [28].7 Consider the uctuation eld around 	:
' = 	(0)  	: (2.48)
By left and right multiplication by a resolution of the identity
1 = (1  ) + ; (2.49)
we can express ' as a sum of states in four subsectors of H0:
' = ' + 'tv + 'tv + 'tvtv; (2.50)
where
' = ()'(); 'tv = ()'(1  );
'tv = (1  )'(); 'tvtv = (1  )'(1  ): (2.51)
6Integrating the pure gauge variables does not modify the action since it is consistent with the equations
of motion to set them equal to zero.
7The discussion of [28] follows [13], where the intertwining elds do not multiply associatively. This is
dealt with by requiring that the product of  is never explicitly evaluated. The solution of the present
paper gives a more well-dened context for their discussion.
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The subspace of states ' is isomorphic to the state space H of the target D-brane. The
remaining three sectors are the degrees of freedom of the reference D-brane which should
be integrated out. One can show that the uctuation eld ' multiplies isomorphically to
a 2 2 matrix of string elds
' $ '22 =
 
' 'tv
'tv 'tvtv
!
: (2.52)
This suggests that the four sectors of H0 can be naturally interpreted in terms of a double
D-brane system consisting of two copies of BCFT0. Moreover, due to the property
	(1  ) = 	tv(1  ); (1  )	 = (1  )	tv; (2.53)
the action expanded around 	 can be rewritten as the action for two copies of BCFT0
expanded around the solution
	22 =
 
	 0
0 	tv
!
: (2.54)
In particular, one D-brane is condensed to the solution 	 and the other is condensed to
the tachyon vacuum. This implies that the \extra" degrees of freedom of the reference
D-brane represent uctuations of the tachyon vacuum. Note, however, that they are not
arbitrary uctuations since the entries of the Chan-Paton matrix (2.52) are projected onto
linear subspaces of H0.
2.3 Why the tachyon vacuum?
A notable feature of the intertwining solution is the seeming importance of the tachyon
vacuum. In principle one can contemplate a solution where the reference D-brane condenses
to a nontrivial intermediate background BCFT1=2 before building the target D-brane. The
solution would take the form
	 = 	1=2   	1=2; (2.55)
where 	1=2 is a solution respectively in H0 or H describing BCFT1=2. The intertwining
elds will now be Q	1=2-invariant and satisfy  = 1. We could, for example choose
BCFT1=2 to be BCFT0 or BCFT. In the former case, the rst term in the solution could
be taken to vanish, and in the later case, the second term (where the ansatz becomes
trivial). Given the possibility of a solution of this kind, one might ask why the tachyon
vacuum should be the preferred intermediate background. This question may seem relevant
to generalizations to supersymmetric D-brane systems, where the existence of a tachyon
vacuum is not established.
Part of the reason why the tachyon vacuum is special is that otherwise the solution
does not seem very constructive. Since a nontrivial intermediate background will support
physical open string states, there will be no analogue of the homotopy operator, and we do
not have a general approach to solving the BRST invariance constraints of the intertwining
elds. Moreover, it is not clear why it should be easier to construct two solutions for
BCFT1=2 in two string eld theories than it would be to construct a single solution for
BCFT in one. These points however are more of an argument of utility than principle.
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Under certain assumptions, we can give an example of a solution which passes through a
nontrivial background using the original solution which passes through the tachyon vacuum.
Suppose we have a solution of BCFT0 describing BCFT1=2 using intertwining elds 
(0 1
2
)
and 
( 1
2
0)
, and a solution of BCFT1=2 describing BCFT using intertwining elds (
1
2
)
and 
( 1
2
)
. Using the eld redenition (2.38), this implies a solution of BCFT0 describing
BCFT:
	 = 	tv   (0)	tv(0); (2.56)
where
(0)  (0 12 )( 12); (0)  (
1
2
)

( 1
2
0)
: (2.57)
Now suppose that the intertwining elds (
1
2
) and (
1
2
)
multiply to 1 in both directions:

( 1
2
)
(
1
2
) = 1; (
1
2
)(
1
2
)
= 1; (assumption): (2.58)
This will not be true of the intertwining elds discussed in this paper. However, it is possible
to realize this property at least for certain classes of marginal deformations [13, 29]. Under
this assumption the state spaces of BCFT1=2 and BCFT will be isomorphic. Furthermore
we can express the solution in the form
	 = 	tv   (0 12 )	tv(
1
2
0)| {z }
	1=2
 (0)(	tv   (
1
2
)
	tv
( 1
2
)| {z }
	1=2
)
(0)
; (2.59)
where we have added and subtracted a term. As indicated by the underbraces, now the
solution can be interpreted as passing through a nontrivial intermediate background, de-
scribed by 	1=2, before continuing to the target D-brane.
It is interesting that we need an isomorphism between the state spaces of BCFT1=2
and BCFT for this to work. While it is dicult to make denitive statements based on
a single example, we can oer a possible explanation. Note that  satises two BRST
invariance conditions:
Q	1=2
(0) = 0; Q	0
(0) = 0: (2.60)
This implies that the intertwining elds are representatives of the cohomology class of
the identity operator simultaneously in two separate backgrounds, namely BCFT1=2 and
BCFT. In this sense it seems that the intertwining elds are overburdened. The solution
may only be possible if BCFT1=2 and BCFT are related in a special way, for example
through marginal deformation which implies an isomorphism between the state spaces.
From this point of view the tachyon vacuum is unique, since it is the only intermediate
background where the intertwining elds are not simultaneously forced to represent the
cohomology of disparate D-brane systems.
3 Flag states
We now proceed in developing a concrete example of an intertwining solution. First we
introduce \ag states", We describe ag states in a specic form which is convenient for
gluing with wedge states, as appear in analytic solutions for the tachyon vacuum.
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3.1 Denition
At rst we will describe ag states as surface states; later we will add boundary condition
changing operators. Surface states are often characterized by their overlap with a test state
. We can visualize the test state as the unit half-disk in the complex plane,
D1=2 : jj  0; Im()  0; (3.1)
containing the vertex operator (0) of the state inserted at the origin  = 0. A surface
state jSi is dened by a Riemann surface S with the topology of a disk, a global coordinate
z on S, and a conformal map
z = f() (3.2)
which associates to each point  2 D1=2 a corresponding point z 2 S. We require that f
maps the segment of the real axis [ 1; 1]  D1=2 into a segment of the boundary of S. This
implies that the test state vertex operator, after conformal transformation f (0), will be
inserted at a boundary point of S. The BPZ inner product of a surface state jSi with the
test state ji is then dened by a correlation function on S:
h; Si = hf  (0)iS; (3.3)
where operator insertions inside the correlation function are expressed in the coordinate z.
For our discussion it will be useful to characterize the data of a surface state in a dierent
way. The surface S is composed of two regions: the image of the unit half disk f  D1=2
and the remaining surface R:
S = f D1=2 [ R: (3.4)
At the intersection of these regions is a curve :
 = f D1=2 \ R: (3.5)
This curve is the image of the half circle  = ei 2 D1=2, and is naturally parameterized
by  2 [0; ]:
z() = f(ei) 2 : (3.6)
In string eld theory we want to think about star products of surface states, and in this
context it is useful to think of  as composed of two segments L and R representing the
left and right halves of the string:
 = L [ R: (3.7)
The curves are respectively parameterized by coordinates L; R 2 [0; =2]:
zL(L) = z(L) 2 L; (3.8)
zR(R) = z(   R) 2 R: (3.9)
The coordinates L = 0 and R = 0 represent the two endpoints of the open string, and
L = R = =2 represents the midpoint. Specifying the region R and the parameterized
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Figure 6. Illustration of the data specifying a generic surface state jSi.
curves L; R is equivalent to specifying the surface S and local coordinate map f . We
illustrate the above discussion in gure 6.
Let us rst consider wedge states 
;   0, which are star algebra powers of the
SL(2;R) vacuum 
 = j0i. In this case, we can choose the region R to be a semi-innite
vertical strip in the complex plane of width :
R = fzj Im(z)  0; 0  Re(z)  g (3.10)
The segment of the real axis 0  z   represents the open string boundary. The left
curve L coincides with the positive-facing vertical boundary of the strip Re(z) =  and
the right curve R coincides with the negative-facing vertical boundary Re(z) = 0. The
curves are parameterized according to8
zL(L) = +
i

gd 1L 2 L (3.11)
zR(R) =
i

gd 1R 2 R (3.12)
where gd 1 is the inverse of the Gudermannian function
gdx = 2 tan 1

tanh
x
2

(3.13)
Through conformal transformation, it is possible to represent wedge states in alternative
ways through dierent regions R and corresponding parameterized curves L and R. The
presentation we are using is standard, and is refered to as the sliver frame. We denote the
sliver coordinate as z. Let us mention an issue of visualization. In the conventional picture
of the complex plane, the positive real axis increases towards the right and the negative
real axis decreases towards the left. This, however, is opposite to the placement of L
and R. For this reason, and to simplify the visualization of gluing surfaces in our star
product convention, we will henceforth picture the complex plane so that the positive real
axis increases towards the left [20]. Our visualization is related to the usual one through
z !  z. With this explanation, we give a picture of the wedge state surface in gure 7.
8Other parameterizations of the curve are possible, but the resulting states are not star algebra powers
of the SL(2;R) vacuum. Particularly notable alternatives are given by special projector frames [30].
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Figure 7. The region R and the left and right parameterized curves L and R characterizing a
wedge state 
.
We now dene ag states. They come in two kinds: a \ag state" and an \anti-ag
state", which will be denoted
ag state : j1); anti-ag state : (1j: (3.14)
The label 1 indicates that the ag states carry an \insertion" of the identity operator.
Nontrivial insertions will be discussed in a moment. The ag states are characterized by
the following regions:
ag state : R = fzjRe(z) = 0g [ fzjRe(z)  0; 0  Im(z)  `g; (3.15)
anti-ag state : R = fzjRe(z) = 0g [ fzjRe(z)  0; 0  Im(z)  `g: (3.16)
This is shown in gure 8. The regions are given as a union of two subsets. The rst part
is the positive imaginary axis, and represents the \pole" of the ag. The second part is a
horizontal, semi-innite strip of height ` | this is the \ag" attached to the pole. For the
ag state the strip extends in the negative direction, and for the anti-ag state it extends
in the positive direction. The boundary of the open string lies on the top and bottom
horizontal edges of the strips. The point z = i` is where the top horizontal edge of the
strip intersects the pole, and will be called the slit. The slit is important, since this is
where the horizontal strip detaches from the remaining surface at degeneration. The point
z = +1 at the extreme end of the horizontal strip will be called the puncture on the
anti-ag surface; likewise, z =  1 will be called the puncture on the ag surface. This is
where we place operator insertions on the ag states. If we wish to indicate the dependence
of the ag and anti-ag state on the height ` of the strip, we write
j1) = j1)`; (1j = `(1j: (3.17)
A convenient numerical value is ` = , but we would like to be free to adjust this parameter.
The left and right parameterized curves of the ag and anti-ag state overlap on the
pole, but one curve is shifted upwards from the other by a distance `. The curves are
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Figure 8. The region R and the left and right parameterized curves L and R characterizing the
ag state j1) and anti-ag state (1j.
parameterized according to
ag state :
8><>:
zL(L) =
i

gd 1L 2 L
zR(R) = i`+
i

gd 1R 2 R
; (3.18)
anti-ag state :
8><>:
zL(L) = i`+
i

gd 1L 2 L
zR(R) =
i

gd 1R 2 R
: (3.19)
Multiplying wedge states and ag states is very easy, at least pictorially. We simply
translate the corresponding regions, with a possible vertical shift of i`, so that the vertical
line R of the rst state is attached to the vertical line L of the second state. This gives
a new region with left and right parameterized curves dening the product. In passing, we
note that ag states are conjugate to each other:
j1)z = (1j; j1)x = (1j; (3.20)
where the rst equality concerns reality conjugation [31] and the second concerns twist
conjugation, as dened for example in appendix A of [20].
We now add operator insertions. Consider an open string state jOi, which we represent
as a unit half disk D1=2 with a vertex operator O(0) inserted at the origin. Writing the
local coordinate on the half-disk as , we can transform to the horizontal strip of the ag
state in the sliver frame using
z = r() =
`

ln(): (3.21)
The conformal transformation inserts the vertex operator at the puncture of the ag surface.
This denes a ag state with operator insertion, which we write as jO). Similarly, given an
open string state j eOi with unit half-disk coordinate e, we can transform to the horizontal
strip of the anti-ag state in the sliver frame using
z = er(e) =   `

ln( e): (3.22)
{ 23 {
J
H
E
P01(2020)021
The conformal transformation inserts the vertex operator at the puncture of the anti-ag
surface. This denes the anti-ag state with an operator insertion, which we write as ( eOj.
Generally, O and eO will be boundary condition changing operators, which implies that
the open string boundary condition on the top horizontal edge of the ag will be dierent
from the open string boundary condition on the bottom horizontal edge. Specically, the
bottom edge will carry BCFT0 boundary conditions, while the top edge will carry BCFT
boundary conditions.
We have not given the most general denition of what might be called a \ag state".
The identication between L and R on the \pole" could have been dierent, and there are
other ways to shape the ags. The ag states we have chosen to descibe multiply relatively
easily with wedge states, but there may be other interesting choices. Other possible ag
states can be obtained through midpoint-preserving reparameterizations [32]. In fact, there
is a special midpoint-preserving reparameterization which relates our choice of ag states
for dierent values of the strip height `. It is given by the BPZ odd part of Schnabl's L0 [30]:
L  = L0   L?0: (3.23)
In particular,

1
2
L  jO)` = jO)`; 
1
2
L 
`(
eOj = `( eOj: (3.24)
Note that this does not produce a conformal transformation of the operator insertions in
the local coordinates  and e.
3.2 Flag state wavefunctionals
To develop some intuition for ag states, it is helpful to represent them as functionals of the
left and right halves of the string [33, 34]. Our discussion is intended to be schematic, since
this representation is inconvenient for precise calculation.9 Let us assume that the matter
BCFT contains a free boson X(z; z) and that we are only concerned with the dependence
of the string eld on this factor of the BCFT. In this case, the string eld can be expressed
as a functional of an open string curve in spacetime x();  2 [0; ]
hx()j	i = 	[x()]; (3.25)
where jx()i is an eigenstate of the operator X(; ) with  = ei and x() is the eigenvalue.
More specically, we express the string eld as a functional of the left and right half curves
of the string:
	[l(); r()]; (3.26)
where
l() = x();  2 [0; =2];
r() = x(   );  2 [0; =2]: (3.27)
9Precise calculations are nevertheless possible. The furthest development in this direction is given in the
closely related Moyal formalism of [35].
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In this representation, the open string star product formally corresponds to a matrix prod-
uct with \half string indices":
	  [l(); r()] =
Z 0@=2Y
=0
dw()
1A	[l(); w()][w(); r()]: (3.28)
Now consider the ag state j1). The parameter L on the left curve L is in two parts
identied either with the parameter  of the local coordinate on the horizontal strip
 = ei , or with the parameter R on the right curve R. Using (3.18), one can show that
the precise identication is given by
L 2 [0; slit] : L = ag() = gd(`);  2 [0; ]; (3.29)
L 2 [slit; =2] : L = pole(R) = gd(`+ gd 1R); R 2 [0; =2]; (3.30)
where slit is the point where L coincides with the slit of the ag surface:
slit  pole(0) = ag() = gd`: (3.31)
Since the \pole" of the ag surface is innitely thin, the ag state wavefunctional will
vanish unless the left and right curves l() and r() coincide when the parameters  are
appropriately related through (3.30). Meanwhile, the ag region of the surface produces
the SL(2;R) vacuum functional

[x()] = hx()j0i; (3.32)
where the curve x() must coincide with the left curve l() when the parameters  are
related through (3.29). Therefore the ag state wavefunctional takes the form
j1)[l(); r()] = 

h
l(ag())
i

h
l(pole())  r()
i
: (3.33)
The dependence on the left half curve l() is distributed between the delta functional and
the SL(2;R) vacuum functional. The anti-ag state functional takes the form
(1j[l(); r()] = 
h
l()  r(pole())
i


h
r(ag())
i
: (3.34)
We may formally compute the star product of an anti-ag state with a ag state:
(1jj1)[l(); r()]
=
Z 0@=2Y
=0
dw()
1Ahl() w(pole())i
hw(ag())i
hw(ag())ihw(pole()) r()i:
(3.35)
Factorizing the measure,
=2Y
=0
dw() =
slitY
=0
dw()
=2Y
=slit
dw(); (3.36)
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we can write
(1j  j1)[l(); r()] =
Z 0@ =2Y
=slit
dw()
1A hl()  w(pole())ihw(pole())  r()i

Z  slitY
=0
dw()
!


h
w(ag())
i


h
w(ag())
i
: (3.37)
Integrating the rst factor eliminates a delta functional, and integrating the second factor
produces a constant which, at the level of the present analysis, can be set to 1. Therefore
(1j  j1)[l(); r()] = [l()  r()]: (3.38)
The right hand side is the half-string functional of the identity string eld. We can also
multiply the ag states in the opposite order to nd
j1)  (1j[l(); r()] = 

h
l(ag())
i

h
l(pole())  r(pole())
i


h
r(ag())
i
: (3.39)
This is a star algebra projector, though it is somewhat dierent from projectors that have
been studied before. It can be seen as an amalgam between the sliver state and the identity
string eld. For  2 [0; slit] it is a left/right factorized functional of l() and r(), like the
sliver state and other rank one projectors [17]. For  2 [slit; =2], it is a delta functional
between l() and r(), like the identity string eld.
The above analysis shows that the ag states generates an isometry on the vector space
of half string functionals, while the anti-ag state implements a partial isometry. If one
wants an analogy, one might think about left/right shift operators on the Hilbert space of
square summable sequences. But this is not right, since the ag times the anti-ag is not
the identity minus a nite rank projector. A better analogy can be found by considering an
innite tensor product of distinguishable harmonic oscillators, with an orthonormal basis
of energy eigenstates
jn1i 
 jn2i 
 jn3i 
 : : : ; ni = 0; 1; 2 : : : : (3.40)
The ag state is analogous to an operator which adds an oscillator ground state at the
beginning of the chain of tensor products:
ag state : jn1i 
 jn2i 
 jn3i 
 : : :  ! j0i 
 jn1i 
 jn2i 
 jn3i 
 : : : : (3.41)
The anti-ag state is analogous to a operator which deletes the oscillator ground state at
the beginning, and otherwise gives zero:
anti-ag state : jn1i 
 jn2i 
 jn3i 
 : : :  ! n1=0 jn2i 
 jn3i 
 : : : : (3.42)
Acting with the anti-ag followed by the ag projects the rst oscillator onto the ground
state, and leaves the remaining oscillators untouched.
The intertwining elds are schematically related to ag states through:
  j1)   (1j; (3.43)
{ 26 {
J
H
E
P01(2020)021
!
L
!
R!
!
L
!
R
!
!
L
!
R
!
slit slit
slit
slit
slit
slit
Figure 9. The eld redenition (2.38) eectively attaches a ag and antiag to the surface of the
state of the target D-brane system. Repeated eld redenition attaches more ags to the ags.
where for present purposes we ignore boundary condition changing operators. The eld
redenition (2.38) therefore corresponds to the transformation
	! j1)	(1j: (3.44)
The resulting surface in the sliver frame is shown in gure 9. In terms of half-string
functionals, the transformation corresponds to
	[l(); r()]! 

h
l(ag())
i
	
h
l(pole()); r(pole())
i


h
r(ag())
i
: (3.45)
From this we can see why the eld redenition (2.38) does not map into the whole state
space of the reference D-brane. An arbitrary functional in the target background is trans-
formed into a functional which only has arbitrary dependence on a portion of the string
which is closer to the midpoint; namely l() and r() when  2 [slit; =2]. The dependence
on the remainder of the string is determined by a xed functional. Following subsection 2.2,
we can iterate eld redenitions between string eld theories of dierent backgrounds. In
the sliver frame, this creates surfaces with multiple ags, as shown in gure 9. In terms of
functionals, further transformation of (3.45) leads to


h
l(ag())
i


h
l(ag(pole()))
i
	
h
l(pole(pole())); r(pole(pole()))
i
 

h
r(ag(pole()))
i


h
r(ag())
i
: (3.46)
Now the functional has arbitrary dependence over an even smaller portion of the half-
string curves l() and r() given by  2 [pole(slit); =2]. With each iteration of the
eld redenition, the freedom of the resulting functional is restricted to an ever smaller
neighborhood of the midpoint, and the resulting space of states is an increasingly smaller
subset of the full state space. The picture is reminiscent of \Hilbert's hotel"; there is always
room to add more ags without discarding any information contained in the original state.
3.3 The ag-anti-ag surface
To perform calculations with the solution, it is necessary to evaluate correlation functions
on the surfaces formed by gluing ag states and wedge states. This can be accomplished by
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Figure 10. The ag-anti-ag surface.
nding a conformal transformation which relates correlators on these surfaces to correlators
on the upper half plane. This is a nontrivial uniformization problem, and generally it will
not be possible to nd an explicit solution. Thankfully, it is tractable in the most useful
case: the surface formed by gluing two wedge states together with a ag and antiag state.
Modulo operator insertions, this appears when evaluating expressions of the form
Tr


j1)
(1j

: (3.47)
We call this the ag-anti-ag surface. In the sliver frame, it can be visualized as a semi-
innite vertical cylinder whose bottom edge has a segment glued to a horizontal innite
strip. This is shown in gure 10. We will call 
 the reference wedge state, since it will carry
boundary conditions of the reference string eld theory. Similarly, we call 
 the target
wedge state, since it will carry boundary conditions of the target background described by
the solution. Correlators on the ag-anti-ag surface are needed, for example, to compute
the coecients of the solution in the Fock basis.
We x the origin of the sliver coordinate z on the ag-anti-ag surface to sit on the
open string boundary half way between the vertical edges of the reference wedge state. We
look for a conformal transformation z = F(u) from a coordinate u on the upper half plane
such that u = 0 maps to z = 0. This can be accomplished in two steps. First we cut the
ag-anti-ag surface down a vertical line in the middle of the target wedge state to form a
symmetric, seven sided polygon. The polygon can be transformed to the upper half plane
using the Schwarz-Christoel map. The Schwarz-Christoel map is only determined up to
an SL(2;R) transformation of the upper half plane. We x this ambiguity by requiring that
upolygon = 1 on the upper half plane maps to the points z = i` +2 where the cut reaches
the open string boundary, and further that upolygon =1 maps to z = i1. The coordinate
upolygon does not represent the upper half plane for the ag-anti-ag surface, since we need
to re-glue the cut. This can be accomplished by a further conformal transformation
upolygon =
up
1 + u2
; (3.48)
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Figure 11. Conformal transformations relating the upper half plane coordinate u, the sliver
coordinate z, and the local coordinates  and e of the punctures of the ag and anti-ag state.
where u is the upper half plane coordinate for the ag-anti-ag surface. The relation
between the sliver coordinate z and the upper half plane coordinate u is nally given by
z = F(u) = 2`


p(1 + s2)
s2   p2 tan
 1 u+ tanh 1
u
p

; (3.49)
where
s > p > 0 (3.50)
are positive real numbers. The points u = s map to the two slits, while u = p map
respectively to the punctures of the anti-ag and ag state. The point u = i maps to
the \top" of the cylinder at z = +i1. The geometry of the conformal transformation is
summarized in gure 11. Considering that the ag-anti-ag surface is rather complicated,
the conformal transformation from the upper half plane is fairly simple. Unfortunately,
as often happens with the Schwarz-Christoel map, the inverse transformation cannot be
expressed in closed form. The upper half plane moduli p and s can be related to the
reference and target wedge parameters through
 =
4`


p(1 + s2)
s2   p2 tan
 1 s+ tanh 1
p
s

; (3.51)
 =
4`


p(1 + s2)
s2   p2 tan
 1 1
s
  tanh 1 p
s

: (3.52)
Again, the transformation cannot be inverted in closed form.
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Let us describe a few other useful coordinate systems on the ag-anti-ag surface:
 The local coordinate  for the puncture on the ag state, and likewise e for the anti-
ag state, cover a pair of regions in the upper half plane surrounding u = p. The
upper half plane and puncture coordinates are related by
 = R(u) = r 1  F(u); e = eR(u) = er 1  F(u): (3.53)
Often we will want to insert primary operators O(0) and eO(0) respectively at the
punctures of the ag and anti-ag state. On the upper half plane, this will produce
operator insertions
(0) hO( p); (0) eh eO(p); (3.54)
where (h;eh) are the respective weights and the conformal factor is given by
0 = R0( p) = s+ p
2p(s  p) exp

2p(1 + s2)
s2   p2

tan 1 s  tan 1 p

: (3.55)
 The transformation F(u) has a branch cut, originating from the inverse tangent,
which extends on the imaginary axis from u = i through i1, and then from u =  i1
to u =  i. The branch cut leads to an identication between the vertical lines
z = +2 +i(`+y) for y > 0 on the ag-anti-ag surface. In this way, the coordinate
z cuts the surface of the target wedge state into two equal parts. Sometimes it is
convenient to use a \dual coordinate" ez which instead cuts the reference wedge state
into two equal parts. This coordinate is given by10
ez = z   + 
2
sign(Re(z))  i`: (3.56)
The origin of ez sits on the open string boundary half way between the vertical edges
of the target wedge state. The new coordinate ez is related to a dual coordinate on
the upper half plane, eu =  1
u
; (3.57)
through ez = eF(eu) = 2`

ep(1 + es2)ep2   es2 tan 1 eu  tanh 1 euep

; (3.58)
where ep > es > 0 (3.59)
are respectively the pre-images of the puncture and slits on the ag-anti-ag surface.
 When computing correlators of purely holomorphic and antiholomorphic elds on
the disk, it is often useful to employ the doubling trick. The doubled holomorphic
worldsheet corresponding to the ag-anti-ag surface is slightly nontrivial because of
the complicated shape of the open string boundary. It can be visualized as a vertical
and horizontal innite cylinder sewn together along a small cut. This is illustrated
in gure 12.
10For Im(ez) < 0 we need to be slightly careful about the branch of the coordinate system, since the ags
sit on top of each other; a single coordinate ez may represent two distinct points on the ag-anti-ag surface.
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Figure 12. Doubled holomorphic representation of the ag-anti-ag surface.
This and other related formulas for conformal transformations of the ag-anti-ag surface
are summarized in appendix B.
3.4 Multiplying ag states
Consider open string states jOi and j eOi dened by acting matter sector vertex operators
O(0) and eO(0) on the SL(2;R) vacuum of BCFT0. These vertex operators may be used to
dene a ag state jO) and anti-ag state ( eOj. The central purpose behind the denition
of ag states is to realize the following relation:
( eOj  jO) = h eO;Oimatterh0j0imatter  identity string eld; (3.60)
where on the left hand side we have the star product of an anti-ag state and a ag
state, and on the right hand side is the matter sector BPZ inner product of the states
j eOi and jOi divided by the norm of the matter sector SL(2;R) vacuum in BCFT0. This
relation holds assuming that the OPE of eO(x) and O(x) does not generate operators of
negative conformal dimension, and the only operator which can appear at dimension 0 is the
identity. This assumption is valid generically for matter sector operators. We have already
given a somewhat schematic demonstration of this identity using half-string functionals.
A more precise justication can be given using worldsheet correlation functions, where the
central mechanism behind (3.60) is that the star product produces a degeneration where the
horizontal strip disconnects from the remaining surface. Correlators then factorize into a
contribution from the remaining surface, and a contribution from the horizontal strip which
simply produces the BPZ inner product of the matter sector states. Further discussion of
the factorization of disk correlators at a seperating degeneration can be found in [17].
Let us conrm (3.60) directly using the formulas we have derived for the ag-anti-ag
surface. For simplicity, assume that O and eO are primary operators of weight h, and let
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(: : :) denote a generic test state, which for present purposes can be taken as a wedge state
with some operator insertions. We would like to show that
lim
!0
Tr
h 
: : :

( eOj
jO)i = h eOjOimatterh0j0imatter Tr[  : : : ]: (3.61)
The left hand side denes a correlation function on the ag-anti-ag surface, which we
transform to the upper half plane
Tr
h 
: : :

( eOj
jO)i = (0) 2hDF 1    : : :  eO(p)O( p)E
UHP
: (3.62)
Inside the correlator we use (: : :) to represent the operator insertions dening the test
state in the sliver frame. Now we take the limit  ! 0, where the reference wedge state
degenerates to the identity string eld. To do this, we need to understand how to take the
appropriate limit of the upper half plane moduli p and s. This is accomplished by
p; s! 0; p
s2
=  = constant: (3.63)
The constant  encodes information about the width of the target wedge state. Specically,
 =
8`

s;  = 2`; (s! 0): (3.64)
Since the test state can be arbitrary, we do not need to commit to a specic value for .
In the limit ! 0 the operators O and eO collide and we can use the OPE
eO(s2)O( s2) = h eOjOimatterh0j0imatter  1(2s2)2h + : : : : (3.65)
The OPE divergence is compensated by a vanishing conformal factor
(0) 2h = (2s2)2h + : : : ; (3.66)
so we are left with
lim
!0
Tr
h 
: : :

( eOj
jO)i = h eOjOimatterh0j0imatter lim!0
D
F 1    : : : E
UHP
: (3.67)
Next we note that
lim
!0
F(u) = i`+ f(u); (3.68)
where
f(u) =


tan 1 u (3.69)
is the familiar conformal transformation from the upper half plane to the cylinder C of
circumference . This is saying that once we have taken the limit  ! 0, the ag and
anti-ag detach from the surface and we are left with a correlation function on the cylinder.
The additive constant i` shifts the origin of the coordinate system on the cylinder, and is
unimportant. Therefore we nd
lim
!0
D
F 1    : : : E
UHP
=

 
: : :

C
= Tr
 
: : :

; (3.70)
which gives the desired result.
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4 Flag state solution
We now describe a realization of the intertwining solution using ag states. The rst step
is to pick representatives of the tachyon vacuum. The natural place to look is the KBc
subalgebra [21],11 the subalgebra of states containing Schnabl's analytic solution [8]. The
nicest solution in this subalgebra is the \simple" tachyon vacuum of [20],
	simp =
1p
1 +K
c(1 +K)Bc
1p
1 +K
; (4.1)
with the homotopy operator
A =
B
1 +K
: (4.2)
The construction based on the simple tachyon vacuum requires special considerations (re-
lated to the eld c) which do not apply to other solutions in the KBc subalgebra. There-
fore it is worth considering a more general class of tachyon vacuum solutions of the Okawa
form [21]12
	tv =
p
Fc
B
H
c
p
F ; (4.3)
where F = F (K) is a suitably well-behaved element of the algebra of wedge states (a real
function of K) satisfying the conditions
F (0) = 1; F 0(0) < 0; F (1) = 0; F (K) < 1: (4.4)
For convenience we denote
H  1  F
K
; (4.5)
so that homotopy operator is written
A = BH: (4.6)
The tachyon vacuum is real
	ztv = 	tv; (4.7)
and the homotopy operator satises
Q	tvA = 1; A
2 = 0: (4.8)
In this way we realize postulates (1) and (2) of the intertwining solution. What remains is
to give a construction of the intertwining elds, i.e to realize postulate (3). For simplicity,
we will assume that the tachyon vacuum solutions of BCFT0 and BCFT are characterized
by the same choice of F (K).
11Our conventions for the KBc subalgebra follow [20].
12A representative class of tachyon vacuum solutions of the Okawa form is given by F (K) = (1  
K=) [16], where  < 0 is the leading level in the dual L  expansioin [36] of the tachyon vacuum. The
most general form of a tachyon vacuum solution in the KBc subalgebra is described in [37].
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4.1 Pre-intertwining elds
To nd intertwining elds, we rst look for pre-intertwining elds. They should satisfy
preApre = A: (4.9)
We want to solve this equation using ag states. First we introduce stretched string states
ji2H0 and ji2H0 connecting BCFT0 and BCFT and vice versa. We assume that the
states are built from matter sector vertex operators, and we normalize them according to
hjimatter = h0j0imatter: (4.10)
The ag states corresponding to ji and ji will then satisfy
(j  j) = identity string eld: (4.11)
We can nd pre-intertwining elds in the form
pre =
1p
H
j)
p
H; (4.12)
pre =
p
H(j 1p
H
: (4.13)
The pre-intertwining elds are reality conjugate to each other,
zpre = pre; (4.14)
assuming that ji and ji are likewise reality conjugate to each other. This, in turn, will
imply that the intertwining solution is real. The square roots of H in (4.12) and (4.13) serve
to cancel the factor of H in the homotopy operator of BCFT and create a new factor of H
for the homotopy operator of BCFT0. The pre-intertwining elds will then satisfy (4.9) if
(jBj) = B: (4.15)
The eld B represents a vertical line integral insertion of the b-ghost in correlation func-
tions in the sliver frame. The claim is that when this line integral is pinched between
the slits of an anti-ag and a ag, the segment of the b-ghost contour integral inside the
horizontal strip can be forgotten. See gure 13.
This seems like a plausible claim, but is also potentially delicate. To demonstrate (4.15)
it is helpful to understand what happens when we commute B through a ag state jO).
Consider
Tr
h 
: : :

BjO)
i
; (4.16)
where
 
: : :

is a generic test state, which can be taken so that the trace represents a
correlator on the ag-anti-ag surface. Commuting B through jO) entails deforming the
b-ghost contour from the left to the right of the slit. In doing this we obtain three contri-
butions as shown in gure 14. The rst is a vertical line integral to the right of the slit
connecting Im(z) = i` to Im(z) = i1. This represents the eld B multiplying jO) from
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! 0
B
=
B
Figure 13. If the b-ghost contour corresponding to the eld B is squeezed between the slits of a
ag and anti-ag state, we can ignore the contribution from integration in the horizontal strip.
the right. The second contribution is a vertical line integral inside the horizontal strip
connecting Im(z) = 0 to Im(z) = i`. In the local coordinate  on the horizontal strip, this
is proportional to b0. The third contribution is a contour integral of the b-ghost around
the slit. If the slit were a generic point on the open string boundary this contour integral
would vanish, since the b-ghost does not generally diverge on the boundary. However, the
slit is special since the surface has a curvature singularity at this point, as can be seen in
gure 12. One way to see that the slit makes a nonzero contribution is to consider the
analogous question with the contour integral of the energy momentum tensor. If there was
no contribution from integrating the energy-momentum tensor around the slit, this would
imply that the slit could be freely moved back and forth parallel to the real axis without
changing the surface, which is clearly untrue. Therefore the dierence between the B ghost
on either side of the slit is given byh
jO); B
i
= jO)b+ ( 1)O+1
`
jb0O); (4.17)
where commutators are graded and jO)b is the contribution from the slit. To understand
this contribution explicitly, we transform from the ag-anti-ag surface to the upper half
plane. Using the doubling trick, the state jO)b is represented as
Tr
h 
: : :
jO)bi =  F 1    : : : R 1  O(0) I
u= s
du
2i
1
F 0(u)b(u)

UHP
: (4.18)
The contour integral arises from integrating the b-ghost around the slit in the sliver frame.
The sign appears from the ordering of the commutator in (4.17). In the upper half plane
the b-ghost does not encounter singularity at the boundary, but it turns out that F 0(u) has
a zero at u =  s. Therefore, the contour integral picks up a residue from a pole,
Tr[
 
: : :
jO)b] = Fb 
  : : : R 1  O(0) b( s)UHP ; (4.19)
where the residue Fb is given by
Fb  
4`ps
1 + s2
1 + p2
(s2   p2)2: (4.20)
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B
=
B
b
+ +
b
0
Figure 14. Deforming the vertical contour integral corresponding to B through a ag state pro-
duces three contributions, including a nontrivial contribution from integrating the b-ghost around
the slit.
Therefore, commuting B through the slit produces an insertion of the b-ghost at the corre-
sponding position in the upper half plane, multiplied by a residue factor. In a similar way,
we can show that h
B; ( eOji = b( eOj+ 
`
(b0 eOj; (4.21)
where by denition b( eOj produces a b-ghost insertion at u = s in the upper half plane
multiplied by the same factor Fb.
Now we can return to the relation (4.15). Using (4.17) to move B outside the ag
states, we obtain
(jBj) = lim
!0

(j
j)B   (j
j)b

: (4.22)
The term with b0 inside the ag does not contribute since b0 commutes with the matter
sector operator  and annihilates the SL(2;R) vacuum. Using (3.60), the rst term reduces
to B in the  ! 0 limit, which is the desired result. We need to see what happens with
the second term. Contracting with a generic test state,
lim
!0
Tr
h 
: : :

(j
j)b
i
= lim
!0
Fb
D
F 1    : : :  eR 1  (0)R 1  (0) b( s)E
UHP
: (4.23)
The correlator is nite and nonzero, so we have to see what happens with the residue
factor. Using (3.63) gives
lim
!0
Fb = lim
s!0

4`s3
1 + s2
1 + 2s4
(s2   2s4)2
= lim
s!0
s
4`
= 0: (4.24)
Therefore (4.15) is satised. Note that it was important to assume that  and  are matter
operators. This was necessary in two respects: rst, so we could drop the contribution from
b0 acting on ji, and second, so that no potential divergence can appear from the OPE of
b( s) and  and  in the correlator of (4.23).
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4.2 Solution
Having determined the pre-intertwining elds, the intertwining elds are given by
 = Q	tv(Apre);  = Q	tv(preA); (4.25)
and the construction is in principle complete. Substituting the tachyon vacuum (4.5) and
pre-intertwining elds (4.12) and (4.13) we nd explicitly
 =
p
H
 
1
H
j) BjQ) 
r
F
H
Bc
r
F
H
j) +Bj)
r
F
H
Hc
B
H
c
r
F
H
!p
H; (4.26)
 =
p
H
 
(j 1
H
+ (QjB   (j
r
F
H
cB
r
F
H
+
r
F
H
c
B
H
cH
r
F
H
(jB
!p
H; (4.27)
and the solution can be written as
	=
p
Fc
B
H
c
p
F
 
p
H
 
1
H
j) BjQ) 
r
F
H
Bc
r
F
H
j)
!r
F
H
Hc
B
H
cH
r
F
H
 
(j 1
H
+(QjB (j
r
F
H
cB
r
F
H
!p
H
 
p
H
 
1
H
j) BjQ) 
r
F
H
Bc
r
F
H
j)
!r
F
H
HcB
1
H
[c;F ]
1
H
cH
r
F
H
(jB
p
H
 
p
HBj)
r
F
H
HcB
1
H
[c;F ]
1
H
cH
r
F
H
 
(j 1
H
+(QjB (j
r
F
H
cB
r
F
H
!p
H
 
p
HBj)
r
F
H
HcB
1
H
[c;F ]
1
H
[c;F ]
1
H
cH
r
F
H
(jB
p
H: (4.28)
Here we multiplied out the cross terms generated by the fourth additive contributions to
 and , since these are the only cross terms which allow for some reduction in the star
product with the tachyon vacuum. If we multiply everything out, the solution contains
some 17 terms (or more, depending on whether the commutators are further expanded).
The purpose here is to show what the solution looks like in full detail. However, there
is not much interesting structure to observe at this level. Unlike the solution of [13],
simplications do not occur since B does not commute through the ag states and jQ)
generally has no useful relation to j). The ag states prevent interesting interplay between
the algebraic structures of the reference and target string eld theories, and in this sense
are somewhat analogous to insertion of a tensor product.
In section 5 we show that the solution appears to work consistently if F (K) falls o
faster than 1=K for large K. For the simple tachyon vacuum it falls o only as 1=K, and
in this case there are diculties from interactions between the c ghosts and the ags. Since
the simple tachyon vacuum is an important solution, it is desirable to nd a remedy. We
propose that in this case the c ghosts should be lifted o the open string boundary so as
to be inserted in the interior of the cylinder of the ag-anti-ag surface. Specically, we
propose that the eld c in the BCFT0 tachyon vacuum represents an insertion of the c
ghost a distance y0 > ` above the open string boundary in the sliver frame, and in the
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BCFT tachyon vacuum it represents an insertion of the c-ghost a distance y = y0  ` > 0
o the boundary. With this denition, c commutes with ag states,
[c; j)] = 0; [c; (j] = 0 (assumption for simple tachyon vacuum); (4.29)
with the understanding that c is dened dierently depending on whether it appears to
the left or right of the ag or anti-ag state in the commutator. In this way, we can reduce
the four terms in  and  into only three:
 =
1p
1 +K

(1 +K)j) BjQ) +Bj) B
1 +K
c@c

1p
1 +K
; (4.30)
 =
1p
1 +K

(j(1 +K) + (QjB + c@c B
1 +K
(jB

1p
1 +K
; (4.31)
(if c commutes with ags):
This simplication does not occur for generic choice of F (K). The solution becomes
	=
1p
1+K
c(1+K)Bc
1p
1+K
  1p
1+K

(1+K)j) BjQ)
 1
1+K
c(1+K)Bc
1
1+K

(j(1+K)+(QjB
 1p
1+K
+
1p
1+K
Bj)Bc 1
1+K
c@c
1
1+K

(j(1+K)+(QjB
 1p
1+K
+
1p
1+K

(1+K)j) BjQ)
 1
1+K
c@c
1
1+K
cB(jB 1p
1+K
  1p
1+K
Bj)B

1
1+K
c@c
1
1+K
c@c
1
1+K
+c
1
1+K
c@c
1
1+K
c

(jB 1p
1+K
;
(if c commutes with ags): (4.32)
In the last term we can write the factor in parentheses as
1
1+K
c@c
1
1+K
c@c
1
1+K
+ c
1
1+K
c@c
1
1+K
c=
1
1+K

(1+K)

c;
1
1+K
4
; (4.33)
where as written on the right hand side it is manifest that the factor commutes with the
string eld B. Multiplying everything out, the solution has 11 terms. Note that lifting the
c ghosts o the boundary does not break the reality condition. It does, however, break
twist symmetry, so this form of the simple tachyon vacuum will give imaginary expectation
values to twist odd elds which would otherwise vanish.
4.3 Comments
Let us discuss a few implications of the construction.
Relation to the solution of [13]. The original solution of [13] can be derived as a
limiting case of the ag state solution. Suppose that we have a ag state solution built
with a choice of tachyon vacuum
F (K) =

1  1

K

; (4.34)
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with    2 and the c ghosts on the boundary. Further we assume primary boundary
condition changing operators bare; bare of weight h which act as the identity in the timelike
free boson factor of the boundary conformal eld theory. We can dress these boundary
condition changing operators with a timelike Wilson line deformation
 = baree
iX0 ;  = baree
 iX0 : (4.35)
The solution of [13] can be recovered by sequentially taking the limits:
!
p
h; `! 0;  !  1: (4.36)
First we take the limit where the boundary condition changing operators have vanishing
conformal weight, second the limit where the ags disappear, and third the limit to the
simple tachyon vacuum. The limits must be applied in this order, otherwise we encounter
singularities at intermediate stages. To see why, consider the limit `! 0. If we probe the
solution with a Fock state and map the resulting correlation functions into the upper half
plane, this limit is implemented by
`! 0; p! s s = constant; s  p
`
= constant; (4.37)
which keeps the reference and target wedge parameters xed. In correlators on the upper
half plane, the boundary condition changing operators will be multiplied by a conformal
factor
(0) 2(h 
2)  `2(h 2): (4.38)
Therefore, the solution will vanish in the limit `! 0 unless we have already taken the limit
 ! ph. Of course, this conrms that ag states are necessary if we want a well-dened
solution with boundary condition changing operators of nonvanishing conformal weight.
The limit  !  1 cannot be taken before ` ! 0, since the solution based on the simple
tachyon vacuum is anomalous when c ghosts are on the open string boundary.
Multiple D-branes. One of the nicest applications of the ag state solution is the con-
struction of backgrounds containing several D-branes. The idea is similar to that of [13],
but the implementation is cleaner and more general. We consider a solution representing
N D-branes in the string eld theory of a single D-brane. If the reference background con-
tains more than one D-brane, we can proceed in the same way after condensing all but one
of them to the tachyon vacuum. Suppose that the D-branes of the target background are
individually characterized by boundary conformal eld theories BCFTI for I = 1; : : : ; N .
We introduce N pairs of boundary condition changing operators (0I)(0) and (I0)(0) rep-
resenting stretched strings connecting the reference D-brane to the D-brane of BCFTI. We
require that the boundary condition changing operators are orthogonal for dierent Is, in
the sense that
h(I0)j(0J)imatter = IJh0j0imatter: (4.39)
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The solution for the multiple D-brane background is given by a row and column vector of
ag states:
j) =

j(01)) : : : j(0N))

: (j =
0BB@
((10)j
...
((N0)j
1CCA : (4.40)
From (4.39) it follows that the star product of the anti-ag column vector and the ag row
vector gives the N N identity matrix:
(j  j) =
0BBBB@
1 0 : : :
0 1
...
. . .
1
1CCCCA ; (4.41)
where \1" in the I-Ith entry is the identity string eld of BCFTI. Therefore we have
created N N Chan-Paton factors out of a string eld theory where Chan-Paton factors
are absent. Substituting the ag row vector and antiag column vector into the solution
gives explicitly
	 = 	tv   (01)	tv(10)   : : :  (0N)	tv(N0); (4.42)
where (0I) and 
(I0)
are the intertwining elds constructed from the ag states j(0I)) and
((I0)j. Remarkably, the solution (relative to the tachyon vacuum) is given by summing
the solutions for the constituent D-branes of the target background. Through the Ellwood
invariant [38], this is directly related to the fact that the boundary state of a multiple
D-brane system is given by summing the boundary states of the constituent D-branes. It
is surprising that adding solutions to a nonlinear eld equation creates a new solution.
This is possible because the cross terms vanish, due to the assumed orthogonality of the
boundary condition changing operators. The boundary condition changing operators will
automatically be orthogonal if each D-brane of the target background is characterized by
a distinct open string boundary condition, since then (I0) and (0J) cannot contain the
identity operator in their OPE when I 6= J . If the target background contains copies of
the same D-brane, so that for example BCFTI and BCFT
J
 are identical, the boundary
condition changing operators for I and J must be distinct and orthogonal, even though
they represent the same change of boundary condition. This can be achieved, for example,
by taking them to be distinct matter Virasoro descendants of the boundary condition
changing operator of lowest conformal weight.
A special application of this setup is the construction of solutions representing multiple
copies of the reference D-brane. This has become a somewhat famous (or infamous) open
problem in the subject, and searches in the level expansion continue to this day [5].13 We
can, for example, construct a solution representing two copies of the reference D-brane
13Another inuential idea is to search for multiple D-brane solutions directly in the KBc subalgebra [39].
See [40] for recent developments in this direction. Despite some early promise the approach has not yet
been successful.
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using
j) =

j1) 1p
13
jLm 2)

: (j =
 
(1j
1p
13
(Lm 2j
!
; (4.43)
where jLm 2) corresponds to the matter Virasoro descendent of the vacuum Lm 2j0i. Unlike
the proposal of [13], this solution lives in the universal subspace generated by acting ghost
oscillators and matter Virosoros on the SL(2;R) vacuum, and therefore exists for any
reference D-brane system. Note that the \boundary condition changing operators" in this
case do not actually modify the boundary condition. This is because the solution does not
change the boundary condition of the reference D-brane; it only adds Chan-Paton factors.
Even the perturbative vacuum is nonperturbative. Let us mention an elementary
but surprising fact: in the limit that the reference and target D-brane systems become
identical, the ag state solution does not vanish. This is clear since if the boundary
condition changing operators reduce to the identity, the ag states are nevertheless distinct
from the identity string eld. Then the two terms in the solution
	 = 	tv   	tv (4.44)
do not cancel. So it appears that even the perturbative vacuum is a nonpeturbative solu-
tion. One consequence is that the proof of local background independence given in [25, 26]
is not a limiting case of the argument of subsection 2.2. Moreover, solutions for marginal
deformations will be somewhat dierent from those studied before, as they will include a
nontrivial shift of the string eld at zeroth order in the marginal parameter. One can try
to avoid this situation by adjusting the height of the ags as we vary BCFT in such a
way that the ag height approaches zero when BCFT0 and BCFT coincide. However,
the solution cannot be dened perturbatively in this limit. To see this, assume that the
boundary condition changing operators have weight h() and the horizontal strip has height
`(), both of which are approaching zero as a function of a marginal parameter  ! 0.
Then (4.38) implies that correlators will be proportional to
`()2h(): (4.45)
Typically, h() will approach zero as 2, so this quantity cannot be analytic unless `()
approaches zero in a nonanalytic fashion. But since correlators will depend on ` not only
in the combination `h, there will be no way to expand the solution perturbatively in . If
we want perturbative solutions for marginal deformations in the present approach, it seems
we have to expand the theory around the nontrivial solution for the perturbative vacuum.
5 Consistency of the solution
Once we introduce ag states, the formal construction of the intertwining solution is
straightforward. The nontrivial question is whether the construction leads to something
meaningful. For example, is the solution nite? Do the equations of motion hold without
anomaly? Of particular concern is the singular geometry of ag states, which in some cir-
cumstances lead to divergence which could threaten the consistency of the solution. In this
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section we investigate this question. We nd a few surprises, but nevertheless the solution
appears to work.
5.1 Equations of motion
First there is the question of whether the solution satises the equations of motion. The
most delicate point in this respect is the identity
 = 1: (5.1)
To check whether this holds, we substitute the explicit expressions for the intertwining
elds and multiply everything out. In doing this we encounter the following terms:
(jKj) + (QjBj)  (jBjQ): (5.2)
In theory, the terms combine to
Q

(jBj)

= QB = K: (5.3)
In actuality the terms are divergent. If  and  are primaries of weight h, the leading
behavior of (j
BjQ) in the limit ! 0 is given by
Tr
h 
: : :

(QjB
j)
i
=
1
2
 16`h

Tr
h 
: : :

(Bc  cB)
i
+ subleading: (5.4)
The origin of this divergence is that the BRST operator produces a c ghost which is cut
o from the remainder of the surface by a degeneration. This is an \infrared" divergence,
similar to those which appear in string amplitudes from corners of the moduli space where
a state of negative dimension is forced to propagate over a large Euclidean distance.14 The
eld (jKj) may also be divergent if the OPE of  and  generates a suciently relevant
primary operator O(x) with dimension in the range hO 2 [0; 1=2]:
Tr
h 
: : :

(j
Kj)
i
=  2hO 1  2hO
 
16`
hO
Tr
h 
: : :
Oi+ subleading: (5.5)
To consistently handle these divergences, we assume that the product of intertwining elds
is dened with a limit
 = lim
!0

: (5.6)
This regularization has the eect of placing a factor of 
 between the anti-ag and ag
in (5.2), so that the singular contributions add up to
Q

(jB
j)

: (5.7)
By the argument of subsection 4.1, this unambiguously approaches K in the  ! 0 limit,
as desired. The remaining question is whether the other contributions work out correctly
in the ! 0 limit to give  = 1.
14In string amplitudes, such divergences can be dealt with by inverse Wick rotating to a Lorentzian
worldsheet near the boundary of moduli space [41]. It would be interesting if something similar could be
done in the present context.
{ 42 {
J
H
E
P01(2020)021
We specialize to the case of the simple tachyon vacuum, since here nontrivial com-
plications arise which are absent when F (K) vanishes faster than 1=K for large K. For
the time-being, we assume that c ghosts are inserted in the usual way on the open string
boundary. We compute

 =
1p
1 +K

Q

(jB
j)

+ (jB[c;
]j)
+(jB
j) 1
1 +K
c(1 +K)Bc+ c(1 +K)Bc
1
1 +K
(jB
j)

1p
1 +K
: (5.8)
Let us explain what is \supposed" to happen to this expression as we take the ! 0 limit.
The rst term should approach K (which it does). The second term should vanish since c
commutes with the identity string eld. In the third and fourth terms, we should be able
to use (jBj) = B to nd
B
1
1 +K
c(1 +K)Bc+ c(1 +K)Bc
1
1 +K
B = Bc+ cB = 1: (5.9)
In total we would obtain K + 1 inside the square brackets, which cancels the square roots
outside to give the identity string eld.
To see what actually happens, consider the term
(jB[c;
]j) = B(j[c;
]j)  b(j[c;
]j): (5.10)
Focusing on the last piece, we contract with a test state:
Tr
h 
: : :

b(1j[c;
]j1)
i
=Fb
D
F 1  : : :b(s)F 1c(=2) F 1c( =2)E
UHP
: (5.11)
Note that the c ghosts are inserted on the open string boundary. The boundary condition
changing operators do not play a role in the following, so we set them to unity. The ! 0
limit is implemented using upper half plane moduli following (3.63), where we nd that
F 1(=2) = 22s3 + subleading: (5.12)
Then
Tr
h 
: : :

b(1j[c;
]j1)
i
= FbF 0(22s3)
D
F 1    : : : b(s)(c(22s3)  c( 22s3))E
UHP
+ subleading
=
s
4`
 2`
s2
42s3
D
F 1    : : : b(s)@c(0)E
UHP
+ subleading
= 2
D
F 1    : : : E
UHP
+ subleading; (5.13)
where in the last step we evaluated the OPE. By a similar computation one can show that
the rst contribution in (5.10) is zero. In total we nd
lim
!0
(jB[c;
]j) =  2: (5.14)
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This does not vanish. We might have expected a subtlety here. The c ghost produces
a divergent factor when it is cut o by degeneration. Together with the OPE with the
b ghost, this is enough to compensate for the vanishing of the commutator to produce a
nonzero result.
The third and fourth terms in (5.8) are also anomalous, but for a dierent reason. The
diculty here is that the c ghost vanishes when inserted on the slit:
c(j = 0; j)c = 0: (5.15)
This is the ip side of the earlier observation that the b ghost diverges on the slit. However,
this property is inconsistent with associativity; products such as
(j)c (5.16)
are ambiguous. A related ambiguity appears in the third and fourth terms of (5.8), and
placing a thin wedge between  and  resolves the ambiguity in an unfavorable direction.
To see how this happens, consider
c(1+K)Bc
1
1 +K
(jB
j) = (j
j)  (1+K)c 1
1 +K
b(j
j)+Bc@c 1
1 +K
b(j
j):
(5.17)
We commuted the B insertion between the ags to the left, and in the rst term used the
fact that c vanishes on the slit. We contract the last term with a test state:
Tr
 
: : :

Bc@c
1
1 +K
b(1j
j1)

(5.18)
=
Z 1
0
dt e t Tr
 
: : :

Bc@c
tb(1j
j1)
=
Z 1
0
+
Z 0
 1

dx e (F(x+s) F(s))FbF 0(s+ x)2

F 1    : : : Bc@c(s+ x)b(s)
UHP
:
In the integrand, s and p are determined by the reference wedge angle  and the target
wedge angle +t, where  is the width of the test state. Since t is related to the integration
variable x through
t = F(x+ s) F(s); (5.19)
the upper half plane moduli s and p are implicitly functions of x; ; . The integration
over x splits into two pieces with x 2 [0;1] corresponding to t 2 [0; ] and x 2 [ 1; 0]
corresponding to t > . In the  ! 0 limit the integration vanishes everywhere except at
x = 0+, where the vanishing of Fb is compensated by a divergence from the OPE of c@c
and b. To display the behavior near x = 0+ we change the integration variable
x =


; (5.20)
and evaluate the OPE to nd
lim
!0
Tr
 
: : :

Bc@c
1
1 +K
b(1j
j1)

=  

lim
!0
Z 1
0
d
e
 (F(s+

) F(s))FbF 0

s+ 
2
2
D
F 1    : : : Bc(s)E
UHP
: (5.21)
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To leading order the upper half plane moduli are given by
p =
2
32`
2 +O(3); s = 
4
+O(2); ( > 0); (5.22)
and are independent of . With this we can evaluate the limit
lim
!0
e
 (F(s+

) F(s))FbF 0

s+ 
2
2
=
8(1 + 2)2
(1 + 4)4
: (5.23)
Since this is nonvanishing, we must have a delta function contribution to the integration
over x at x = 0+. Evaluating the integral over  gives
lim
!0
Bc@c
1
1 +K
b(1j
j1) =  7
6
Bc: (5.24)
The second term in (5.17) vanishes in the limit.
Bringing all contributions to (5.8) together we nd
lim
!0

 =
1p
1 +K

K   2 + 2  7
6

1p
1 +K
= 1  13
6
1
1 +K
; (5.25)
which is not the desired result. The anomaly is produced through two distinct mechanisms,
but the resolution in both cases is the same: we simply lift the c-ghost o the open string
boundary. For the BCFT0 tachyon vacuum, we should lift a distance y0 > ` o the
boundary in the sliver frame to ensure that the c-ghost is not trapped between the ags
at degeneration. In the BCFT tachyon vacuum, we should lift a distance y > 0 to avoid
collisions between the c-ghost and the slit. If y = y0  `, the eld c will commute with the
ag states, and the solution takes the form described in subsection 4.2.
These remarks apply to the simple tachyon vacuum. If F (K) falls o faster than 1=K,
anomalies are absent. The reason is that the anomalous contributions appear as delta
functions at the lower limit of integration over wedge states, and if F (K) vanishes faster
than 1=K, the delta function is integrated against a test function which vanishes on the
lower limit. Therefore we are not required to lift c-ghosts o the boundary in this case.
One might consider doing it anyway so that the eld c will commute with the ags. But
this does not appear to lead to useful simplications.
We have therefore shown
lim
!0

 = 1; (5.26)
assuming that
1) F (K) vanishes faster than 1=K for large K;
or
2) F (K) vanishes as 1=K and c-ghosts are lifted suciently far o the
open string boundary. (5.27)
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This suggests that the equations of motion will hold in the Fock space if 	2 is interpreted
as lim!0 	
	. Technically, to fully establish this we would have to carefully analyze
the full expression 	
	, which requires correlators on surfaces with at least four ags.
The only conceivable subtlety here concerns collisions of three or more slits. However,
such collisions can be suppressed as needed by requiring that F (K) falls o fast enough
at innity. Therefore we are condent that the equations of motion will hold with at
least some choices of tachyon vacuum. But we have no specic reason to believe that
the conditions (5.27) are not already enough to avoid problems of this kind. The most
signicant issue with our present understanding of the equations of motion is the apparent
necessity of regularization of products of intertwining elds. While products of intertwining
elds are nite, the cancellation of divergent cross terms in intermediate steps leaves open
the possibility of residual ambiguities. We have resolved potential ambiguities through a
consistent choice of regularization. However, this is a point where the present understanding
leaves room for improvement.
5.2 Finiteness
Now we address the question of whether the solution is nite when contracted with a
basis of Fock states. The overlap of the solution with a Fock state produces a ag-anti-
ag surface without any open string degeneration, so the issues discussed in the previous
subsection do not play a role. The concern in the present context are the ghost insertions
of the target tachyon vacuum, and how they are eected by the curvature singularities at
the slits. The boundary condition changing operators, wedge algebra factors and insertions
outside the ag states are not relevant for this, so the question of niteness boils down to
the question of whether the states
j1)
r
F
H
HcB
1
H
cH
r
F
H
(1j;
j1)
r
F
H
HcB
1
H
[c; F ]
1
H
cH
r
F
H
(1j;
j1)
r
F
H
HcB
1
H
[c; F ]
1
H
[c; F ]
1
H
cH
r
F
H
(1j (5.28)
are nite. Not every contribution to the above states is of equal concern to the question
of niteness. The most singular contribution appears in the rst state:
j1)
r
F
H
HcB
1
H
cH
r
F
H
(1j ! j1)
r
F
H
HcKBcH
r
F
H
(1j ! j1)
r
F
H
Hc@cBH
r
F
H
(1j
! j1)
r
F
H
Hc@cH
r
F
H
b(1j: (5.29)
We restrict our analysis to this contribution. The additional factors of F and H in the
remaining contributions in (5.28) imply that singular collisions of ghosts and slits are only
further suppressed.
We may expand the wedge algebra factors in (5.29) as a superposition of wedge states
j1)
r
F
H
Hc@cH
r
F
H
b(1j =
Z 1
0
dt1dt2 g(t1)g(t2)j1)
t1c@c
t2b(1j; (5.30)
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where g(t) is the inverse Laplace transform of H
p
F=H. The important fact about g(t)
for present purposes is that it is bounded and continuous in the vicinity of t = 0, which
follows from the assumption that F (K) falls o as 1=K or faster. First we consider the case
where c ghosts are inserted on the boundary. This may lead to diculties when c@c collides
with the slits. If we keep t2 xed, integration near t1 = 0 will produce a collision between
c@c and the slit of the ag state. Since c@c has negative dimension, the correlator will
vanish in this limit and the integration over t1 will be nite. On the other hand, keeping
t1 xed, integration near t2 = 0 leads to a collision between c@c and the b-ghost, producing
a singular OPE. To see what happens, we contract with a test state and transform the
integrand to dual upper half plane coordinates (3.58)
Tr
" 
: : :

c@c
1
H
r
F
H
b(1j
#
=
Z 1
0
dt g(t) Tr
h 
: : :

c@c
tb(1j
i
(5.31)
=
Z 1
0
dx g
 eF( es+ x)  eF( es) eF 0( es+ x)2 eFbD eF 1    : : : c@c( es+ x)b( es)E]UHP:
We obtain a double pole towards x = 0 from the OPE, but eF 0 vanishes as x. So the
singular OPE cancels against a vanishing conformal factor, and the integration over t2 will
be nite.
Lastly we consider the limit where t1 and t2 simultaneously approach zero, and the slits
collide. Here a dierent issue arises, related to the fact that the string eld B is divergent
when pinched between a ag and anti-ag:
Tr
h 
: : :
j1)B
(1ji = 1
1=3
 2
3

3
(4 + (=`)2)
2=3
lim
!0
D eF 1  : : : b(0)E
]UHP
+subleading;
(5.32)
where  is the width of the test state. To see the eect of this divergence, we write (5.30)
changing the integration variables to  = t1 + t2 and  = t1=(t1 + t2):
Tr
" 
: : :
j1)rF
H
Hc@cH
r
F
H
b(1j
#
=
Z 1
0
d
Z 1
0
d g()g((1  )) Tr
h 
: : :
j1)
c@c
(1 )b(1ji:
(5.33)
The correlator in the integrand can be written
Tr
h 
: : :
j1)
c@c
(1 )b(1ji = eFb eF 0(x)D eF 1    : : : c@c(x)b( es)E]UHP: (5.34)
We are interested in the behavior near  = 0, which corresponds to small es with ep xed on
the dual upper half plane. Since jxj is bounded by es which is tending to zero, in this limit
we can substitute c@c and b with their OPE. This gives the leading behavior for small 
Tr
h 
: : :
j1)
c@c
(1 )b(1ji (5.35)
=
1
1=3
r

1  
1
2

(4+(=`)2)
3
1=3s
2 X()
2+X()
lim
!0
D eF 1  : : :c(0)E
]UHP
+subleading;
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where X() is the root to 4 = (1   X)2(2 + X) with absolute value  1. We nd an
inverse cube root divergence of the correlator for small  which is canceled against the
measure. We also nd a square root zero and inverse square root divergence at  = 0 and
1, respectively, resulting from the collision of c@c with the slit of the ag and the b-ghost
on the slit of the anti-ag. The singularity at  = 1 is nevertheless integrable.
The discussion is slightly dierent when c ghosts are lifted o the open string boundary.
Instead of (5.36) we will have
Tr
h 
: : :
j1)
c@c
(1 )b(1ji
=
1
1=3
 2
3

3
(4+(=`)2)
2=3
lim
!0
D eF 1  : : : c@c(iy)b(0)E]UHP+subleading; (5.36)
where y is the distance the c-ghost is lifted o the boundary in the dual sliver coordinateez. To leading order the dependence on  is absent, but the inverse cube root singularity is
still present. Nevertheless, integration over  in (5.33) is nite.
Therefore the ag state solution is nite in a basis of Fock states. This isn't an
especially close call. To produce a genuine divergence of the ag state solution, we would
need to consider a tachyon vacuum where F (K) does not fall to zero at innity. A tachyon
vacuum of this kind is singular for other reasons [36] and is not of much practical interest.
5.3 Overlaps
An important test of an analytic solution is whether overlaps of the solution with itself
are well-behaved. For example, one should check that the equations of motion are satised
when contracted with the solution [42], and that the action and Ellwood invariant [38]
produce the physically expected answers. For the ag state solution, these things follow
automatically if we can assume  = 1. The signicant issue which can appear here |
beyond the considerations of subsection 5.1 | is that the total width of wedge states in
overlaps may not have strictly positive lower bound. Therefore, overlaps of the solution
with itself may receive contribution from singular surfaces where ags are attached to a
\needle-like" cylinder, as shown in gure 15. It is intuitively clear that in this limit we
will not be able to replace anti-ag/ag pairs with the identity operator. Any potential
problems here can be controlled by assuming that F (K) falls o suciently rapidly towards
innity. But it is interesting to understand the issue in more detail.
We focus on the Ellwood invariant, since its computation only requires correlators on
the ag-anti-ag surface. The Ellwood invariant is given by
lim
!0
TrV

	tv



; (5.37)
where TrV is the 1-string vertex with a midpoint insertion of an on-shell closed string vertex
operator V = ccVmatter with Vmatter a weight (1; 1) matter primary. It is straightforward to
expand this out and analyze the contributions term by term, but for illustrative purposes
it is enough to focus on a contribution with correlators of the form
TrV


(1 )c@c
(1jB
j1); (5.38)
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Figure 15. In computing the cubic vertex evaluated on the solution, at an extreme limit of
integration over wedge states one nds singular surfaces where ags are attached to an innitely
thin cylinder.
where for now we assume that the c ghosts are on the boundary. The width of the target
wedge state  and the parameter  2 [0; 1] will appear integrated against inverse Laplace
transforms of the various wedge algebra factors which appear in the solution. For simplicity
we set the boundary condition changing operators equal to unity. Nontrivial boundary
condition changing operators would produce a non-universal factor for nite  which does
not lead to singular behavior in the ! 0 limit. For xed  6= 0 and  6= 0; 1 the correlator
simplies in the ! 0 limit to
TrV [c@cB
 ] =  2i

hVmatter(i; i)imatterUHP : (5.39)
We consider the ratio
TrV


(1 )c@c
(1jB
j1)
TrV [c@cB
 ]
(5.40)
as a function of  and , and see in what sense this function approaches unity as  gets
small. With the help of the correlators given in appendix C, we plot the ratio for small-
ish  in gure 16. In the interior of the region   0;  2 [0; 1] we have a \plateau"
where the ratio is nearly constant; as  approaches zero, the plateau becomes atter with
constant value 1, and extends over the whole region. The interesting behavior occurs at the
boundaries of the region. Near the lines  = 0; 1 there is a deep \trench" in the ratio, and
as  becomes small the trench becomes thinner and deeper, approaching a delta function.
We encountered this delta function in subsection 5.1, where it is responsible for part of
the anomaly in the relation  = 1 for the simple tachyon vacuum. Presently we assume
that F (K) falls of faster than 1=K, in which case the delta function is integrated against a
function which vanishes at  = 0; 1, and therefore does not contribute. Finally we consider
the behavior near  = 0, where the cylinder collapses into a needle. Here there is a \cli"
where the plateau falls from 1 to 0, and as  gets small the cli becomes steeper. The fact
that the ratio must vanish at  = 0 can be understood since c@c is inserted on the slits.
The relevant point, however, is that there is no divergence in the correlation function in
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Figure 16. To the left is a plot of the ratio (5.40) for  = 0:1 as a function of  2 [0; 2] and
 2 [0; 1]. In the middle we see a \plateau", towards  = 0; 1 \trenches", and towards  = 0 a
\cli". To the right are cross sections of this plot for  2 [0; 1] and  = 1; 0:5; 0:25; 0:125 and 0:0875.
the transition from the plateau towards  = 0. Similar qualitative analysis applies to other
contributions to the Ellwood invariant, so we will obtain the physically expected value in
the ! 0 limit.
For the simple tachyon vacuum, we should consider the ratio (5.40) with the ghosts
lifted o the open string boundary. In this case, there are no delta functions at  = 0; 1
since c@c does not produce a singular OPE with the b ghost at the slits. There is also no
\cli" near  = 0. This can be seen since c@c will appear inside a very thin cylinder a
nite distance above the slits. Applying a scale transformation we can expand the cylinder
to unit circumference, and in the process we push the slits and horizontal strip out to
innity, where they become irrelevant. Therefore, even for the simple tachyon vacuum, the
computation of the Ellwood invariant will work as expected.
6 Fock space expansion
One of the most unique things we can learn from a string eld theory solution is information
about the expectation values of D-brane uctuation elds upon the formation of a new
background. This not only tells us that a new vacuum exists, but gives concrete insight
into how the new background is created out of the original conguration, something which
is missing from the standard perturbative formulation of string theory.
The uctuation elds are dened through the Fock space expansion, as the coecients
of an expansion of the dynamical string eld into a basis of eigenstates of L0. The Fock
space coecients of the ag state solution schematically have the same structure as those of
the Kiermaier, Okawa, Soler solution [14]: up to a shift, they are given by a canonical matter
3-point function of two primary boundary condition changing operators and a primary
probe vertex operator, multiplied by a \universal" factor which only depends on conformal
transformation properties of the test state and boundary condition changing operators
appearing in the solution. Once the relevant three point functions are known, the main
task is the computation of the universal factor. For the Kiermaier, Okawa, Soler solution
this has been done for coecients of primary elds, and is given by a relatively manageable
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three dimensional integral which can be evaluated numerically. For the ag state solution,
the corresponding factor is given by a seven dimensional integral whose integrand can be
derived from the formulas of appendices B and C. The numerical evaluation of the integral
is a serious undertaking and is beyond the scope of this paper. The good news is that such
a calculation only needs to be done once. If good ts for the dependence on the conformal
data can be extracted, we would have immediate access to the expectation values of an
innite number of elds representing any background of interest.
6.1 Ghost number zero toy model
In lieu of computing coecients of the full solution, we look for a simpler computation
which can give some insight. Often it is possible to model the behavior of the coecients
of a solution by investigating an analogous and simpler state at ghost number zero which
only gives expectation values to total Virasoro descendants of matter primaries [43]. This
is often referred to as a ghost number zero toy model. The full solution at ghost number 1
will in addition give expectation values to states created by ghost oscillators, but usually
such coecients are of secondary interest.
If we assume the simple tachyon vacuum, we propose that a reasonable toy model of
the ag state solution is given by
  = 1  prepre
= 1 p1 +Kj) 1
1 +K
(jp1 +K: (6.1)
In the subalgebra of wedge states with matter insertions and ghost insertions consisting
only of B and c, one denition of the ghost number zero toy model   of a solution 	 is given
by the equation B	B = B . For example, the ghost number zero toy model for Schnabl's
solution [8] can be extracted in this way. For the ag state solution, we have instead
B	B = B  +

terms with b
insertions on slits

: (6.2)
Our denition of the ghost number zero toy model ignores contributions from deforming
B ghost contours through slits.
Given a basis for the open string state space, the coecient of a basis element jii
is given by computing the BPZ inner product with a dual basis state jii satisfying
hi; ji = ij . For the toy model, the BPZ inner product can be expressed in the form
hi; i = hIjii   hg3j

ji 
 jii 
 ji

; (6.3)
where hIj is the BPZ dual of the identity string eld. The nontrivial part is the 3-vertex
hg3j, which we express as
hg3j =
Z
arrowhead
d(vol) f hag-anti-agj: (6.4)
Let us explain the ingredients:
(1) The object
hag-anti-agj : H0 
H0 
H0 ! C (6.5)
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is the ag-anti-ag surface state. It is a function of three wedge parameters t1; t2; t3
and is dened so that
hag-anti-agj

ji 
 jii 
 ji

= Tr
p

(fS  i)
p

 
t1 j)
t2(j
t3; (6.6)
where fS(u) = 2 tan
 1 u is the sliver coordinate map.
(2) The object f  is a distribution satisfying
p
1 +Kj) 1
1 +K
(jp1 +K =
Z 1
0
dt1dt2dt3 f (t1; t2; t3) 

t1 j)
t2(j
t3 ; (6.7)
which implies15
f (t1; t2; t3) = e
 t1 t2 t3 1

p
t1t3

1  @
@t1

1  @
@t3

: (6.9)
(3) d(vol) is the natural measure for integration over wedge parameters:
d(vol) = dt1dt2dt3: (6.10)
In practice when performing the integration we will need to use upper half plane
parameters. We dene
 = t1 + t3 + 1;  = t2; y = (t1   t3)=2: (6.11)
The upper half plane moduli p; s are related to the reference and target wedge pa-
rameters through (3.51){(3.52). The vertex operator will be inserted at a point x on
the real axis in the upper half plane, related to y through y = F(x). The measure in
these coordinates is given by
d(vol) = dp ds dx(p; s)F 0(x); (6.12)
where
(p; s) =
16`2

s2p(1 + p2)
(s2   p2)3 (6.13)
is the Jacobian for the coordinate transformation from reference/target wedge pa-
rameters to upper half plane moduli.
15To control errors in numerical integration we used an equivalent form of the distribution
f (t1; t2; t3) = e
 t1 t2 t3 4
p
t1t3


1  @
@t1
2 
1  @
@t3
2
: (6.8)
With this Mathematica's numerical integration routine estimated errors of about 1%, as opposed to (6.9)
where errors were on the order of 10%. However, the additional derivatives in (6.8) generate immense
formulas which noticeably slowed numerical integration to around 10 minutes per coecient.
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Figure 17. The \arrowhead" integration region dening the coecients of the solution. The ag
height is taken here at ` = :5.
(4) The integration region, which we call the arrowhead, is simply over positive wedge
parameters:
0 < t1; t2; t3 <1; (t1; t2; t3) 2 arrowhead: (6.14)
The reason for the name \arrowhead" comes from the appearance of the region when
expressed using upper half plane parameters, as shown in gure 17. The region is
implicitly dened by the inequalities
p > 0; s > p; (p; s) > 1; jF(x)j < (p; s)  1
2
; p; s; x 2 arrowhead; (6.15)
where (p; s) is the reference wedge angle expressed as a function of upper half plane
moduli.
The 3-vertex is built from surface states, and is therefore independent of the choice of
background. The coecients of the full solution at ghost number 1 are given by a very
similar formula. In this case there will be several terms, with the surface states modied
by various ghost insertions together with additional integrations over their positions.
At least initially, the most interesting coecients are those for which the dual basis
state i and boundary condition changing operators ;  are primary operators of weight
h; h. Evaluating (6.3) in this case leads to
hi; i = h=0  
D 
I  i(0)(1)(0)E
UHP
g(h; h): (6.16)
The nontrivial part is the second term. It is given by a canonical three point function
of the vertex operator and two boundary condition changing operators, multiplied by a
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\universal" function of the conformal weights:16
g(h; h) =
Z
arrowhead
dpdsdx(p; s)F 0(x)f (p; s; x)

1
2p0
2h  4p
F 0(x)(p2   x2)
h
:
(6.17)
This function is determined by the geometrical data encoded in the 3-vertex hg3j and is
the same for all backgrounds. All of the data about the reference and target D-brane
systems has been factored into the three point function. A generalization of (6.16) can
be found when i; ;  are descendants of a single primary each, which is enough to cover
the general situation. In this case, the rst term will be modied for descendants of the
identity operator; the three point function should be that of the matter primaries from
which i; ;  descend; the analogue of g(h; h) will be more complicated, but again will
be independent of the choice of background. A similar formula will hold for the coecients
of the full solution at ghost number 1, but the integrand will be much more complicated
and there will be additional integrals over positions of c ghost insertions. Now we compute
toy model coecients in a few examples.
Wilson line. One interesting case is the Wilson line deformation of a free boson X1(z; z)
subject to Neumann boundary conditions. This will give an expectation value to the
gauge eld
A1
ip
2
c@kX1(0)j0i: (6.18)
A classic question is the relation between the expectation value of A1 and the strength of
the coupling  in the conformal boundary deformation
exp

 
Z
boundary
dt
ip
2
@kX1(t)

; (6.19)
which turns on the Wilson line on the worldsheet. In the solution of [13], the relation is
simple equality. This seems to be a peculiarity of the fact that the boundary condition
changing operators of that solution have nonsingular OPE, and so the boundary deforma-
tion does not require renormalization. In the singular OPE case, the natural renormal-
ization prescription from the worldsheet point of view [44] is generally dierent from that
implemented by string eld theory [45, 46], and we expect a nontrivial relation between A1
and . In fact, in the Siegel gauge solution [7], the gauge eld can only reach a nite max-
imum expectation value even though the boundary coupling is unbounded. This has lead
to longstanding questions as to whether the uctuation elds of the reference D-brane can
capture the whole D-brane moduli space. Here we are only working with the toy model, so
the analogous question is the relation between the boundary coupling and the expectation
value of the eld
Atoy1
ip
2
@kX1(0)j0i: (6.20)
16Note that f  includes derivatives which act on the remainder of integrand, and in (6.17) they must be
appropriately transformed into derivatives with respect to the upper half plane moduli. The derivatives do
not act on the Jacobian factor.
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Also interesting in this context is the expectation value of the ghost number zero analogue
of the tachyon:
T toyj0i: (6.21)
For simplicity we refer to Atoy1 and T
toy as the gauge eld and tachyon, hopefully without
confusion; they are not the physical gauge eld and tachyon at ghost number 1. The
relevant dual states and boundary condition changing operators dening the solution are
given by
jAtoy1 i=  i
2
p
2h0j0imatter
c@c@2c@kX(0)j0i; jT
toyi=  1
2h0j0imatter c@c@
2c(0)j0i; (6.22)
(t) = e
 i p
2
X1(t)
; (t) = e
i p
2
X1(t)
: (6.23)
The three point functions areD
I   Atoy1 (0)(1)(0)E
UHP
=  ;
D
I   T toy(0)(1)(0)E
UHP
= 1: (6.24)
We plot these expectation values for the toy model as a function of  > 0 in gure 18.
We indeed nd that the gauge eld has a nite maximum expectation value; it represents
a turning point where, after initially increasing with the strength of the deformation as
one might expect, it begins decreasing. Therefore, the gauge eld fails to be a good global
coordinate on the moduli space of the Wilson line deformation. This conrms the picture
derived from the excitations of a lump in 3 theory [22], and also as seen in the TT/KOS
solution [47].17 The expectation value of the tachyon, however, increases monotonically
with the strength of the deformation, and is a good coordinate on the moduli space of the
Wilson line. This is most likely an artifact of the ghost number zero toy model, but indeed
it was noted in [47, 49] that the tachyon at ghost number 1 provides a good coordinate
on a signicantly larger portion of the Wilson line moduli space than the gauge eld.
Another important thing to mention is that the universal function g(h; h) vanishes in
the limit that the boundary condition changing operators have innite conformal weight.
This should also hold for coecients of descendant elds. This means that in the limit
!1 the toy model will reduce to the ghost number 0 analogue of the tachyon vacuum.
We expect that this will also be true for the full solution at ghost number 1.
One curious fact is that the gauge eld is not the same as the boundary coupling
constant when the deformation is innitesimal. Rather, we have
Atoy1 = g(1; 0) +O(2): (6.25)
For ` =  the proportionality factor is g(1; 0)  0:65. What is surprising is that in the
linearized theory one expects an exact equality between the expectation value of elds
and the appropriately normalized boundary coupling constants. Presently this fails since
the ag state solution does not vanish when  = 0. So we are dealing with a theory of
17The solution of [29, 47] can be viewed as an amalgamation between the Takahashi, Tanimoto identity-
based solution [48] and the Kiermaier, Okawa, Soler solution [14].
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Figure 18. Proles for the gauge eld Atoy1 and the tachyon T
toy for the toy model as a function
of the boundary coupling constant . Here and in subsequent gures we choose ` = .
uctuations around a nontrivial solution for the perturbative vacuum, and the linearized
equations of motion are modied from the standard ones. The uctuation elds around
the trivial and nontrivial solutions for the perturbative vacuum are related by a linear eld
redenition, which must account for the nontrivial proportionality factor. It is true that
the tachyon of the toy model vanishes when  = 0, but the coecients of descendants are
nonzero. At ghost number 1, even the tachyon will have nonzero expectation value when
the boundary coupling vanishes.
Tachyon lumps. Another example are lump solutions, describing the formation of a
D(p   1) brane through inhomogeneous condensation of the tachyon on a Dp-brane. We
consider a free boson X1(z; z) compactied on a circle of radius R; for the reference D-
brane, the free boson is subject to Neumann boundary conditions, and for the target
D-brane, it is subject to Dirichlet boundary conditions at the origin of the target space
coordinate x1 on the circle. The matter SL(2;R) vacua will be normalized as 2R and 2
for the Neumann and Dirichlet cases, respectively. First we consider the toy model where
the boundary condition changing operators are Neumann-Dirichlet twist elds ND; ND
of the lowest conformal weight = 116 . The prole of the tachyon lump is dened by the
Fourier series
T toy(x1) =
X
n2Z
T toyn e
inx1
R ; (6.26)
where T toyn are coecients of the states einX
1=R(0)j0i in the toy model. These can be
extracted by contracting with the dual state
jT toyn i =   1
4R
c@c@2ce inX
1(0)=Rj0i (6.27)
and using the 3-point function [50, 51]D
I   T toyn (0)ND(1)ND(0)E
UHP
=
4 n2=R2
R
: (6.28)
The lump prole for various radii is shown in gure 19; numerical values of the rst 14
coecients at R = 2
p
3 can be found in appendix D. For R larger than the self-dual
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Figure 19. Tachyon lump proles in the toy model derived from unexcited Neumann-Dirichlet
twist elds of weight 1=16, for various radii.
radius R = 1, the prole can be seen as a \hole" in the tachyon condensate centered at
the origin. The picture is broadly similar to that derived from level truncation studies in
Siegel gauge [6]. For smaller radii the solution can be understood in the T -dual picture as
representing the reverse process of forming a Dp-brane on a circle of radius 1=R out of the
uctuations of a D(p 1)-brane. In this case the target background has higher energy than
the perturbative vacuum. As R decreases we nd that the lump rapidly attens out, and its
average value turns negative. This is similar to what was found in [13]. It is interesting to
mention that the expectation value of the zero momentum tachyon for the solution of [13]
depends only on the disk partition functions g0 = h0j0iBCFT0matter and g = h0j0iBCFTmatter of the
reference and target backgrounds:
T0 = Ttv

1  g
g0

; (6.29)
where Ttv is the tachyon expectation value at the tachyon vacuum. For higher energy
solutions, the disk partition function of the target background is necessarily larger than
that of the reference background, and the zero momentum tachyon always takes a negative
expectation value. For the ghost number zero toy model of the ag state solution, the zero
momentum tachyon takes the form
T toy0 = 1 
g
g0
g(0; h): (6.30)
For boundary condition changing operators with positive nonvanishing conformal weight,
the constant g(0; h) is positive and strictly less than one. So higher energy solutions
may in some cases have positive tachyon expectation value. For xed conformal weights,
however, the expectation value is decreasing linearly with the energy, and will eventually
go negative. This is perhaps surprising since a negative tachyon expectation value can give
a large negative contribution to the energy, but the total energy derived from the complete
set of elds is nevertheless positive. We do not know whether this phenomenon is generic
in higher energy solutions or is particular to the intertwining-type solutions which have
been derived analytically. For known numerical higher energy solutions in Siegel gauge,
the tachyon expectation value appears to be positive [52, 53].
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Figure 20. Tachyon lump proles in the toy model derived from excited Neumann-Dirichlet twist
elds of weight 9=16, for various radii. The prole is somewhat counterintuitive as we decrease the
radius, as it is closest to the tachyon vacuum at x1 = 0, precisely where the D-brane is located. For
suciently small radius, the lump attens out and its expectation value turns negative, similarly
to the lump of the unexcited twist elds.
It is interesting to venture into new territory and ask about lump proles in the case
that the boundary condition changing operators do not have the lowest possible conformal
weight. This is a necessary step towards constructing solutions representing coincident
D(p 1) branes with non-abelian gauge symmetry. We consider excited Neumann-Dirichlet
twist elds ND; ND, which are primaries of weight
9
16 generated from the OPE between
ND; ND and @X
1. As shown in appendix E the three point function is
D
I   T toyn (0)ND(1)ND(0)E
UHP
=
4 n2=R2
R

1  4n
2
R2

: (6.31)
The excited lump proles are shown for various radii in gure 20; the rst 14 coecients
at R = 2
p
3 can be found in appendix D. Instead of a solitary disturbance in the tachyon
condensate localized around the origin, the lump splits into two components separated by
a large gap. Nothing comparable has been seen in level truncation, but the prole is fairly
similar to a radial cross-section of the rst excited Gopakumar-Minwalla-Strominger (GMS)
soliton [54]. Since ND; ND and ND; ND have dierent conformal weights, following the
discussion of subsection 4.3 we can construct a solution describing a pair of coincident
D(p   1)-brane solutions by adding the respective solutions around the tachyon vacuum.
At the level of the toy model, this implies that the prole for the double lump can be
obtained by superimposing the proles generated by the excited and unexcited twist elds.
This is shown in gure 21. The result is again a more-or-less solitary hole in the tachyon
condensate but with two \dips", perhaps suggestive of the pair of D-branes it contains.18
18We are not condent that the \double dip" is stable under gauge transformation. It is much more
pronounced for the solution of [13] and radial cross-section of the GMS double soliton, but is absent from
the prole generated from the Fock space coecient principle (see next section) for suciently large p.
What seems to be generally true, however, is that the disturbance of the tachyon vacuum is wider, but not
appreciably deeper, than that of the single lump.
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Figure 21. Tachyon lump prole for a coincident pair of D(p  1)-branes in the toy model, plotted
against the proles for the single D(p 1) derived from excited and unexcited twist elds at R = 2p3.
Excited twist elds are not needed when the pair of D(p 1)-branes are separated. We
can simply superimpose lump solutions based on unexcited twist elds, since in the cross
terms the OPEs of the twist elds will not contain the identity operator. In Siegel gauge it
is also approximately true that separated D(p  1)-branes can be found by superimposing
solutions for a single D(p 1) at dierent locations; this can be eectively used as an input
for improving the appoximation via Newton's method in level truncation [53]. However,
generally this approach fails to nd a solution if the D-branes come closer than 2, where
the ground state of the stretched string connecting the D-branes becomes massless. In
particular, there is no known solution for a coincident pair of D(p   1)-branes in Siegel
gauge. The above discussion suggests that this diculty may be related to the absence of
something analogous to excited twist eld solutions in Siegel gauge. The absence of such
solutions is expected, since the Siegel gauge condition should determine the solution for
the D(p   1)-brane uniquely.19 This is an interesting indication that gauge xing may be
at the heart of the diculty of constructing multiple D-bane solutions in level truncation.
The ag state solution is not characterized by a gauge condition.
Cosh deformation. Finally, we consider the cosh rolling tachyon deformation [55], gen-
erated by a conformal boundary interaction
exp


Z
boundary
dt coshX0(t)

; (6.32)
where X0(z; z) is the timelike free boson subject to Neumann boundary conditions. This
is closely related to the cosine deformation of a D-brane with free boson X1(z; z) subject
to Neumann boundary conditons on a circle at the self-dual radius; the defomations are
related by Wick rotation X1 ! iX0. A perturbative analysis of this background using the
solution of [12] was given in [56], but the ag state solution allows us to understand the
19It is possible that a single background could be represented by more than one solution in Siegel gauge.
In practice this has not been seen. By contrast, in Schnabl gauge many solutions exist for the same
background, and this is why it is possible to nd multiple D-brane solutions in the framework of [13].
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background nonperturbatively in . Particularly interesting is the evolution of the tachyon
eld for various values of the deformation parameter . We consider
T toy(x0; ) =
X
n2Z
T toyn ()e
nx0 ; (6.33)
where T toyn () = T
toy
 n () are coecients of the states enX
0(0)j0i in the toy model. These
can be extracted by contracting with the dual state
jT toyn ()i =   1
2h0j0imatter c@c@
2ce nX
0(0)j0i: (6.34)
As shown in appendix E, the relevant 3-point function isD
I   T toyn ()(0)(1)(0)E
UHP
= ( 1)n4 n2 Pn()Pn(12)
; (n  0); (6.35)
where Pn() are polynomials in  given by
Pn() = n
n 1Y
j=1
(j2   2)n j : (6.36)
The boundary condition changing operators ;  turn on the cosh deformation on a seg-
ment of the open string boundary with strength , and are primaries of weight 
2
4 . The
cosh deformation is periodic in the coupling constant, with  and + 2 representing equiv-
alent time dependent backgrounds. However, the boundary condition changing operators
and the solution are not periodic, with  and + 2 representing gauge equivalent solutions
constructed with boundary condition changing operators of dierent conformal weights.
We plot the evolution of the tachyon for small positive  in gure 22. For some time
interval the tachyon lingers near the perturbative vacuum (which for the ghost number
zero toy model, happens to lie at T toy = 0) and outside this range the tachyon falls down
the potential and engages in the well-known uncontrolled oscillation which has long been
a source of puzzlement [57, 58].
What is more novel is that we can describe the evolution of the tachyon eld at the
critical value of the marginal parameter  = 1=2, where the boundary state vanishes and
the simplest interpretation is that the background lies at the tachyon vacuum [55]. This
is shown in gure 23. Compared with small , the main dierence is that the tachyon
does not approach the perturbative vacuum quite as closely or for very long, and otherwise
engages in large oscillation. This does not suggest that the background is at the tachyon
vacuum. It is possible that the solution could be related to the tachyon vacuum by a
time dependent gauge tansfomation. This, however, seems to contradict the fact that the
solution supports cohomology, at least in the form of a marginal deformation which allows
us to adjust the coupling constant of the cosh deformation. This is dierent from the kind
of deformation of the tachyon vacuum considered in [59], which is really an eect of the
nonlinear equations of motion. Some conrmation of the nontriviality of the solution comes
{ 60 {
J
H
E
P01(2020)021
l=π,λ=.01
-10 -5 5 10
x
0
-1
1
2
3
4
T(x0)
Figure 22. Time evolution of the tachyon in the toy model for the cosh deformation at  = :01.
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Figure 23. Time evolution of the tachyon in the toy model at the critical value  = 1=2 of the
cosh deformation.
from the characteristic projector [18], which in this case takes the form20
X1 = A	tv
1	tvA: (6.37)
This satises
Q	X
1 = 0: (6.38)
It is believed that the characteristic projector, when nonvanishing, is a representative of
the BRST cohomology class of the identity operator in the target background. While we do
not compute the projector in detail here, it is clearly not zero; its coecients will oscillate
in a similar way as the tachyon of the toy model. Again, this indcates that the cosh rolling
20The characteristic projector can be computed as limN!1( [A;	   	tv])N . To extract the limit we
used [A;	tv] = F and that F raised to the innite power gives the sliver state. We also assumed that
A
1 vanishes, which is true when contracted with a basis of Fock states. Under these assumptions one
can readily check that the state is invariant under left and right multiplication with  [A;	   	tv]. An
apparent inconsistency, however, is that the characteristic projector appears to square to zero on account
of A2 = 0. The problem is that to compute the square of the characteristic projector we need to account
for contributions proportional to A
1, since while formally vanishing they can have nonzero star products
with other projector-like states.
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Figure 24. Time evolution of the tachyon in the toy model for a periodic array of D-branes
localized in imaginary time at x0 = ia
 
n+ 12

, with a = 5.
tachyon at  = 1=2 supports cohomology, while the tachyon vacuum does not. In [60, 61]
it was found that closed string states produced by the cosh rolling tachyon background are
present even when  = 1=2 and D-branes are absent. It is possible that this eect can be
seen at the level of the purely classical open string eld theory solution.
Through Wick rotation of the cosine deformation, the cosh deformation at  = 1=2 can
be interpreted as representing a periodic array of D-branes localized in \imaginary time"
at positions
x0 = 2i

n+
1
2

; n 2 Z: (6.39)
This analogy indicates that a large moduli space of backgrounds should open up at  = 1=2
corresponding to the Wick rotation of the moduli space of D-branes [61]. One deformation
we can consider is to modify the imaginary time interval between D-branes in the periodic
array, so the D-branes are located at
x0 = ia

n+
1
2

; n 2 Z: (6.40)
The solution describing such a background can be obtained by Wick rotation of the cor-
responding periodic array of lumps. We can ask how the solution changes as we push the
imaginary time interval between D-branes to innity. For the toy model, we plot the evolu-
tion of the tachyon for large imaginary separation in gure 24. We see that in a large region
surrounding x0 = 0 the tachyon settles to its expectation value at the tachyon vacuum, and
as the imaginary separation increases the oscillations are pushed out to x0 = 1. We ex-
pect that similar behavior will be seen in the characteristic projector, and the obstruction to
trivializing the cohomology will gradually disappear for large imaginary separation. Thus
the tachyon vacuum emerges only after increasing the coupling of the cosh deformation to
 = 1=2 and sending the resulting D-branes localized in imaginary time to innity.
6.2 The Fock space coecient principle
We have seen that, up to a shift from the tachyon vacuum, the coecients of the ag state
solution are given by a matter three point function times a universal factor. Since the
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main diculty in extracting coecients is in computing the universal factor, one can ask
how important it is in determining the qualitative results. As it turns out, it may not be
as important as one would think. This is an instance of a general observation, which we
propose as a \principle":
Fock space coecient principle. Consider a solution 	 in the string eld theory of
BCFT0 describing some background BCFT. The overlap of 	 with a test state  c@c(0)j0i,
where  is a matter primary, shows a rough correspondence
h c@c;	i  h=0  


(p)(0)( p)matter
UHP
; (6.41)
where  and  are appropriately chosen boundary condition changing operators between
BCFT0 and BCFT and the parameter p > 0 is not too small.
The rst term in (6.41) gives a shift for the coecient of the zero momentum tachyon
which is meant to represent the expectation value at the tachyon vacuum. The parameter
p can be interpreted as a gauge parameter. The sense in which the left and right hand
sides of (6.41) correspond is best explained through examples:
Wilson line. In gure 25 we show the expectation value of the (ghost number 1) gauge
eld for the Wilson line solution in Siegel gauge [49, 53] and for the TT/KOS so-
lution [29, 47], as a function of the coupling constant  which turns on the Wilson
line deformation on the worldsheet. The rightmost gure shows the corresponding
plot generated by the shifted 3-point function in (6.41), with boundary condition
changing operators taken from (6.23). The Siegel gauge plot ends at   :6, since in
the approach of [49] the Siegel gauge solution cannot be found past the point where
the branch of the tachyon eective potential describing the Wilson line deformation
terminates. Also shown in gure 26 is the tachyon expectation value as a function
of . It is striking that the shifted three point function already captures the basic
form of the dependence on , including the highly nontrivial predictions that  is not
a single valued function of the gauge eld expectation value, and that the solution
should approach the tachyon vacuum for large .
Tachyon lumps. Figure 27 shows the tachyon lump prole in Siegel gauge [6] and for the
solution of [13]. The rightmost gure shows the tachyon lump prole predicted by
the shifted 3-point function, where the boundary condition changing operators are
taken as Neumann-Dirichlet twist elds of weight 1=16; this is given exactly by a
theta function:
T 3-point(x1) = 1  1
R(2p)1=8
#00

x
2R
;
i
R2
ln(2p)

: (6.42)
The lump proles are similar in all three cases.
Exponential rolling tachyon. Consider the exponential rolling tachyon deformation gen-
erated by the marginal operator eX
0
. A rst approximation to this background is
given by truncating the open string eld theory action to level 0:
ST =  
Z
d26x

1
2
@T@T   1
2
T 2 +
1
3

K T
3
; K =
4
3
p
3
; (6.43)
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Figure 25. Gauge eld as a function of the Wilson line coupling constant, left in Siegel gauge,
center for the TT/KOS solution (with t = 5 in [29]), and right from the shifted 3-point function.
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Figure 26. Tachyon as a function of the Wilson line coupling constant, left in Siegel gauge, center
for the TT/KOS solution, and right from the shifted 3-point function.
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Figure 27. Tachyon lump, left in Siegel gauge, center from [13], and right from the shifted 3-point
function.
and looking for a solution as a power series in ex
0
. The resulting evolution of the
tachyon eld is shown in gure 28. The tachyon rolls o the unstable maximum and
subsequently engages in uncontrolled oscillation, similar to the cosh deformation.
This behavior has been conrmed convincingly by exact solutions [9, 10, 14]. The
rightmost gure in 28 shows the evolution of the tachyon as predicted by the shifted
3-point function. The qualitative behavior is the same.
Light-like rolling tachyon. Consider the light-like rolling tachyon deformation generated
by the marginal operator eX
+
in a linear dilaton background [62]. Figure 29 shows the
evolution of the tachyon eld in lightcone time derived in [59], next to the evolution
derived from the shifted 3-point function. The shifted 3-point function correctly
predicts that the solution will approach the tachyon vacuum in the innite lightcone
future.
Note that many of the above solutions have no obvious relation to boundary condition
changing operators. Still the shifted three point function captures the behavior fairly well.
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Figure 28. Evolution of the tachyon for the exponential rolling tachyon deformation, left as derived
from the level 0 truncated action, and right from the shifted 3-point function.
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Figure 29. Evolution of the tachyon for the lightlike rolling tachyon deformation, left as given
in [59], and right from the shifted 3-point function.
It is worth stepping back a moment to think about what the Fock space coecient
principle really means. It says that the coecients of a solution reect, in a broad sense,
how a target D-brane appears through a \window" of stretched strings extending from a
reference D-brane. From the point of view of the intertwining solution this seems fairly
natural, but more generally it is quite surprising. And it begins to point to an explanation
of why string eld theory coecients sometimes exhibit counterintuitive behavior.
Of course there will be dierences between the proles of any specic solution and
those generated by the shifted 3-point function. Some of these dierences may reect the
\approximation" implicit in the Fock space coecient principle, and have no special mean-
ing. Other dierences can be more signicant. One example concerns how solutions behave
in the vicinity of the tachyon vacuum. Typically, when the tachyon eld approaches the
tachyon vacuum, the leading correction around the tachyon vacuum is positive. In fact,
we are not aware of counterexamples. This reects a distinctive tendency for the tachyon
proles to overshoot the tachyon vacuum and fall down from above. This implies, for ex-
ample, that the tachyon coecient will not be a global coordinatee on the moduli space of
the Wilson line deformation, which may be part of the reason why the full moduli space is
not seen in Siegel gauge level truncation [49]. By contrast, for tachyon proles generated
from the 3-point function, the leading correction around the tachyon vacuum tends to be
negative. In fact, this behavior also appears generic in ghost number 0 toy models and eld
theory models. For example, the lump in 3 theory is given by a hyperbolic secant prole
which does not overshoot the nonperturbative vacuum; further, the tachyon expectation
value in the eld theory on the lump gives a global coordinate on the moduli space of
solutions representing translations of the lump [49]. A string eld theory solution may also
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decay to the tachyon vacuum at a dierent rate than the shifted 3-point function. This is
most clearly seen in the light-like rolling tachyon solution, which approaches the tachyon
vacuum as e x+ , while the 3-point function approaches as e ex
+
. It is now understood
that the exponential decay modes of the solution near the tachyon vacuum represent pure
gauge uctuations whose purpose is to \hide" the superexponential decay e ex
+
as a non-
perturbative eect [59]. All of this is to demonstrate that the coecients of a true solution
may exhibit physically interesting features which cannot be reduced to the computation of
a 3-point function.
We have mentioned that the distance between boundary condition changing operators
in the 3-point function should not be too small. For small enough separation, sometimes
the 3-point function will diverge with increasing conformal weights, and the behavior is
markedly dierent from a string eld theory solution. In several examples the smallest
allowable separation is p = 1=2, where interesting simplications occur:
 For the Wilson line deformation, the gauge eld is directly proportional to the
marginal coupling constant and the tachyon eld consistently vanishes, exactly as
one would expect of the deformation in the low energy Yang-Mills description.
 For tachyon lumps, the prole is a delta function with support at the location of
the Dirichlet boundary condition dening the lower dimensional D-brane. Recalling
that the lump prole is described by a theta function for generic p, this points to an
interesting relation between the parameter p and time evolution in the heat equation.
This gives a way to understand why lump proles are so featureless for small radii;
starting with a suciently dense array of delta functions, the temperature distribution
reaches thermal equilibrium by the time it is \sampled" by the string eld theory
solution. Related discussion of the connection between string eld theory solutions
and the heat equation appears in [63].
 For the cosh rolling tachyon deformation at  = 1=2, the tachyon prole is constant
in time and sits at the tachyon vacuum. This conrms that the background is at
least very closely related to the tachyon vacuum.
 For the exponential rolling tachyon deformation, the tachyon falls o the top of the
potential and smoothly approaches the tachyon vacuum in the innite future. See
gure 30. This picture of the tachyon evolution was proposed in [64] based on formal
manipulations of the solution in Schnabl gauge, but later computations conrmed
the oscillatory behavior beyond doubt. The present discussion suggests that there
may be more to this story.
It is worth noting that the seemingly more reasonable behavior of the rolling tachyon
proles does not emerge in a continuous fashion as p is decreased to 1=2; the oscillations
actually grow in amplitude and frequency in this limit. At p = 1=2 the oscillations formally
have innite frequency, but can be discarded after resummation of the expansion into
harmonics. It would be interesting if the behavior of tachyon and gauge eld proles at
p = 1=2 could be reproduced through an eective action.
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Figure 30. Evolution of the tachyon for the exponential rolling tachyon deformation, as derived
from the shifted 3-point function at the critical parameter p = 1=2. In this case the sum over
exponential harmonics has nite radius of convergence, and the full prole is obtained after Pade
resummation. Shown here is the Pade approximant P 6464 (e
x0) which reaches the tachyon vacuum in
the innite future within an accuracy of 0:5%.
7 Conclusion
In this paper we have given an analytic solution of Witten's open bosonic string eld theory
which, in dierent variations, can describe any target D-brane system from the point of
view of a reference D-brane which shares the same closed string background. The solution
also provides an explicit map between the eld variables of dierent D-brane systems,
demonstrating nonperturbative background independence of classical open bosonic string
eld theory.
It is interesting to comment on how the ag state solution connects to old (but incom-
plete) ideas about how D-brane systems emerge in open string eld theory. One example is
open string eld theory in Minkowski space with large B-eld along a pair of coordinates.
In this case, the open string star algebra factorizes into a tensor product of commuting
subalgebras [65]
A = A0 
A1; (7.1)
where A0 is the subalgebra of states with vanishing momentum along the coordinates of
the B-eld and A1 consists of a Moyal plane in the directions of the B-eld. In this setup,
it was observed in [65] that codimension two D-branes in the noncommutative directions
can be described with the solution
	 = 	tv 
 I 	tv 
 ; (7.2)
where  is a nite rank projector in A1. For example  could take the form
 = j0ih0j+ : : :+ jnihnj; (7.3)
which represents the formation of n+ 1 codimension 2 D-branes. We can express  as
 =  (7.4)
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with
 =

j0i : : : jni

;  =
0B@h0j...
hnj
1CA : (7.5)
Therefore (7.2) is an intertwining solution; apparently, the eect of the large B-eld is to
replace the intertwining elds with the projector . It would be interesting to see how
this happens more explicitly. Another connection is to the vacuum string eld theory
proposal [66]. Of course, the intertwining solution is naturally understood as a solution
around the tachyon vacuum. More nontrivially, the ag state solution expanded around
the tachyon vacuum is close to being a factorized functional between the left and right
halves of the string, at least for the portions of the open string near the endpoints. In this
sense, the ag state solution is comparable to a rank one star algebra projector, exactly
the kind of state conventionally used to build classical solutions of vacuum string eld
theory [67]. It has been proposed that vacuum string eld theory should emerge after an
innite reparameterization of Witten's theory towards the midpoint [68]. An example of
such a midpoint preserving reparameterization is generated by L , which adjusts the height
of the ags. Indeed, as the ag height is taken to innity, the ag state solution approaches
the sliver state | the most famous rank 1 star algebra projector | with singular ghost
insertions at the midpoint. From this point of view, the present work can be viewed as
dening a consistent regularization of vacuum string eld theory.
The next question is how far the ag state/intertwining solution generalizes to open
superstring eld theory or closed string eld theory. Up to a certain point, the gener-
alization to open superstrings should be straightforward in the Wess-Zumino-Witten-like
formulation [69].21 The added complication is that tachyon vacuum solutions do not take
the same form for all D-brane systems in the superstring. An analytic solution for the
tachyon vacuum on wrong dimension D-branes and coincident brane-anti-brane pairs was
given in [75]. However, for BPS D-brane systems it is questionable whether tachyon vac-
uum solutions even exist. It is somewhat ironic that nding BPS solutions poses greater
diculty than nding solutions without any supersymmetry. The only known analytic
solutions on supersymmetric D-branes represent perturbative marginal deformations. The
description of BPS backgrounds is probably the most signicant question in the study of
analytic solutions at present.
Regarding closed string eld theory we cannot expect the same kind of fully explicit
results. But it is conceivable that some kind of homotopy-intertwining solution exists that
21The application of analytic methods to superstring eld theory in the small Hilbert space [70] does not
look particularly promising, though perhaps perturbative analytic solutions could be found. Using the eld
redenition between the small Hilbert space and Wess-Zumino-Witten-like theories [71{73], formally it is
possible to map analytic solutions of the former into the latter; however, the eld redenition is a priori
only dened perturbatively, and for nonperturbative solutions it is not clear it will produce a meaningful
state. On the other hand, we expect that a tachyon vacuum should appear in level truncation of the small
Hilbert space theory on a non-BPS D-brane, in a similar manner as it does in the Wess-Zumino-Witten-like
theory [74]. So the diculty in characterizing nonperturbative solutions analytically may not imply that
such solutions do not exist.
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could describe nontrivial closed string backgrounds. For this to make sense we would
rst need some closed string version of the tachyon vacuum. A possible nonperturbative
vacuum state which might have this interpretation has been identied in level truncation
including up to the quartic vertex [76], but further calculations including higher levels [77],
and some eects of the quintic vertex [78, 79], have not done as much as might have
been hoped to conrm the existence of this vacuum. The closed string analogue of the
intertwining solution would also need a 1-dimensional defect operator to form an interface
between reference and target bulk CFTs [80]. It seems clear that the defect operator cannot
be purely reective [81], since it is necessary to transmit physical information between
the reference and target backgrounds in order to relate them by eld redenition. Such
considerations might limit the range of backgrounds accessible from a given bulk CFT, but
this is probably desirable. A generic matter CFT of central charge 26 can have pathological
physical properties | for example spacetimes with several timelike directions | and we
wouldn't necessarily want or expect all of this to be part of the same physical string theory.
This line of inquiry risks going out on a limb, but in absence of other ways to gain insight
into the nonperturbative vacuum structure of string theory, perhaps it would at least be
interesting to formulate conjectures.
Returning to the Witten theory, the results of this paper should not imply that the
search for classical solutions is over. To obtain our results we had to make a number of
compromises. The nontrivial geometry of the solution makes some calculations laborious;
the open string degeneration in star products is somewhat singular; the perturbative vac-
uum is represented by a nonperturbative open string state. Over the years there have been
a number of other ideas about how D-branes can appear as classical solutions:
 One can imagine constructing nontrivial solutions through a formal gauge transfor-
mation of the perturbative vacuum which, in a sense, is only dened on a \covering
space". This generalizes the observation that a Wilson line on a circle can be triv-
ialized by a gauge transformation dened on R1. This idea has been used in the
construction of analytic solutions for singular marginal deformations [11, 12].
 A more exotic approach, which seems to be fairly specic to string eld theory, is
to construct nontrivial solutions using formal gauge transformations which are not
invertible [18, 82]. This idea is especially important in understanding the structure
of Schnabl's solution [8, 21]. It is now understood that all classical solutions of open
bosonic string eld theory can be derived in this way [83], but it has not yet been
successfully used to generate new solutions.
 Another interesting idea is to derive string eld theory solutions using worldsheet
renormalization group ows [18, 84]. This has not yet been consistently implemented
| except in the trivial case of the tachyon vacuum | but has come tantalizingly
close to working [85], and is still viable.
 Within the intertwining framework, the original solution of [13] is in many ways more
accessible than the ag state solution, at least in situations where it is applicable.
Other realizations of the intertwining solution would be of interest.
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What is perhaps the most signicant compromise of the present approach is that it relies
on essentially complete understanding of the BCFT of the target background. Therefore,
the solution cannot be used to construct backgrounds whose worldsheet description is not
already known. In principle, one can imagine a method for constructing manifestly non-
trivial solutions whose physical interpretation is not known from the outset; computation
of observables may then, in some cases, lead to discovery of new BCFTs. This is in fact
precisely what is achieved by solving the equations of motion in level truncation, which has
proven capable of nding new BCFTs [53]. However, the level truncation approach is com-
pletely numerical. One might like an analytic approach which can give more substantive
conceptual insight into the solution and the new BCFT. This would be great.
However, what makes a string eld theory solution unique is not that it describes a
BCFT; generally, solutions encode BCFT data in an obscure and inecient way. Rather,
the signicance of a string eld theory solution is that it represents a concrete physical
relation between a pair of BCFTs, thus establishing that they are a part of the same
physical framework. This is the scope of the present contribution. The hope is that this
achievement can give a new language for understanding the physics of D-branes, one which
may address questions where the worldsheet point of view may not seem fully adequate.
Examples include physics around the tachyon vacuum, the origin of ux quantization and
topological charges, the physical signicance of the massive uctuations of the string, and
the nature of locality, causality, and time evolution in string theory. We hope that the
present work leads to progress in these directions.
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A Intertwining form for Schnabl gauge marginal deformations
ln this appendix we express the solution for marginal deformations in Schnabl gauge [9, 10]
in intertwining form. For technical reasons it is simpler to consider the Schnabl gauge
solution in a non-real form22
	 = cB
1
1 + V 1 
K
cV 
: (A.1)
This is related to the conventional Schnabl gauge solution through similarity transformation
with
p

. We observe that (A.1) can be obtained from a non-real form of the Kiermaier,
Okawa, Soler solution [14],
	KOS =  cB@ 1
1 +K
(1 +K)c
1
1 +K
; (A.2)
through the transformation
	 =
1
1 + 	KOSB(
1 

K   
)
	KOS(1 +K)
: (A.3)
This is a special instance of the Zeze map [86], and can be understood as a nite gauge
transformation,
	 = U 1(Q+ 	KOS)U; (A.4)
dened by the gauge parameter
U = 1 + 	KOSB

1  

K
  


: (A.5)
Since the Kiermaier, Okawa, Soler solution can be expressed in intertwining form [13], this
implies that the Schnabl gauge solution can be as well:
	 = 	
(0)
tv   (0)	()tv (0): (A.6)
We nd explicitly
	
(0)
tv = cB
1
1 + V 1 
K

(1 +K)c  (1 +K + V )c 1
1 +K + V

1  

K
  


+ cB
1
1 + V 1 
K
(1 +K + V )c
; (A.7)
	
()
tv = cB(1 +K)c
1
1 +K
; (A.8)
(0) =  + cB@
1
1 +K
  cB 1
1 + V 1 
K
V

1  

K
  



1
1 +K
; (A.9)

(0)
=  + cB@
1  

K
: (A.10)
22Technically, the non-real form does not satisfy the Schnabl gauge condition B0	 = 12B 	 + 12B	 +
1
2
	B = 0. It satises the condition 1
2
B 	 + 	B = 0.
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There is signicant freedom in the choice of tachyon vacuum solutions and intertwining
elds, so this is not the only, or necessarily the best, way to write (A.1) in intertwining
form. In any case, it is apparent that this is a signicantly more complicated way to write
the solution than (A.1). Note that the tachyon vacuum solutions of the reference and target
D-branes are dierent. For the target D-brane, it is a non-real form of the simple tachyon
vacuum [20], and for the reference D-brane it is an unfamiliar solution which does not live
in the universal sector. Another thing to observe is that the rightmost matter insertion
in (A.1) is multiplied by a wedge state 
 with strictly positive width. However, when
written in intertwining form, some terms in the solution do not possess this factor. This
implies that star multiplication from the right can produce OPE divergences in individual
terms which are absent when multiplying the full solution. This phenomenon is ultimately
a consequence of the identity  = 1. Since the identity string eld has vanishing width,
and the width of wedge states is additive under star multiplication, the intertwining elds
cannot be made from wedge states of strictly positive width. For this reason we expect
that writing a solution in intertwining form generically requires tachyon vacuum solutions
and intertwining elds which are less regular than the solution itself.
B Repository of formulas for ag-anti-ag surface
In this appendix we collect several formulas related to conformal transformation between
the ag-anti-ag surface and the upper half plane. The relevant conformal transformations
are summarized in gure 11.
 UHP to sliver frame. The height of the ags is `. The target wedge state has width
, and the reference wedge state has width . The origin of the sliver coordinate z
on the ag-anti-ag surface sits on the open string boundary midway between the
vertical edges of the reference wedge surface. The sliver coordinate is related to the
upper half plane coordinate u through
z = F(u) = 2`


p(1 + s2)
s2   p2 tan
 1 u+ tanh 1
u
p

; (B.1)
where s;p are respectively the pre-images of the two slits and two punctures on
the ag-anti-ag surface, and s > p > 0. For conformal transformation of primary
operators it is useful to observe that
dz
du
= F 0(u) = 2`

p(1 + p2)
s2   p2
s2   u2
p2   u2
1
1 + u2
: (B.2)
We also introduce a dual sliver coordinate ez on the ag-anti-ag surface, where the
origin sits on the open string boundary midway between the vertical edges of the
target wedge surface. This is related to a dual upper half plane coordinate eu through
ez = eF(eu) = 2`

ep(1 + es2)ep2   es2 tan 1 eu  tanh 1 euep

; (B.3)
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where ep;es are respectively the pre-images of the two punctures and two slits on
the ag-anti-ag surface, and ep > es > 0. We have
dez
deu = eF 0(eu) = 2` ep(1 + es2)ep2   es2 es2   eu2ep2   eu2 11 + eu2 : (B.4)
The coordinates and dual coordinates are related by
eu =  1
u
; ez = z   + 
2
sign(Re(z))  i`: (B.5)
 UHP moduli to wedge parameters.
 =
4`


p(1 + s2)
s2   p2 tan
 1 s+ tanh 1
p
s

; (B.6)
 =
4`


p(1 + s2)
s2   p2 tan
 1 1
s
  tanh 1 p
s

; (B.7)
+  =
2`p(1 + s2)
s2   p2 : (B.8)
 UHP to puncture coordinates on the ags. The local coordinate around the
puncture of the ag state is ; the local coordinate around the puncture of the anti-
ag state is e.
 = R(u) =  (s+ p)(u+ p)
(s  p)(u  p) exp

2p(1 + s2)
s2   p2

tan 1 s+ tan 1 u

; (B.9)
e = eR(u) = (s+ p)(u  p)
(s  p)(u+ p) exp

2p(1 + s2)
s2   p2

tan 1 s  tan 1 u

: (B.10)
Note that R( p) = eR(p) = 0 since u = p maps to the origin of the respective local
coordinates. For conformal transformation of primary operators at the origin of the
respective local coordinates it is useful to dene
0  eR0(p) = R0( p) = s+ p
2p(s  p) exp

2p(1 + s2)
s2   p2

tan 1 s  tan 1 p

: (B.11)
 b-ghost residue. Commuting B through ag states is described with the formulas:h
jO); B
i
= jO)b  ( 1)O 
`
jb0O); (B.12)h
B; ( eOji = b( eOj+ 
`
(b0 eOj: (B.13)
The states b( eOj and jO)b may be characterized through correlators on the upper half
plane as
Tr
h 
: : :
j1)bi = FbD  : : : b( s)E
UHP
; (B.14)
Tr
h 
: : :

b(1j
i
= Fb
D 
: : :

b(s)
E
UHP
; (B.15)
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Figure 31. Limits of ag-anti-ag surface.
where Fb is the b-ghost residue:
Fb = 1F 00(s) =

4`ps
1 + s2
1 + p2
(s2   p2)2: (B.16)
In terms of the dual upper half plane coordinate eu we have
Tr
h 
: : :
j1)bi = eFbD  : : : b(es)E]UHP; (B.17)
Tr
h 
: : :

b(1j
i
= eFbD  : : : b( es)E]UHP; (B.18)
where eFb takes the same form as Fb after replacing p; s with ep; es.
 Limits. Various limits of the ag-anti-ag surface, and their realization in terms of
upper half plane moduli, are summarized in gure 31
1. Reference wedge collapse:
! 0;  = xed; p; s! 0; p
s2
=  = xed: (B.19)
2. Target wedge collapse:
 = xed;  ! 0; p = xed; s!1; ep = xed; es! 0: (B.20)
3. Needle collapse:
;  ! 0; 
+ 
= xed; p! 0; s = xed: (B.21)
4. Flag collapse:
`! 0; ;  = xed; `! 0; p! s; s = xed; s  p
`
= xed; : (B.22)
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5. Reference sliver limit:
!1;  = xed; p; s!1; p
s
= xed: (B.23)
6. Target sliver limit
 = xed;  !1; p; s! 0; p
s
= xed; ep; es!1; epes = xed: (B.24)
7. Double sliver limit
;  !1; 
+ 
= xed; p! s; s = xed: (B.25)
8. Flag sliver limit
`!1; ;  = xed; `!1; p! 0; s = xed; `p = xed: (B.26)
 Flag-anti-ag Jacobian. The ag-anti-ag Jacobian is dened
d d = dp ds(p; s) (B.27)
where
(p; s) =
16`2

s2p(1 + p2)
(s2   p2)3 : (B.28)
C Ghost correlators
In this appendix we give formulas for correlators of the c ghost and vertical line integral
insertions of the b ghost on the ag-anti-ag surface. These generalize the perennial for-
mulas for ghost correlators on the cylinder derived in [8, 21]. We use the doubling trick,
and normalize ghost correlators in the upper half plane according to
hc(u1)c(u2)c(u3)ighUHP = u12u23u13; (C.1)
where uij  ui   uj . The three-point function of c-ghosts on the ag-anti-ag surface is
easily seen to be
hc(z1)c(z2)c(z3)ighag-anti-ag = F 0(u1)F 0(u2)F 0(u3)u12u23u13; (C.2)
where the upper half plane coordinates u1; u2; u3 and moduli p; s on the right hand
side are related to the sliver coordinates z1; z2; z3 and wedge angles ;  on the left
hand side through (B.1){(B.7). The correlator cannot be written as an explicit function
of the sliver coordinates and wedge angles due to the usual diculty of inverting the
Schwarz-Christoel map.
There are two kinds of vertical line integral insertion of the b ghost which can appear
in correlators on the ag-anti-ag surface, which we write
B =
Z +
2
+i1
+
2
+i`
dz
2i
b(z) +
Z +
2
 i`
+
2
 i1
dz
2i
b(z); (C.3)
B0 =
Z i1
 i1
dz
2i
b(z): (C.4)
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The operator B corresponds to the string eld B when it is embedded in the target wedge
state, and the operator B0 corresponds to the string eld B embedded in the reference
wedge state. The two terms of B dene an uninterrupted contour on the holomorphically
doubled ag-anti-ag surface, as can be seen from gure 12. Note that we specically
dene B0 so that the real part of the integration contour is constant and equal to 0 in
the sliver coordinate z on the ag-anti-ag surface, and we dene B so that the real part
of the integration contour is constant and equal to +2 . The contours can be deformed
without changing the correlation function as long as we do not cross a c-ghost or a slit. By
explicitly carrying out the integration, we can nd the correlator with an insertion of B0:D
c(z1)c(z2)c(z3)c(z4)B0
Egh
ag-anti-ag
(C.5)
= F 0(u1)F 0(u2)F 0(u3)u12u23u13C0(u4) F 0(u1)F 0(u2)F 0(u4)u12u24u14C0(u3)
+ F 0(u1)F 0(u3)F 0(u4)u13u34u14C0(u1) F 0(u2)F 0(u3)F 0(u4)u23u34u24C0(u1);
where
C0(u)  1

1
u2 p2
u
1+u2

(s2 p2)(1+s2)
s
tan 1
1
s
  (u
2 p2)(1+u2)
u
tan 1
1
u

: (C.6)
The inverse tangent implies that C0(u) has a branch cut extending through the origin on
the imaginary axis from  i to i. The branch cut coincides with the integration contour of
B0 in the upper half plane, and represents a discontinuity of the correlation function as a
c ghost jumps to the other side of the b ghost contour. The correlator with an insertion of
B is given byD
c(z1)c(z2)c(z3)c(z4)B
Egh
ag-anti-ag
(C.7)
= F 0(u1)F 0(u2)F 0(u3)u12u23u13C(u4) F 0(u1)F 0(u2)F 0(u4)u12u24u14C(u3)
+ F 0(u1)F 0(u3)F 0(u4)u13u34u14C(u1) F 0(u2)F 0(u3)F 0(u4)u23u34u24C(u1);
where
C(u) 1

1
u2 p2
u
1+u2

(s2 p2)(1+s2)
s
tan 1 s  (u
2 p2)(1+u2)
u
tan 1u

: (C.8)
The branch cut extends on the imaginary axis from i out to +i1, and then from  i1 to
 i. This coincides with the integration contour of B in the upper half plane. Note that
when integrating over various wedge parameters of the solution, it may be convenient to
deform the b ghost contours in such a way that they cannot be returned to their standard
position without crossing a c ghost. This can be dealt with by correspondingly adjusting
the branch cuts. Incidentally, one may conrm thatD
c(z1)c(z2)c(z3)c(z4)B0
E
ag-anti-ag
 
D
c(z1)c(z2)c(z3)c(z4)B
E
ag-anti-ag
= F 0(u1)F 0(u2)F 0(u3)F 0(u4)Fb
D
c(u1)c(u2)c(u3)c(u4)b( s)
E
UHP
; (C.9)
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provided that the real parts of u1; : : : ; u4 are positive, so that only the slit contributes to
the contour deformation from B0 to B.
We may also compute the correlator containing both insertions B0 and B:D
c(z1)c(z2)c(z3)c(z4)c(z5)B0B
Egh
ag-anti-ag
(C.10)
=
X
i1<i2<i3
i4<i5
( 1)i4+i5F 0(ui1)F 0(ui2)F 0(ui3)ui1i2ui2i3ui1i3

C0(ui4)C(ui5)  C0(ui5)C(ui4)

;
where the sum is over all partitions of 1; : : : ; 5 into sets fi1; i2; i3g and fi4; i5g with i1 < i2 <
i3 and i4 < i5. There are 10 terms. This is the most general correlator involving insertions
of the c-ghost and vertical line integrals of the b-ghost on the ag-anti-ag surface. The
other correlators (C.2), (C.5) and (C.9) are special cases when two c ghosts pinch together
on a b-ghost contour.
A number of other special cases occur with correlators involving @c, correlators with
c at the midpoint (appearing in computations of the Ellwood invariant), and correlators
with c at the puncture (arising from BRST variations of boundary condition changing
operators). In these cases it is useful to make additional denitions. For correlators with
@c we introduce
D0(u)  @
@u
C0(u)
F 0(u) =
s2   p2
2`p(1 + p2)

 u
2   p2
u2   s2 +
(s2   p2)(1 + s2)
s
u2 + s2
(u2   s2)2 tan
 1 1
s
+2

1  (1 + s
2)(s2   p2)
(u2   s2)2

u tan 1
1
u

; (C.11)
D(u)  @
@u
C(u)
F 0(u) =  
s2   p2
2`p(1 + p2)

u2   p2
u2   s2 +
(s2   p2)(1 + s2)
s
u2 + s2
(u2   s2)2 tan
 1 s
+2

1  (1 + s
2)(s2   p2)
(u2   s2)2

u tan 1 u

: (C.12)
For correlators with c at the midpoint we introduce
I0  C0(i)F 0(i) =
i
2`
(s2   p2)2
sp(1 + p2)
tan 1
1
s
; (C.13)
I  C(i)F 0(i) =  
i
2`
(s2   p2)2
sp(1 + p2)
tan 1 s; (C.14)
and for correlators with c at the puncture we introduce
P0  C0(p)F 0(p) =
1
2`
(s2   p2)(1 + s2)
s(1 + p2)
tan 1
1
s
; (C.15)
P  C(p)F 0(p) =  
1
2`
(s2   p2)(1 + s2)
s(1 + p2)
tan 1 s: (C.16)
A correlator which appears in the analysis of the Ellwood invariant in subsection 5.3 isD
c@c(z1)F 
 
c(i)c( i)B0Egh
ag-anti-ag
=  2F 0(u1)(1  u21)I0 + 2iF 0(u1)(1 + u21)D0(u1)  4iu1C0(u1): (C.17)
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harmonic level Flag state lump,gh# 0 toy model (`=)
Lump of [13],
gh# 0 toy model Lump of [13] Siegel gauge lump
0 0 0:71 0:711324 0:202297 0:414218
1 112  0:25  0:280999  0:0878951  0:120192
2 13  0:16  0:261895  0:0926562  0:0987233
3 34  0:073  0:234590  0:0818861  0:0650643
4 113  0:025  0:198024  0:0592841  0:0336245
5 2 112  0:0064  0:154011  0:0360931  0:0137873
6 3  0:0012  0:109000  0:0190752  0:00456357
7 4 112  0:00017  0:0699578  0:00900014  0:00123586
8 513  0:000017  0:0407627  0:00387693  0:000276564
9 634  1:3 10 6  0:0216228  0:00154912  0:0000515764
10 813  7:0 10 8  0:0104735  0:000579571  8:06609 10 6
11 10 112  2:9 10 9  0:00464500  0:00020383  1:06546 10 6
12 12  8:5 10 11  0:00189051  0:0000674125  1:19126 10 7
13 14 112  1:9 10 12  0:000707411  0:0000209381  1:14000 10 8
14 1613  3:0 10 14  0:000243728  6:09597 10 6  7:36039 10 10
Table 1. Coecients Tn of the nth harmonic e
inx=R of the tachyon lump when R = 2
p
3. We
assume Tn = T n so the modes of the cosine appear with an additional factor of 2 when n 6= 0.
D Lump coecients
To get a rst impression of how the ag state solution behaves in the level expansion,
here we give the coecients of the harmonics of the toy model lump, constructed from
Neumann-Dirichlet twist elds of weight 116 . We set ` =  and the compatication radius
R = 2
p
3. Since the numbers do not mean much without a baseline for comparison, we
also give coecients for the harmonics of several other lumps. This is shown in table 1.
First we give the coecients for the ghost number 0 toy model of [13]:
 [13] = 1 
p
1 +K
1
1 +K

p
1 +K (D.1)
which is most closely analogous to what we presently have for the ag state solution. The
coecients of this state are given by
h; [13]i= h=0 

 
I(0)(1)(0)
UHP
Z 1
0
dt1dt2dt3 f (t1; t2; t3)
 
2
L
sint2
sin 1
2
+t1
sin1=2+t3
!h
;
(D.2)
where
L = t1 + t2 + t3; t =
t
t1 + t2 + t+ 3
: (D.3)
For the lump, we must choose  = T
toy
n from (6.27) and ;  = ND; ND. In principle
the boundary condition changing operators should contain a Wilson line factor to cancel
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Flag state lump,
gh# 0 toy model
Lump of [13],
gh# 0 toy model Lump of [13] Siegel gauge lump
e 1:8L e 0:47L e 0:55L e 1:2L
Table 2. Rate of decay of lump coecients at R = 2
p
3 as a function of level L.
their conformal weight, but in (D.2) this only contributes a factor given by the two-point
function of plane wave vertex operators, which evaluates to unity. Second, we give the
coecients of the true lump solution of [13] at ghost number 1, which were calculated
in [13] for the non-real form of the solution. Third, we give the coecients of the lump
solution in Siegel gauge, calculated up to level 18 and extrapolated to innite level.23
The rst thing to note is that the results for the ag state toy model are clearly
less accurate than in other cases. This is due to the estimated 1% errors in numerical
integration. The diculty does not seem to originate in the integrand, but in determining
the precise shape of the \arrowhead" integration region. In practice, we computed the
coecients by integrating over all upper half plane moduli p < s and jxj < p, relying on
Heaviside step functions to project the integrand onto the arrowhead region. Computing
even the volume of a portion of the arrowhead in this way produced 1% errors.
Still, the data is good enough to make useful comparisons. Of particular interest is
the rate of decay of the coecients at high levels, shown in table 2. In all cases the lump
coecients decay roughly exponentially with the level. The coecients for the ag state
toy model decay especially rapidly, even more so than for the Siegel gauge lump. The
decay rate varies a lot with the height of the ag; we have chosen ` = , and for smaller `
the coecients decay more slowly. But the comparison to Siegel gauge is encouraging. By
contrast, the decay of lump coecients for the solution and toy model of [13] is slow. This
is likely due to the identity-like nature of the solution. While the ag state toy model is
also in a sense identity-like, towards the endpoints of the string it contains a fair amount of
surface from the ags. Another thing to observe is that the coecients of the true solution
of [13] decay somewhat faster than those of the toy model of [13]. This gives hope that
coecients of the ag state solution at ghost number 1 will not show dierent or worse
behavior than the ag state toy model.
Out of interest, we also give coecients for lumps constructed from excited Neumann-
Dirichlet twist elds of weight 916 . This is shown in table 3. Again we assume ` =  and
R = 2
p
3. We list coecients of the ag state toy model, the toy model of [13], and the
full solution of [13]. The coecients are rather dierent from the ordinary lump. Beyond
the rst harmonic, they are all positive, and the rst handful of harmonics are quite large,
especially for the toy model of [13]. At suciently high level the coecients decay at a sim-
ilar (or perhaps identical) rate to the ordinary lump. Perhaps this data can give a hint as to
how an excited lump would appear in Siegel gauge level truncation, if such a solution exists.
Finally, in gure 32 we give the proles for the toy model lump and toy model excited
lump of [13]. The amplitude of the proles is quite large, especially for the excited lump,
as a consequence of the fact that the coecients are comparatively large. One surprising
feature is that the tachyon appears to overshoot the tachyon vacuum, in a similar way as it
23We thank M. Kudrna for providing this data.
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harmonic level Flag state excited lump,gh# 0 toy model (`=)
Excited lump of [13],
gh# 0 toy model Excited Lump of [13]
0 0 0:75 0:711325 0:202297
1 112  0:14  0:187332  0:0585967
2 13 0:046 0:0872984 0:0308854
3 34 0:13 0:469181 0:163772
4 113 0:095 0:858103 0:25690
5 2 112 0:041 1:12942 0:264683
6 3 0:011 1:19900 0:209827
7 4 112 0:0022 1:07269 0:138002
8 513 0:00029 0:828841 0:0788309
9 634 0:000028 0:562192 0:0402771
10 813 1:9 10 6 0:338643 0:0187395
11 10 112 9:2 10 8 0:182703 0:00801731
12 12 3:3 10 9 0:0888540 0:00316839
13 14 112 8:4 10 11 0:0391434 0:00115857
14 1613 1:5 10 12 0:0156798 0:000392174
Table 3. Coecients Tn of the nth exponential harmonic of the lump constructed from excited
twist elds at R = 2
p
3.
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Figure 32. Tachyon proles for the lump (left) and excited lump (right) for the ghost number 0
toy model of the solution of [13].
does for solutions at ghost number 1. However, a careful look reveals that the proles swing
back underneath. This is consistent with the general pattern observed in subsection 6.2
that toy model tachyon proles tend to asymptotically approach the tachyon vacuum from
below. In gure 33 we give the prole for the true excited lump solution of [13]. Again,
the tachyon overshoots the tachyon vacuum, and it can be checked that it does not swing
back underneath. Note that the \gap" between the two peaks of the excited lump is much
more pronounced than for the ag state toy model, shown in gure 20.
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Figure 33. Tachyon prole for the excited lump solution of [13].
E Three point function for the cosine deformation
In this appendix we compute the boundary three point functionD
(u1) e
inX1(u)(u2)
E
UHP
(E.1)
in the BCFT of a free boson X1 compactied on a circle of unit radius with initially
Neumann boundary conditions which are then modied by boundary condition changing
operators  and  which switch on the cosine deformation on a segment of the open
string boundary with strength . The corresponding formulas for the cosh rolling tachyon
deformation are obtained by replacing X1 with iX0, with X0 a timelike free boson. Our
denition of the marginal coupling constant  agrees with e of [55], and in particular the
moduli space of the cosine deformation is a circle with    + 2 representing equivalent
boundary conditions. The change of boundary condition, however, does not completely
specify the boundary condition changing operators. In a fundamental domain  1 <  
1, we will assume that  and  are the primaries of the minimal conformal weight
implementing the change of boundary condition given by . This implies that the conformal
weights are given by h =
 

2
2
, but note that this is not invariant under the identication
   + 2. Therefore, outside the fundamental domain  and  do not have the lowest
conformal weight consistent with the prescribed change of boundary condition.
One can try to compute the three point function by replacing the boundary condition
changing operators with the appropriately renormalized exponential boundary interaction,
(a)(b) = exp


Z b
a
dt cosX1(t)

; (E.2)
and using Wick's theorem. However, a more ecient approach is to take advantage of the
symmetry implied by the SU(2) current algebra [44, 87]
ja(z)jb(w) =
1
2ab
(z   w)2 + iabc
jc(z)
z   w + (regular): (E.3)
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The relevant currents are given by
j1(z) = cosX
1(z); (E.4)
j2(z) = sinX
1(z); (E.5)
j3(z) =
i
2
@X1(z): (E.6)
The corresponding conformally invariant charges,
Ja =
I
dz
2i
ja(z); (E.7)
realize the Lie algebra of SU(2):
[Ja; Jb] = iabcJc: (E.8)
To compute (E.1) we use the SU(2) generators to rotate j1 = cosX
1 into the simpler
current j3 =
i
2@X
1. Geometrically this is a clockwise rotation of =2 around the y-axis
(corresponding to j2 = sinX
1) which is realized by the operator
D = exp
h
 i
2
J2
i
: (E.9)
At the self dual radius R = 1, the states and operators of the theory decompose into a
direct sum of SU(2) irreducible representations of spin j. Taking the usual orthonormal
basis jj;mi for this representation, where m satisfying  j  m  j is the component of
the \angular momentum" along the z axis, we have
L0jj;mi = j2jj;mi; (E.10)
J3jj;mi = mjj;mi: (E.11)
Note that in the present context the eigenvalue m represents the momentum of the state.
The vertex operators which create the states jj;mi will be denoted j;m(z). We have the
identications
einX
1(z) = n;n(z); j3(z) =
1p
2
1;0(z); j1(z) =
1
2
 
1;1(z) + 1; 1(z)

: (E.12)
The operator D acts on the state jj;mi through the Wigner D-matrix24
Djj;mi =
jX
m0= j
D
(j)
m;m0 jj;m0i: (E.13)
In particular this implies
D cosX1(z) =
i
2
@X1(z); (E.14)
24In the present case (clockwise rotation by =2 around the y axis) the D-matrix elements in the given
representation are given in Mathematica as D
(j)
m;m0 = e
i=2jWignerD[fj;m;m0g; 0; =2; =2], where the
overall phase in front (which is independent of the rotated state in the given representation) is needed to
preserve the reality condition after the rotation.
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and therefore
D((b)(a)) = D exp


Z b
a
ds cosX1(s)

= exp


Z b
a
ds
i
2
@X1(s)

= ei

2
X1(b) e i

2
X1(a): (E.15)
This manipulation is somewhat formal since we have not described how to implement the
appropriate renormalization of the exponential boundary interactions. But in fact the
result can be taken as a denition of  and , and it follows that they are primaries of
weight h =
 

2
2
, just like the plane wave vertex operators. Similarly rotating the vertex
operator einX
1
gives
D einX
1(z) =
nX
m0= n
D
(n)
n;m0n;m0(z): (E.16)
SU(2) invariance of correlators at the self dual radius then impliesD
einX
1(u)(u2)(u1)
E
UHP
=
D
D
 
einX
1(u)(u2)(u1)
E
UHP
=
nX
m0= n
D
(n)
n;m0
D
n;m0(u)e
i
2
X1(u2) e i

2
X1(u1)
E
UHP
= D
(n)
n;0
D
n;0(u)e
i
2
X1(u2) e i

2
X1(u1)
E
UHP
: (E.17)
In the last line we have used the fact that the rotated boundary condition changing oper-
ators together carry zero momentum, and therefore only the m = 0 component of the sum
can contribute. The operators n;0(u) are the zero-momentum primaries of the free boson
CFT. For present purposes the most useful representation of these primaries is given by
acting SU(2) ladder operators on the highest weight state25
n;0(u) =
1p
(2n)!
(J )neinX
1
(u); (E.18)
where
J = J1  iJ2 =
I
dz
2i
eiX
1
(z): (E.19)
Plugging into (E.17) givesD
(u1)e
inX1(u)(u2)
E
UHP
=
D
(n)
n;0p
(2n)!
I
w
dz1
2i
  
I
w
dzn
2i
*
e i

2
X1(u1)
nY
j=1
e iX
1
(zj)e
inX1(u) ei

2
X1(u2)
+
UHP
: (E.20)
Evaluating the correlator with Wick's theorem and extracting the residues leads to the
formula
D
(u1) e
inX1(u)(u2)
E
UHP
=
( 1)n2D
(n)
n;0p
2n!
Qn 1
j=0
(j+1)!
(n+j)!

Pn()
(u1   u2)
2
2
 n2(u1   u)n2(u  u2)n2
; (E.21)
25We thank Jakub Vosmera for this suggestion.
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where
Pn() = n
n 1Y
j=1
(j2   2)n j (E.22)
are polynomials in . Interestingly the roots of this polynomial are at integer  and
correspond to the points in the moduli space where the deformed theory has Neumann
boundary conditions. A useful consistency check of the above result is that, for  = 1=2, it
should reduce to the three point function with Neumann-Dirichlet twist operators of weight
1=16 with the Dirichlet boundary condition at x1 =  and at the self dual radius R = 1:
D
=1=2(u1) e
inX1(u)=1=2(u2)
E
UHP
=
2ein 4 n2
(u1   u2) 18 n2(u1   u)n2(u  u2)n2
: (E.23)
This indeed happens as a consequence of the identity
4n
2 D
(n)
n;0p
2n!
Pn(1=2) =
n 1Y
j=0
(n+ j)!
(j + 1)!
: (E.24)
This allows us to write the three point function in a slightly more compact form:
D
(u1) e
inX1(u)(u2)
E
UHP
=
( 1)n24 n2 Pn()Pn(1=2)
(u1   u2)
2
2
 n2(u1   u)n2(u  u2)n2
: (E.25)
Note that the three-point function is clearly not periodic under    + 2. Therefore
winding around the moduli space must produce \excited" boundary condition changing
operators which implement the same change of boundary condition but possess higher
conformal weight. For example, at  =  1=2 we nd Neumann-Dirichlet twist operators
(ND; ND) of weight 1=16 which impose Dirichlet boundary conditions at x
1 = 0. At
the equivalent point  = 3=2 in the moduli space we instead nd the excited twist elds
(ND; ND) of weight 9=16. This observation allows us to extract the three-point function
with excited Neumann-Dirichlet twist elds at the self dual radius
D
ND(u1) e
inX1(u)ND(u2)
E
UHP
=
24 n2(1  4n2)
(u1   u2) 98 n2(u1   u)n2(u  u2)n2
: (E.26)
This readily generalizes to a generic compactication radius R
D
ND(u1) e
i n
R
X1(u)ND(u2)
E
UHP
=
24 (
n
R)
2
(1  4   nR2)
(u1   u2) 98 (n=R)2(u1   u)(
n
R)
2
(u  u2)(
n
R)
2 : (E.27)
This three point function is used in subsection 6.1 to construct lump solutions based on
excited Neumann-Dirichlet twist elds.
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