In this paper we study a balanced probability model de ned over simple families of trees, which from the point of doing statistics on trees, behave in quite a di erent way from the uniform distribution.
Introduction
The uniform probability model for the input is a current assumption in many average-case analysis, due to several reasons. Among others there are many applications where this model accurately enough approximates the actual probability distribution of the input. Moreover, the assumption has been historically used to cope with uncertainty situations, such as the one that arises if the actual distribution is unknown. On the other hand, because of the limitations of our techniques Kar86, Sed83] , only in a few cases we are able to carry on the analysis for probabilistic models other than the simplest : the uniform probability model. Finally, even if the derived results using the uniform model might not always be considered of relevance in absolute terms, they can be of much value in order to compare the performance of di erent algorithms, which solve the given problem.
Nevertheless, it would be interesting to do these analysis for other reasonable probability models, and compare the di erences, if any, existing between the average complexities deduced for the di erent models. Also, it would be interesting to compare \discriminative" powers of these models, that is, how di erent are the relative comparisons of the complexities of distinct algorithms.
In this paper, we propose what we call the balanced probability model for various families of trees. In this model, probabilities are high for well balanced trees and low for those which are poorly balanced.
This model is introduced in Section 2, where we also show the particular models for binary trees, m-ary trees, etc. and how can be de ned the probability of a r-tuple of trees drawn from a given family of trees.
This research was partially supported by the ESPRIT BRA Program of the EC under contract no. 3075, project ALCOM.
It turns out that the balanced probability model corresponding to binary trees coincides with that of the binary search trees, when the permutations from which they are built are assumed to be equally likely.
Sections 3 and 4 are devoted to show the kind of problems which arise in the average-case analysis of some algorithms and characteristics of the trees under the proposed model, as well as the ready tools to try to solve them. The rst one covers the analysis of occupancy under the new assumption. Occupancy is a complexity measure of the \completeness" of trees, being maximum for complete trees and minimum for linear-list like trees. Our second case of study deals with the average size of the intersection of m-ary trees. While these analysis lead to algebraic functional relations for the generating functions de ned if the uniform model is adopted, di erential (partial and ordinary) equations arise for the balanced model.
Finally, in Section 5 main conclusions and further research are discussed.
2 The Balanced Probability Model Let S be a set of symbols and : S ?! IN an arity application de ned over S. Let s(T 1 ; : : :; T (s) ) be the tree whose root is labelled s and its subtrees are left-to-right : T 1 ; : : :; T (s) . Then the set of trees F recursively de ned by 8s 2 S (s) = 0 =) s 2 F 8s 2 S 8T 1 ; : : :; T (s) 2 F s(T 1 ; : : :; T (s) ) 2 F is a simple family of trees, generated by S, if and only if 9M 2 IN 8n # ?1 (n) M where ?1 (n) denotes the set of symbols of arity n.
Simple families of trees were rst de ned in MM78], but the de nition and notation used here is that of Ste84] .
Furthermore, we shall consider probability distributions over the sets of symbols of the same arity.
Let p(s) be the probability of the symbol s 2 S. We impose that, 8k 0 X
If (s) = 0 then we say that s is a leaf (0-ary symbol). The size of a tree T is the total number of nodes it contains, and will be denoted jTj. In the particular case of m-ary trees (m 1) we de ne the size to be the number of internal nodes (those which are not leaves) since the total number of nodes depends only of the number of internal nodes. Now, we are ready to de ne the balanced probability model. To start with, the weight measure w over F is recursively de ned by De nition 2.1.
jTj if T = s(T 1 ; : : :; T k ) and (s) = k And in order to obtain a probability measure over F, we de ne the probability of a tree T as De nition 2.2.
forcing it to verify Kolmogorov's axioms.
Note that p(T) greatly varies depending on how balanced the tree is, being maximum for complete trees and minimum for linear list-like trees (see Figure 1 ). does not depend on the number of symbols of a given arity, but on the existence or not of symbols of the given arity, and consequently, W(z) has the same properties.
Some interesting characteristic series and weight generating functions are given in Table 1 , where in the three rst ones we have assumed that the size of a tree is the number of internal nodes (leaves have null size) and in the last family each node, of whatever arity, contributes to the total size.
In the particular case of binary trees,where only symbols of arity 0 and 2 exist, say 2 and , it is obvious that p(T) = w(T), since z n ]W(z) = 1 for all n 0 ( z n ]W(z) stands for the n th coe cient of W(z)). Therefore, p(T) adopts a nice simple form :
For this case, the balanced model coincides with that of binary search trees built from random equiprobable permutations (see BCDM89, Fla88b, Knu73] ). This probability distribution also applies to heap-ordered trees Fla88b] and k-d-trees Ben75, FP86] . Nevertheless, our balanced model for m-ary trees is not that of m-ary search trees. In fact, these families are not isomorphic, except for m = 2.
A useful way to view this random tree model for binary trees is the underlying splitting process Fla88b] : Suppose we have de ned the balanced distribution for binary trees of sizes 0 to n ? 1. In order to construct a binary tree T with n internal nodes, select randomly the size of its left subtree, say i, from 0; : : :; n ? 1. Then pick a tree T 1 of size i with probability p(T 1 ), pick another tree T 2 of size n ? 1 ? i with probability p(T 2 ) and set T 1 and T 2 as the left and right subtrees respectively of the tree T. This protocol de nes recursively the balanced distribution as can be found in De nition 2.2, for binary trees, and reformulates the classical characterization of random binary search trees, which states that the size of the left subtree (or of the right subtree) of a tree of size n is a random discrete variable X taking value in the range 0; : : :; n ? 1] such that Pr(X = i) = 1=n; i = 0; : : :; n ? 1.
Notice also that for pairs of binary trees, De nition 2.3 implies p(T 1 ; T 2 ) = p(T 1 ) p (T 2 ) jT 1 j + jT 2 j + 1 = p( T 1 / n T 2 ) (2.2)
3 Average Occupancy of m-ary Trees
By occupancy of a tree we mean the sum of the ratios between the number of internal nodes and the maximum number of nodes at a given level. This characteristic can be de ned for any simple family of trees with bounded arity (i.e. there exists some K such that ?1 (k) = ; for all k > K) and gives indication of the degree of balancing of the tree. As far as we know, this measure has not appeared in previous literature. Without loss of generality we will examine the behavior of occupancy for mary trees. From now on this family will be denoted T m and we shall assume that it is generated by S = f2; g, where (2) = 0 and ( ) = m. Moreover, we assume that leaves do not contribute to the size of an m-ary tree.
The occupancy for an m-ary tree T is, OCC(T) = The size of the intersection of two trees T 0 and T 00 , is thus null if any of the trees is a leaf, and the sum of the intersections of the subtrees, otherwise, and it will denoted by s(T 0 ; T 00 ).
Let S(n) be the average value of s(T 0 ; T 00 ) over all the pairs (T 0 ; T 00 ) 2 T 2 m with jT 0 j + jT 00 j = n. We The cases of study can be extended to other families of trees, by using the adequate weight generating function, as presented in Section 2. The present analysis suggests that the apparition of hyperbolic partial di erential equations in analysis involving pairs of trees, is rather independent of the nature of the problem and that relies on the underlying probability distribution, in the same way as ordinary di erential equations arise everywhere when dealing with an algorithm which has a unique tree as input.
Further continuation of the present work will explore the uses of the balanced probability model to analyze other well known algorithms on trees, and the e ects of the probability models with respect to average measures.
We are also interested in the development of tools which simplify the analysis of the problems to be faced.
