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Abstract
An infinite periodic framework in the plane can be represented as a
framework on a torus, using a Z2-labelled gain graph. We find neces-
sary and sufficient conditions for the generic minimal rigidity of frame-
works on the two-dimensional fixed torus T 20 . It is also shown that
every minimally rigid periodic orbit framework on T 20 can be con-
structed from smaller frameworks through a series of inductive con-
structions. These are fixed torus adapted versions of the results of
Laman and Henneberg respectively for finite frameworks in the plane.
The proofs involve the development of inductive constructions for Z2-
labelled graphs.
MSC: 52C25
Key words: infinitesimal rigidity, generic rigidity, periodic frame-
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1 Introduction
The study of the rigidity of periodic frameworks has witnessed an explosion
of interest in recent years [3, 4, 11, 16, 22, 23, 27]. This is due in part to
questions raised by the materials science community about the rigidity or
flexibility of zeolites, a type of mineral with crystalline structure character-
ized by a repetitive porous pattern [28, 32]. This type of material can be
modelled as a fragment of an infinite periodic framework.
A periodic framework in the plane consists of a locally finite infinite
graph together with a placement of the vertices in R2 such that the resulting
∗eross2@wpi.edu, Worcester Polytechnic Institute, Worcester, Masschusetts
1
ar
X
iv
:1
20
3.
65
61
v2
  [
ma
th.
M
G]
  6
 N
ov
 20
14
object is symmetric with respect to the free action of Z2 [4]. Such a periodic
framework has a finite number of vertex and edge orbits with respect to the
periodic (translational) symmetry.
In this paper we consider periodic frameworks as orbit frameworks on a
topological torus, where we use the torus as a “fundamental region” for a
tiling of the plane. In particular, we study frameworks on a flat torus of fixed
size and shape (the fixed torus). Considering the rigidity of frameworks on
the fixed torus corresponds to the study of the rigidity of frameworks with
forced periodicity. Such a framework is constrained to remain periodic (with
the same translational symmetry) throughout its motion. When the torus is
not fixed, and we instead allow the torus to undergo affine deformation, then
a flexible framework on this variable torus corresponds to an infinite peri-
odic framework with the property that the velocities of the vertices that are
“far away from the centre” will become arbitrarily large. This may be prob-
lematic for the representation of physical materials as periodic frameworks,
which partly motivates the use of the fixed torus.
We regard an infinite periodic framework as a finite graph G realized on
the fixed torus, where G is the orbit graph under the periodic symmetry. To
represent this, we use a labelled multigraph 〈G,m〉 where m is a labelling
of the directed edges of G by elements of Z2. This is a gain graph: a graph
with edges that are labeled invertibly by group elements. The edge labels
provide information about how the framework ‘wraps’ around the torus, or
equivalently, how the periodic framework is connected together. The gains
can also be summed along paths or cycles in the graph, which will be crucial
for providing a combinatorial description of generic rigidity on the fixed
torus.
In a previous paper [26] we found necessary conditions for the rigidity
of a framework on a fixed d-dimensional torus. The present paper provides
sufficient conditions for the generic rigidity of a framework 〈G,m〉 on a 2-
dimensional fixed torus, which depends in part on the labelling m of the
edges. In particular, we prove that the generic rigidity of a periodic orbit
framework on the torus depends on what we call constructive cycles, which
are unbalanced cycles in the gain graph (the sum of the labels on the cycle
is not the group identity). This can be viewed as a fixed torus version of
Laman’s theorem, which characterizes the generic rigidity of finite frame-
works in the plane. This result was proved independently in [16], as part
of a more general statement about frameworks with a variable lattice (i.e.
frameworks on a variable torus), which we elaborate on in the next section.
We also prove a fixed torus adapted version of Henneberg’s theorem,
which is a recursive method of creating larger generically rigid frameworks
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from smaller ones. To prove both results, we use inductive techniques, build-
ing up minimally rigid frameworks from smaller minimally rigid frameworks
by systematically adding vertices and edges to the underlying graph accord-
ing to certain rules. These inductive moves add to a vocabulary of methods
that may be applied to a broad class of problems concerning periodic frame-
works. The inductive techniques presented here are truly “local” moves, in
the sense that they could be viewed as usual Henneberg moves from finite
rigidity theory performed on each cell of a periodic framework simultane-
ously (see Figures 4 and 6). In particular, the torus moves are defined to
preserve the net gains on any cycles they alter, which in turn preserves the
basic structure of the periodic framework. Defining the inductive moves
this way allows us to prove that they preserve infinitesimal rigidity using
the basic ideas for finite frameworks due to Whiteley [34]. In addition, the
proof of Laman’s theorem found in [34] can be easily adapted to our setting,
demonstrating that proving rigidity results for group-labeled graphs is no
harder than for unlabelled graphs in this case.
1.1 Results in context
One of the earliest investigations into frameworks on a fixed torus is due to
Whiteley [33]. The following result from that paper shows that given a graph
G with certain combinatorial properties, we can always find an appropriate
gain assignment m and geometric realization p to yield a minimally rigid
framework on the d-dimensional fixed torus (the equivalence of (i) and (ii)
is a well known result due to Nash-Williams [19]).
Theorem 1.1 (Whiteley, [33]). For a multigraph G, the following are equiv-
alent:
(i) G satisfies |E| = d|V | − d, and every subgraph G′ ⊆ G satisfies |E′| ≤
d|V ′| − d,
(ii) G is the union of d edge-disjoint spanning trees,
(iii) For some gain assignment m and some realization p, the framework
(〈G,m〉, p) is minimally rigid on the d-dimensional fixed torus.
The goal of the present paper is to strengthen and broaden the scope of
Theorem 1.1 in two dimensions. In particular, we will answer the question
“for what gain assignments m is 〈G,m〉 generically minimally rigid on T 20 ?”
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The algebraic-geometric theory of d-dimensional periodic frameworks
was set out by Borcea and Streinu [4]. In our language their set-up corre-
sponds to the variable torus, where the periodic lattice is allowed to undergo
affine transformation. The basic ideas of [4] have now become standard for
the study of periodic frameworks. The ideas presented in this paper are
specialized to the fixed torus, and were developed independently in [24].
As mentioned above, Malestein and Theran have established a charac-
terization of generic rigidity on the variable torus [16]. The broad range of
methods used there are quite different from what is presented here. They
involve matroid representations and the introduction of periodic direction
networks, which are a type of infinite multigraph where each edge is (peri-
odically) assigned a direction. It is not clear that inductive methods such
as those presented here can be used to characterize rigidity on a variable
torus. The development of inductive techniques for the variable torus is
a challenging and interesting open problem (see also Section 6 for further
discussion).
Inductive techniques are both general and widely used [7]. In addition to
providing a characterization of generic rigidity in the plane [12], Henneberg-
type moves easily adapt to d-dimensional (finite) frameworks. Inductive
techniques have also played a key role in the development of global rigidity,
the study of graphs with unique realizations [2, 6]. Furthermore, inductive
methods also appear in the study of special classes of frameworks, for ex-
ample Schulze’s work on symmetric frameworks [29], and Nixon, Owen and
Power’s exploration of frameworks supported on surfaces embedded in R3
[20]. The inductive methods presented in the paper may be useful to prove
other results about periodic frameworks.
1.2 Outline of paper
In Section 2 we review the basic ideas about periodic frameworks and their
representations as orbit frameworks on a fixed torus. We also outline the
key facts about the rigidity of these frameworks. In Section 3 we define gain-
preserving inductive constructions on periodic orbit frameworks, and prove
our first main result, namely a fixed torus Henneberg theorem. Section
4 describes the combinatorial structure of the class of graphs which are
minimally rigid on the fixed torus. Building on those results, in Section 5 we
prove the second main theorem, a Laman-type theorem, which characterizes
minimal rigidity for frameworks on the fixed torus. Finally, Section 6 closes
by connecting this work with some existing extensions, and identifying some
areas for further work.
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2 Background
The full background for the present work is recorded in an earlier paper [26].
We summarize here the essential definitions and results.
2.1 Graph theory conventions
We denote a graph by G = (V,E) where V = V (G) and E = E(G) are
the vertex and edge sets. We assume that G is a multigraph, with multiple
edges permitted. To simplify notation, if a graph is denoted by Gk, we use
Vk and Ek to denote the vertex and edge sets respectively.
A subgraph H ⊆ G is a graph whose vertex set is a subset of that of G.
A subgraph is called vertex-induced is for every pair of vertices xy ∈ V (H),
the edge connecting x and y is an element of E(H) if and only if it is an
edge of G. In this case E(H) is called the edge set spanned by V (H).
For a vertex x in a graph G, the neighbours of x are the vertices of G
that are connected to x by an edge, and we denote this by set by N(x). Two
vertices are called adjacent if they are connected by an edge. Two edges are
incident if they share a vertex. An edge and a vertex on that edge are also
called incident. The following terminology from [15] will be useful. A graph
G is (k, `)-sparse if every subset of vertices V ′ ⊆ V satisfies |E′| ⊆ k|V ′| − `,
where E′ is the set of edges spanned by V ′. If, in addition, |E| = k|V | − `,
then G is called (k, `)-tight.
2.2 Periodic orbit frameworks on T 20
Periodic frameworks in the plane are locally finite infinite graphs which
are symmetric with respect to the free action of Z2, together with a periodic
realization of the vertices in R2. This implies that the framework has a finite
number of vertex and edge orbits under the action of Z2. Further details on
periodic frameworks can be found in the work of Borcea and Streinu [3, 4].
Our approach in this paper is to consider periodic frameworks as orbit
frameworks on a torus. The 2-dimensional topological torus can naturally
be considered a fundamental region for a tiling of the plane. We will consider
the rigidity of frameworks on the torus as a model of the rigidity of periodic
frameworks in the plane.
In particular, we will consider frameworks on the fixed torus, which we
now define. Let L0 be a 2× 2 matrix whose rows are independent vectors of
the form (x, 0), (y1, y2), x, y1, y2 ∈ R. Let Z2L0 denote the group generated
by the rows of L0, viewed as translations of R2. We call Z2L0 the fixed lattice,
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and L0 the lattice matrix. The quotient space R2/Z2L0 will be called the
fixed torus, and we denote it by T 20 .
2.2.1 Gain graphs
A gain graph 〈G,m〉 is a directed multigraph G = (V,E) together with
an invertible labelling of the edges by the elements of a group G, which is
called the gain group. In particular, m : E+ → G where E+ represents the
forward-directed edges of E. If a directed edge e ∈ E has m(e) = g, then
the other direction of the edge (−e) has label g−1. The group label on the
edge is called the gain. In the context of graphs embedded into surfaces,
gain graphs are often called voltage graphs [10, 35].
If 〈G,m〉 is a gain graph, and G′ ⊂ G is a subgraph of G, then G′ induces
a sub-(gain)-graph of 〈G,m〉, which we denote by 〈G′,m′〉. Here m′ is the
labelling on the edges from 〈G,m〉, restricted to the edges of G′.
2.2.2 Periodic orbit graphs and frameworks
A (two-dimensional) periodic orbit framework is a pair (〈G,m〉, p), where
〈G,m〉 is a gain graph with the two-dimensional integer lattice Z2 as the
gain group, together with a map p : V → T 20 that describes the position of
the vertices of 〈G,m〉 on the fixed torus T 20 . The graph 〈G,m〉 will be called
a periodic orbit graph.
The edges of 〈G,m〉 (denoted E〈G,m〉) are recorded as follows: e =
{vi, vj ;me}, where me ∈ Z2. Since m labels the edges of G invertibly, it
follows that we can equivalently write e = {vj , vi;−me}.
An example of a periodic orbit graph 〈G,m〉 is shown in Figure 1(a).
From the periodic orbit graph 〈G,m〉 we can define the derived graph Gm
(also called the covering graph [10, 36]), shown in Figure 1(b). The derived
graph Gm has vertex set V m and Em where V m is the Cartesian product
V × Z2, and Em = E × Z2. Vertices of V m have the form (vi, a), where
vi ∈ V , and a ∈ Z2. Edges of Em are denoted similarly. If e is the directed
edge connecting vertex vi to vj in 〈G,m〉, and b is the gain assigned to
the edge e, then the edge (e, a) = {(vi, a), (vj , a+ b)} of Gm connects vertex
(vi, a) to (vj , a+b). Thus, the derived graph is a graph whose automorphism
group contains Z2.
In a similar way, from the periodic orbit framework (〈G,m〉, p) we can
define the derived periodic framework (〈Gm, L0〉, pm), where pm is given by
pm(v, z) = p(v) + zL0.
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(a) 〈G,m〉
1.4 External Deadlines
March 28, 2011 Last date for FGS to receive a Recommendation for Oral Examination form,
from the Graduate Program Director for students who expect to fulfill all Doctor of Philos-
ophy degree requirements for June 2011 Convocation
April 1, 2011 Deadline to apply to graduate
April 25, 2011 Last date for the Faculty of Graduate Studies to receive from Graduate
Program Directors the favourable decisions of thesis and dissertation examining committees
for students who expect to fulfill all Master’s and Doctoral of Philosophy degree requirements
for June 2011 convocation
April 29, 2011 Last date for FGS to receive three unbound copies
Dissertation Colloquium: at least one month before defense
Tentative defense date: April 15, 2011
May 31, 2011 Last day for full refund of summer fees.
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(b) Gm
Figure 1: A periodic orbit graph 〈G,m〉, where m : E → Z2 (a). Edges
without labels have identity label m = (0, 0). A fragment of its derived
graph Gm is shown in (b). We use graphs with vertex labels as in (a) to
depict periodic orbit graphs, and graphs without such vertex labels will
record derived graphs, or graphs that are realized in Rd.
2.3 Rigidity theory for periodic orbit frameworks on T 20
2.3.1 Infinitesimal motions of periodic orbit frameworks
An infinitesimal motion of a periodic orbit framework (〈G,m〉, p) on T 20 is an
assignment of velocities to each of the vertices, u : V → R2, with u(vi) = ui
such that
(ui − uj) · (pi − pj −meL0) = 0 (1)
for each edge e = {vi, vj ;me} ∈ E〈G,m〉. An infinitesimal motion preserves
the lengths of the bars of the framework.
A trivial infinitesimal motion of (〈G,m〉, p) on T 20 is an infinitesimal
motion that preserves the distance between all pairs of vertices, including
their copies under periodicity. That is,
(ui − uj) · (pi − pj −meL0) = 0 (2)
for all triples {vi, vj ;me}, me ∈ Z2. For any periodic orbit framework
(〈G,m〉, p) on T 20 , there will always be a 2-dimensional space of trivial in-
finitesimal motions of the whole framework, namely the space of infinitesimal
translations. Rotation is not a trivial motion for periodic orbit frameworks
on T 20 , since we have fixed our representation of the lattice matrix L0 under
rotation. If me = 0 for all edges e in a periodic orbit graph, then infinitesi-
mal rotation is a solution of the system (2) since it preserves the distances
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between v1, . . . , vn. However, this is a non-trivial motion, since it does not
preserve the length of every hypothetical edge {vi, vj ;me}.
If the only infinitesimal motions of a framework (〈G,m〉, p) on T d0 are
trivial (i.e. infinitesimal translations), then it is called infinitesimally rigid.
Otherwise, the framework is called infinitesimally flexible.
2.3.2 The fixed torus rigidity matrix
The fixed torus rigidity matrix R0(〈G,m〉, p) is the |E| × 2|V | matrix that
records equations for the space of possible infinitesimal motions of the peri-
odic orbit framework (〈G,m〉, p). It has one row for each edge e = {vi, vj ;me}
of 〈G,m〉 as follows:
( vi vj
0 · · · 0 pi − (pj +meL0) 0 · · · 0 (pj +meL0)− pi 0 · · · 0
)
,
where each entry is actually a 2-tuple, and the non-zero entries occur in the
columns corresponding to vertices vi and vj . The kernel of this matrix is
the space of infinitesimal motions of (〈G,m〉, p) on T 20 .
Since a framework on T 20 always has a two-dimensional space of triv-
ial motions (translations), it follows that the kernel of the rigidity matrix
always has dimension at least 2. Furthermore, because a framework is in-
finitesimally rigid on T 20 if and only if the only infinitesimal motions are
translations, it follows that a periodic orbit framework (〈G,m〉, p) is in-
finitesimally rigid on the fixed torus T 20 if and only if the rigidity matrix
R0(〈G,m〉, p) has rank 2|V | − 2 [26].
It follows that a periodic orbit framework with |E| < 2|V | − 2 cannot be
infinitesimally rigid on T 20 .
Example 2.1. Consider the periodic orbit graph 〈G,m〉 shown in Figure
1. Let L0 be the matrix generating the torus T 20 . The rigidity matrix
R0(〈G,m〉, p) will have have six rows, and eight columns (two columns cor-
responding to the two coordinates of each vertex), as follows:

v1 v2 v3 v4
{v1, v2; (0, 0)} p1 − p2 p2 − p1 0 0
{v2, v3; (0, 0)} 0 p2 − p3 p3 − p2 0
{v3, v4; (0, 0)} 0 0 p3 − p4 p4 − p3
{v1, v4; (0, 0)} p1 − p4 0 0 p4 − p1
{v1, v3; (−1, 0)} p1 − p3 + (1, 0)L0 0 p3 − p1 − (1, 0)L0 0
{v1, v4; (0, 1)} p1 − p4 − (0, 1)L0 0 0 p4 − p1 + (0, 1)L0
.
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A collection of edges E′ ⊂ E of the periodic orbit framework (〈G,m〉, p)
is called independent (resp. dependent) if the corresponding rows of the
rigidity matrix are linearly independent (resp. linearly dependent). For
example, any loop edge is dependent on T 20 , and no more than two copies
of an edge of G may be independent. We may also refer to a framework
(〈G,m〉, p) as being independent or dependent. We say a framework with
|E| > 2|V | − 2 is over-counted, meaning that it is always dependent.
A periodic orbit framework (〈G,m〉, p) that is both infinitesimally rigid
and independent on T 20 will be called minimally rigid. From the rigidity
matrix, we obtain the following necessary condition for minimal rigidity on
T 20 . This is an analogue of Maxwell’s original (1864) counting condition for
the flexibility of frameworks [17].
Theorem 2.2. Let (〈G,m〉, p) be a minimally rigid periodic orbit framework
on T 20 . Then G is (2, 2)-tight.
The rows of R0(〈G,m〉, p) corresponding to edges with zero gains are
identical to rows in the rigidity matrix of a finite framework, as described
in any introduction to rigidity; see [9] or [34], for example. Since at most
2|V | − 3 rows can be independent in the finite rigidity matrix, we obtain:
Proposition 2.3. Let 〈G,m〉 be a periodic orbit graph with all edges having
zero gains, m = 0. If |E| > 2|V | − 3, then the edges of (〈G,m〉, p) are
dependent for any realization p.
2.3.3 The unit torus and affine transformations
It was shown independently in [4] and [24] that the infinitesimal rigidity
of periodic orbit frameworks on the fixed torus is invariant under affine
transformations. That is, affine transformations preserve the rank of the
fixed torus rigidity matrix R0. When L0 is the 2×2 identity matrix, we call
R2/Z2L0 the unit torus. For the remainder of this paper we assume that
T 20 is the unit torus, and we drop the “L0” from the entries of the rigidity
matrix (since meL0 = me).
2.3.4 Generic periodic orbit frameworks
Since our goal in the remainder of this paper will be to characterize the
rigidity of periodic orbit frameworks based on their periodic orbit graphs,
we need a notion of a generic realization on the torus.
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Let V be a finite set of vertices, and let p be a realization of these
vertices on the d-dimensional unit torus T 20 = [0, 1)2. Let k ∈ Z+ be given,
and let K be the set of all edges between pairs of vertices of V with gains
me = (me,1,me,2) where |me,i| ≤ k for i = 1, 2. Then K is the set of all
edges with bounded gains.
Consider a set of edges E ⊂ K such that, for some realization p, the rows
of R0 corresponding to E are independent. By taking the pi’s as variables,
the determinants of the |E| × |E| submatrices of these rows will either be
identically zero or will define an algebraic variety in R2|V |. The collection
of all such varieties, corresponding to all such subsets E will define a closed
set of measure zero, as a finite union of closed sets of measure zero. Let
this set be denoted Xk. The complement of Xk in R2|V | is an open dense
set in R2|V |, and hence its restriction to the subspace of realizations p of the
vertices V on the unit torus, [0, 1)2|V | is also open and dense.
Any realization p of the vertex set V where p /∈ Xk will be called k-
generic (recall that k was the upper bound on the gain assignments). More
generally, we may consider realizations of vertex sets that are k-generic for
any k. By the Baire Category Theorem, the countable intersection⋂
k∈Z
(
R2|V | −Xk
)
is dense in R2|V |, as the intersection of open dense sets in the Baire space
R2|V | [18]. We have shown:
Proposition 2.4. The set of all realizations p of a vertex set such that the
rigidity matrix of any generically rigid periodic orbit graph on these vertices
attains its maximal rank is dense in R2|V |.
We refer to a realization in this set as simply generic. All generic frame-
works (〈G,m〉, p) with the same underlying periodic orbit graph 〈G,m〉 will
have the same rigidity properties, a fact captured by the following result,
which is analogous to a similar result for finite frameworks, see for example
[34].
Lemma 2.5 (Special Position Lemma). Let 〈G,m〉 be a periodic orbit
graph, and suppose that for some realization p0 of 〈G,m〉 on T 20 the frame-
work (〈G,m〉, p0) is infinitesimally rigid. Then for all generic realizations p
of 〈G,m〉 on T 20 , the framework (〈G,m〉, p) is infinitesimally rigid.
Since the minimal rigidity of a generic periodic orbit framework (〈G,m〉, p)
does not depend on the specific realization p, we may say that the periodic
orbit framework 〈G,m〉 is generically minimally rigid.
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2.4 T -gain procedure
The cycle space of a periodic orbit graph 〈G,m〉 is the cycle space of G,
denoted C(G), which is the vector space generated by the set of all simple
cycles of G. Elements of C(G) are either simple cycles, or the disjoint union
of simple cycles [8]. For any simple cycle C ∈ C(G), we define the net gain
on the cycle C to be the sum of the gains on the edges of the cycle, with
sign taken according to the direction of traversal of the edges. We define
the gain space of 〈G,m〉 to be the vector space (over Z) spanned by the net
gains on the cycles of G.
The T -gain procedure can be used to easily identify the net gains on the
cycles of a periodic orbit graph 〈G,m〉. In particular, the T -gain procedure
will identify the net gains on a basis for the cycle space of 〈G,m〉, and
therefore induces a basis for the gain space of 〈G,m〉. As we will soon see
(Section 5), the rigidity of frameworks on T 20 is generically characterized
by the net gains on the cycles of the periodic orbit graph. The T -gain
procedure will thus be an essential tool for the proofs in the rest of the
paper. The T -gain procedure appears in [10] for general gain graphs, and
it is a specialization of the switching operations for gain graphs [35]. We
outline it here for graphs whose gain group is Z2. More details can also be
found in [26] or [24]. See Figure 2 for a worked example.
1 2
3
(1, 2)
(0, 1)
(3, 1)
(1,−1)
(a)
1 2
3
(1, 2)
(0, 1)
(3, 1)
(1,−1)
u
(1,−1) (2, 1)
(b)
1 2
3
(0, 0)
(2, 2)
(4, 0)
(0, 0)
(c)
Figure 2: A gain graph 〈G,m〉 in (a), with identified tree T (in red), root
u, and T -potentials in (b). The resulting T -gain graph 〈G,mT 〉 is shown in
(c). The gain space is now seen to be generated by the elements (4, 0) and
(2, 2), hence the gain space is 2Z× 2Z.
T -gain Procedure
1. Let 〈G,m〉 be a gain graph, where G is a connected graph. Select an
arbitrary spanning tree T of G, and choose a vertex u to be the root
vertex.
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2. For every vertex v in G, there is a unique path in the tree T from the
root u to v. Denote the net gain along that path by m(v, T ), and we
call this the T -potential of v. Compute the T -potential of every vertex
v of G.
3. Let e be a forward-directed edge of G with initial vertex v and terminal
vertex w. Define the T -gain of e, mT (e) to be
mT (e) = m(v, T ) +m(e)−m(w, T ).
Compute the T -gain of every edge in G. Note that the T -gain of every
edge of the spanning tree will be zero.
Theorem 2.6 ([10]). Let 〈G,m〉 be a periodic orbit graph, and let 〈G,mT 〉
be the same periodic orbit graph after the T -gain procedure. Then 〈G,m〉
and 〈G,mT 〉 have the same gain space.
It is also true that the corresponding derived graphs are isomorphic.
Theorem 2.7 ([10]). Let 〈G,m〉 be a gain graph, let u be any vertex of G,
and let T be any spanning tree of G. Then the derived graph GmT corre-
sponding to 〈G,mT 〉 is isomorphic to the derived graph Gm.
We say that the graphs 〈G,m〉 and 〈G,mT 〉 are T -gain related and we
write 〈G,m〉 ∼ 〈G,mT 〉. More broadly, we say that 〈G,m〉 and 〈G,m′〉
are T -gain equivalent if 〈G,m〉 ∼ 〈G,mT 〉 and 〈G,m′〉 ∼ 〈G,mT 〉 for some
choice of spanning tree T . In fact, if this is true for one spanning tree, it
must be true for all choices of spanning tree, since the T -gain procedure
preserves the net gains on all cycles. T -gain equivalence can easily be shown
to be an equivalence relation on the set of all gain assignments on a graph
G [26].
Most important to the remainder of the paper is the following result,
which establishes that T -gain equivalent periodic orbit graphs have the same
generic rigidity properties.
Theorem 2.8. The periodic orbit graph 〈G,m〉 is generically rigid on T 20
if and only if 〈G,mT 〉 is generically rigid on T 20 .
Theorem 2.8 is proved in [26], so we only sketch the key ideas here. It is
shown that, for a generic position p, rankR0(〈G,m〉, p) = rankR0(〈G,mT 〉, p′),
where p′ : V → R2 is defined by p′i = pi + mT (vi). The basic idea is that
the T -gain procedure changes the representatives of the vertices used in the
rigidity matrix, which, together with the new gains, leaves the rigidity ma-
trix (and its rank) unchanged. We then conclude the generic result using
the Special Position Lemma (Lemma 2.5).
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3 Generating minimally rigid frameworks on T 20
We now describe inductive methods for generating infinitesimally rigid frame-
works on the fixed torus T 20 .
3.1 Inductive constructions
Let (〈G,m〉, p) be an infinitesimally rigid periodic orbit framework on T 20 . It
is possible to construct other infinitesimally rigid frameworks from (〈G,m〉, p)
using gain-preserving vertex additions and edge splits. We present here
the details of these inductive constructions, which we will also call gain-
preserving Henneberg moves after their finite counterparts which were de-
veloped by Henneberg [12]. The proofs of Propositions 3.1, 3.2 and 3.3
follow the basic method of their finite counterparts shown in [34]. Analo-
gous statements for the partially flexible torus appear in [21] using the same
proof methods.
3.1.1 Gain-preserving vertex addition
1
2
1
2
0m01
m02
1
2
0
m01
m02
m01 6= m02
Figure 3: Gain-preserving vertex addition. The large circular region repre-
sents a generically rigid periodic orbit graph.
Given a periodic orbit graph 〈G,m〉, a (gain-preserving) vertex addition
is the addition of a single new vertex v0 to V = V (G) = V 〈G,m〉, and
the edges {v0, vi1 ;m01} and {v0, vi2 ;m02} to E〈G,m〉, such that m01 6= m02
whenever vi1 = vi2 (see Figure 3). Provided that vi1 6= vi2 , by definition,
m01 and m02 may always taken to be (0, 0), since this is simply the usual
finite vertex addition. Examples are shown in Figure 4.
Proposition 3.1 (Gain-preserving vertex addition). Let 〈G,m〉 be a pe-
riodic orbit graph with n vertices, and let 〈G′,m′〉 be the graph created by
performing a vertex addition on 〈G,m〉, adding the vertex v0 to G. Let p
be a set of n generic points, and let p′ be a set of n + 1 generic points,
agreeing with p on the first n. Then (〈G,m〉, p) is independent if and only
if (〈G′,m′〉, p′) is independent.
13
12
0
(a) (b)
1
2
0
(1, 0)
(c) (d)
Figure 4: Gain-preserving vertex addition on the torus. Parts (a) and (b)
denote examples of vertex addition in the case that v0 is adjacent to two
distinct vertices. In (c) and (d), v0 is adjacent to only one vertex in 〈G,m〉.
Proof. Suppose that the vertex addition adds v0 and the edges {v0, vi1 ;m01}
and {v0, vi2 ;m02}, where vi1 and vi2 ∈ V may or may not be the same vertex.
The rigidity matrix of 〈G′,m′〉 is
R0(〈G′,m′〉, p′) =

v0 | v1 · · · v|V |
e1 0 |
...
... | R0(〈G,m〉, p)
e|E| 0 |
{v0, vi1 ;m01} p0 − pi1 −m01 | · · ·
{v0, vi2 ;m02} p0 − pi2 −m02 | · · ·
.
Toward a contradiction, suppose that the rows of R0(〈G′,m′〉, p′) are depen-
dent. Then the columns of R0(〈G′,m′〉, p′) corresponding to v0 provide the
relationship:
ω01(p0 − pi1 −m01) + ω02(p0 − pi2 −m02) = 0
for some ω01, ω02 ∈ R. The vectors (p0− pi1 −m01) and (p0− pi2 −m02) are
linearly independent if and only if the points p0, pi1 +m01 and pi2 +m02 are
not collinear. It follows from the definition of generic realizations that if p′
is generic, then no three points of the form p1 + m1, p2 + m2, p3 + m3 are
collinear (the three rows of the rigidity matrix corresponding to the edges
of the triangle formed by connecting these points are independent).
Hence ω01 = ω02 = 0, which creates a dependence among the rows of
R0(〈G,m〉, p), contradicting our assumption that the rows of R0(〈G,m〉, p)
were independent. The argument reverses for the converse. (Assume the
rows of R(〈G′,m′〉, p′) are dependent and proceed from there.)
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Note that Proposition 3.1 also has a geometric meaning. In fact, the
proof of that result was geometric in nature, in the sense that we chose p so
that the points p0, pi1 +m01 and pi2 +m02 were not collinear in R2 (in fact
we chose p to be generic, and the non-collinearity followed).
3.1.2 Gain-preserving edge splitting
Let 〈G,m〉 be a periodic orbit graph, and let e = {vi1 , vi2 ;me} be an edge
of 〈G,m〉. A gain-preserving edge split 〈G′,m′〉 of 〈G,m〉 is a graph with
vertex set V ∪ {v0} and edge set consisting of all of the edges of E〈G,m〉
except e, together with the edges
{v0, vi1 ; (0, 0)}, {v0, vi2 ;me}, {v0, vi3 ;m03}
where vi1 6= vi2 , vi3 , and m03 6= me if vi2 = vi3 (see Figure 5).
1
2
3
me
1
2
3
0(0, 0)
me
m03
1
2
3
0(0, 0)
m03
me
m03 6= me
Figure 5: Gain-preserving edge split.
Gain-preserving edge splits, and reverse gain-preserving edge splits, pre-
serve infinitesimal rigidity. We will show this in two parts, by first showing
that the gain-preserving edge split preserves independence of the rows of the
rigidity matrix.
1
23
0
(a) (b)
1
23
0
(−1, 0)
(c) (d)
Figure 6: Gain-preserving edge splits on the torus. Parts (a) and (b) depict
the case where v0 is adjacent to three distinct vertices in 〈G,m〉, while (c)
and (d) illustrate the case of only two distinct neighbours.
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Proposition 3.2 (Gain-preserving Edge Split). Let 〈G,m〉 be a periodic
orbit graph with n vertices, and let 〈G′,m′〉 be an edge split of it. Let p be a
set of n generic points, and let p′ be a set of n+ 1 generic points, agreeing
with p on the first n. If (〈G,m〉, p) is independent, then (〈G′,m′〉, p′) is
independent too.
Proof. Suppose that p is a generic realization of the vertices of G on T 20 ,
with no vertex on the boundary of T 20 , and place p0 on the edge connecting
the points pi1 and pi2 +me, where the segment containing pi1 and p0 lies in
[0, 1)2. Without loss of generality, suppose that e1 = {vi1 , vi2 ;me} is the split
edge. Let R0(〈G,m〉, p)−e1 denote the rigidity matrix of (〈G,m〉, p) without
the row corresponding to the edge e1. The rigidity matrix R0(〈G′,m′〉, p′)
becomes:

v0 v1 v2 · · · v|V |
e2 0
...
... R0(〈G,m〉, p)− e1
e|E| 0
{v0, vi1 ; 0} p0 − pi1 pi1 − p0 0 · · ·
{v0, vi2 ;me} p0 − pi2 −me 0 pi2 − p0 +me · · ·
{v0, vi3 ;m03} p0 − pi3 −m03 0 · · ·

.
Toward a contradiction, suppose that there is a non-trivial dependence
among the rows of R0(〈G′,m′〉, p′). That is, suppose that there exists ω 6= 0
where ω = [ ω2 · · · ω|E| ω01 ω02 ω03 ] such that
ω ·R0(〈G′,m′〉, p′) = 0.
The vector equation describing the first two columns of this expression
(the columns corresponding to v0) becomes:
ω01(p0 − pi1) + ω02(p0 − pi2 −me) + ω03(p0 − pi3 −m03) = 0.
Not all of ω01, ω02, ω03 can be 0, otherwise we would immediately have a
nontrivial dependence among the rows of R0(〈G,m〉, p), contradicting our
hypothesis.
As a consequence of placing p0 along the edge connecting pi1 and pi2+me,
the vectors (p0−pi1) and (p0−pi2−me) are parallel. However, (p0−pi3−m03)
is in a distinct direction, and therefore ω03 = 0. Since both of these vectors
are again parallel to the deleted edge, we have
ω01(p0 − pi1) = −ω02(p0 − pi2 −me) = ω12(pi1 − pi2 −me)
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for some scalar ω12 6= 0. But then the coefficients of the rows of R0(〈G′,m′〉, p′)
corresponding to the edges in E ∩ E′, together with ω12, provide a depen-
dence among the rows of R0(〈G,m〉, p), which contradicts our hypothesis.
By the Special Position Lemma (Lemma 2.5), we conclude that the edges
of (〈G′,m′〉, p′) are generically independent, since the edges are independent
for a special position of p0.
The reverse gain-preserving edge split will delete a 3-valent vertex, and
add an edge between two of the vertices formerly adjacent to that vertex
(Figure 7). In particular, if v0 is the 3-valent vertex incident to the edges
{v0, vi1 ;m01}, {v0, vi2 ;m02}, {v0, vi3 ;m03},
where at most two of vi1 , vi2 and vi3 may be the same, then a reverse edge
split will add one of the edges
{vi1 , vi2 ;m02 −m01}, {vi2 , vi3 ;m03 −m02}, {vi3 , vi1 ;m01 −m03}.
1
2
3
0
m01
m02
m03
1
2
3
m
m = m02 −m01
Figure 7: Reverse gain-preserving edge split. In this case the edge
{vi1 , vi2 ;m02 −m01} is added.
Proposition 3.3 (Reverse Gain-preserving Edge Split). If a 3-valent ver-
tex v0 is deleted from a generically independent periodic orbit graph 〈G′,m′〉,
then a single edge may be added between one pair of vertices formerly adja-
cent to v0 so that the resulting graph 〈G,m〉 is also a generically independent
periodic orbit graph.
Proof. Suppose that the rows of R0(〈G′,m′〉, p′) are independent for some
realization p′, and suppose that the vertex v0 is connected to vertices vi1 , vi2
and vi3 , where at most two of these vertices are the same. Let E
∗ be the
edge set obtained from that of G′ by removing the edges incident to v0. Let
p be the realization obtained from p′ by deleting the point corresponding to
v0. Let G12, G23 and G31 be the graphs with vertex set V \{v0}, and edge
sets E12 = E
∗ ∪ {vi1 , vi2 ;m02 −m01} and similarly for E23 and E31. If any
of these graphs is independent at p then we are done.
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Assume to the contrary that no such graph is independent. Then the
rows of the matrices corresponding to each of these frameworks are depen-
dent. Writing Re as the row of the rigidity matrix corresponding to the edge
e, we have
α12R12 =
∑
e∈E∗
−αeRe with α12 6= 0,
β23R23 =
∑
e∈E∗
−βeRe with β23 6= 0,
γ31R31 =
∑
e∈E∗
−γeRe with γ31 6= 0.
We now have two cases depending on whether the vertices vi1 , vi2 and vi3
are distinct or not. If vi1 , vi2 and vi3 are distinct, consider the graph on the
vertices {v0, vi1 , vi2 , vi3} with all of the candidate edges (see Figure 8). This
is (2, 2)-tight. Note that the net gain on any closed path in the graph is (0, 0),
and hence this graph is T -gain equivalent to a graph with all gains identically
zero. By Proposition 2.3 and Theorem 2.8, this graph is dependent.
1
23
0
m01
m02m03
m02 −m01
m03 −m02
m01 −m03
Figure 8: This graph, corresponding to Case 1 of Proposition 3.3, is (2, 2)-
tight, and is T -gain equivalent to a graph with all zero gains, therefore a
dependence exists among the edges.
Therefore, we have
ω01R01 + ω02R02 + ω03R03 + ω12R12 + ω23R23 + ω31R31 = 0.
Scaling and substituting the expressions above, we obtain
ω01R01 + ω02R02 + ω03R03 +
∑
e∈E∗
−(α′e + β′e + γ′e)Re = 0.
At least one of ω01, ω02, ω03 must be non-zero (otherwise this is a dependence
on a generic triangle), which is a dependence on the rows of R0(〈G′,m′〉, p′),
a contradiction. Therefore, at least one of the graphs G12, G23, G31 must be
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independent.
If vi1 , vi2 and vi3 are not all distinct, assume without loss of generality
that vi2 = vi3 . We consider the graph on the vertices {v0, vi1 , vi2} with all
of the candidate edges (see Figure 9). This graph has |E| = 2|V | − 1, and
hence is dependent. The proof of this case now follows the proof of the
previous case. Once again, at least one of ω01, ω02, ω03 must be non-zero,
since we assumed p generic. That is, with m02 6= m03, the rows of the
rigidity matrix corresponding to {v1, v2;m02−m01} and {v1, v2;m03−m01}
are independent.
1 20m01
m02
m03
m02 −m01
m03 −m01
Figure 9: This graph, corresponding to Case 2 of Proposition 3.3, satisfies
|E| = 2|V | − 1, therefore a dependence exists among the edges.
The process of deleting a three-valent vertex from 〈G,m〉 by a reverse
edge split, and then performing an edge split will not usually produce a
graph that is identical to the original (see Figure 10). However, we can
ensure that we always produce a graph whose rigidity matrix has the same
rank as the original, using the following lemma:
Lemma 3.4. Let 〈G,m〉 be a periodic orbit graph, and let 〈G′,m′〉 be a
reverse edge split of 〈G,m〉. Then for some edge split 〈G,m〉 of 〈G′,m′〉
with G = G, the resulting graph 〈G,m〉 is T -gain equivalent to 〈G,m〉.
Proof. Let v0 be a 3-valent vertex of 〈G,m〉, adjacent to vertices v1, v2, v3
(see Figure 10). After deleting v0, suppose without loss of generality that
the edge e = {v1, v2;m02 −m01} was added to form the graph 〈G′,m′〉. We
perform an edge split on this edge to obtain a graph that differs from our
original orbit graph, but which has a rigidity matrix with the same rank. In
particular, we add to 〈G′,m′〉 the vertex v0 and the three edges:
{v0, v1; (0, 0)}, {v0, v2;m02 −m01}, {v0, v3;m03 −m01}.
Let the resulting infinitesimally rigid graph be denoted 〈G,m〉. Note that
the gains on the first two edges are determined by the reverse edge split,
but the gain on the third edge is a ‘free’ choice.
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12
3 0
〈G,m〉
m01
m02
m03
1
2
3
〈G′,m′〉
m02 −m01
1
2
3 0
〈G,m〉
(0, 0)
m02 −m01
m03 −m01
Figure 10: Proof of Lemma 3.4: Deleting a 3-valent vertex from 〈G,m〉,
followed by an edge split, results in a T -gain equivalent periodic orbit graph
〈G,m〉.
Now let T ′ be a spanning tree inG′ with root u = v1 that does not include
the edge e = {v1, v2} (which has gain m02 −m01 in 〈G,m〉′). It is always
possible to select such a tree, since deleting this edge will not disconnect the
graph. Let T be the spanning tree ofG created by adding the edge {v0, v1} to
T ′. This edge has gain m01 in 〈G,m〉, and gain (0, 0) in 〈G,m〉. Performing
the T -gain procedure on 〈G,m〉 and 〈G,m〉 with T , we obtain identical
periodic orbit graphs. For example, the edge e2 = {v0, v2,m02} ∈ 〈G,m〉
has T -gain
mT (e2) = m(v0, T ) +m02 −m(v2, T )
= −m01 +m02 −m(v2, T )
= (0, 0) + (m02 −m01)−m(v2, T )
= (0, 0) + (m02 −m01)−m(v2, T )
= mT (e2).
The same is true of the other edges added in the edge split, and since T = T
for all of the edges of 〈G′,m′〉, the orbit graphs are T -gain equivalent. That
is,
〈G,mT 〉 = 〈G,mT 〉.
3.2 Periodic Henneberg Theorem
Theorem 3.5 (Periodic Henneberg Theorem). A periodic orbit graph 〈G,m〉
is generically minimally rigid on T 20 if and only if it can be constructed from
a single vertex on T 20 by a sequence of gain-preserving vertex additions and
edge splits.
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The proof of this result follows the proof of Henneberg’s result appearing
in, for example, [9].
Proof. (⇐=) Let 〈G,m〉 be the periodic orbit graph consisting of a single
vertex, V = {v0} and E = ∅. This is trivially a generically rigid periodic
orbit graph. By Lemmas 3.1 and 3.2 we can perform gain-preserving vertex
additions and edge splits to obtain a new generically rigid periodic orbit
graph. Since both operations preserve the count |E| = 2|V | − 2, the new
orbit graph is generically minimally rigid on T 20 .
(=⇒) This direction is proved by induction on the number of vertices,
|V |. As noted above the single vertex on T 20 is generically infinitesimally
rigid, which provides the base case.
Consider a generically minimally rigid periodic orbit graph 〈G,m〉 with
|V | ≥ 2, and assume that all infinitesimally rigid frameworks on T 20 with
fewer than |V | vertices satisfy the hypothesis. Since |E| = 2|V | − 2, the
average valence of any given vertex is
ρ =
2|E|
|V | =
2(2|V | − 2)
|V | =
4|V | − 4
|V | = 4− 4/|V | < 4.
In addition, because the orbit graph is infinitesimally rigid on T 20 , every
vertex has valence at least 2 (any graph with a pendent vertex is not in-
finitesimally rigid). These two facts together imply that G must have a
vertex of valence either 2 or 3.
If G has a vertex of valence 2, then 〈G,m〉 is a (periodic) vertex-addtion
of an infinitesimally rigid framework on a graph (V ′, E′) by Proposition 3.1.
If G has a vertex of valence 3, then by Lemma 3.4 〈G,m〉 is T -gain
equivalent to an edge split of an infinitesimally rigid framework on a graph
(V ′′, E′′). In either case, |V ′| = |V ′′| < n, and we may apply the induction
hypothesis to the underlying graph.
For a periodic orbit graph 〈G,m〉, we call the sequence of orbit graphs
〈G1,m1〉, 〈G2,m2〉, . . . , 〈Gn,mn〉 = 〈G,m〉
beginning with a single vertex |V1| = 1 and ending with 〈G,m〉 (|Vn| =
n = |V |) the (periodic) Henneberg sequence for 〈G,m〉. An example of a
Henneberg sequence is shown in Figure 11.
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1(a)
2
1
(3, 1)(0, 1)
(b)
2 3
1
(1, 1)(3, 1)(0, 1)
(c)
2 3
41
(0, 1)(3, 1)(0, 1) (1, 1)
(d)
2 3
41
5
(1, 2)
(0, 1)(3, 1)(0, 1) (1, 1)
(e)
Figure 11: An example of a periodic Henneberg sequence. The single vertex
(a) becomes a single cycle through a vertex addition (b). Adding a third
vertex in (c), then splitting off the edge {v1, v3; (1, 1)} and adding the fourth
vertex (d). The final graph is shown in (e).
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4 (2, 2)-tight graphs
By Theorem 2.2, generically minimally rigid periodic orbit graphs on T 20
are (2, 2)-tight. In this section we outline some combinatorial results about
(2, 2)-tight graphs, starting with some well known properties. These results
will be used to prove our main result in the subsequent section.
Lemma 4.1. Let G be a (2, 2)-tight graph. Let v0 be some vertex of the
graph. Let G be the set of all subgraphs G′ ⊆ G that contain v0 and satisfy
|E′| = 2|V ′| − 2. Then G is a lattice.
This property is a consequence of the structure theorem for (k, `)-sparse
graphs that can be found in [15]. Another property from the same paper
([15], Theorem 5) is the following:
Lemma 4.2. Let G = (V,E) be a (2, 3)-tight graph. Let G1 = (V1, E1) and
G2 = (V2, E2) be (2, 3)-tight vertex-induced subgraphs of G. If V1 ∩ V2 6= 0,
then either
1. |V1 ∩ V2| = 1 and |E1 ∪ E2| = 2|V1 ∪ V2| − 4 or
2. |V1∩V2| > 1 and |E1∪E2| = 2|V1∪V2|−3 and |E1∩E2| = 2|V1∩V2|−3.
Corollary 4.3. The graph (V1 ∩ V2, E1 ∩ E2) is connected.
The next result collects some further useful properties of (2, 2)-tight
graphs.
Lemma 4.4. Let G = (V,E) be a (2, 2)-tight graph, and let v0 ∈ V have
N(v0) = {v1, v2, v3} (see Figure 12). Let H be the graph obtained from G
by deleting vertex v0 and its incident edges. Then:
(i) v1, v2 and v3 are not all in a (2, 2)-tight subgraph of H.
(ii) If v1, v2 are in a (2, 2)-tight subgraph G12 of H, then neither pairs of
vertices v1, v3 or v2, v3 are in the span of a (2, 2)-tight subgraph of H.
(iii) If v1, v2 are in a (2, 2)-tight subgraph G12 of H, and v1, v3 are in a
(2, 3)-tight subgraph G13 of H, then V12 ∩ V13 = {v1}.
(iv) If v1 and v2 are in a (2, 2)-tight subgraph G12 of H, then the pairs of
vertices v1, v3 and v2, v3 are not both in the span of (2, 3)-tight sub-
graphs of H.
23
31 2
0
m01 m02
m03 G23
G12
G13
Figure 12: Lemma 4.4: Subgraphs of H containing pairs of vertices from
{v1, v2, v3}.
(v) If some set of edge E′ ⊂ E spans v1, v2, v3 and is (2, 3)-tight, then the
set of edges E′ together with their incident vertices V ′ form a vertex-
induced subgraph of H.
Proof. (i) If such a subgraph existed, the addition of v0 with its three inci-
dent edges would be an over-counted subgraph of G, which contradicts the
assumption that G is (2, 2)-tight.
(ii) Suppose, toward a contradiction, that the pair of vertices v2, v3 are
contained in the (2, 2)-tight subgraph G23. Then both G12 and G23 are
members of the lattice of subgraphs containing the vertex V2. By Lemma
4.1 it follows that
|E12 ∪ E23| = 2|V12 ∪ V23| − 2.
Hence (V12 ∪ V23, E12 ∪ E23) is a subgraph containing all three vertices
v1, v2, v3 but not v0, and by the proof of part (i), this is a contradiction.
(iii) First consider the intersection of G12 and G13. We find
|E12 ∪ E13|+ |E12 ∩ E13| = |E12|+ |E13|
= (2|V12| − 2) + (2|V13| − 3)
= 2(|V12|+ |V13|)− 5
= 2|V12 ∪ V13| − 2 + 2|V12 ∩ V13| − 3. (3)
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Toward a contradiction, suppose that |V12 ∩ V13| > 1. Then, because
G13 is (2, 3)-tight, we have |E12 ∩ E13| ≤ 2|V12 ∩ V13| − 3, and hence (3)
becomes |E12 ∪ E13| ≥ 2|V12 ∪ V13| − 2. In fact, since the reverse inequality
always holds, we have equality |E12 ∪ E13| = 2|V12 ∪ V13| − 2, which is a
contradiction by part (i).
(iv) Suppose, toward a contradiction, that G23 and G13 are (2, 3)-tight
subgraphs of H which contain the vertices v2, v3 and v1, v3 respectively.
By (iii), it must be the case that |V12 ∩ V13| = |V12 ∩ V23| = 1. Then
|E12 ∩ Ek| = 0, where k ∈ {13, 23} and hence |E12 ∪ Ek| = 2|V12 ∪ Ck| − 3.
Let G ⊂ G be the vertex-induced subgraph of G on the vertices V23∪V31.
Then |E| ≥ |E23 ∪ E31|. By Lemma 4.2, we know that either
Case 1. |V23 ∩ V31| = 1 and |E23 ∪ E31| = 2|V23 ∪ V31| − 4 or
Case 2. |V23 ∩ V31| > 1 and |E23 ∪ E31| = 2|V23 ∪ V31| − 3.
We will deal with Case 2 first. In this case |E| = |E23∪E31| = 2|V23∪V31|−3
(i.e. G is a vertex-induced subgraph), since v1, v2, v3 ∈ V so part (i) applies.
We now consider the intersection graph G ∩G12 = (V ∩ V12, E ∩ E12). But
|V ∩ V12| > 1, which is a contradiction by the argument of part (iii).
We now return to Case 1. Here |E| ≥ |E23 ∪ E31| = 2|V23 ∪ V31| − 4. If
|E| > |E23 ∪ E31|, then we are in the situation of Case 2. Hence we may
assume that |E| = |E23 ∪ E31|, and is therefore a vertex-induced subgraph.
Notice that the intersection of V12 with either of V23 or V31 may only
consist of one element by the argument of part (iii). So the three subgraphs
must intersect pair-wise in one of the vertices v1, v2, v3, and it follows that
the intersection of all three of these subgraphs is empty.
|E ∪ E12|+ |E ∩ E12| = |E|+ |E12|
= (2|V | − 4) + (2|V12| − 2)
= 2(|V |+ |V12|)− 6
= (2|V ∪ V12| − 3) + (2|V ∩ V12| − 3). (4)
But we know that |V ∩V12| = 2, and it must be the case that |E∩E12| = 0,
since the intersection of the three graphs is empty. Hence equation (4)
becomes |E ∪ E12| = 2|V ∪ V12| − 2 which is a contradiction by (i), since
v1, v2, v3 ∈ V ∪ V12. Adding v0 would violate the subgraph property of G,
and this concludes the proof of part (iv).
(v) Follows from (i).
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5 Gain assignments determine rigidity on T 20
In this section, we characterize the generic rigidity properties of a framework
on the two-dimensional fixed torus T 20 by its gain assignment. In Section
5.1 we show that only graphs with constructive gain assignments can be
rigid, and Section 5.2 will demonstrate that all such periodic orbit graphs
are generically rigid. This forms a fixed torus version of Laman’s theorem,
which is a second main result.
5.1 Constructive gain assignments
Let 〈G,m〉 be a periodic orbit graph. Let C be a closed oriented cycle with
no repeated vertices, starting and ending at a vertex u in G. Recall that
the net (cycle) gain is the sum mC of the gain assignments of the edges
of the cycle, where the signs of the edges are determined by the traversal
direction specified by the orientation. We say the net gain on the cycle is
non-zero or non-trivial if it is non-zero on at least one of the two coordinates
of mC ∈ Z2. We similarly define the net (path) gain on a path to be the
sum of the gains on the edges of the path.
Let 〈G,m〉 be a periodic orbit graph where G is (2, 2)-tight. A construc-
tive gain assignment on G is a map m : E+ → Z2 such that every subgraph
G′ ⊂ G with G′ = (V ′, E′) and |E′| = 2|V ′| − 2 contains some cycle with
a non-zero net gain. A cycle C with a non-zero net gain will be called a
constructive cycle. If 〈H,mH〉 is a graph with |E(H)| > 2|V (H)|−2, we say
that 〈H,mH〉 has a constructive gain assignment if there is some subgraph
G ⊂ H such that mH |G is constructive on G.
Proposition 5.1. Let 〈G,m〉 be a periodic orbit graph where G is (2, 2)-
tight. If (〈G,m〉, p) is infinitesimally rigid on T 20 for some realization p,
then m is constructive.
Proof. We will show the contrapositive. Suppose that m is not constructive,
and therefore there exists a subgraph 〈G′,m′〉 ⊆ 〈G,m〉 with |E′| = 2|V ′|−2
and no constructive cycles. Let T ′ be a spanning tree in G′, and expand T ′
to a spanning tree T of all of G. This is always possible, since (〈G,m〉, p) is
infinitesimally rigid on T 20 , and therefore G is connected.
Perform the T -gain procedure on 〈G,m〉. Every edge in T and therefore
in T ′ will have zero gains, and hence no other edge in E′ may have non-zero
gain, since the T -gain procedure preserves net cycle gains.
Hence 〈G′,m′〉 consists of 2|V ′| − 2 edges with zero gains, which cor-
respond to dependent rows in the rigidity matrix, since at most 2|V ′| − 3
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edges without gains can be independent in the rigidity matrix, by Lemma
2.3. Therefore,
rankR0(〈G,m〉, p) < 2|V | − 2,
and (〈G,m〉, p) is infinitesimally flexible on T 20 .
For simplicity in what follows, we say that a periodic orbit graph 〈G,m〉
where G is (2, 2)-tight and m is a constructive gain assignment is a construc-
tive periodic orbit graph, or that the periodic orbit graph is constructive. For
general gain graphs, cycles with a non-zero net gain are usually called un-
balanced cycles. We use the term ‘constructive’ for this special class of Z2
-labeled gain graphs to connote the idea that these cycles construct connec-
tivity in the infinite periodic frameworks.
The following section will demonstrate that constructive gain assign-
ments are also sufficient for infinitesimal rigidity on T 20 .
5.2 Periodic Laman Theorem on T 20
The following is the second main result, which completely characterizes the
generic minimal rigidity of periodic orbit frameworks on T 20 . The proof is
developed through Propositions 5.3, 5.4 and 5.5.
Theorem 5.2 (Periodic Laman Theorem). Let 〈G,m〉 be a periodic orbit
graph. Then 〈G,m〉 is generically minimally rigid on T 20 if and only if
〈G,m〉 is a constructive periodic orbit graph.
Proof. We will show that 〈G,m〉 is a constructive periodic orbit graph if
and only if 〈G,m〉 can be constructed from a single vertex by a sequence of
gain-preserving Henneberg moves.
Suppose that 〈G,m〉 has been constructed by a sequence of gain-preserving
Henneberg moves. Then by the Periodic Henneberg Theorem (Theorem 3.5),
〈G,m〉 is generically minimally rigid on T 20 . By Theorem 2.2, G is (2, 2)-
tight, and by Proposition 5.1, m is a constructive gain assignment, hence
〈G,m〉 is constructive.
The ‘only if’ part of the proof proceeds by induction on the number of
vertices, n = |V |.
First note that the hypothesis is true in the case |V | = |E| = 2. By
the proof of the Periodic Henneberg Theorem (Theorem 3.5), any periodic
orbit graph 〈G,m〉 with a constructive gain assignment with 2 vertices can
be obtained as a vertex addition on a single vertex (which is minimally rigid
on T 20 ).
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For the inductive step, let 〈G,m〉 be a constructive periodic orbit graph
with |V | = n ≥ 3, and we assume the claim holds for any constructive
periodic orbit graph with |V | < n. By Proposition 5.3 we can always delete
a 2- or 3-valent vertex such that the resulting periodic orbit graph 〈G′,m′〉
is constructive. Then |V ′| = n − 1, hence the inductive hypothesis applies,
and 〈G′,m′〉 is generically minimally rigid on T 20 .
To obtain the original orbit graph under consideration, 〈G,m〉, we per-
form the appropriate periodic Henneberg move on the graph 〈G′,m′〉 as
follows:
1. If a 2-valent vertex was deleted, simply add back the same edges that
were deleted.
2. If a 3-valent vertex was deleted, then by Lemma 3.4 we can edge split
the added edge to a obtain the orbit graph 〈G,m〉, which is T -gain
equivalent to 〈G,m〉.
In either case, 〈G,m〉 is generically minimally rigid on T 20 . In the second
case, Theorem 2.8 applies to show that 〈G,m〉 is minimally rigid because
〈G,m〉 is minimally rigid.
Proposition 5.3. Let 〈G,m〉 be a constructive periodic orbit graph. Then it
is always possible to delete any 2-valent vertex v0, or perform a reverse edge
split on any 3-valent vertex v0 such that the resulting periodic orbit graph
〈G0,m0〉 is also a constructive periodic orbit graph.
Proof. Deleting a 2-valent vertex v0 leaves a graph G
′ which is a subgraph
of the original graph G with |E′| = 2|V ′|−2. Since m was constructive, this
subgraph 〈G′,m′〉 also has a constructive gain assignment.
If v0 is 3-valent, we have two cases, either v0 is adjacent to two distinct
vertices, or v0 is adjacent to three distinct vertices.
Suppose first that v0 is adjacent to two distinct vertices v1 and v2, and
that there are two copies of the edge connecting v0 to v1, with gain assign-
ments ma and mb. Let the gain assignment of the edge connecting v0 and v2
be m02 Then the two candidates for edges to insert are {v1, v2;m02 −ma},
or {v1, v2;m02 − mb} (see Figure 13(a)). By Proposition 5.4, it is always
possible to add one of these two candidate edges, and the resulting periodic
orbit graph will also be constructive. Now suppose that v0 is adjacent to
three distinct vertices v1, v2, v3. Suppose the directed edge connecting v0 to
vi has gain assignment mi. Then the three candidates for reverse edge split
are: {v1, v2;m02 −m01}, {v2, v3;m03 −m02}, and {v3, v1;m01 −m03} (see
Figure 13(b)).
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Figure 13: If v0 is adjacent to two distinct vertices, the two candidate edges
for insertion in a reverse edge split are the dashed edges in (a). If v0 is
adjacent to three distinct vertices, the three candidate edges are the dashed
edges in (b).
Our goal is to prove that there is always at least one edge that can be
added such that the resulting periodic orbit graph is constructive.
LetH be the graph obtained fromG by deleting vertex v0 and its incident
edges (as in Lemma 4.4) Let Gij be a subgraph of H containing the vertices
vi, vj , for i, j ∈ {1, 2, 3}.
Such a subgraph could prevent the addition of the the edge e = {vi, vj ;m0j−
m0i} for one of two reasons:
1. the subgraph (Vij , Eij ∪ e) would be an over-counted subgraph of G0
(that is, Gij is (2, 2)-tight already)
2. or adding the candidate edge would induce a (2, 2)-tight subgraph of
〈G0,m0〉 that did not have a constructive gain assignment.
In Case 1, Gij is (2, 2)-tight, and in Case 2, Gij is (2, 3)-tight (it cannot
contain any (2, 2)-tight subgraphs, since these would contain a constructive
cycle). Therefore, if one of the candidate edges is not in the span of any
(2, 3)- or (2, 2)-tight subgraph of H, then we can insert the edge (in this case
the gain on the edge is not important) and the claim follows.
Suppose one of the candidate edges is in the span of a (2, 2)-tight sub-
graph of H, say G12. Then by Lemma 4.4, neither of G23 and G13 are
(2, 2)-tight, and at most one of G23 and G13 are (2, 3)-tight. Therefore we
can always add one of the candidate edges.
Finally, if none of the candidate edges are in the span of a (2, 2)-tight
subgraph of H, then the only potentially problematic case we have not
eliminated through combinatorial arguments alone is the situation in which
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all three subgraphs Gij are (2, 3)-tight. In this case, Proposition 5.5 applies
to show that we can always add an edge, which concludes the proof.
Proposition 5.4. Let 〈G,m〉 be a constructive periodic orbit graph, where
v0 is a vertex connected to vertices v1 and v2 by three edges:
{v0, v1;m01}, {v0, v2;m02}, {v0, v2;m03}.
After deleting v0 it is always possible to add one of the edges {v1, v2;m02 −
m01} or {v1, v2;m03−m01} so that the resulting periodic orbit graph 〈G′,m′〉
is also constructive (see Figure 13(a)).
Proof. First notice that we cannot have a subgraph G∗ ⊂ G satisfying |E∗| =
2|V ∗|−2, v0 /∈ V ∗, and v1, v2 ∈ V ∗, since this would mean that after adding
v0 and its three incident edges, the resulting graph would be an overcounted
subgraph of G. Therefore, any subgraph G∗ containing v1 and v2 but not
v0 must satisfy |E∗| ≤ 2|V ∗| − 3.
We now address the question of whether it is possible that after adding
either of the candidate edges, a subgraph G∗ is created with |E∗| = 2|V ∗|−2
but that has no constructive cycles.
Suppose there exist vertex-induced subgraphs 〈Ga,ma〉 and 〈Gb,mb〉 of
〈G,m〉 where 〈Ga,ma〉 satisfies:
1. |Ea| = 2|Va| − 3
2. v0 /∈ Va
3. v1, v2 ∈ Va
4. all paths from v1 to v2 have net gain m02 −m01,
and 〈Gb,mb〉 ⊂ 〈G,m〉 satisfies:
1’. |Eb| = 2|Vb| − 3
2’. v0 /∈ Vb
3’. v1, v2 ∈ Vb
4’. all paths from v1 to v2 have net gain m03 −m01.
Suppose that 〈G′,m′〉 is the periodic orbit graph created from 〈G,m〉 by
deleting v0 and its incident edges, and adding the edge e = {v1, v2;m02 −
m01}. Let 〈G∗a,m∗a〉 and 〈G∗b ,m∗b〉 be the periodic orbit graphs created from
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〈Ga,ma〉 and 〈Gb,mb〉 respectively by adding the edge e = {v1, v2;m02 −
m01}. Then 〈G∗a,m∗a〉 and 〈G∗b ,m∗b〉 are vertex-induced subgraphs of 〈G′,m′〉.
Then 〈G∗a,m∗a〉 is a (2, 2)-tight subgraph of 〈G,m〉 with no constructive
cycles. However, since G∗a and G∗b are both (2, 2)-tight, the intersection
of these graphs is also (2, 2)-tight, and contains v1 and v2 (and therefore
contains e). Since every (2, 2)-tight graph is 2-edge connected (it admits a
decomposition into two spanning trees), there is some path from v1 to v2
that is distinct from e. Because this path is in 〈G∗a,m∗a〉, it must have net
gain m02−m01. But because the path is also in 〈G∗b ,m∗b〉, it must also have
net gain m03 −m01. This is only possible if m03 = m02, which contradicts
the fact that the original gain assignment m is constructive.
Therefore, subgraphs 〈Ga,ma〉 and 〈Gb,mb〉 cannot both exist, and hence
it is always possible to add one of the candidate edges.
Proposition 5.5. Let 〈G,m〉 be a constructive periodic orbit graph. Let v0
be a three-valent vertex incident to the edges {v0, v1;m01}, {v0, v2;m02} and
{v0, v3;m03}. After deleting v0 it is always possible to add one of the edges
{v1, v2;m02 −m01}, {v2, v3;m03 −m02} or {v3, v1;m01 −m03} so that the
resulting periodic orbit graph 〈G′,m′〉 is also constructive (see Figure 13(b)).
Proof. We will show that if 〈G,m〉 is a constructive periodic orbit graph
with the set-up described above, then there are at most two distinct pairs
of vertices from the set {v1, v2, v3} that are contained in vertex-induced
subgraphs Gij ⊂ G, i, j ∈ {1, 2, 3} satisfying the following (see Figure 14):
(i) v0 /∈ Vij
(ii) Gij is (2, 3)-tight
(iii) 〈Gij ,m|Gij 〉 contains no constructive cycle
(iv) every path through 〈Gij ,m|Gij 〉 originating at vi and terminating at
vj , i, j ∈ {1, 2, 3} has net gain m0j −m0i.
If three such subgraphs exist, we will not be able to add any of the candidate
edges, since each edge edge would create a (2, 2)-tight subgraph with no
constructive cycle. We now show that three subgraphs satisfying (i) – (iv)
cannot exist.
Toward a contradiction, suppose that there are three such graphsG12, G23, G31,
with vi, vj ∈ Vij . It will be presently be shown that the union of these graphs,
G′ = G12 ∪G23 ∪G31 ⊂ G will always satisfy:
(a) G′ is a (2, 3)-tight vertex-induced subgraph of G
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Figure 14: Subgraphs Gij of G with the properties (i) – (iv) of the proof of
Proposition 5.5.
(b) 〈G′,m′〉 contains no constructive cycle
(c) every path through 〈G′,m′〉 originating at vi and terminating at vj has
net gain m0j −m0i.
If this is the case, let V0 = V
′ ∪ {v0}, and consider the graph G0 =
(V0, E0), where E0 is E
′ augmented by the three edges connecting v0 with
v1, v2, v3. Let 〈G0,m0〉 be the corresponding induced periodic orbit frame-
work (see Figure 14). Then |E0| = 2|V0| − 2, and hence this graph must
be constructive. But we know that 〈G′,m′〉 contains no constructive cycle,
which means that the constructive cycle in 〈G0,m0〉 must pass through v0.
Hence it must contain two of the edges incident to v0. But any such cycle
will have net gain zero, a contradiction.
We now show that 〈G′,m′〉 always satisfies properties (a) – (c) above,
and we do this in two cases:
Case 1. Vij ∩ Vjk = {vj} for j ∈ {1, 2, 3}
In other words, each pair of subgraphs intersects in a single vertex. Here
|E12 ∪ E23 ∪ E31| = |E12|+ |E23|+ |E31|
= 2(|V12|+ |V23|+ |V31|)− 9
= 2|V12 ∪ V23 ∪ V31| − 3
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since
|V12 ∪ V23 ∪ V31| = |V12|+ |V23|+ |V31| − |V12 ∩ V23| − |V23 ∩ V31|
−|V31 ∩ V12|+ 2|V12 ∩ V23 ∩ V31|
= |V12|+ |V23|+ |V31| − 3.
If 〈G′,m′〉 contains a constructive cycle, then it must pass through v1, v2 and
v3. We write the cycle as follows, where the text above the arrow connecting
vi to vj indicates the net gain on the path from vi to vj in the cycle.
v1
m02−m01−−−−−−→ v2 m03−m02−−−−−−→ v3 m01−m03−−−−−−→ v1.
Summing the gains on each part of the cycle we see that it has net gain 0.
Therefore G′ satisfies (c) in this case.
Case 2. |Vij ∩ Vjk| > 1 for at least one j ∈ {1, 2, 3}.
By a repeated application of Lemma 4.2, we find that the union of these
three graphs satisfies |E′| = 2|V ′| − 3. (Let G∗ = G12 ∪ G23. Assuming
that |V12 ∩ V23| > 1, apply Lemma 4.2 to see that |E∗| = 2|V ∗| − 3. Now it
must be the case that |V ∗ ∩ V31| > 1 as well, since v1, v3 are in both vertex
sets. Another application of Lemma 4.2 gives the result.) Note further that
the intersection of G∗ and G31 contains at least two vertices (v1 and v3),
and satisfies |E∗ ∩E31| = 2|V ∗ ∩ V31| − 3 by Lemma 4.2. Furthermore, this
intersection is non-empty. Equivalently, the intersection V12 ∩ V23 ∩ V31 is
non-empty (see Figure 15).
We now demonstrate that 〈G′,m′〉 contains no constructive cycle. We
assume that there is a constructive cycle in 〈G′,m′〉, and we will obtain a
contradiction to condition (iii). We do this in two parts, first by showing
that there are no constructive cycles in the union of any pair of subgraphs
(a), and next showing that there there are no constructive cycles in the
union of all three (b).
Case 2a. Suppose that there is a constructive cycle in the periodic orbit
graph induced by (V12∪V23, E12∪E23). Suppose that |V12∩V23| > 1, and that
the constructive cycle passes through vertices x and y, where x, y ∈ V12∩V23.
The simplest case is pictured in Figure 16.
Suppose first that the constructive cycle in G12 ∪ G23 is as pictured in
Figure 16, and the cycle does not go in and out of G12 ∩ G23 (as pictured
in Figure 17). Denote the part of the constructive cycle from x to y in G12
by x
mA−−→ y. Similarly, let y mB−−→ x denote the part of the constructive cycle
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Figure 15: Case 2 of the proof of Proposition 5.5.
y
x
mC mA
G12
mB
G23
Figure 16: Two subgraphs satisfying (i) – (iv) of Proposition 5.5 whose
intersection contains more than one vertex.
un
u2
u1
x
...
G23 G12
Figure 17: A candidate constructive cycle, Case 2a of the proof of Proposi-
tion 5.5.
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from y to x in G23. Then mA + mB 6= 0 by assumption. By Corollary 4.3,
the graph (V12 ∩ V23, E12 ∩ E23) is connected. Hence there exists a path
through this graph that connects x to y. Let the net gain of this path be
mC . Then we write the cycle x
mA−−→ y mB−−→ x as
x
mA−−→ y mC−−→ x −mC−−−→ y mB−−→ x.
But mA +mC = mB −mC = 0, hence the net gain on this cycle is 0, which
contradicts our assumption that it was constructive.
Now suppose the constructive cycle in G12∪G23 is as pictured in Figure
17, and the path weaves in and out of the intersection G12 ∩ G23. Let
x, u1, . . . , un ∈ V12 ∩ V23, and suppose the constructive cycle is as follows:
x
m1−−→ u1 m2−−→ u2 m3−−→ . . . mn−−→ un mn+1−−−→ x,
with
∑
mi 6= 0, and where the path x m1−−→ u1 is completely contained in
G12, u1
m2−−→ u2 is completely contained in G23 and so on, with the path
segments continuing to alternate between G12 and G23.
Expand the constructive cycle as follows, adding a path to x in G12∩G23
between each path segment ui → ui+1. Since each such path is traversed in
both directions, it does not change the net gain on the cycle.
x
m1−−→ u1 → x→ u1 m2−−→ u2 → x→ u2 m3−−→ . . . mn−−→ un mn+1−−−→ x.
The cycle x → u1 → x, where u1 → x is completely contained in G12,
and therefore has net gain zero. Similarly, the cycle x → u1 → u2 → x is
completely contained in G23 and therefore has net gain zero. Continuing in
this way, we see that the constructive cycle is the sum of cycles with net
gain zero, and hence is not constructive:
x
m1−−→ u1 →︸ ︷︷ ︸
0
x→ u1 m2−−→ u2 →︸ ︷︷ ︸
0
x→ u2 m3−−→ . . .︸ ︷︷ ︸
0
. . .
mn−−→ un mn+1−−−→ x︸ ︷︷ ︸
0
.
Case 2b. Now assume that there is a constructive cycle in the subgraph
of G on the vertices V12∪V23∪V31. See Figure 15. By a similar argument to
the previous case, suppose that the constructive cycle is written as the sum
of three paths, one through each of the graphs. That is, let x1 ∈ V31 ∩ V12,
x2 ∈ V12 ∩ V23, and x3 ∈ V23 ∩ V31. If any of the vertices x1, x2, x3 is in
the intersection of all three graphs, then we are in the situation described
in Case 2a. So we assume that this is not the case, and the constructive
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cycle does not pass through any vertex of the intersection. In the simplest
case, the the constructive cycle may be broken into three components, one
in each subgraph Gij . We write
x1
m02−m01−−−−−−→ x2 m03−m02−−−−−−→ x3 m01−m03−−−−−−→ x1.
Summing the gains on each component of the cycle it is clear that the cycle
has net gain 0, and is therefore not constructive (Figure 15).
In the case that the constructive cycle cannot be broken into these three
pieces, we use the same approach as in Case 2a. Now the constructive cycle
weaves in and out of the subgraphs Gij . Since the intersection is non-empty,
let x ∈ V12 ∩ V23 ∩ V31. Each pairwise intersection Vij ∩ Vjk is connected,
hence for the vertex xi ∈ Vki ∩ Vij there is a path connecting x to xi. As
in the previous case, expand the constructive cycle by adding a path to and
from the vertex x until the cycle is a sum of smaller cycles, each of which is
completely contained in Gij for some i, j. As before we see that the original
cycle hence has net gain 0.
To see that 〈G′,m′〉 also satisfies property (c), we consider without loss
of generality, all paths P from v1 to v2 through G
′. If each vertex of the path
is in V12 then it has net gain m02 −m01 by hypothesis. If some vertex in P
is not in V12, then suppose P has net gain mP . Then mP −(m02−m01) = 0,
since G′ has no trivial cycles, by (b). Hence mP = m02 −m01, as desired.
6 Further work and related questions
6.1 Algorithms
An algorithm for determining the rigidity of a periodic orbit framework on
T 20 appears in [1], with running time O(n3). The basic idea is based on the
pebble game algorithm for finite frameworks due to Jacobs and Hendrickson
[13], and developed in [15, 30]. The key idea for the fixed torus algorithm
in [1] is to run the (2, 3)- and (2, 2)-pebble games simultaneously.
6.2 Higher dimensions
In [26] we presented necessary conditions for rigidity on the d-dimensional
fixed torus T d0 . Unfortunately, finding sufficient conditions for generic rigid-
ity on the d-dimensional fixed torus rests on solving finite d-dimensional
rigidity (finite rigidity is combinatorially characterized for d = 1, 2 but not
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for higher dimensions). For example, it is possible to embed the well-known
“double bananas” example in a three-dimensional periodic framework. See
[26] for further details.
6.3 Body-bar frameworks on the fixed torus
In contrast to the situation for bar-joint frameworks, the generic rigidity
of body-bar frameworks on the fixed torus has recently been completely
described. The characterization is based on a sparsity condition which de-
pends on the dimension of the gain space. Let H be a multigraph, possibly
including loops, with vertex and edge sets V (H) and E(H) respectively. Let
Y ⊂ E(H), and let V (Y ) be the set of vertices incident to the edges of Y .
We use GC(Y ) to denote the gain space of the subgraph of 〈H,m〉 generated
by (V (Y ), Y ).
Theorem 6.1. 〈H,m〉 is a periodic orbit graph corresponding to a generi-
cally minimally rigid body-bar periodic framework in Rd if and only if |E(H)| =(
d+1
2
)|V (H)| − d and for all non-empty subsets Y ⊂ E(H) of edges
|Y | ≤
(
d+ 1
2
)
|V (Y )| −
(
d+ 1
2
)
+
|GC(Y )|∑
i=1
(d− i).
The basic idea of this result is that as the dimension of the gain space
increases, the maximum number of edges which may be independent also
increases. There is an inductive proof of this result for d ≤ 3 [25] (d = 1, 2
follow from the bar-joint characterizations). A non-inductive proof for all
dimensions was recently announced in [31], as part of a more general set of
results about body-bar frameworks with point group symmetries. A general
theory of periodic body-bar frameworks on the flexible torus has been set
out in [5], but without a characterization of rigidity based on the underlying
gain graph.
6.4 Inductive constructions on the flexible torus
In [24], a characterization was established of the generic rigidity of periodic
frameworks on a partially variable torus (allowing one degree of flexibility).
Together with Anthony Nixon, we outlined an inductive proof of this result
[21].
Theorem 6.2 (Nixon and Ross [21]). A framework (〈G,m〉, p) is generically
minimally rigid on the partially variable torus (with one degree of freedom) if
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and only if it can be constructed from a single loop by a sequence of extended
gain-preserving Henneberg operations.
The operations referred to in the theorem above contain the gain-preserving
vertex addition and edge split operations described in this paper, but we also
require an additional move to deal with a special class of graphs for which
the existing moves are insufficient. Further challenges arise when attempt-
ing to apply inductive techniques to the fully variable torus (having three
degrees of freedom, this is what is called a “periodic framework” in [4]), due
to the fact that there may no longer be vertices of degree 2 or 3, necessitating
the development of further inductive moves.
6.5 Theta graphs
A property that emerges in the proof of Proposition 5.5, is the theta graph
property [35]. A theta graph is a subdivision of the triple link graph (two
vertices connected by three internally disjoint paths). The proof of Propo-
sition 5.5 established that whenever the union of two cycles with net gain
zero is a theta graph, the third cycle in the union also has net gain zero. In
other words, the cycles with net gain zero form a linear subclass of the set
of all cycles.
This property forms the basis for the theory of biased matroids in [35].
It is known that the balanced cycles (cycles having net gain zero) of any gain
graph are a linear class. It is thus natural to ask whether gain graphs with
other group labels also admit Henneberg-type constructions. This question
has been considered in [14] for frameworks in the plane with cyclic or odd-
order dihedral symmetry.
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