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Abstract
In this paper, we will survey several results on the shortest directing words of various types of nondeterministic directable
automata.1
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1. Introduction
Let X be a nonempty ﬁnite set, called an alphabet. An element of X is called a letter. By X∗, we denote the free
monoid generated by X. Let X+ =X∗\{} where  denotes the empty word of X∗. For the sake of simplicity, if X={a},
then we write a+ and a∗ instead of {a}+ and {a}∗, respectively. Let L ⊆ X∗. Then L is called a language over X. If
L ⊆ X∗, then L+ denotes the set of all concatenations of words in L and L∗ =L+ ∪ {}. In particular, if L= {w}, then
we write w+ and w∗ instead of {w}+ and {w}∗, respectively. Let u ∈ X∗. Then u is called a word over X. If u ∈ X∗,
then |u| denotes the length of u, i.e. the number of letters appearing in u with multiplicity. Notice that we also denote
the cardinality of a ﬁnite set A by |A|.
A ﬁnite automaton (in short, an automaton)A= (S,X, ) consists of the following data: (1) S is a nonempty ﬁnite
set, called a state set. (2) X is a nonempty ﬁnite alphabet. (3)  is a function, called a state transition function, of S ×X
into S.
The state transition function  can be extended to the function of S × X∗ into S as follows: (1) (s, ) = s for any
s ∈ S. (2) (s, ua) = ((s, u), a) for any s ∈ S, a ∈ X and u ∈ X∗.
LetA= (S,X, ) be an automaton, let s ∈ S and u ∈ X∗. In what follows, we will write suA instead of (s, u).
A ﬁnite recognizerA = (S,X, , s0, F ) consists of the following data: (1) The triple (S,X, ) constitutes a ﬁnite
automaton. (2) s0 ∈ S is called the initial state. (3) F ⊆ S is called the set of ﬁnal states.
Let A = (S,X, , s0, F ) be a ﬁnite recognizer. Then the language T(A) = {u ∈ X∗|(s0, u) ∈ F } is called the
language accepted byA.
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Let L ⊆ X∗. Then L is said to be regular if L is accepted by a ﬁnite recognizer.
Now we deﬁne the notion of a directable automaton.
Deﬁnition 1. An automatonA= (S,X, ) is said to be directable if the following condition is satisﬁed: There exists
w ∈ X∗ such that swA = twA for any s, t ∈ S.
In the above deﬁnition, such a word w ∈ X∗ is called a directing word ofA.
Proposition 1. Assume thatA = (S,X, ) is a directable automaton. Then the set of directing words D(A) ofA is
a regular language.
LetA= (S,X, ) be a directable automaton. By d(A), we denote the value min{|w||w ∈ D(A)}. Moreover, d(n)
denotes the value max{d(A)|A= (S,X, ) is a directable automaton with n states}. In the deﬁnition of d(n), X ranges
over all ﬁnite nonempty alphabets.
In [2], ˇCerný conjectured the following.
Conjecture. For any n1, d(n) = (n − 1)2.
However, the above problem is still open and at present only the following result is known:
Proposition 2. For any n1, we have (n − 1)2d(n)(n3 − n)/6.
The lower bound is from [2] and the upper bound is from [6,7].
A similar problem for some classes of automata can be discussed. For instance, an automatonA= (S,X, ) is said
to be commutative if s(uv)A = s(vu)A holds for any s ∈ S and any u, v ∈ X∗. By dcom(n), we denote the value
max{d(A)|A= (S,X, ) is commutative and directable, and |S| = n}. In the deﬁnition of dcom(n), X ranges over all
ﬁnite nonempty alphabets. The following result is from [8,9].
Proposition 3. For any n1, we have dcom(n) = n − 1.
2. Nondeterministic directable automata
A nondeterministic automatonA= (S,X, ) consists of the following data: (1) S,X are the same as in the deﬁnition
of ﬁnite automata. (2)  is a relation such that (s, a) ⊆ S for any s ∈ S and any a ∈ X ∪ {}.
As in the case of ﬁnite automata,  can be extended to the following relation in a natural way, i.e. (s, ua) =⋃
t∈(s,u)(t, a) for any s ∈ S, any u ∈ X∗ and any a ∈ X ∪ {}. In what follows, we will write suA instead of (s, u)
as in the case of ﬁnite automata.
Now we will deal with nondeterministic directable automata and their related languages. For nondeterministic
automata, directability can be deﬁned in several ways. In each case, the directing words constitute a regular language.
We will consider six classes of regular languages with respect to the different deﬁnitions of directability.
LetA= (S,X, ) be a nondeterministic automaton. In [5], the notion of directing words ofA is given as below. In
the deﬁnition, SwA denotes
⋃
s∈SswA for w ∈ X∗.
Deﬁnition 2. (1) A word w ∈ X∗ is D1-directing if swA = ∅ for any s ∈ S and |SwA| = 1. (2) A word w ∈ X∗is
D2-directing if swA = SwA for any s ∈ S. (3) A word w ∈ X∗ is D3-directing if⋂s∈SswA = ∅.
Deﬁnition 3. Let i =1, 2, 3. ThenA is called a Di-directable automaton if the set of Di-directing words is not empty.
LetA=(S,X, ) be a nondeterministic automaton. Then, for any i=1, 2, 3, Di (A) denotes the set of all Di-directing
words. Then we have:
Proposition 4. For any i = 1, 2, 3,Di (A) is a regular language.
4902 M. Ito, K. Shikishima-Tsuji / Discrete Mathematics 308 (2008) 4900–4905
A nondeterministic automaton A = (s,X, ) is said to be complete if saA = ∅ for any s ∈ S and any a ∈ X.
As for the D1-directability of a complete nondeterministic automaton, Burkhard introduced it in [1]. The classes of
Di-directable nondeterministic automata and complete nondeterministic automata are denoted by Dir(i) and CDir(i),
respectively.
Let i=1, 2, 3 andA=(S,X, )be a nondeterministic automaton. Thendi(A)denotes the valuemin{|u||u ∈ Di (A)}.
For any positive integer n1, di(n) denotes the value max{di(A)|A= (S,X, ):A ∈ Dir(i) and |S|=n}. Moreover,
cdi (n) denotes the value max{di(A)|A= (S,X, ):A ∈ CDir(i) and |S| = n}. Notice that in the deﬁnitions of di(n)
and cdi (n), X ranges over all ﬁnite nonempty alphabets.
In [1], Burkhard determined the value cd1(n) as follows:
Proposition 5. Let n1. Then cd1(n) = 2n − n − 1.
For d1(n), we have the following new result.
Proposition 6. Let n2. Then 2n − nd1(n)∑nk=2
(
n
k
)
(2k − 1). Notice that d1(1) = 0 and d1(2) = 3.
Proof. Let n2. First, We show that d1(n)
∑n
k=2
(
n
k
)
(2k − 1). Let A = (S,X, ) be a D1-directable automaton
with n states and let w = a1a2 · · · ar ∈ D1(A) such that ai ∈ X, i = 1, 2, . . . , r , r1 and |w| = r = d1(A). Since
w ∈ D1(A), there exists s0 ∈ S such that swA = {s0} for any s ∈ S. For any i = 1, 2, . . . , r , we deﬁne the set Si and
Ti as follows: (1) Si = S(a1a2 · · · ai)A. (2) Ti = {t ∈ Si |t (ai+1ai+2 · · · ar)A = {s0}}.
Let s ∈ S and let i = 1, 2, . . . , r . Since s(a1a2 · · · aiai+1 · · · ar)A = (s(a1a2 · · · ai)A)(ai+1 · · · ar)A = {s0}, we
have s(a1a2 · · · ai)A ∩ Ti = ∅. Let S = S0 = T0. Consider the set {(Si, Ti)|i = 0, 1, 2, . . . , r − 1}. It is obvious that
Si = ∅ for any i = 0, 1, . . . , r − 1. It is also obvious that |S0| = 1. Suppose that |Si | = 1 for some i = 1, 2, . . . , r − 1.
Then Si = Ti = {t} for some t ∈ S. By the deﬁnition of Ti , this means that a1a2 · · · ai ∈ D1(A), which contradicts the
minimality of |w|. Therefore, |Si | = 1 for any i = 1, 2, . . . , n. Hence the set {(Si, Ti)|i = 0, 1, 2, . . . , r − 1} does not
contain any ({s}, {s}) with s0 = s ∈ S.
Now assume that (Si, Ti) = (Sj , Tj ) for some i, j = 1, 2, . . . , r − 1, i < j . Then it can be seen that a1a2
· · · aiaj+1aj+2 · · · ar ∈ D1(A), which contradicts the minimality of |w|. Hence all (Si, Ti), i = 0, 1, 2, . . . , r − 1, are
distinct. Therefore, |{(Si, Ti)|i = 0, 1, 2, . . . , r − 1}|∑nk=2
(
n
k
)
(2k − 1) and hence r∑nk=2
(
n
k
)
(2k − 1).
We will show that 2n −nd1(n). It is obvious that d1(2)2. Let n3. We will construct a D1-directable automaton
A= (S,X, ) such that |S| = n and d1(A)= 2n − n. Let S be a ﬁnite set with |S| = n and let {T1, T2, . . . , Tr} = {T ⊂
S||T |2}. Notice that r =2n −n−2. Moreover, we assume that |T1| |T2| · · ·  |Tr |, {s0}=S\T1 and Tr ={s1, s2}.
Now we construct the following nondeterministic automatonA = (S,X, ): (1) X = {a1, a2, . . . , ar , b}. (2) For any
i=1, 2, . . . , r−1, saAi =Ti+1 if s ∈ Ti and saAi =S, otherwise. (3) s1aAr =s2aAr ={s1} and saAr =S if s ∈ S\{s1, s2}.
(4) s0bA = ∅ and sbA = T1 for any s ∈ S\{s0}.
Let s ∈ S and let i=1, 2, . . . , r . Notice that s(aiba1a2 · · · ar)A={s1} and hence aiba1a2 · · · ar ∈ D1(A).Moreover,
since s0bA=∅, we have bX∗∩D1(A)=∅. Let i, j =1, 2, . . . , r . Then S(aiaj )A=S. On the other hand, s(aib)A=T1
for any s ∈ S. This means that u ∈ aibX∗ if u is a shortest D1-directing word of A. Let i = 1, 2, . . . , r − 1. Then
Ti(aiaj )
A=Ti+1aAj =S if j > i+1 and Ti(aiaj )A=Ti+1aAj ⊇ Tj+1 if j i. Notice that in the latter case j+1 i+1.
This implies that u is not a shortest D1-directing word of A if u ∈ X∗aiajX∗ where j = i + 1. Moreover, since
SbA = T1, u is not a shortest D1-directing word of A if u ∈ XX+bX∗. Consequently, aiba1a2 · · · ar is a shortest
D1-directing word ofA, i.e. d1(A) = r + 2 = 2n − n. Hence we have 2n − nd1(n).
Finally, we compute d1(1) and d1(2). It is obvious that d1(1)=0. Consider the following nondeterministic automaton
A= ({1, 2}, {a, b, c}, ): (1) 1aA={1, 2} and 2aA={2}. (2) 1bA=∅ and 2bA={1, 2}. (3) 1cA={1} and 2cA=∅.
Then abc is a shortest D1-directing word ofA. Since d1(2)22 − 1 = 3, we have d1(2) = 3. 
Now we consider the value d3(n). Before dealing with the value d3(n), we deﬁne a nondeterministic automaton of
partial function type.
A nondeterministic automatonA= (S,X, ) is said to be of partial function type if |saA|1 for any s ∈ S and any
a ∈ X. Then we have:
Remark 1. LetA be a nondeterministic automaton of partial function type. Then D3(A) = D1(A).
M. Ito, K. Shikishima-Tsuji / Discrete Mathematics 308 (2008) 4900–4905 4903
LetA= (S,X, ) be a D3-directable automaton of partial function type. Consider the following procedure P: Let
u ∈ D3(A). Assume that u = u1u2u3 where u1, u3 ∈ X∗, u2 ∈ X+ and SuA1 = S(u1u2)A. Then procedureP can be
applied as u⇒Pu1u3.
Then we have the following result:
Lemma 1. In the above procedure, we have u1u3 ∈ D3(A).
Proof. LetA= (S,X, ) be a nondeterministic automaton of partial function type. Moreover, let u = u1u2u3 where
u1, u3 ∈ X∗, u2 ∈ X+ and SuA1 = S(u1u2)A. Since u ∈ D3(A), there exists s0 ∈ S such that suA = {s0} for any
s ∈ S. From the assumptions that SuA1 = S(u1u2)A andA is a nondeterministic automaton of partial function type, it
follows that suA = s(u1u2u3)A = s(u1u3)A = {s0} for any s ∈ S. By Remark 1, this means that u1u3 ∈ D3(A). 
Let A = (S,X, ) be a D3-directable automaton of partial function type and let a1a2 · · · ar ∈ D3(A) such that
saA1 = taA1 for some s, t ∈ S, s = t .
Assume that v ∈ D3(A), v=v1v2v3, v1, v3 ∈ X∗, v2 ∈ X+, |SvA1 |=|S(v1v2)A| and {s, t} ⊆ SvA1 . Then procedure
Q(s,t) can be applied as v⇒Q(s,t)v1a1a2 · · · ar .
Then we have the following results:
Lemma 2. In the above procedure, we have v1a1a2 · · · ar ∈ D3(A) and |SvA1 |> |Sv1aA1 |.
Proof. Let s ∈ S. Since v = v1v2v3 ∈ D3(A), we have svA1 = ∅, actually |svA1 | = 1. Notice that ∃sr ∈ S,
∀t ∈ S, t (a1a2 · · · ar)A={sr}. Therefore, s(v1a1a2 · · · ar)A= (svA1 )(a1a2 · · · ar)A={sr} and hence v1a1a2 · · · ar ∈
D3(A). SinceA is of partial function type and {s, t} ⊆ SvA1 , |SvA1 | |Sv1aA1 | + 1. This completes the proof of the
lemma. 
Lemma 3. LetA= (S,X, ) be a D3-directable automaton such that |S| = n and d3(A) = d3(n). Then there exists
a nondeterministic automaton B= (S, Y, ) of partial function type such that d3(B) = d3(n).
Proof. Let u = a1a2 · · · ar ∈ D3(A) with |u| = d3(A). Since u ∈ D3(A), there are sr ∈ S and a sequence of partial
functions of S into S, 1, 2, . . . , r such that s(a1a2 · · · ai)A ⊇ i (i−1(· · · (1(s)) · · ·)) for any s ∈ S and any
i = 1, 2, . . . , r . Furthermore, r (r−1(· · · (1(s)) · · ·)) = {sr} for any s ∈ S. Now we deﬁne the automaton of partial
function type B = (S, Y, ) as follows: (1)Y = {bi |i = 1, 2, . . . , r}. Remark that b1, b2, . . . , br are distinct symbols.
(2) sbBi = i (s) for any s ∈ S and any i = 1, 2, . . . , r .
Then B is a nondeterministic automaton of partial function type. Moreover, it is obvious that b1b2 · · · br ∈ D3(B).
Suppose that bi1bi2 · · · bik ∈ D3(B) where i1, i2, . . . , ik ∈ {1, 2, . . . , r}. Then we have ai1ai2 · · · aik ∈ D3(A).
Therefore, kr and r = d3(B). This completes the proof of the lemma. 
We are now ready to determine an upper bound for d3(n).
Proposition 7. For any n3, d3(n)
∑n−1
k=2
(
n
k
)−∑n−2k=0
(
n−2
k
)
+ n − 1 = 2n − 2n−2 − 3.
Proof. By Lemma 3, there exists a nondeterministic automaton of partial function typeA= (S,X, ) such that |S|=n
and d3(n) = d3(A). Let u = a1a2 · · · ar ∈ D3(A) with r = d3(n) and let Si = S(a1a2 · · · ai)A for i = 1, 2, . . . , r .
SinceA is of partial function type and r = d3(n) = d3(A), |S|> |S1| |S2| · · ·  |Sr−1|> |Sr | = 1. Let Sr = {sr}.
By Lemma 1, S, S1, S2, . . . , Sr−1 and Sr are distinct. Moreover, since |S|> |S1|, there exist s0, s1 ∈ S such that
s0 = s1 and s0aA1 = s1aA1 . Therefore, we can apply procedure Q(s0,s1) to a1a2 · · · ar if necessary and we can get
a1a2 · · · ar⇒Q(s0,s1)v1a1a2 · · · ar . Now we apply procedure P to v1a1a2 · · · ar as many times as possible until we
cannot apply procedureP anymore. Hence we can obtain w ∈ D3(A) with |w|2|S| − |S|. Then we apply procedure
Q(s0,s1) to w. We will continue the same process until we cannot apply either procedureP nor Q(s0,s1). Notice that this
process will be terminated after a ﬁnite number of applications of procedures P and Q(s0,s1). Let w = c1c2 · · · cs, ci ∈
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X, i =1, 2, ..., s be the last D3-directing word ofAwhich was obtained by the above process. Let Ti =S(c1c2 · · · ci)A
for any i = 1, 2, . . . , s. Then Ti = Tj for any i, j = 1, 2, . . . , s with i < j and {T1, T2, . . . , Ts} contains at most
n − 2 elements Ti, i = 1, 2, . . . , s with Ti ⊇ {s0, s1}. Since |{T ⊆ S|{s0, s1} ⊆ T }| =∑n−2k=0
(
n−2
k
)
and by the above
observation (including Lemma 2), we have d3(n)
∑n−1
k=2
(
n
k
)−∑n−2k=0
(
n−2
k
)
+ n − 1. 
For the lower bound on d3(n), we have the following result:
Proposition 8. Let n3. Then d3(n)2m + 1 if n = 2m (d3(n)3 · 2m−1 + 1 if n = 2m + 1).
Proof. Let n3 and let S ={1, 2, . . . , n}. Moreover, let S1 ={1, 2}, let S2 ={3, 4}, . . . , let Sm−1 ={2m− 3, 2m− 2}
and let Sm = {2m − 1, 2m} if n = 2m (Sm = {2m − 1, 2m, 2m + 1} if n = 2m + 1).
We deﬁne the following D3-directable automatonA= (S,X, ): (1) {T1, T2, . . . , Tk}= {{n1, n2, . . . , nm} | (n1, n2,
. . . , nm) ∈ S1 ×S2 ×· · ·×Sm}where k=2m if n=2m (k=3×2m−1 if n=2m+1). (2) T1 ={1, 3, 5, . . . , 2m−1}. (3)
X={a, b1, b2, . . . , bk−2, bk−1, c}. (4) 1aA=2aA={1}, 3aA=4aA={3}, . . . , (2m−3)aA=(2m−2)aA={2m−3}
and (2m− 1)aA= (2m)aA={2m− 1} if n= 2m ((2m− 1)aA= (2m)aA= (2m+ 1)aA={2m− 1} if n= 2m+ 1).
(5) Let i = 1, 2, . . . , k − 1. By i , we denote a bijection of Ti onto Ti+1. Then tbAi =i (t) for any t ∈ Ti and tbAi =∅,
otherwise. (6) tcA = {1} for any t ∈ Tk and tcA = ∅, otherwise.
Then it canbe easily veriﬁed thatab1b2 · · · bk−1c is a unique shortestD3-directingwordofA. Therefore,d3(n)2m+
1 if n = 2m (d3(n)3 × 2m−1 + 1 if n = 2m + 1). 
Now we consider the values cd2(n) and d2(n). The lower bound is from [3] and the upper bound is from [5].
Proposition 9. For n2, 2n−1 − 1cd2(n)1 + (n − 2)
(
2n
2
)
. Remark that cd2(1) = d2(1) = 0.
Finally, we provide a result on the value of cd3(n). The result is from [2,5].
Proposition 10. Let n1. Then (n − 1)2cd3(n)1 + (n − 2)
(
n
2
)
.
3. Commutative nondeterministic directable automata
In this section, we will consider the shortest directing words of commutative nondeterministic automata. The results
in this section are from [4].
Let i = 1, 2, 3 and let n1. Then cdcom(i)(n) denotes the value max{di(A)|A = (S,X, ) : commutative, A ∈
CDir(i) and |S| = n}.
Notice that in the deﬁnitions of dcom(i)(n) and cdcom(i)(n), X ranges over all ﬁnite nonempty alphabets.
Proposition 11. For any n1, dcom(1)(n) = cdcom(1)(n) = n − 1.
Proposition 12. Let n2.Then (n−1)2+1cdcom(2)(n)=dcom(2)(n)2n−2.For n=1, cdcom(2)(1)=dcom(2)(1)=0.
Proposition 13. Let n2. Then n2 − 3n + 3cdcom(3)(n) = dcom(3)(n)1 + (n − 2)
(
n
2
)
. For n = 1, cdcom(3)(1) =
dcom(3)(1) = 0.
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