The clustering of copper flotation process has a significant impact on the performance of operation adjustment. Nowadays, due to the complexity of the copper flotation process, the adjustment of operational variables, which are controlled by operators, is often not regulated properly in time. Therefore, it is necessary to obtain a clustering strategy for the copper flotation process to guide the operators by taking prompt and effective adjustment strategies. Due to the uncertainty of clustering itself, the number of categories and their respective probabilities are needed. Based on affinity propagation (AP) clustering algorithm and gaussian mixture model (GMM), a clustering algorithm is proposed in this paper, which is referred to as AP-GMM. It can get the optimal number of categories and their respective probabilities without giving the number of categories in advance. On this basis, a new category matching theory is constructed. Inspired by rewards and punishments in reinforcement learning, a penalty function is investigated to verify the optimum number of condition categories for copper flotation process. Finally, experiments show the effectiveness and feasibility of the proposed method.
I. INTRODUCTION
In the copper flotation process, it is difficult to identify the flotation conditions due to the complex process of copper flotation and the frequently diversified conditions of ore sources [1] . The distribution of concentrate copper grade is different for different ore properties. It is unreasonable to adopt the same operation control strategy for different ore properties. Currently, most operators make adjustments based on their experience. Since there is no unified standard operating guidance, it is impossible to ensure that the flotation process can run in a good condition for a long time. Due to no uniform condition clustering criterion, different operators will adopt different operation modes for the same conditions according to their own experience. This results in some operations that have no effect on the improvement of conditions, or even make the conditions worse. Therefore, it is crucial to classify the conditions of flotation process according to the ore properties.
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Clustering has a wide range of applications [2] - [4] and plays an irreplaceable role in our life. In [3] , the relation between user-generated text messages and foursquare checkin places is investigated by a latent semantic analysis. In [4] , the methods of artificial neural network and k-means clustering are used to measure the current of insulated-gate bipolar transistor. It is well known that k-means clustering method is a feasible and effective clustering method in engineering applications [5] , [6] . In [7] , a novel multi-view clustering framework is proposed which is called re-weighted discriminatively embedded k-means, and the proposed method can cluster high-dimensional multi-view data and mitigate the influence of outliers efficiently. Based on the weighted k-means in [8] , the strategy of spectral ensemble clustering is studied. The effectiveness of the spectral ensemble clustering strategy is demonstrated via the case of consensus clustering of big Weibo data. Moreover, the technology of hierarchical k-means clustering is investigated in [9] , [10] . In [9] , a hierarchical k-means method is presented based on the k-means method to address the issue of local optimal solution. Meanwhile, the hierarchical k-means clustering is employed in [10] for fingerprint matching problem. All of them have achieved satisfied achievements. Unfortunately, the method of k-means needs to specify the number of categories before clustering. For the copper flotation process with complex flow and varied ore properties, it is difficult to give the number of clusters in advance. Therefore, a clustering method without giving the number of categories in advance is expected.
A new clustering method is proposed in [11] , which is called as AP clustering. The advantage of AP clustering algorithm is that it does not need to give a specific number of categories before clustering. Moreover, the clustering center is a real point in the data set. Therefore, the clustering algorithm has been widely used in many fields [12] - [16] . In [17] , a transfer affinity propagation (TAP) clustering algorithm is proposed to classify the insufficient data. The algorithm of TAP can use the information from relevant source domains to complete the decision process. In [18] , a discriminative feature metric-based AP technique is proposed and it can improve the classification performance with discriminative constraints by selecting highly discriminative bands with low redundancy. Meanwhile, the extreme learning machine (ELM) based on the AP technique is investigated in [19] to reduce multi-dimensional data and fuse the high-similarity data. In addition, the accuracy and validity of the proposed method are verified by comparison with the BP, RBF, ELM, and Kmeans-ELM methods. Although the AP algorithm can achieve the number of categories without giving a specific number of categories before clustering, it is unable to determine the optimal number of categories unfortunately.
Recently, the method of clustering ensemble has attracted widely attention [20] - [22] . In [23] , a new clustering ensemble framework is proposed based on cluster-level weighting. In [24] , fuzzy clustering ensemble is studied by the fuzzy c-means algorithm and hierarchical clustering algorithm. All of them have achieved satisfactory results. On the basis of the above discussion, the AP-GMM technique is proposed in this paper. The main contributions of this paper are given as follows:
(i) Based on the proposed method, the optimum number of categories and the probability of each category can be obtained without giving the number of categories in advance;
(ii) In the process of category matching, both the similarity and the probability of each gaussian component are considered to match the category;
(iii) To verify the optimum number of categories which is obtained from the proposed method, a penalty function is constructed.
The remaining of this paper is arranged as follows. In Section II, the description of copper flotation industrial process is introduced. In Section III, data processing is presented. In Section IV, the related techniques of SUBC algorithm, AP algorithm, GMM and minimum description length (MDL) criterion are introduced. In Section V, the proposed methods for clustering and category matching are investigated. Meanwhile, a penalty function is presented and detailed here. In Section VI, the selections of standard operations and reference operations are introduced. The analyses of the experiments are given in Section VII. Finally, a conclusion is given in Section VIII.
II. DESCRIPTION OF COPPER FLOTATION INDUSTRIAL PROCESS
This paper concentrates on the copper flotation process in Jiangxi, China. The plant layout of the copper flotation process is shown in Fig. 1 and the detailed diagram of the flotation circuit of the copper dressing plant is displayed in Fig. 2 . The copper flotation process mainly consists of six modules, which are grinding, roughing, scavenging, separate-roughing, clean-scavenging and column cleaning. Sulfur cleaning and sulfur scavenging belong to the sulfur separation module, which not be detailed here. The process of grinding includes coarse crushing, semi self grinding and ball milling. The process of roughing includes roughing I and roughing II. The process of scavenging includes scavenging I and scavenging II. The process of clean-scavenging includes cleanscavenging I and clean-scavenging II. The process of column cleaning includes column cleaning I and column cleaning II. From Fig. 2 we can obtain that the concentrate of separateroughing, the concentrate of roughing I and the tailings of column cleaning II converge into column cleaning I. The concentrate of column cleaning I flows into column cleaning II. Then, the concentrate of column cleaning II is the copper concentrate. Finally, the tailings of clean-scavenging II and the tailings of scavenging II are merged into the sulfur flotation process. In Fig. 2 , the yellow circle marks are the measurement points of concentration. The green circle marks are the measurement points of bubble. The red square mark is the measurement point of PH. The blue square marks are the measurement points of copper concentrate grade. And the marks of purple triangle and yellow triangle are the measurement points of liquid level and air charge,respectively.
III. DATA PROCESSING AND CLUSTERING ANALYSIS
Field data is multifarious with different orders of magnitude. Therefore, it cannot be used directly. We call it 'dirty' data. To make the 'dirty' data into 'clean' data, data processing is necessary. Considering that various disturbances exist in the industrial field, it is difficult to guarantee the quality of industrial data. Therefore, for the selection of industrial data clustering method, it should be suitable for industrial data characteristics.
A. STANDARDIZATION
It can be seen from Fig. 2 that all of the concentration, bubble, PH, copper concentrate grade, liquid level and air charge are considered in this paper. However, their orders of magnitude are different from each other. To balance the contribution of each representation information, the strategy of zero-mean normalization is adopted for X fluorescence analyzer data and bubble analyzer data.
B. FEATURE EXTRACTION
To extract the data feature from concentration, bubble, PH and copper concentrate grade, the method of principal component analysis (PCA) is adopted in this paper. To keep the independence of the representations information, hierarchical block processing strategy is proposed and the process of hierarchical block processing strategy can be seen from Fig. 3 .
C. CLUSTERING ANALYSIS
Due to various disturbances in the industrial field, coupled with the aging and failure of the field instruments, there are some outliers and singular values in the industrial data. In the process of clustering, the clustering result cannot be affected by these abnormal points. Considering the inherent characteristics of industrial data, the results after multiple clustering should be the same and not affected by the initial points. For an industrial site, it focuses not only on the categories of data but on the probability of each category. The probability of each category can provide some important information for the field. For industrial field data clustering, it is more important that the clustering process should be based on the real points and avoid using imaginary points as the clustering center. Therefore, the clustering method of industrial data needs to meet the following characteristics:
(1) It is not affected by outliers and singular values;
(2) It is stable for clustering result and not affected by the initial points;
(3) Each category should have its own probability; (4) The clustering centers are the real points rather than the centers of mass of data. Therefore, to meet the above characteristics, the hybrid method, which is named AP-GMM and combines the advantages of AP and GMM, is presented in this paper. Meanwhile, the effectiveness of the proposed hybrid method is validated by the simulation.
IV. PREVIEW OF RELATED TECHNIQUES A. SUBTRACTIVE CLUSTERING (SUBC)
The principle of subtractive clustering method is to group data through a similarity. Based on the density of the surrounding data points, the subtractive clustering method assumes each data point is a potential cluster center [25] . The form of density measurement for a data point y i is defined as follows:
where m is the total number of data points,
is the neighborhood range of the cluster or simply the radius of hypercube cluster in data space. If one data point has the largest density value D cl 1 , it will be chosen as the first cluster center cl 1 . For the selection of the second cluster center, the effect of the first cluster center is subtracted in determination of the new density values, as follows: where r b ∈ [0, ∞) is the neighborhood that has measurable reduction in density measurement and the squash factor η > 1. According to Eq.(2) and Eq. (3), the data point cl 2 which has the largest density value D cl 2 is chosen as the second cluster center. The selection process of next cluster centers is carried out iteratively until the stopping criteria is achieved. The stopping criteria can be described as follows:
where ξ up and ξ down are positive constants. If the density value D k satisfies Eq.(4), then the kth data point is selected as c k cluster and continues to find other cluster centers. If the density value D k satisfies Eq.(5), the algorithm stops.
B. AP ALGORITHM
AP algorithm is proposed in [11] and it does not need to define the number of classes in advance, and constantly searches for appropriate clustering centers in the iterative process. This algorithm can identify the location and number of exemplars from data points automatically. Meanwhile, it can maximize the sum of similarity of all data points to the nearest representative points of the class. The flow chart of AP algorithm is shown as Fig. 4 .
In the calculation process of AP algorithm, it exists two important indexes: ''responsibility'' r(i, k) and ''availability'' a(i, k). The responsibility r(i, k) is computed as follows:
where the similarity s(i, k) indicates how well the data point with index k is suited to be the exemplar for data point i and the ''availability'' a(i, k) reflects the accumulated evidence for how appropriate it would be for point i to choose point k as its exemplar, taking into account the support from other points that point k should be an exemplar.
The ''availability'' a(i, k) is computed as follows:
where i ∈ {i, k}. Meanwhile, the ''self-availability'' a(k, k) is updated as follows:
The procedure of AP may be terminated after a fixed number of iterations, after changes fall below a threshold, or after the local decisions stay constant for some number of iterations.
C. GAUSSIAN MIXTURE MODEL (GMM)
Gaussian Mixture Model (GMM) is defined as the weighted sum of multiple gaussian components which stand a density of a particular random variable. Let x is the random variable, K is the maximum number of gaussian components and is the gaussian mixture model parameters that include mean vector µ, co-variance matrix and weight ω, then the mathematical formulation of GMM can be expressed as follows [26] :
and the lth density of Gaussian component P(x|µ l , l ) is achieved by:
where W is the dimension of x and the gaussian mixture model parameters must satisfy:
Usually, the parameters of GMM are obtained with the expectation maximization (EM) algorithm. To achieve the maximum likelihood of parameters, the log likelihood function should be optimized. Given a vector X = {x (1) , x (2) , · · · , x (n) } and the log likelihood function with K components is defined as follows [27] :
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D. MINIMUM DESCRIPTION LENGTH (MDL) CRITERION
It is well known that the flotation process is complicated. There exists mutual coupling between variables and interaction among operations. Thus, it is difficult to classify the categories for flotation process. In addition, the robustness of flotation process will be reduced by adjusting operations frequently [28] - [30] . To ensure the stable operation of flotation process and high robustness, it is important to determine a reasonable number of conditions for flotation process. To obtain the optimal number of conditions, the well-known minimum description length (MDL) criterion should be mentioned here [31] ,
Obviously, the definition of MDL criterion has two parts.
−logp(X | (k)) is the data code-length, and each of the k components of (k) requires a code-length proportional to (1/2)log n. Remark 1: Under the premise of effective operation, we hope that the number of conditions is as small as possible to improve the robustness of the system. Therefore, on the basis of traditional MDL, we add penalties for the number of components as follows:
V. PROPOSED METHODS

A. OPTIMAL NUMBER OF CATEGORIES BASED ON THE AP-GMM TECHNIQUE
For the classification of categories of copper flotation process, there are drawbacks with more or less categories. Overmuch categories will result in frequent adjustment of operations, which will lead to the decline of system stability. Similarity, less categories cannot ensure the copper flotation process in a good state of operation for a long time. Therefore, it is necessary to select a reasonable or optimal number of categories for the copper flotation process. Fig. 5 is the flow chart of AP-GMM algorithm and the steps of optimal number of categories based on the AP-GMM technique are as follows:
Step 1. The AP clustering algorithm is used to classify the data set and obtain the number of categories K and class centers µ k ;
Step 2. Put the categories K and class center µ k into GMM to calculate the probability of each category;
Step 3. Calculate the description length L k when the categories are K through the MDL criterion;
Step 4. Check K = 1. If it is not satisfied, return to Step 1 and update the bias parameter and make the number of categories K = K − 1, else go to Step 5;
Step 5. The number of categories k corresponding to the minimum description length L k is the optimal number of categories. Obviously, k ∈ {1, 2, ..., K }. 
B. CATEGORY MATCHING WITH SIMILARITY AND PROBABILITY
Through the previous calculation, the optimum number of conditions for copper flotation processes can be obtained as four categories. Therefore, four databases of conditions of copper flotation process can be constructed, which are as follows:
where x ij represents the principal component for the ith condition and the jth element and m 1 , m 2 , m 3 , m 4 represent the total number of different conditions, respectively.
In the traditional work of category matching, most of the work obtain the condition category through the method of similarity calculation. This calculation strategy ignores the correlation among categories. Based on the similarity calculation, GMM is combined to obtain the condition category in this paper. Set ψ = {y 1 , y 2 , y 3 , · · · y n } as a set of test data. The specific steps are as follows:
Step 1. The similarity between the characteristic matrices of test data and all the characteristic matrices of four conditions should be calculated. The similarity calculation formula is as follows:
where x ij represents the principal component of the modeling data, y * represents the principal component of the test data, respectively.
Step 2. Considering the interaction between the different condition categories, it is necessary to consider the weight of each gaussian component in the calculation of condition categories. Therefore, we obtain the condition categories through the following method: (15) where S fk represents the similarity of each category, w k represents the weight of each gaussian component, respectively.
C. PENALTY FUNCTION FOR OPERATION ADJUSTMENT
Based on the AP-GMM technique, the optimal number of categories has been obtained. In reinforcement learning [32] - [34] , different actions generate different rewards for agents. Inspired by reinforcement learning, a penalty function for operation adjustment has been established to achieve the optimal number of categories k. The penalty function for operation adjustment is showed as follows:
a kij > 0, 0, a kij = 0, −0.5 × a kij , a kij < 0,
where a kij is the adjustment value of the jth variable of the ith test data with the cluster number of k, p kij is the penalty of the jth variable of the ith test data with the cluster number of k. Symbols m and n are the numbers of the test data and the manipulated variables, respectively. Meanwhile, P k is the total penalty for the test data with the category number of k. Remark 2: Since operations in the test data are optimal or reasonable, any adjustment a kij (a kij = 0) is unreasonable. For positive deviation adjustment (a kij > 0), the penalty coefficient is set to -1. For negative deviation adjustment (a kij < 0), the penalty coefficient is set to -0.5. Of course, no penalty is imposed for unbiased adjustment (a kij = 0).
Remark 3: According to the formula (11), different penalties are imposed for different adjustments. More importantly, the total penalty P k for the test data with the category number of k can be acquired through the formulas (11) and (12) . Therefore, the optimal number of categories k can be achieved from max k {P k }.
VI. SELECTION AND DISCRETIZATION FOR STANDARD OPERATIONS AND REFERENCE OPERATIONS
After obtaining the categories of the copper flotation process, it is necessary to judge whether the number of categories for copper flotation process is correct and reasonable. Therefore, the selections for standard operations and reference operations are crucial.
A. SELECTION FOR STANDARD OPERATIONS
In the process of copper flotation process, copper concentrate grade is an important production index. Under the premise of meeting the recovery rate, the higher of the concentrate copper grade, the higher of the profit for the factory. Obviously, there is no doubt about it. Therefore, in the case of initial clustering, the descending order of copper concentrate grade in each category is arranged, and the corresponding operations are selected from the previous n pieces of data as the standard operations. Meanwhile, the standard operations are the test operations.
Remark 4: Due to the test operations are treated as the standard operations, any adjustment will be punished to some extent according to the formulas (11) and (12) . Therefore, the total penalty P k for the optimal number of categories of the copper flotation process is minimum.
B. SELECTION FOR REFERENCE OPERATIONS
After obtaining the test data, it is necessary to judge the category of each test data firstly. And the category of each test data can be achieved by the formulas (9) and (10) . Meanwhile, the concentrate copper grade of the modeling data with the highest similarity with the test data can be obtained in the same category. When the obtained copper concentrate grade is less than the lower threshold of the category, it is considered that the operation of the current condition needs to be adjusted. Otherwise, no operation adjustment is required. In the process of operation adjustment, the reference operation is obtained by formula (9) . The copper concentrate grade for reference operation must be greater than the lower threshold. To make the adjustment result more concise and intuitive, it is necessary to discretize the standard operations and reference operations.
Remark 5: Here, the default assumption is constructed that the same operations with the same categories have the same or similar concentrate copper grades between the test data and modeling data. Obviously, this default assumption is reasonable and will not be further explained in this paper.
VII. EXPERIMENTS
In this section, experiments of the industrial field data for copper flotation process are presented. Firstly, combining with the MDL criterion, the optimal number of categories for the copper flotation process has been obtained through the methods of GMM, SUBC-GMM and AP-GMM. Then, the optimal number of categories for the copper flotation process has been verified by the constructed penalty function. Experiments have shown that the proposed method of AP-GMM has better performance than GMM and SUBC-GMM. This paper takes the copper flotation plant of jiangxi as the research object, 650 sets of field data are selected for cluster analysis. Through data feature extraction, we can obtain the principal components of data as shown in Fig. 6 . In order to simplify the copper flotation process and ensure the stable operation of the copper flotation process, it hopes to realize the operation guidance of the copper flotation process through the optimal number of categories. Therefore, the MDL criterion is adopted to obtain the optimal number of categories for the copper flotation process. Figs. 7, 10 and 13 show the curves of MDL criterion for GMM, SUBC-GMM and AP-GMM, respectively. It can be shown that the optimal number of categories for copper flotation process for GMM, SUBC-GMM and AP-GMM are 4, 5, 4, respectively. And the clustering results of them for the principal components can be shown from Figs. 8, 11 and 14 .
To verify the proposed method of AP-GMM has better performance than GMM and SUBC-GMM, the penalty function is utilized to calculate the penalty values for different categories. Obviously, the optimal number of categories should be with the minimum penalty. The curves of total penalties for different categories for GMM, SUBC-GMM and AP-GMM are shown as Figs. 9, 12 and 15 and the penalty values for different categories with different clustering methods can be seen from table 1. Figs. 7, 9, 10, 12 and table 1 show that both the clustering methods GMM and SUBC-GMM not have the smallest penalty with the optimal number of categories. However, the clustering method AP-GMM has the smallest penalty with the optimal number of categories.
Remark 6: As for the clustering method GMM, the number of categories in advance is needed. Meanwhile, the clustering performance is affected by the initial points. If the number of categories in advance is unknown or the initial clustering points are not the optimal initial points, this clustering method will not be implemented or achieve the satisfactory results.
Remark 7: The clustering method SUBC-GMM can achieve the function of clustering without giving the number of categories in advance. Meanwhile, the weight of each category can be obtained. Compared with the clustering method AP-GMM, it only considers which category the sample points fall into and ignores the availability of the sample point to a certain category. Therefore, the clustering performance of SUBC-GMM is not perfect.
Remark 8: The clustering method AP-GMM can achieve the function of clustering without giving the number of categories in advance. Meanwhile, the weight of each category can be obtained. In the process of clustering, it not only considers which category the sample points fall into but also considers the responsibility for the sample points fall into other categories. Thus, the clustering performance of AP-GMM is more satisfactory.
VIII. CONCLUSION
In this paper, a clustering strategy is proposed, which not only obtains the optimal number of categories but also achieves the weight of each category without giving the number of categories in advance. Based on this, a new category matching strategy has been constructed. To get the optimal number of categories for copper flotation process, AP strategy has been applied to achieve the maximum number of categories firstly. Then, the GMM and a modified MDL have been studied to acquire the optimal number of categories for the copper flotation process. In the process of category matching, considering the correlation among the categories of the copper flotation process, the matching strategy has been given by combining the similarity and the gaussian component weights of each condition. To verify the optimum number of condition categories which is obtained from the proposed method, a penalty function has been constructed. Finally, related experiments show the effectiveness of the proposed method.
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