Abstract. The hypergeometric solutions to the KZ equation contain a certain symmetric "master function", [SV]. Asymptotics of the solutions correspond to critical points of the master function and give Bethe vectors of the inhomogeneous Gaudin model, [RV]. The general conjecture is that the number of orbits of critical points equals the dimension of the relevant vector space, and that the Bethe vectors form a basis. In [ScV], a proof of the conjecture for the sl 2 KZ equation was given. The difficult part of the proof was to count the number of orbits of critical points of the master function. Here we present another, "less technical", proof based on a relation between the master function and the map sending a set of polynomials into the Wronski determinant. Within these frameworks, the number of orbits becomes the intersection number of appropriate Schubert classes. Application of the Schubert calculus to the sl p KZ equation is discussed.
Introduction
Denote Z = { z = (z 1 , . . . , z n ) ∈ C n | z i = z j , 1 ≤ i < j ≤ n } . Let M = (m 1 , . . . , m n ) be a vector with positive integer coordinates, |M| = m 1 + · · · + m n . For z ∈ Z, consider the following function in k variables, k ≤ |M|/2 ,
defined on C(t, z) = C k,n (t, z) = (2) = t = (t 1 , . . . , t k ) ∈ C k | t i = z j , t i = t l , 1 ≤ i < l ≤ k, 1 ≤ j ≤ n .
The critical point system of the function Φ(t) provides the Bethe equations for the sl 2 Gaudin model of an inhomogeneous magnetic chain, [G] . The symmetric group acts on C(t, z) permuting coordinates t 1 , . . . , t k , and the action preserves the critical set of Φ(t). The orbits of nondegenerate critical points give common eigenvectors of the system of commuting Hamiltonians of the Gaudin model and define asymptotic solutions to the sl 2 KZ equation. For generic z ∈ Z, these eigenvectors generate the subspace Sing k of singular vectors of weight |M| − 2k in the tensor product of irreducible sl 2 (C) representations with highest weights m 1 , . . . , m n , [RV] .
One of the main results in [ScV] asserts that for generic z all critical points of the function Φ(t) are nondegenerate and the number of orbits equals the dimension of Sing k . In other words, each common eigenvector of the Hamiltonians of the Gaudin model is represented by the solutions to the Bethe equations exactly once. In general, for other integrable models "parasite" solutions to the Bethe equations appear.
The difficult part of the proof given in [ScV] is to get an appropriate upper bound for the number of orbits of critical points of the function Φ(t). The aim of the present paper is to calculate this upper bound in another, "less technical", way using the Schubert calculus.
The Wronski determinant of two polynomials in one variable defines a map from the Grassmannian of two-dimensional planes of the linear space of polynomials to the space of monic polynomials (Sec. 3.1). It turns out that there is a one-to-one correspondence between the orbits of critical points of the function Φ(t) and the planes in the preimage under this map of the polynomial
In fact, this is a classical result going back to Heine and Stieltjes (Sec. 3.3; cp. [S] , Ch. 6.8).
To calculate the cardinality of the preimage is a problem of enumerative algebraic geometry, and an upper bound can be easily obtained in terms of the intersection number of special Schubert classes (Sec. 4). A well-known relation between representation theory and the Schubert calculus implies that the obtained upper bound coincides with the dimension of the space Sing k .
The Schubert calculus seems to be an appropriate tool for the sl p KZ equations as well. A function related in a very similar way to the Wronski map from the Grassmannian of p-dimensional planes was found by A. Gabrielov, [Ga] . This function turns to be the master function of the sl p KZ equation associated with the tensor product of symmetric powers of the standard sl p -module. This allows to apply the Schubert calculus and to calculate the number of orbits of critical points as the intersection number of special Schubert classes, Sec. 5.1.
The Wronski map corresponds to some special rational curve in the Grassmannian ( [EG] , see also Sec. 5.2). It would be interesting to find rational curves corresponding to the master functions associated with other tensor products.
Our presentation of the KZ equation theory in Sec. 2 is borrowed from [RV] , [V] . The exposition of the Schubert calculus and its relation to the sl 2 representation theory in Sec. 3 and 4 follows [GH] and [F] . The tensor product
where M = (m 1 , . . . , m n ) and all m i are nonnegative integers, becomes an sl 2 -module if the action of x ∈ sl 2 is defined by
The bilinear symmetric form on L ⊗M given by
is called the Shapovalov form.
Let j 1 , . . . , j n be integers such that 0 ≤ j i ≤ m i for any 1 ≤ i ≤ n. Denote
The vectors f J v M are orthogonal with respect to the Shapovalov form and provide a basis of the space L ⊗M .
For A = (a 1 , . . . , a n ), write |A| = a 1 + · · · + a n . We have
2.2. The sl 2 KZ equation. For the Casimir element,
and for 1 ≤ i < j ≤ n, denote Ω ij : L ⊗M → L ⊗M the operator which acts as Ω on i-th and j-th factors and as the identity on all others. For z ∈ Z, define operators H 1 (z), . . . , H n (z) on L ⊗M as follows,
The Knizhnik-Zamolodchikov (KZ) 
where κ is a parameter. This equation appeared first in Wess-Zumino models of conformal field theory, [KZ] .
2.3. Asymptotic solutions to the KZ equation ( [V] ). The series
where I and φ i are functions on Z, provides an asymptotic solution to the equation (8) if the substitution of φ into (8) gives 0 in the expansion into a formal power series in κ.
If φ(z) is an asymptotic solution, then the substitution into (8) gives recurrence relations for the functions φ i , and in general φ i can be recovered from φ 0 for any i > 0. Moreover the substitution shows that
2.4. The Bethe Ansatz. For any z ∈ Z, the operators H i (z) commute, are symmetric with respect to the Shapovalov form, and therefore have a common basis of eigenvectors.
The Bethe Ansatz is a method for diagonalizing of a system of commuting operators H i in a vector space L called the space of states. The idea is to consider some L-valued function w : C k → L, and to determine its argument t = (t 1 , . . . , t k ) in such a way that the value of this function, w(t), is an eigenvector. The equations which determine these special values of the argument are called the Bethe equations and the vector w(t 0 ), where t 0 is a solution to the Bethe equations, is called the Bethe vector.
In all known examples the Bethe equations coincide with the critical point system of a suitable function called the master function of the model. The Bethe vectors correspond to the critical points of the master function.
The standard conjectures are that the (properly counted) number of critical points of the master function is equal to the dimension of the space of states, and that the Bethe vectors form a basis.
The operators H i (z) given by (7) appear in the sl 2 Gaudin model of inhomogeneous magnetic chain [G] . According to (10), the asymptotic solutions to the sl 2 KZ equation (8) are labeled by the Bethe vectors of the sl 2 Gaudin model. 2.5. Subspaces of singular vectors. Let k be a nonnegative integer, k ≤ |M|/2, and
This space is generated by the vectors f J v M as in (6) with |J| = k.
As usually we set
is clearly the multiplicity of L |M |−2k in the decomposition of the tensor product L ⊗M into a direct sum of irreducible sl 2 -modules. Equivalently, this is the multiplicity of the trivial sl 2 -module, L 0 , in the decomposition of the tensor product
. It seems the explicit formula was unknown to experts in representation theory.
The KZ equation preserves Sing k for any k, and the subspaces Sing k generate the whole of L ⊗M . Therefore it is enough to produce solutions with values in a given
Hypergeometric solutions ([SV]
). For z ∈ Z, consider the function
which is defined on C(t, z) given by (2). This function is invariant with respect to the group S k of permutations of t 1 , . . . , t k .
For J = (j 1 , . . . , j n ) with integer coordinates satisfying 0 ≤ j i ≤ m i and |J| = k, set
is the sum over all permutations of t 1 , . . . , t k .
Theorem 2. ([SV])
Let κ = 0 be fixed. The function
where γ(z) is an appropriate k-cycle lying in C k,n (z), provides a nontrivial solution to the KZ equation (8) and takes values in Sing k .
The master function of the Gaudin model ([RV]
). Asymptotic solutions can be produced by taking the limit of u γ(z) as κ → 0. According to the steepest descend method, the leading terms, φ 0 , are defined by the critical points of Ψ 1/κ k,n (t, z) with respect to t. In order to study the critical points, one can clearly replace Ψ 1/κ k,n (t, z) with the function Φ(t) given by (1).
Theorem 3. ([RV]) (i) If t 0 is a nondegenerate critical point of the function Φ(t), then the vector
is an eigenvector of the set of commuting operators H 1 (z), . . . , H n (z).
(ii) For generic z ∈ Z, the eigenvectors w(t 0 , z) generate the space Sing k .
Thus the function Φ(t) is the master function of the Gaudin model, and w(t 0 , z) are the Bethe vectors. The critical point system of the function Φ(t) is as follows,
The set of critical points of the function Φ(t) is invariant with respect to the permutations of t 1 , . . . , t k . Critical points belonging to the same orbit clearly define the same vector. One of the main results of [ScV] is as follows. Thus for generic z ∈ Z, the Bethe vectors form a basis of Sing k .
The proof of the statement (i) of Theorem 4 given in [ScV] is short, see Theorem 6 in [ScV] . The statements (ii) of Theorem 3 and (i) of Theorem 4 imply that the number of orbits is at least dim Sing k . The difficult part of [ScV] was to prove that the number of orbits is at most dim Sing k , see Theorems 9-11 in [ScV] .
As it was pointed out in [ScV] , Sec. 1.4, the orbits of critical points of the function Φ(t) are labeled by certain two-dimensional planes in the linear space of complex polynomials. This observation suggests to apply the Schubert calculus to the problem under consideration. For any V ∈ G 2 (Poly d ) define the degree of of V as the maximal degree of its polynomials and the order of V as the minimal degree of its non-zero polynomials. Let V ∈ G 2 (Poly d ) be a plane of order a and of degree b. Clearly a < b. Choose in V two monic polynomials, F (x) and G(x), of degrees a and b respectively. They form a basis of V . The Wronskian of V is defined as the monic polynomial
The following lemma is evident. 
We call it the Wronski map. This is a mapping between smooth complex algebraic varieties of the same dimension, and hence the preimage of any polynomial consists of a finite number of planes. On Wronski maps see [EG] .
3.2. Planes with a given Wronskian.
Lemma 2. Any plane with a given Wronskian is uniquely determined by any of its polynomial.
Proof: Let W (x) be the Wronskian of a plane V and f (x) ∈ V . Take any polynomial g(x) ∈ V linearly independent with f (x). The plane V is the solution space of the following second order linear differential equation with respect to unknown function
The Wronskian of the polynomials f (x) and g(x) is clearly proportional to W (x). Therefore this equation can be re-written in the form
as f (x) is clearly a solution to this equation. ⊳
We call a plane V generic if for any x 0 ∈ C there is a polynomial P (x) ∈ V such that P (x 0 ) = 0. The polynomials of any basis of a generic plane do not have common roots.
then there exists a polynomial F 0 (x) ∈ V of the form
Proof: Let G(x) ∈ V be a polynomial of the smaller degree. We have G(0) = 0, due to Lemma 3. Let F (x) ∈ V be a polynomial of the bigger degree. The polynomial
satisfies F 0 (0) = 0 and therefore has the form
for some integer l ≥ 1. The polynomials G and F 0 form a basis of V , therefore the polynomial
The smallest degree term in this polynomial is l · a l · G(0)x l−1 , where a l is the coefficient of x l in F 0 (x). Therefore l = m + 1. Remark. The function Φ(t) given by (1) can be re-written in the form
where Res(W, F ) is the resultant of the polynomials W (x) and F (x), Disc(F ) is the discriminant of the polynomial F (x), the polynomial W (x) is given by (3) and
If polynomials F and Q do not have common roots, then at each root t i of F we clearly have
This is exactly the critical point system of the function Φ(t), cp. (12). Thus the function Φ considered as a function of polynomials W and F is the generating function of the Wronski map -for a given polynomial W , the critical points of the generating function give the preimage of W .
The preimage of a given Wronskian
The number of nondegenerate planes with a given Wronskian can be estimated from above by the intersection number of Schubert classes.
Schubert calculus ([GH], [F]). Let
defines the flag of linear subspaces
where E i = Span{e 1 , . . . , e i } , dim E i = i. For any integers a 1 and a 2 such that 0
The variety Ω a 1 ,a 2 = Ω a 1 ,a 2 (E • ) is an irreducible closed subvariety of G 2 (d + 1) of the complex codimension a 1 + a 2 .
The homology classes [Ω a 1 ,a 2 ] of Schubert varieties Ω a 1 ,a 2 are independent of the choice of flag, and form a basis for the integral homology of G 2 (d + 1). Define σ a 1 ,a 2 to be the cohomology class in H 2(a 1 +a 2 ) (G 2 (d + 1)) whose cap product with the fundamental class of G 2 (d + 1) is the homology class [Ω a 1 ,a 2 ] . The classes σ a 1 ,a 2 are called Schubert classes.
They give a basis over Z for the cohomology ring of the Grassmannian. The product or intersection of any two Schubert classes σ a 1 ,a 2 and σ b 1 ,b 2 has the form a 2 ; b 1 , b 2 ; c 1 , c 2 )σ c 1 ,c 2 ,   where C(a 1 , a 2 ; b 1 , b 2 ; c 1 , c 2 ) are nonnegative integers called the Littlewood-Richardson coefficients.
If the sum of the codimensions of classes equals dim G 2 (d + 1) = 2d − 2, then their intersection is an integer (identifying the generator of the top cohomology group
When (a 1 , a 2 ) = (q, 0), 0 ≤ q ≤ d − 1, the Schubert varieties Ω q,0 are called special and the corresponding cohomology classes σ q = σ q,0 are called special Schubert classes.
We will need the following fact connecting the Schubert calculus and representation theory.
Denote L q the irreducible sl 2 -module with highest weight q.
Then the intersection number of the corresponding special Schubert classes, σ q 1 · ... · σ q n+1 , coincides with the multiplicity of
⊳ This proposition and Theorem 1 imply the explicit formula for the intersection number of special Schubert classes which seems to be unknown to experts.
Corollary 2. Let q 1 , . . . , q n+1 be integers such that 0 ≤ q i ≤ d − 1 for all 1 ≤ i ≤ n + 1 and q 1 + · · · + q n+1 = 2d − 2. Then we have
4.2. The planes with a given Wronskian and Schubert classes. Applying the Schubert calculus to the Wronski map, we arrive at the following result.
Theorem 6. Let m 1 , . . . , m n be positive integers such that |M| = m 1 +· · ·+m n ≤ 2d−2. Then for generic z ∈ Z and for any integer k such that 0 < k < |M| + 1 − k ≤ d, the preimage of the polynomial (3) under the Wronski map consists of at most
planes of order k and of degree < |M| + 1 − k.
Proof: Any plane of order k with the Wronskian of degree |M| lies in G 2 (Poly |M |+1−k ), as Lemma 1 shows. Therefore it is enough to consider the Wronski map on G 2 (Poly |M |+1−k ).
For any z i , define the flag
where F j (z i ) consists of the polynomials P (x) ∈ Poly |M |+1−k of the form
We have dim F j (z i ) = j + 1. Lemma 4 implies that the nondegenerate planes with a Wronskian having at z i a root of multiplicity m i lie in the special Schubert variety
The maximal possible degree of the Wronskian W V (x) for V ∈ Poly |M |+1−k is clearly 2|M| − 2k. Denote m ∞ = |M| − 2k, the difference between 2|M| − 2k and |M|. If m ∞ is positive, it is the multiplicity of W (x) at infinity.
The nondegenerate planes with a Wronskian having given multiplicity m ∞ at infinity lie in the special Schubert variety Ω m∞,0 (F ∞ ) , where F ∞ is the flag
We conclude that the nondegenerate planes which have the Wronskian (3) lie in the intersection of special Schubert varieties 
(Note that for p = 2 any irreducible sl 2 -module is a symmetric power of the standard one.)
Consider the KZ equation associated with the subspace of singular vectors of weight k = (k 1 , . . . , k p−1 ) in L. The master functionΦ(t) =Φ K,n (t; z, M) is now a function in (2), and given bỹ
see [RV] . One can re-write this function in the form (cp. Remark in Sec. 3.3),
where
m j is the same as in (3). In this form the functioñ Φ(t) was found by A. Gabrielov as the generating function of the Wronski map from the Grassmannian of p-dimensional planes of the vector space of complex polynomials, [Ga] .
The set of critical points of the function (14) is invariant with respect to the group
The Wronskian of l polynomials, P 1 (x), . . . , P l (x) , is the determinant
The Wronskian of any p-dimensional plane in the space of polynomials is defined as a monic polynomial which is proportional to the Wronskian of some (and hence any) basis of the plane.
The following theorem which is a generalization of the result of Heine and Stieltjes (Theorem 5 in Sec. 3.3) holds.
Theorem 7. Let (3) be the Wronskian of some p-dimensional plane in the space of polynomials. Assume that there exists a basis {P 1 (x), . . . , P p (x)} of this plane such that the Wronskian of the polynomials P 1 (x), . . . , P l (x) is W l (x; s (l) ) = k l j=1 (x − s (l) j ) for any 1 ≤ l ≤ p − 1 and s = (s (1) , . . . , s (p−1) ) ∈ C K,n (t; z). Then the point s is a critical point of the master function (14) .
Conversely, any orbit of critical points of the master function (14) defines a unique p-dimensional plane with these properties.
Arguments similar to those of the sl 2 case show then that for generic z the number of p-dimensional planes in G p (Poly d ) with the Wronskian (3) 5.2. Master functions and rational functions in the Grassmannian. As it is explained in [EG] , any rational curve of degree D in the Grassmannian G p (Poly d ) defines a projection from G p (Poly d ) to the projective space of complex polynomials of degree at most D, considered up to proportionality. The construction is as follows.
Let V ∈ G p (Poly d ). One can identify polynomials of degree at most d with vectors in C d+1 using coefficients as coordinates. Then V can be given by a p × (d + 1)-matrix of coordinates of p linearly independent polynomials of V . On the other hand, one can also identify these polynomials with linear forms on C d+1 , and p linearly independent forms define a subspaceṼ of dimension d + 1 − p in C d+1 . This subspace can be represented by a (d + 1 − p) × (d + 1)-matrix. We denote this matrix K V . Now let a rational curve be given by a p × (d + 1)-matrix P (ξ) of polynomials in ξ, and let K V be a (d + 1 − p) × (d + 1)-matrix corresponding in the described way to any V ∈ G p (Poly d ). Then P (ξ) defines a projection by the formula
As it was shown in [EG] , the Wronski map corresponds to a rational curve given by the matrix    
where F (ξ) is a row of powers of ξ,
. . . ξ 1) .
We get that this rational curve corresponds to the master functionΦ. It would be interesting to understand what rational curves correspond to the master functions for sl p KZ equations associated with other tensor products.
