1 Introduction Brown and Simpson (1993) considered two versions of the Baire Category Theorem, which they called BCT-I and BCT-II . They showed that BCT-I is provable in RCA 0 , the subsystem of second order arithmetic specifying some basic algebraic properties of the numbers, induction for Σ 0 1 sets and the recursive comprehension axiom. Additionally, they showed that BCT-II is not provable in RCA 0 . Brown and Simpson then introduced RCA + 0 , the extension of RCA 0 which for each n includes the statement that for each subset X of the natural numbers N, there is a G ⊆ N such that G is Cohen generic for n-quantifier arithmetic relative to X. They showed that BCT-II is provable in RCA + 0 and posed the question whether BCT-II and its consequence the Open Mapping Theorem are provable in a system weaker than RCA + 0 . In this paper, we introduce an equivalent formulation of BCT-II , which we denote BCT-Π 0 1 . It states that the intersection of every sequence of dense open subsets of Baire space which has a uniformly Π 0 1 representation is dense. In the language of forcing, the set of reals which are generic for the sequence O n : n ∈ N is dense. Using this recursion theoretic characterization, we show that there is an ω-model of BCT-Π 0 1 which is not a model of RCA + 0 (Corollary 4.3, thereby answering the question raised by Brown and Simpson.) Brown and Simpson compared BCT-II with WKL 0 , which consists of RCA 0 and the assertion (of compactness) that every infinite binary tree has an infinite branch. They showed that neither of these two systems is a subtheory of the other, over the base system RCA 0 . We continue in this line by comparing BCT-Π 
Definition 1.1 Let [N]
n denote the size n subsets of N. Suppose that n and m are positive integers and F is a function from [N] n to {1, . . . , m}. We say that H ⊆ N is homogeneous for F if F is constant on H n .
Theorem 1.2 (Ramsey's Theorem) For all positive integers n and m, if F : [N] n → {1, . . . , m} then there is an infinite set H such that H is homogeneous for F .
If we fix n and m, we represent the above conclusion as N → [N] n m . To state the principle for all n and m, we write N → [N] <N <N . Jockusch (1972) showed that there is a recursive partition of [N] 3 into 2 pieces such that 0 is recursive in any infinite homogeneous set. The same proof shows that RCA 0 + N → [N]
ACA 0 , where ACA 0 is RCA 0 with a scheme for arithmetic comprehension. Seetapun showed that if F is a partition of [N] 2 into finitely many pieces and X is not recursive in F then there is an infinite set H such that H is homogeneous for F and X is not recursive in H. Consequently,
2 is a relatively weak subtheory of Z 2 . On the other hand, Slaman showed that there is an arithmetic statement ϕ such that The results of Seetapun and Slaman may be found in (Seetapun and Slaman 1994) .
We will show that
2 Separable metric spaces within second order arithmetic
We reproduce the Brown and Simpson definitions. The language of second order arithmetic Z 2 consists of two sorted variables, the number variables i, j, k, l, m, n, . . . and the set variables X, Y, Z, . . .. The numerical terms are built up from number variables, the constant symbols 0 and 1, and the binary operations of addition and multiplication. Atomic formulas are t 1 = t 2 , t 1 < t 2 and t 1 ∈ X where t 1 and t 2 are numerical terms. Formulas are built up from atomic formulas by means of the propositional connectives, number quantifiers and set quantifiers.
A formula is Σ RCA 0 is the subsystem of Z 2 which includes the ordered semiring axioms for N, +, ·, 0, 1, < together with schemes for Σ 0 1 induction (IΣ 0 1 ) and recursive comprehension (∆ 0 1 CA). WKL 0 is the subsystem of Z 2 which consists of RCA 0 plus an additional axiom which states that every infinite binary tree has an infinite path and ACA 0 is the subsystem of Z 2 which consists of RCA 0 plus the scheme for arithmetic comprehension.
Within RCA 0 , Brown and Simpson represent metric spaces as follows.
A (code for a) complete separable metric space consists of a set A ⊆ N together with a distance function
. That is, f is a Cauchy sequence which converges geometrically. The pseudometric d on A extends to a pseudometric d on A. Within RCA 0 , we can form the infinite product space A = ∞ i=0 A i from the sequence of (codes for) complete separable metric spaces A i , i ∈ N. Thus, we can represent Cantor space 2 N and Baire space N N inside RCA 0 and we can identify their points with functions f from N to {0, 1} and g from N to N, respectively.
Let A be a complete separable metric space. An open ball B(x, ) in A is a set associated with the ordered pair (x, ) (the center and the radius of the ball, respectively) with x ∈ A and ∈ R + such that B(x, ) is equal to {y : d(x, y) < }. An open ball with center a ∈ A and radius r ∈ Q + is called a basic open set. A code for an open set U is a sequence of basic open sets B(a n , r n ) : n ∈ N and we say that x ∈ A is in U if there is a basic open set B(a, r) in the sequence such that x ∈ B(a, r). A closed set is one which is the complement of an open set.
A (code for a) separably closed set C is a sequence S = x n : n ∈ N of points in A whose closure is C, namely C = S. In other words, a separably closed set is one which is represented by some countable set which is dense within it. A set is separably open if it is the complement of a separably closed set.
Suppose that A and B are complete separable metric spaces with codes A and B. Working within RCA 0 , we define a (code for a) continuous partial function from A to B to be a function F : N → A × Q + × B × Q + such that for all m, n ∈ N, a, a ∈ A, b, b ∈ B and r, r , s, s ∈ Q + :
We will use some basic consequences of RCA 0 and some standard results about complete separable metric spaces provable within RCA 0 . The facts that we will use without proof include the following.
Every Σ 0 1 set has a least element, every bounded Σ 0 1 set has a bounded enumeration, for every natural number m there is no Σ 0 1 bijection between {n ∈ N : n < m} and {n ∈ N : n < m + 1}, if Φ is Π 1 , a 2 , a 3 , . . . , a n } a finite set of points which are in U then the set U − {a 1 , a 2 , a 3 , . . . , a n } is open. (See (Brown 1987) .)
Let A be a complete separable metric space. We say that an open set U is dense if for every basic open set B(a, r) there exists an element x ∈ A, such that x ∈ U ∩ B(a, r). A closed set is said to be nowhere dense if its complement is a dense set. Equivalently over RCA 0 if C contains no open ball.
Brown and Simpson defined RCA + 0 to be the subsystem of second order arithmetic Z 2 whose axioms are those of RCA 0 plus a scheme which states that given a sequence of arithmetically defined dense subsets of 2 <N there exists an element of 2 N which meets them all.
We recall the Brown and Simpson statement of BCT-II .
Definition 3.1 BCT-II is the following statement. Let A be a complete separable metric space, and let x n,k : k ∈ N : n ∈ N be a sequence of (codes for the complements of) dense separably open subsets O n of A. If U is a (code for a) nonempty open set in A, then there is a point x ∈ A such that x ∈ U and x ∈ O n for all n ∈ N (i.e., x ∈ {x n,k : k ∈ N} for any n ∈ N).
We give a recursion theoretic formulation of BCT-II . • A sequence of open sets O n : n ∈ N is uniformly Π 0 1 if there are (codes for) a sequence B(a n,i , r n,i ) : n ∈ Ni ∈ N and a sequence of Π 0 1 formulas Φ n : n ∈ N , such that for each n, O n is equal to {B(a n,i , r n,i ) : Φ n (i)}. Note that BCT-Π 0 1 is written as a hypothesis on Baire space rather than on all complete separable metric spaces. In order to prove the equivalence of BCT-II and BCT-Π 0 1 , we check that the usual propositions establishing the universal role of N N among all complete separable metric spaces are true at the effective level.
To fix some notation, for σ ∈ N <N and k ∈ N, let σ * k be the sequence obtained by appending k to σ. Let lh(σ) denote the length of σ. For n in N and x in N N , we let x n be the sequence obtained by restricting x to its first n values.
Fix a representation of a complete separable metric space A. We construct a continuous map π : N N → A which we will use to reduce instances of the Baire Category Theorem for A to ones involving N N . Let B A be the collection of basic open subsets of A and fix an enumeration B(a i , r i ) : i ∈ N of B A such that every element of B A appears infinitely often. We define π 0 mapping the nontrivial elements σ in N <N to finite sequences from B A by recursion. If σ is a sequence k of length 1 then π 0 (σ) is the kth element B(a, r) of B A such that r is less than or equal to 1. When we speak of the kth element, we are referring to the kth element in the fixed enumeration of B A . Given that π 0 (σ) is defined and equal to B(a(σ), r(σ)) let π 0 (σ * k) be the kth element B(a, r) of B A such that r is less than or equal to the minimum of {1/2 lh(σ) , r(σ)} and such that d(a(σ), a) ≤ r(σ) − r. We have defined π 0 so that for each σ, π 0 (σ) is an element of B A of radius less than or equal to 1/2 lh(σ)−1 and so that for each k, π 0 (σ * k) ⊆ π 0 (σ). Note that π 0 is defined by a Σ 0 1 recursion relative to the presentation of A and, as such, is well defined within RCA 0 .
We define π : N N → A by setting π(x) equal to a(x n) : n ∈ N , where B(a(x n), r(x n)) is π 0 (x n). We defined π 0 so that a(x n) : n ∈ N would be a suitable Cauchy sequence. The surjectivity of π is built into the representation of elements of A as Cauchy sequences with a geometric convergence rate. The continuity of π is ensured in the specification of π 0 .
Lemma 3.4 (RCA 0 ) For every complete separable metric space A the following conditions hold. Proof: Suppose A is a complete separable metric space. Recall our notation from above:
, and π is the continuous function derived from π 0 .
Suppose that O is an arbitrary union of basic open subsets of A and is dense in A. To check that π −1 (O) is dense, let U be an open subset of N N and let i be given so that B(
and r is less than 1/2 lh(σ i ) . In particular, a in an element of O. Now, consider a sequence x such that for each n, if n is less than or equal to lh(σ i ) then x(n) = σ i (n) and if n is greater than lh(σ i ) then B(a(x n), r(x n)) is of the form B(a, r(x n)). (For example, the leftmost such sequence x can be constructed recursively in the presentation of A.) This x is an element of B(σ i , 1/2 lh(σ i ) ), is hence an element of U and satisfies π(x) = a. In particular,
Note that π 0 (σ k ) ⊆ B(a i , r i ) can be rewritten recursively as r i ≥ r(σ k ) and
formula. Of course, Ψ holds of k if and only if there is at least one i less than or equal to k such that π 0 (σ k ) is contained in B(a i , r i ) and Φ holds of i. We define To see that O * is dense, let σ be given; we will show that there is a k
Since O is dense there is an i such that Φ(i) (and so B(a i , r i ) is contained in O) and B(a i , r i ) ∩ B(a(σ), r(σ)) is not empty. But then there are a * in A and r * in Q such that B(a * , r * ) is contained in B(a i , r i ) ∩ B(a(σ), r(σ)). Let k be an index greater than i such that π 0 (σ * k) is equal to B(a * , r * ). There is such an index because B(a * , r * ) is an acceptable value for π 0 on an extension of σ and every basic open subset of A has infinitely many indices. . Let x n,k : k ∈ N : n ∈ N be a sequence of (codes for the complements of) dense separably open subsets O n of A and let U be a (code for a) nonempty open set in A. We must show that there is a point x ∈ A such that x ∈ U and x ∈ O n for all n ∈ N. As indicated above, this is equivalent to our showing that for each n, x ∈ {x n,k : k ∈ N}.
Consider O n ; we claim that π
It has a Π 0 1 presentation as follows. Let σ i : i ∈ N be a recursive enumeration of N <N (i.e., of the basic open subsets of N N ). Then, π 0 (σ i ) is contained in the complement of {x n,k : k ∈ N} if and only if for every k, x n,k is not an element of B(a(σ i ), r(σ i )). This property of σ i is Π 0 1 relative to the sequence x n,k : k ∈ N . Thus, the sequence B(σ i , 1/2 lh(σ i ) ) : i ∈ N and the formula stating that B(a(σ i ), r(σ i )) ∩ {x n,k : k ∈ N} is empty is a Π 0 1 representation of π −1 (O n ). This is a uniform representation of π −1 (O n ) and so π −1 (O n ) : n ∈ N is uniformly Π 0 1 . We may apply BCT-Π 0 1 to obtain an x such that x ∈ π −1 (U ) and x ∈ π −1 (O n ) for all n ∈ N. Then π(x) is in U and in the intersection of the O n , as required. We must show that there is a point x ∈ N N such that x ∈ U and x ∈ O n for all n ∈ N. Consider O n ; we claim that O n has a dense separably open subset O * n , whose code is obtained uniformly recursively from the Π 0 1 presentation of O n . Note that we will not show that O n is itself separably open.
Let B(σ n,j , 1/2 lh(σ n,j ) ) : j ∈ N and (∀t)ϕ n be the components of a Π 0 1 presentation of O n . Let B(σ * i , 1/2 lh(σ * i ) ) : i ∈ N be a recursive enumeration of all the basic open sets in N N . We define a sequence x k : k ∈ N by recursion as follows. At stage s, we say that u requires attention if u is less than or equal to s, for all t < s, x t ∈ B(σ * u , 1/2 lh(σ * u ) ) and B(σ * u , 1/2
Note that in N
N one open ball is contained in the union of finitely many others is a recursive condition. Thus, whether u requires attention during stage s is uniformly recursive in the parameters of the Π 
). Since u's ever requiring attention is a Σ 0 1 property, we may apply IΣ 0 1 to conclude that there is a stage, call it s 1 , such that, for every subsequent stage t, if u requires attention during stage t then u is greater than or equal to j. Similarly, there is a stage, call it s 2 , such that for every larger stage s,
}, s is a stage greater than the maximum of s 1 and s 2 and there is no t less than s such that x t is an element of B(σ * j , 1/2 lh(σ * j ) ) then j will require attention during stage s. But then there will be a t such that x t ∈ B(σ * j , 1/2 lh(σ * j ) ), a con-tradiction to our choice of j. Consequently, B(a * j , r * j ) must be a subset of {B(a v , r v ) : v ≤ u(∀t)ϕ n (t, v)} and so x is an element of this union as well.
Second, we show that O * n is dense. Let U * be an open set. Since O n is dense, there is an x in O n ∩ U * . But then, there must be a B(σ j , 1/2 lh(σ j ) ) such that x ∈ B(σ j , 1/2 lh(σ j ) ) ∩ U * . By construction, for all s greater than j, x s ∈ B(σ j , 1/2 lh(σ j ) ). Thus, the set {x s : s ∈ Nx s ∈ B(σ j , 1/2 lh(σ j ) )} is finite. Thus, the intersection of {x s : s ∈ N} with B(σ j , 1/2 lh(σ j ) ) is also finite. Since B(σ j , 1/2 lh(σ j ) ) ∩ U * is nonempty and open, it is not finite. Thus, U * has nonempty intersection with O * n , which is the complement of {x s : s ∈ N}, as required.
We may now apply BCT-II to U and the sequence O * n : n ∈ N to obtain an element
Henceforth, we will speak of BCT-Π Our induction step goes as follows. At step s, we will have added all of the sets recursive in G s . We view N <N as the (Cohen) partial order for adding an element H s+1 to N N using finite conditions, ordered by extension. Let B be a basic open subset of N N and let O s,n : n ∈ N be a uniformly Π 0 1 (G s ) sequence of dense open subsets of N N . We also let D n : n ∈ N be the sequence of dense open subsets of N N deciding the Σ 0 1 (G s ) theory of H s+1 . Explicitly, if (∃t)θ n (t, G s t, H s+1 t) is the nth Σ 0 1 formula relative to G s and H s+1 then D n is equal to the union of the collection of B(σ, 1/2 lh(σ) ) such that either θ(lh(σ), G s lh(σ), σ) or for all τ , if τ is compatible with σ then ¬θ(lh(τ ), G s lh(τ ), τ ). By meeting the set D n , we can ensure the Π
Thus, by meeting all the sets D n , we can ensure that (G s ⊕H s+1 ) is recursive in G s ⊕H s+1 . A set in the intersection of {D n : n ∈ N} is said to be 1-generic relative to G s .
We build H s+1 to be in B, generic with respect to meeting each O s,n and also 1-generic relative to G s . We let G s+1 be the recursive join of G s with H s+1 . The steps of meeting B, of meeting a basic open subset of O s,n or of deciding the next Σ 0 1 statement about G s ⊕ H s+1 are uniformly recursive in G s and hence, by induction, uniformly recursive in 0 . Thus, G s+1 is recursive in 0 .
By fixing a reasonable pairing function and considering the eth index for uniformly Π 0 1 (G s ) sequence of open sets during stage e, s , we may ensure that every O n : n ∈ N which is uniformly Π 0 1 relative to some parameter in {G : (∃s)(G ≤ T G s )} appears as O s,n : n ∈ N during some stage s.
Let M be the ω-model whose reals are the sets which are recursive in some G s . Clearly, M is a model of RCA 0 ; we claim that it is also a model of BCT-Π Fixing an arithmetic enumeration, let X n be the nth ∆ 
Ramsey's Theorem
We begin by observing a second corollary to Proposition 4.2. Proof: Corollary 5.1 follows from Proposition 4.2 and a theorem of (Jockusch 1972) . Jockusch showed that there is a recursive partition of pairs for which there is no infinite homogeneous set which is recursive in 0 . Let M be the ω-model found in Proposition 4.2. Then, M is a model of RCA 0 + BCT-Π 0 1 and every real in M is low, hence recursive in 0 . But, then there is a partition of pairs in M (the recursive one provided by Jockusch) which has no infinite homogeneous set in M. By Kirby and Paris (1977) , we may fix a and a Π 0 1 formula Φ, with two free variables, such that there is a proper cut I contained in the numbers less than a for which Φ defines a strictly increasing function f by f (b) = y if and only if Φ(b, y). Suppose that Φ has the form (∀t)ϕ, where ϕ has no unbounded quantifiers.
We define a function F from M 2 to {0, . . . , a}, where M denotes the numbers in M. We use the function f to determine the partition; we ensure that for each x, for all but boundedly many s, F (x, s) is equal to the least b such that f (b) > x. For each s and x less than s, let F (x, s) be the least number b less than a such that (∀y < x)(∃t < s)¬ϕ(b, y), if there is such a b; let F (x, s) be equal to a, otherwise.
Fixing x, consider the eventual behavior of F (x, s), as s increases. By BΣ Proof: We will use N to denote the numbers and N N to denote Baire space. However, our proof will be completely within the system RCA 0 +N → [N] To fix some notation, let O n be the union of the set {B(a n,i , r n,i ) : Φ(n, i)}, where Φ is the Π 0 1 formula (∀x)ϕ(n, i, x) and ϕ is Π 0 0 . Recursively in the parameters defining O n : n ∈ N , we construct the partition F : [N] 2 → {0, 1} and the functional Γ so that for any infinite set H, if H is F -homogeneous then Γ(H) is an element of {O n : n ∈ N}.
We build F and enumerate Γ in the context of a Σ 2 priority construction. Specifically, each of our strategies will act only finitely often but the number of actions it may take will depend on the stage at which all of the strategies of higher priority reach their limit state. Without having a recursive bound on the number of actions of each strategy, we have not been able to prove that all of the requirements are satisfied without invoking IΣ 0 2 . We will proceed by recursion on stages s. During stage s, we will enumerate computations x, y, P, N into Γ; here, x, y, P, N ∈ Γ indicates that if X ⊆ N, P ⊆ X and N ∩ X = ∅ then Γ(x, X) = y. We will label each number less than s with either 0 or 1. We will define F (x, s) for each x less than s so that F (x, s) is equal to i if and only if x is labeled by i at the end of stage s.
We shall satisfy the following requirements.
• For each x, there is a stage after which the label of x does not change. Let L(x) denote the particular requirement on the label of x.
• For each O n , there is a t such that for each σ, if σ is F -homogeneous with value i and each element of σ is eventually labeled i and σ has an element greater than t then B(Γ(σ), 1/2 lh(Γ(σ)) ) is contained in O n . In short, the amount of Γ which can be computed relative to the finite amount of information in σ is enough to ensure being an element of O n . Let D(n, i) denote the particular requirement on O n and i.
Our strategies will take two types of action: enumerating computations into Γ and setting the labels of various numbers. When a strategy sets the label of x then that label can only be set to a new value by a strategy of greater than or equal priority.
During stage s, we will approximate whether a finite set H 0 has an infinite homogeneous extension by the examining whether H 0 is homogeneous with value i and each element of H 0 is labeled i. The first requirement is that this approximation is eventually correct. By satisfying this requirement, if H 0 is F homogeneous with value i then we can also ensure that H 0 has no infinite F homogeneous extension by labeling at least one element of H 0 with 1 − i.
Ensuring that labels reach a limit. The strategy L(x) to ensure the satisfaction of L(x) operates as follows. If no strategy of higher priority than L(x) has set the label of x then L(x) defines the label of x to be 0. Thus, L(x) fixes the label of x except for the action of strategies of higher priority than L(x). Since the strategies of higher priority will only change the label of x finitely often, this simple form of L(x) is sufficient to ensure that L(x) is satisfied.
Ensuring that Γ(H) ∈ O n . The strategy D(n, i) to ensure the satisfaction of D(n, i) operates as follows. Suppose that s 0 is the last stage during which D(n, i) is injured (by the action of some D(m, j) of higher priority during stage s 0 ). D(n, i) must respect the strategies of higher priority: to respect L(x) for x < n, D(n, i) will not change the label of any number less than n; to respect D(m, j) for m < n or m = n and j < i, D(n, i) will not change the label of any number less than s 0 and will only enumerate computations into Γ which are applied to sets which are F homogeneous with value i and are compatible with those enumerated by D(m, i).
Let H be the collection of finite subsets H 0 of [0, s 0 ) such that H 0 is F homogeneous with value i. For each H 0 in H, let Γ * (H 0 )[s 0 ] be the finite binary string determined by the computations in Γ during stage s 0 relative to H 0 and those computations that are being enumerated on the one point extensions of H 0 by the strategies, D(m, i), for m < n. During stage s greater than or equal to s 0 , D(n, i) acts as follows.
For each H 0 in H, let i(H 0 )[s] be the least i such that for all t less than or equal to s, ϕ(n, i, t) and Γ * (H 0 )[s 0 ] can be extended to an element σ of B(a n,i , r n,i ). We omit the description of the construction of F , except to say that it is an application of the Σ 2 -priority method similar to the proof of the Sacks splitting theorem. We note that combinatorial arguments behind constructions of this sort can be implemented within the theory P − + IΣ 2 . Now apply N → [N] 2 2 to find an H such that H is F -homogeneous. By the above remarks, Γ(H) is an element of n∈N O n , as required to verify BCT-Π 0 1 .
