Lidar technology provides fast data collection at a resolution of meters in a threedimensional atmospheric volume. A modeling counterpart of this lidar capability can greatly enhance our understanding of near-surface atmospheric turbulence. This paper describes an integrated research capability based on data from a scanning water vapor lidar and a high-resolution hydrodynamic model ( 
Introduction
Lidar (Light Detection and Ranging) remote sensing (Clifford et al., 1994) offers the promise of multi-dimensional atmospheric measurements for ranges of single to tens of kilometers, with spatial resolution of a few meters. This technology provides measurements to describe atmospheric boundary layer (ABL) phenomena (e.g., Eloranta and Forrest, 1992; Cooper et al., 1994) and to validate advanced models of such phenomena (Avissar et al., 1998; Kao et al., 2000) . The lidar system used for the present study is a self-contained field-deployable UV Ra man water-vapor lidar (Eichinger et al., 1994) built at the Los Alamos National Laboratory (LANL) and based on the technique pioneered by Melfi et al. (1969) . Melfi and colleagues suggested comparing the backscattered intensities for water and nitrogen in the vibrational Raman band. This permits one to infer the water-vapor concentration, since nitrogen is well mixed in the atmosphere and its concentration is well known.
Water, in its three phases, is of paramount importance in most atmospheric processes: it is involved in feedback mechanisms whose competition affects the climate system on all scales. The surface-atmosphere exchange of water, in particular, has received significantly increased attention. However, a fully quantitative understanding of the nearsurface distribution of water vapor has yet to be obtained. A basic problem that remains is to determine the water-vapor distribution at the scale of turbulent eddies (Lawford, 1996) . One related problem is the estimation of spatially distributed latent heat flux (or evapotranspiration) over an inhomogeneous surface. The satellite-based data sets upon 4 which present global environmental assessments depend cannot answer these questions due to its spatial resolution and neither can conventional ground-based point sensors or aircraft measurements. Point sensors near the surface are limited in value because of its small footprint size. It is also due to our current inability to extend the measured values at a point to an understanding of the processes that are occurring on larger scales. The eddy correlation method has been applied to aircraft data for large areas, but it has been called into questions when spatially resolved fluxes are desired (e.g., Mahrt, 1998) .
The above-mentioned problems can be mitigated by a scanning lidar because of its high spatial and temporal resolution and the horizontal and vertical cross-sections it can produce. The LANL water vapor lidar system has a spatial resolution of about 1.5 m over a distance of 700 m. It uses an excimer laser source with 400 mJ/pulse of energy at 200
Hz and wavelengths of 248 nm and 351 nm, respectively, for daytime and nighttime operations. The unique receiver uses a 24" f8 telescope and scanning optics to allow three-dimensional volumetric imaging of water-vapor mixing ratio. The receiving detector system provides simultaneous measurement of the elastic back-scattered UV radiation from aerosols and clouds, as well as the nitrogen and water Raman signatures.
Field applications of the LANL Raman lidar have been successful over both ocean and land surfaces in helping understand the water vapor's variability and in estimating its surface flux.
Among many recent lidar field experiments conducted by LANL, the Central Equatorial Pacific Experiment (CEPEX) and the Combined Sensor Program (CSP), both over the 5 Pacific warm pool, are briefly described here. CEPEX was part of an international climate research effort to address the "thermostat hypothesis," a feedback mechanism between water vapor and ocean sea surface temperature purported to limit global warming (Ramanathan and Collins, 1991) . Our lidar results during CEPEX show the agreement with the coincident radiosonde water-vapor data within 0.25 g kg -1 (Cooper et al., 1996) . The CSP project (Post et al., 1997 ) employed a whole suite of meteorological sensors to quantify processes associated with ocean-atmosphere interactions in the tropics, and to help understand the small-scale processes in the ocean-atmosphere exchange of water and heat. The lidar data shown in this paper were collected during CSP on 26 March 1996. Cooper et al. (1997) and Hagelberg et al. (1998) have shown that the LANL lidar system is a highly accurate and reliable probe of turbulent ABL processes during CSP. However, to better help describe and understand these processes, we need to demonstrate the actual representativeness, as opposed to the mere quantitative accuracy of the lidar data.
Like all volume-imaging sensor systems, lidars require an advanced methodology to make the best use of their measurements' temporal and spatial properties. Over the last decade, experimentalists have made every effort to make the lidar scan as fast as its laser power and detector's efficiency allow, while retaining a good signal-to-noise ratio.
This study uses a state-of-the-art turbulence-resolving model to help synthesize the ABL phenomena observed during the CSP experiment through the LANL scanning Raman water-vapor lidar system. We first simulate the formation and evolution of water vapor plumes at comparable spatial and temporal resolution under the meteorological 6 conditions suggested by rawinsondes and ship measurements. We then "observe" our 4-dimensional model output with a modeled scanning configuration using the actual lidar scanning specifications. The purpose is to validate the structure and quantification of the lidar measured water vapor field, and to investigate the potential aliasing effects of lidar measurements. At the end, a future direction in the integration of lidar measurements and dynamical modeling in terms of data assimilation is described.
Lidar Data
In general, the oceanic ABL is characterized by the presence of both vertical wind shear and thermal instability (Stull, 1988) . As a result, it can be subdivided into a surface layer, a free-convection layer, and a mixed layer; in each of these sub-layers, the balance of heat, momentum, and moisture fluxes is different. The characteristic height of the surface layer is the Monin-Obukhov (Kaimal and Finnigan, 1994) length of a few tens of meters.
The free-convection layer extends up to about 0.1 Z in , where Z in is the height of the first temperature inversion at about 1 km above the surface; Z in is also the characteristic height of the mixed layer. Field experiments using aircraft (William and Hacker, 1993) and numerical studies (Khanna and Brasseur, 1998) show, in fact, that these sub-layers are not well separated from each other. Small-scale plumes formed in the surface layer rise and combine into larger-scale thermals in the free-convection layer, while sinking air from the mixed layer penetrates into the free-convection and surface layers. The regrouping of near-surface coherent plumes into larger and more organized eddies as they rise through the surface layer and the accompanying descent of dry eddies from the well-mixed layer toward the surface have been proposed by earlier studies (Wyngaard, 1988; William and Hacker, 1993) . Such organized exchanges between the surface layer and the rest of the ABL above contradict the classical Monin-Obuhkov similarity theory (Kaimal and Finnigan, 1994) , which assumes the two to be independent of each other.
Simple curve fitting of the data contained in Fig 
Model and Simulation Design
The hydrodynamic model used for the current study is an outgrowth of the numerical modeling framework of Smolarkiewicz and Margolin (1993) . It is based on a nonoscillatory forward-in-time advection scheme that has the advantage of preserving local extrema, as well as the sign of the transported scalar properties. The scheme has been shown to yield numerical solutions that are consistent with known analytic properties of the modeled flows (Smolarkiewicz and Margolin, 1998) . The model minimizes the need for artificial viscosity, while suppressing nonlinear computational instabilities. Overall, the model is designed to accurately simulate small-scale atmospheric dynamics with high-gradient features; hence it is referred to as HIGRAD. A radiation package is included in the model to simulate the radiative effects in the atmosphere (Smith and Kao, 1996) . The sea surface temperature is set at 302.5 K and the surface water-vapor mixing ratio at 22.5 g kg -1 , based on the surface observations from CSP. To excite an initial disturbance, a random temperature perturbation with a magnitude of 0.01 K is imposed at the surface.
The initial momentum field is set to be identically zero. A large-scale subsidence rate of 0.01 cm s -1 is prescribed to help maintain the height of the mixed layer. No-slip and cyclic boundary conditions are, respectively, used in the vertical and lateral directions.
We wish to compare the model results directly with the lidar data. Since the model output of any variable at a specific time represents an instantaneous three-dimensional field, it cannot readily be compared with the lidar imagery. We designed a simple visualization code called VIEWER, which mimics the lidar's actual scanning geometry and resolution. 
Modeled Images
A quasi-stationary state is reached after 10 model hours into the simulation. It is due to the three-way interaction between radiative forcing, large-scale subsidence, and turbulent mixing. The main features of ABL dynamics are well captured by the simulation's quasisteady state. At hour 10, the mixed layer is, on the average, moister by about 1.5 g kg -1
than the initial value, suggesting vigorous moistening caused by the plumes rising from the warm and wet ocean surface. A towering thermal extends from the surface into the free-convection layer, whose top lies for the given model parameters at about 150 m.
The entrainment of dryer and warmer air from the free atmosphere, above the first inversion, downward into the mixed layer is also successfully reproduced (not shown).
The HIGRAD simulation results at 12 hr are shown, using the VIEWER visualization procedure, in Fig. 2 . Despite the discrepancies between the two figures caused by the different data textures, the simulated structure and variability of the water-vapor plumes are in fair agreement with the observations sho wn in Fig. 1 . Some more detailed comparisons are described in Section 5. The regrouping of the surface-layer plumes into larger moist eddies is clearly simulated in Fig. 2A . The accompanying downward dry eddies that counterbalance the upward mass and momentum fluxes are also well captured. The model, however, appears to produce a larger area of downward dry eddies (Figs. 2A, B) than seen in the observations (Figs. 1A, B ). This is due to the cyclic boundary conditions used in the model simulations. Since no in-and outflows are allowed, the net upward and downward mass fluxes are required to balance with each 13 other. This might impose some effects on the plume simulations as pointed out by Hunt (1999) .
Suggested refinements of the Monin-Obuhkov theory for the surface-layer structure include the drying effects of the mixed-layer intrusions (Williams and Hacker, 1993) . Our model results (Fig. 2 ) strongly support the idea that dynamic interactions between the surface layer and the mixed layer are a major mechanism in maintaining the structure of a convective ABL, in good agreement with the lidar observations (Fig. 1) .
The HIGRAD-plus-VIEWER system also helps us understand how the transient features may produce aliasing effects in the data images (e.g., Fig. 1 ) collected from a scanning lidar. By comparing the scanned VIEWER imagery with the instantaneous model output, we found that the overall ABL structure observed through vertical scans ( Fig. 2A ) does resemble individual snapshots of the modeled ABL. The ABL is characterized, within a typical scanning period, by a gradually evolving upward moist branch (left half of Fig.   2A ) and a quasi-stationary downward dry branch (right half of Fig. 2A ) that change but little between scans.
More severe aliasing, however, is found in the modeled horizontal scan near the ocean surface, as shown in Fig. 3 . Figure 3A shows the modeled imagery of a 90-degree horizontal scan 10 m above the surface, with 81 lines-of-sight in a 60-s scanning time (i.e., an azimuthal resolution that is coarser by a factor of two than in Fig. 2B ). Shown in 14
Figs. 3B-3D are the instantaneous water-vapor fields simulated at 1, 30, and 60 s and included in the VIEWER scanning of Fig. 3A .
The background contrast between wet and dry zones remains the same throughout the 60-s interval. It is dominated by the more persistent larger-scale dynamics, as described previously. At this scale, the spatial-pattern correlations between the vertical-motion field and the water-vapor concentrations are quite high. The distribution of small-scale plumes and their intensity, however, are highly transient within this interval. As a result, the relative plume intensity shown in the modeled lidar imagery (Fig. 3A) is apparently aliased by the plume evolution with time.
The aliasing problem can, in principle, be handled by improving the lidar's performance in terms of increasing the instrument's scanning speed and the power of the laser while maintaining accuracy and coverage. Our numerical experiments show that the smallscale aliasing problem shown above can be considerably remedies, if a 15-s scanning time on the same spatial domain shown in Fig. 3D is used. This agrees with the recycling time scale mentioned earlier and implies that a delay between scans needs to be about 0.2 s.
This problem can also be handled by adding data assimilation capabilities to our integrated system without changing the current instrument's performance. Data assimilation is a numerical approach to combining measurements that are unevenly distributed in space and time with a model that simulates the flow being observed (Daley, 15 1991). Near-optimal and computationally feasible methods exist to deal with trade-offs between observing pattern and accuracy, like the one at hand (Ghil and MalanotteRizzoli, 1991; Ghil et al., 1997) .
Quantitative Comparison with Lidar Observations
The (Tennekes and Lumley, 1972) . Both data sets were detrended and evaluated with an unevenly-sampled series analysis (Scargle, 1981) . The Fourier transform had a tapered cosine window applied to minimize high frequency leakage (Stull, 1988) . Periodograms (Fig. 4) were created from the normalized power versus frequency (or wave-number) distribution and 'peak-false-alarm' uncertainty analysis was performed to determine the significance of the periodogram structures (Horne and Baliunas, 1986) .
The lidar periodogram (Fig. 4 A) 
Concluding Remarks
We demonstrated here that our integrated model-instrument approach, based on Raman lidar water vapor data and the HIGRAD simulations, could resolve the plume-scale turbulent features associated with water vapor over a warm ocean surface. Our stud y helps to better understand the degree to which the lidar measurements represent faithfully the atmospheric boundary layer's spatial and temporal features. The lidar water vapor data collected over the Pacific warm pool and the HIGRAD simulations were first compared with each other. The results were then used to identify the potential aliasing effects of lidar measurements. This problem can be handled either by improving the lidar's performance or by adding data assimilation capabilities to our integrated system, or both.
The essence of correctly and robustly parameterizing the surface-air exchange in largescale climate models is to resolve and describe the scales and mechanisms that govern the surface evaporation. We showed that, over warm ocean surfaces, rate-limiting exchange processes occur in turbulent and convective motions at scales of about 10 meters. The surface plumes and their transport properties are modulated and counterbalanced by 18 larger dry eddies that penetrate downward from the mixed la yer. Existing parameterizations of the surface layer have not yet successfully included these processes, not even by using a curve-fitting approach based on Monin-Obuhkov theory (Brutsaert, 1999) . Over land surfaces, near-surface inhomogeneities -due to variable terrain and vegetation -are critical to the variability of water-vapor plumes and to the exchange processes they mediate. This renders fine-scale ABL exploration by the powerful approach described here even more imperative. The simulated scans are from the x-axis toward the y-axis, as in Fig. 1 . The two panels are both derived from the same one-minute chunk of model output taken 12 hr after the initial time, while the two panels from Fig. 1 were, by necessity, 20 minutes apart. 
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