Abstract. The initial-boundary value problem for the (viscous) nonlinear scalar conservation law is considered,
Introduction
Consider the (viscous) nonlinear conservation law
xx , x ∈ R + = (0, ∞), 0 ≤ t ≤ T, ε > 0, (1.1) subject to the initial condition u ε (x, 0) = u 0 (x), (1.2) and the boundary condition u ε (0, t) = g(t). (1.3) We assume that the flux f (ξ) ∈ C 2 (R) is convex, f (ξ) ≥ 0. In particular, we do not assume strict convexity. The aim of this paper is to provide a fully parabolic proof of the uniqueness of the "zero viscosity" limit
which can then be viewed as the "physically correct" solution of the nonlinear conservation law
In particular, no entropy considerations (in the sense of Kruzkov [13] ) are employed. To the best of our knowledge, there has not been a previous attempt to prove the uniqueness of the vanishing viscosity limit without resorting to those entropy considerations.
This solution satisfies the initial condition (1.2), while the sense in which the boundary condition is satisfied (in the inviscid case) is more delicate.
Throughout the paper we employ the following standard notations: We denote by · p the norm in L p (R + ), 1 ≤ p ≤ ∞. We denote by BV (R + ) the space of functions of bounded variation on R + . The basic theorem concerning the existence and uniqueness of solutions to (1.1) is the following. Theorem 1.1. Consider Eq. (1.1) subject to the initial condition (1.2) and the boundary condition (1.3) . Assume that
Fix any T > 0 and assume that g ∈ C 1 [0, T ]. Then, there exists a unique solution
The proofs are standard, see e.g. [9, Chap. 2] or [11] (with suitable modifications due to the boundary).
As mentioned above, our purpose here is to provide a fully parabolic proof of the uniqueness of the "zero-viscosity" limit, as stated in the following theorem. 
Theorem 1.3. Let
u 0 ∈ L 1 (R + ) ∩ L ∞ (R + ) ∩ BV (R + ).
Fix any T > 0 and let
g ∈ C 1 [0, T ].
Then the weak solution u obtained as a "zero viscosity" limit is unique. In other words, it is the limit u(x, t) = lim

Remark 1.4.
It is therefore justified to call this solution the "zero-viscosity" solution to (1.5) . It is considered as the "physically meaningful" solution of the hyperbolic problem. This solution satisfies the initial condition (1.2) but, as is well-known, the boundary condition (1.3) can only be satisfied on that part of the boundary where the characteristic lines "enter" the domain. However, such considerations are not used in our proof.
We emphasize that the uniqueness of the limit for the mixed initial-boundary value problem has already been established, even in more general settings, in the works of Bardos-Leroux-Nedelec [1] , Dubois-LeFloch [5] and Otto [17] . We mention also the similar study of Benabdallah [2] concerning the "p system". However, these authors have used the classical entropy approach of Kruzkov [13] . In other words, certain "boundary entropy pairs" are introduced, and the uniqueness is obtained by invoking suitable entropy inequalities. These inequalities are applied to the "boundary trace" of the limit solution.
In contrast, our method of proof is "fully parabolic". In other words, we make no use of entropy functions but inspect more closely the dependence of the solutions u ε on the parameter ε. We apply the classical "duality method", and in this sense we are closer to the method of Oleinik [16] , [6, Chap. 3] .
The basic estimates for the solution u ε are derived in Sec. 2. In particular, these estimates include those needed in the proof of Theorems 1.1 and 1.2 (using "nice" initial and boundary data and an approximation argument).
In Sec. 3, we present our uniqueness proof, via the duality method. We first assume strict convexity of the flux function and obtain "Oleinik-type" upper bound estimates for the derivative of the solution u ε up to the boundary (see Lemmas 3.3 and 3.7) as well as new surprising estimates for the dual solution (see Lemma 3.4 and Corollary 3.10). A stability argument then allows us to relax the strict convexity assumption.
We remark that in the simpler case of the pure initial-value problem, which we outline in Appendix A, the Oleinik estimate (for the hyperbolic case, ε = 0) is certainly known [6, Chap. 3] , [4] . In fact, it was shown in [10] that it entails uniqueness if and only if the flux f is convex.
However, here we make use of it in a purely parabolic way. In particular, the estimate for the dual solution (Lemma A.5) serves as an essential ingredient in our proof.
Estimates for the Viscous Solution
Throughout this section we assume at least that
and
If additional requirements are needed for certain estimates, they will be explicitly stated.
The solution u ε is that given by Theorem 1.1. Let
By the maximum principle, we have
We first estimate the L 1 norm of the solution as follows.
Lemma 2.1. Let 0 < ε < 1. We have
2)
where C > 0 depends only on T, M T .
It will be seen in the proof that the convexity of f is not used.
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Proof.
where
The linear semigroup associated with the equation
We next derive an estimate for the (spatial) total variation of the solution.
Remark. In what follows we perform formal integrations by parts, and take as zero boundary terms at infinity. These steps can be justified in a standard way by suitable smooth (and compactly supported) approximations.
We note that, as in the previous lemma, the proof of the following lemma does not use the convexity of f.
Lemma 2.2. Assume that
Then, the total variation of u ε can be estimated by the initial and boundary data as follows.
Multiplying by sgn(u ε x ) and using the inequality (in the sense of distributions) |θ| xx ≥ sgn(θ)θ xx (2.5) for any θ(x), we obtain
Integrating with respect to x over (0, ∞) we get 
Proof. Differentiating (1.1) with respect to t we get
, where λ(x) is the function introduced above (see the proof of Lemma 2.1). The equation can be rewritten as
with zero boundary data, is an L 1 -contraction. Thus, as in the proof of Lemma 2.1, we get
In view of Lemma 2.2, we have
We note that
Combining this with u
, we obtain (2.8). 
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An interesting and useful estimate that can be derived from the estimate (2.8) is the following. Lemma 2.5. Let u 0 , g satisfy the assumptions imposed in Lemma 2.3. There exists a constant C > 0, depending on T and on u 0 , g (up to second-order derivatives), but not on ε > 0, such that
Proof. Clearly it suffices to have such an estimate for u ε xx 1 . However, using Eq. (1.1), this follows from the estimates in Lemmas 2.2 and 2.3.
The method used in the proof of Lemma 2.2 can be used to obtain a "stability" result for the solution in terms of the initial and boundary data. Lemma 2.6. Assume 0 < ε < 1. Let u ε be a solution to (1.1), subject to the boundary condition (1.3). Let u ε be a solution to the same equation but subject to the initial and boundary conditions
Then, there exists a constant C > 0, depending only on T, M T , such that
12)
Proof. Let z = u ε − u ε . It satisfies the equation
This equation can be rewritten as
where δg(t) = g(t) −g(t) and λ(x) is as above (see the proof of Lemma 2.1).
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and using Lemmas 2.2 and 2.1, we have
Inserting these two estimates in (2.13) we get (2.12).
Uniqueness of the Solution
The proof of Theorem 1.3 is given now, in several steps. It is based on the classical duality approach. We first assume that the flux function is strictly convex,
At the very last step of the proof this assumption is relaxed (allowing convex fluxes which are not strictly convex). Without loss of generality we assume that there exists a point b ∈ R such that f (b) = 0. Indeed, otherwise we can modify f outside the interval
By a suitable shift we can therefore assume
Some estimates obtained in the course of the proof are of interest in their own right, as they represent "parabolic versions" of the well-known hyperbolic "entropy inequalities".
The case of nonnegative boundary data, g(t) ≥ 0
In addition to the hypotheses on u 0 , g in Theorem 1.1, we assume here that g ∈ 
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For notational simplicity, we shall also use, in addition to u ε (solution to (1.1)), a solution to the same equation, subject to the same initial and boundary data, but with a viscosity coefficient µ instead of ε.
So let v µ (x, t) be a solution of
3) subject to the same initial and boundary conditions ((1.2) and (
We have w µ,ε (0, t) = 0, w µ,ε (x, 0) = 0. We need to show that w µ,ε → 0 a.e. in R + × [0, T ] as µ, ε → 0 (along any two decreasing sequences).
The dual equation
Let b µ,ε be given by (3.5) and consider the dual equation
with "terminal" condition
and boundary condition
By standard estimates, φ µ,ε (x, t), as well as its derivatives, decay exponentially as x → ∞, uniformly in t ∈ [0, T ], for every fixed ε > 0. In particular, the only boundary terms in the integrations below are those at x = 0.
The obvious maximum principle
can be strengthened as follows.
Proof. Differentiating Eq. (3.6) and multiplying by sgn(φ µ,ε x ), we get |φ
where in the last step we have used |θ| xx ≥ sgn(θ)θ xx for any θ(x).
Observe that at x = 0 we have 
The entropy inequality and its dual analog
We show that the following "entropy" inequality (in the sense of Oleinik) holds, when a suitable positivity condition is imposed on the boundary data g.
Lemma 3.3. Assume g(t) ≥ 0 and that for some
K > 0 g (t) + Kg(t) ≥ 0. (3.8) Then u ε x (x, t) ≤ Et −1 , x ∈ R + , 0 < t ≤ T,(3.
9)
where E ≥ A −1 depends on K but is independent of ε > 0, and of the initial data.
Proof. We first show that u 
Clearly t 0 > δ and at (x 0 , t 0 ) the left-hand side of (3.10) is nonnegative while
Thus, it remains to check the function u Define the function
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where E > 0 will be determined in the process of the proof. In view of Eq. (1.1) it satisfies
Suppose that ψ has a positive maximum at (x 0 , t 0 ) ∈ (0, ∞) × (0, T ]. Then the left-hand side of Eq. (3.11) is nonnegative at this point. On the other hand, since f ≥ A, and g(t 0 ) ≥ 0 by assumption,
and for right-hand side of Eq. (3.11) we have at this point,
We now take E > 0 so large that
where K is as in the above assumption on g. It follows that for this choice of E the right-hand side of Eq. (3.11) is negative at (x 0 , t 0 ), which is a contradiction.
Since ψ(0, t) = 0, and lim t→0+ ψ(x, t) = −∞, we conclude that ψ(x, t) ≤ 0.
In particular, we obtain on the boundary
Recalling the fact that u
At does not have an interior positive maximum, the proof is complete.
Let v µ (x, t) be the solution to (3.3) subject to the same initial and boundary conditions ((1. 2) and (1.3) ). In particular, it satisfies the same entropy inequality (3.9).
Let w µ,ε = u ε − v µ . It satisfies Eq. (3.4), with b µ,ε (x, t) as in Eq. (3.5), and
It follows from the entropy inequality that also 
Proof. Differentiating (3.6) with respect to x and multiplying by t s , we get
We check that φ µ,ε x t s has no negative minimum in R + × [τ, T ) for any τ ∈ (0, T ). Indeed, suppose to the contrary that the function has a negative minimum at (x 0 , τ 0 ) ∈ R + × [τ, T ). However, at this point the left-hand side of (3.14) is strictly positive, in view of (3.12).
On the other hand, the maximum principle, the zero boundary condition for φ µ,ε and the assumption that φ T ≥ 0 imply that φ µ,ε ≥ 0 and in particular
which concludes the proof.
Concluding the uniqueness argument, g ≥ 0
Multiplying (3.4) by φ µ,ε , integrating over R + × [0, T ] and noting (3.6), we obtain
We now estimate the right-hand side of (3.15).
Lemma 3.5. Assume that g satisfies the condition in Lemma 3.3. Assume further that φ T ≥ 0. Then for any two sequences
Proof. In view of Remark 3.2 and the estimate (2.11) (applied to v µ ) we have, for 0 < δ < T,
where C > 0 is independent of µ, ε, δ. Denote
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1 , we have, due to Lemma 3.3,
2 , we have, by Lemma 3.4,
Thus, by (3.18) and the above estimates, 
and combining this with (3.17) we obtain (3.16).
We can now complete the proof of the uniqueness Theorem 1.3 in this case (subject to the additional restrictions imposed on the initial and boundary conditions) as follows.
Let u ε be a solution to (1.1) and let v µ be a solution to (3.3), both subject to the same initial and boundary conditions ((1. 2) and (1.3) ).
Assume that
. We want to show thatũ ≡ṽ.
Assume first that the boundary function g satisfies the condition in Lemma 3.3.
In view of Eq. (3.15) and Lemma 3.5, we have
which implies (w)
+ (x, T ) = max(w(x, T ), 0) = 0. Since the roles ofũ andṽ can be interchanged, it follows thatw = 0. Now take a general function g ≥ 0, which we assume to be (at least) continuously differentiable on [0, T ]. We denote by g θ = g + θ, for any nonnegative constant θ. Clearly, if θ > 0, the condition of Lemma 3.3 is satisfied, hence, by the above argument, the solution u ε,θ of (1.1), subject to the boundary condition g θ , has a unique limit as ε → 0. In view of the stability Lemma 2.6, the set of values of θ for which the solution u ε,θ of (1.1) has a unique "zero viscosity" limit is closed. Thus, we can take θ = 0. This completes the proof for g ≥ 0.
The case of nonpositive boundary data, g(t) ≤ 0
In addition to the hypotheses imposed in Theorem 1.1, we assume that the initial function 19) where
These assumptions are made in order to guarantee a rapid decay of the solutions (as |x| → ∞) and will eventually be relaxed.
Recall that we are still assuming the strict convexity (3.1) of the flux function.
Lemma 3.6. For a suitable constant
Proof. We note that
where we have used the strict convexity assumption (3.1). It follows that
provided we take C > A −1 .
Lemma 3.7. Let u ε be a solution to (1.1) , where the initial function satisfies (3.19 ) and the boundary function g is nonpositive. Then, for 0 < ε < 1, and C > 0 as in Claim 3.6,
Proof. For any fixed 0 < ε < 1 there exists τ > 0 such that
where we take into account the assumption g(t) ≤ 0 and Lemma 2.5. The assertion of the lemma now follows from the previous claim and the comparison principle.
Our approach here is to show that the effect of the boundary data "disappears" as ε → 0, namely, that the limiting solution will be identical to that obtained with g ≡ 0. This is understandable from the "hyperbolic point-of-view", since the characteristic lines from the boundary "escape to the left" (as t increases).
To that end, we take another boundary function 0 ≥g(t) ≥ g(t), t ∈ [0, T ]. Let u ε (x, t) be the solution to (1.1), subject to the initial data (1.2) (which satisfies (3.19)), but with boundary conditiong.
The difference w ε = u ε − u ε satisfies the equation
By the comparison principle, w ε ≥ 0. Furthermore, in view of Lemma 3.7 we have
The dual equation
Let r ε be given by (3.22) and consider the dual equation
can be strengthened exactly as in the case of Lemma 3.1 (and with identical proof) as follows.
Lemma 3.8. The total variation
In analogy with Lemma 3.6, we have Proof. By the estimate (3.23) we have
, and the right-hand side is nonpositive if β > BC.
In addition, since φ T is compactly supported we can determine C 1 > 0 so that
The comparison principle now yields (since we consider a terminal value problem), Corollary 3.10. Let φ ε be a solution to (3.24) , where the terminal function is
The duality argument, concluding uniqueness for g ≤ 0
Lemma 3.11. The difference w ε = u ε − u ε of the two solutions associated with the boundary data g ≤g ≤ 0, respectively, satisfies
Proof. Let φ ε be the solution to (3.24) and assume that the terminal value φ T ≥ 0. Fix 0 < η < T. Multiplying (3.21) by φ ε and integrating over R + × [η, T ] we get, in view of (3.24),
We note that by Corollary 2.4
By Corollary 3.10 and the assumption φ T ≥ 0, we have
Using the last two estimates in (3.25),
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and letting now η → 0, we conclude lim sup
Since w ε (x, T ) ≥ 0 and T can be replaced by any value t ∈ [0, T ] the lemma is proved.
Take nowg ≡ 0. We know from the treatment above (g ≥ 0) that u ε converges to a unique limit as ε → 0. Hence by Lemma 3.11 the same is true for u ε . This concludes the proof of Theorem 1.3 in this case.
The general case for the boundary function g(t)
3.3.1.
Conclusion of the proof of Theorem 1.3
Fix T > 0. We still assume the strict convexity (3.1). In addition to the hypotheses imposed on u 0 , g in Theorem 1.1, we assume also that:
(3.26)
Let u ε , ε > 0, be the unique solution given by Theorem 1.1. Lett be defined by:
ε (x, t) converges as ε ↓ 0 to a unique limit
By our assumption on g and the above treatments (where g has unique sign) we havet > 0. Suppose thatt < T. Let η > 0 and let R > 0 be sufficiently large so that
The existence of such a number R follows from the (uniform) rapid decay of
By the results above and the assumption on g there exists a δ > 0 such that the solution v ε to (1.1), subject to the initial condition v ε (x,t) = v 0 (x) and the boundary condition g, exists in [t,t + δ] and converges to a unique limit v(x, t) (as ε ↓ 0). In view of the stability Lemma 2.6, we have
It follows that if u,ū are two limits of subsequences of {u ε } 0<ε<ε0 , then
Since η > 0 is arbitrary, it follows that in fact the limit is unique also in [t,t + δ]. Thus,t = T. Finally, let g, u 0 satisfy the hypotheses of Theorem 1.3, and let u ε be the solution given in Theorem 1.
.
. For every n = 1, 2, . . . , let u ε,n be the solution given by Theorem 1.1, subject to the initial condition u 0,n (x) and the boundary condition g n (t).
In view of Lemma 2.6, we have
On the other hand, since g n is a polynomial, it certainly satisfies (3.26)(iii), so that by the above considerations, there exists a unique limit (as ε → 0) to u ε,n , for every fixed n. Hence, there is a unique limit to u ε .
Removing the strict convexity assumption
We now assume only f (ξ) ≥ 0. Fix T > 0. We consider the solution u ε to (1.1), subject to the initial condition (1.2) and the boundary condition (1.3).
For δ > 0 we define f δ (ξ) = f (ξ) + δξ 2 and let u ε,δ be the solution to
xx , subject to the same initial and boundary conditions.
The function w ε,δ = u ε − u ε,δ satisfies the equation
x , where
can be constructed by the fixed point argument (see [9, Chap. 2] ). By extension, using the notation introduced at the end of the Introduction, with R + replaced by R, if We need to show that this limit is unique. To this end, we require various estimates of ϕ j x (·, t).
