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1. Introduction
The functional integral equations of various types appear in many applications that arise in the fields of mathematical
analysis, nonlinear functional analysis, mathematical physics, and engineering [1,2]. An interesting feature of functional
integral equations is their role in the study of many problems of functional differential equations. Several different
techniques were proposed to study the existence of solutions of the functional integral equations in appropriate function
spaces. Although all of these techniques have the same goal, they differ in the function spaces and the fixed point theorems
to be applied.
Many papers in the field of functional integral equations give different sets of conditions for the existence of solutions of
such equations. For example, some methods use the classical Banach or Schauder fixed point principles that require strong
hypotheses and do not give sufficiently general results [2,3]. Other methods are developed to fit a specific class as in the
case of integral equations of convolution type [4,5].
Several authors tried to develop a technique that depends on the Darbo fixed point theorem with the Hausdorff or
Kuratowski measure of noncompactness. However, these measures do not have convenient formulas in applications, hence
strong conditions like Lipschitzian conditions on the functions involved in the considered integral equation have to be
assumed to establish an existence theorem [3,6–9]. Later, themeasure ofweak noncompactness appearedwith a convenient
formula in the space of Lebesgue integrable functions on the interval (0, 1) , L1 (0, 1) [10]. This measure coincides with the
Hausdorff measure of noncompactness on subsets of L1 (0, 1) that are compact in measure. This feature allows the study
of several types of integral equations such as: Fredholm, Volterra, Hammerstein, Urysohn, mixed type, Fredholm–Stieltjes,
Volterra–Stieltjes, Hammerstein–Stieltjes, Urysohn–Stieltjes for different classes of functions [11–18].
In particular, Banas presented an approach that depends on some monotonicity conditions on f and g , the measure of
noncompactness and the Darbo fixed point theorem. This approach is applied to prove the existence of monotonic solutions
of integral equations of various types in the space of Lebesgue integrable functions [6,7,12–14,19–21]. A different approach,
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that dispenses the monotonicity assumptions on f and g , gives general results for the existence of the solution of functional
integral equations in L1 (0, 1) was introduced by Emmanuele [22–24]. Emmanuele in his work assumes a rather strong
condition on the kernel of the integral operator (Carathéodory conditions). Nevertheless, this restriction is naturally satisfied
in the discussion of some initial value problems of fractional orders.
Many techniques that utilize Krasnoselskii’s fixed point theorem and nonlinear alternative theorem of Leray–Schauder
type appear in [25–29]. The main interest in these works is to prove the existence of solutions of nonlinear differential
equations and integral equations of various types in the space of continuous functions or Lebesgue integrable functions.
Several recent papers give a treatment of the class of functional integral equations in a more general setting [27,30,31].
For example, O’Regan in [31] presents a discussion of the Volterra–Hammerstein integral equation in a reflexive Banach
space. In his work the main tools were the Schauder–Tychonoff fixed point theorem in a locally convex topological space
and the fact that in a reflexive Banach space the weakly compact subsets coincide with those subsets that are weakly closed
and norm bounded.
In this paper we establish the existence of a monotonic solution of the Urysohn integral equation
x(t) = f
(
t,
∫ 1
0
u (t, s, x (φ (s))) ds
)
, t ∈ (0, 1) , (1)
in the space L1 (0, 1). Clearly this equation is more general than that studied in [19,32].
We present in Section 2 the relevant results needed in our work. The main result will be presented in Section 3.
2. Preliminaries
This section is devoted to recall some notations and results that will be needed in the following. Denote by L1 = L1 (0, 1),
the class of Lebesgue integrable functions on the interval (0, 1)with the usual norm
‖x‖ =
∫ 1
0
|x(t)| dt, x ∈ L1.
The superposition operator is one of the simplest and most important operators that is investigated in nonlinear
functional analysis and in the theories of differential integral and functional equations [2,6,11–16,33–35]. This operator
is defined as follows.
Definition 1. Assume that f : (0, 1) × R → R satisfies Carathéodory conditions, that is it is measurable in t for any x and
continuous in x for almost all t where t ∈ (0, 1) , x ∈ R. Then for every measurable function x on the interval (0, 1) we
assign the function(
Ff x
)
(t) = f (t, x (t)) , t ∈ (0, 1) .
The operator Ff defined in this way is called the superposition operator generated by the function f . Furthermore, for
every f ∈ L1 and every φ : (0, 1) → (0, 1) we define the superposition operator generated by the functions f and
φ, Fφ,f : L1 (0, 1)→ L1 (0, 1) as(
Fφ,f x
)
(t) = f (t, x (φ (t))) , t ∈ (0, 1) .
As seen from the definition of the superposition operator, a several variables function f is reduced to a single valued
function. Because of this feature the superposition operator is extended in many fields.
In L1 (0, 1), we have the following theorem that is due to Krasnoselskii [35].
Theorem 2. Let f satisfy the conditions in Definition 1. The superposition operator F generated by the function f maps
continuously the space L1 (0, 1) into itself if and only if
|f (t, x)| ≤ a(t)+ b |x| ,
for all t ∈ (0, 1) and x ∈ R, where a is a function that belongs to L1 (0, 1) and b is a nonnegative constant.
In our work the concept of compactness in measure of a subset Q of L1 (0, 1) plays a prominent role. Denote by S (0, 1)
the set of all Lebesgue measurable functions acting from (0, 1) into Rwith the metric
ρS (x, y) = inf [a+meas. {s : |x (s)− y (s)| ≥ a} : a > 0] ,
Then S(0, 1) becomes a complete metric space if we identify functions which are equal almost everywhere on (0, 1) .
Moreover, it is well known that convergence in measure on S (0, 1) coincides with convergence generated by the metric
ρS . The complete description of compactness in measure (i.e., compactness in the space S (0, 1)) exists in a criterion due
to Fréchet [36]. But this criterion has a rather complicated form. Therefore, the following theorems give different sufficient
conditions for compactness in measure that will be more convenient for our discussion [1].
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Theorem 3. Let X be a bounded subset of L1 (0, 1) and suppose that there is a family of measurable subsets {Ωc}0≤ c ≤1 of the
interval (0, 1) such that meas.Ωc = c. If for every c ∈ [0, 1] and for x ∈ X
x(t1) ≤ x(t2), (t1 ∈ Ωc, t2 6∈ Ωc) ,
then the set X is compact in measure.
Measure of noncompactness can be measured in different ways. Among these is the Hausdorff measure of
noncompactness χ [7], and is defined as follows:
χ(X) = inf{r > 0 : there exists a finite subset Y of E such that X ⊂ Y + Kr}.
A definition of measure of weak noncompactness β is due to De Blasi [10] and is given by:
β(X) = inf{r > 0 : there exists a weakly compact subset Y of E such that X ⊂ Y + Kr}.
In the space L1, there is a convenient and workable formula for the function β(X) which was given by Appell and De
Pascale [37]
β(X) = lim
→0
{
sup
x∈X
{
sup
{∫
D
|x(t)| dt : D ⊂ (0, 1) , meas.D ≤ 
}}}
.
The Hausdorff measure of noncompactness χ and De Blasi measure of weak noncompactness β are related by the
following theorem [38]
Theorem 4. Let X be an arbitrary nonempty and bounded subset of L1. If X is compact in measure then β(X) = χ(X).
Now, we will recall the fixed point theorem due to Darbo [39].
Theorem 5. Let G be a nonempty, closed, bounded and convex subset of a Banach space E. Assume that H : G→ G is a continuous
map which is a contraction with respect to the Hausdorff measure of noncompactness χ which means that there exists a constant
α ∈ (0, 1) such that χ(HX) ≤ α χ(X), for any nonempty subset X of G. Then H has at least one fixed point in the set G.
Next, we will give a short note about, firstly, the linear integral operator called the Fredholm integral operator. Assume
that k : (0, 1)× (0, 1)→ R is measurable with respect to both variables. For an arbitrary function x ∈ L1 (0, 1) define
(Kx) (t) =
∫ 1
0
k (t, s) x (s) ds, t ∈ [0, 1] . (2)
Note that, if the operator K satisfies the following condition:
There exists a positive constantM such that
ess sup
t ∈(0,1)
∫ 1
0
|k (t, s)| ds ≤ M,
ess sup
s ∈(0,1)
∫ 1
0
|k (t, s)| dt ≤ M.
(3)
then K maps the space L1 (0, 1) into itself [36], and so it will be continuous on L1 (0, 1) [13].
One more remark: define the nonlinear Urysohn integral operator by putting
(Ux) (t) =
∫ 1
0
u(t, s, x(s))ds, (4)
it is well known that the behavior of such an operator is more complicated than the behavior of Fredholm and Volterra
operators. If the operator U transforms the space L1 (0, 1) into itself then it has not to be continuous [2]. The sufficient
conditions that guarantee that U maps L1 (0, 1) into itself and is continuous have complicated forms and they are not handy
in applications. Here we will apply a method that enables us to obtain an applicable result.
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3. Main result
Consider the integral equation (1). Let us denote by H the operator determined by the right hand side of Eq. (1), namely
(Hx) (t) = f
(
t,
∫ 1
0
u (t, s, x (φ (s))) ds
)
, t ∈ (0, 1) . (5)
In fact the operator H can be written as the product of
H = Ff ,φU
the superposition operator
(
Ff ,φx
)
(t) = f (t, x (φ (t))) , t ∈ (0, 1) and the Urysohn operator (4). Therefore Eq. (5) can be
written as:
x = Hx = Ff ,φUx. (6)
To establish our main result concerning the existence of a monotone solution of Eq. (6) we impose suitable conditions
on the functions involved in that equation. Namely we assume
(i) f : (0, 1)×R→ R satisfies the Carathéodory conditions. There exists a function a ∈ L1 and a constant b > 0, such that
|f (t, x)| ≤ a(t)+ b |x| ,
holds a.e. for (t, x) ∈ (0, 1)×R. Furthermore, f is a.e. nondecreasing on the set (0, 1)×Rwith respect to both variables,
that is, if x(t1) ≤ x(t2) for t1 ≤ t2, then f (t1, x(t1)) ≤ f (t2, x(t2)).
(ii) u(t, s, x) = u : (0, 1) × (0, 1) × R→ R satisfies the Carathéodory conditions, that is, u is measurable with respect to
(t, s) for any x ∈ R and continuous in x for almost all (t, s).
(iii) The function t → u(t, s, x) is a.e. nondecreasing on the interval (0, 1) for almost all s ∈ (0, 1) and for each x ∈ R.
(iv) The Urysohn operator U maps L1 (0, 1) into L1 (0, 1) and is continuous.
(v) |u(t, s, x)| ≤ k (t, s) {λ (t)+ µ |x|} for (t, s) ∈ (0, 1)2 and x ∈ R, where λ ∈ L1 (0, 1) , 0 ≤ µ = const and a function
k : (0, 1)2 → R+ is measurable and such that the linear operator K generated by k is a continuous mapping of L1 (0, 1)
into itself.
(vi) φ : (0, 1)→ (0, 1) is increasing, absolutely continuous such that there is a constantM > 0 such that φ′ (t) ≥ M for
almost all t ∈ (0, 1).
(vii) bµM−1 ‖K‖ < 1.
Now we can state our main result in the next theorem.
Theorem 6. Under the above assumptions Eq. (6) has at least one solution x ∈ L1 which is a.e. nonincreasing on (0, 1).
Proof. Based on assumptions (i)→ (vi) we can see that H maps L1 into itself continuously as it follows from the continuity
of the right hand side in x. For an arbitrary x ∈ L1 we have
Hx = Ff ,φUx
‖Hx‖ = ∥∥Ff ,φUx∥∥ = ∫ 1
0
∣∣(Ff ,φUx) (t)∣∣ dt
=
∫ 1
0
∣∣∣∣f (t, ∫ 1
0
u (t, s, x (φ (s))) ds
)∣∣∣∣ dt
≤
∫ 1
0
{
|a(t)| + b
∫ 1
0
|u (t, s, x (φ (s)))| ds
}
dt
≤ ‖a‖ + b
∫ 1
0
{∫ 1
0
k (t, s) {λ (t)+ µ |x (φ (s))|} ds
}
dt
≤ ‖a‖ + b ‖K‖
{
‖λ‖ + µ
∫ 1
0
|x (φ (s))| φ
′ (t)
M
ds
}
≤ ‖a‖ + b ‖K‖ {‖λ‖ + µM−1 ‖x‖}
= ‖a‖ + b ‖K‖ ‖λ‖ + bµM−1 ‖K‖ ‖x‖ .
Let r1 be defined by
r1 = ‖a‖ + b ‖K‖ ‖λ‖1− bµM−1 ‖K‖ .
Obviously, according to condition (vii) the denominator of the above fraction is positive. For x belongs to the ball Br1 , we
have
‖Hx‖ ≤ ‖a‖ + b ‖K‖ ‖λ‖ + bµM−1 ‖K‖ r1 = r1,
therefore Hx ∈ Br1 . Thus H maps the ball Br1 into itself.
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Now, letQr1 denote the subset of Br1 consisting of all functions being a.e. nondecreasing on (0, 1).Wewill prove thatQr1 is
nonempty, bounded, closed, convex and compact inmeasure.Qr1 being nonempty follows by considering the nondecreasing
function x(t) = r2 ; in this case we have
‖x‖ ≤
∫ 1
0
∣∣∣ r
2
∣∣∣ dt = r
2
≤ r,
also Qr1 is bounded as a subset of Br1 . To show that Qr1 is closed, let {xn} be a sequence of elements in Qr1 converging to
x, that is ‖xn − x‖ → 0, this implies that the sequence {xn} converges in measure to x. Using the Vitali theorem [40], the
sequence {xn} contains a subsequence
{
xnk
}
that converges a.e. to x on (0, 1). Then for any t1, t2 ∈ (0, 1) such that t1 ≤ t2
we have xnk(t1) ≤ xnk(t2) for every nk, moreover, for every nk,
x(t1)− x(t2) = x(t1)− xnk(t1)+ xnk(t1)− xnk(t2)+ xnk(t2)− x(t2),
≤ (x(t1)− xnk(t1))+ (xnk(t2)− x(t2)) ,
≤ ∣∣x(t1)− xnk(t1)∣∣+ ∣∣xnk(t2)− x(t2)∣∣ .
As the sequence
{
xnk
}
converges to x a.e. on (0, 1), then for every  > 0, the above inequality yields
x(t1)− x(t2) < ,
which proves that
x(t1) ≤ x(t2), t1, t2 ∈ (0, 1) ,
and consequently x is a.e. nondecreasing on (0, 1) , and indeed Qr1 is closed. To show that Qr1 is convex, let x1, x2 ∈ Qr1
then ‖xi‖ ≤ r1, i = 1, 2. Let z (t) = λx1 (t) + (1− λ) x2 (t) , t ∈ (0, 1) , 0 ≤ λ ≤ 1. Clearly z is a.e. nondecreasing and in
addition
‖z‖ ≤ λ ‖x1‖ + (1− λ) ‖x2‖ ≤ λr1 + (1− λ) r1 = r1,
so the convexity of Qr1 is established.We now appeal to Theorem 3, to prove that Qr1 is compact inmeasure. Indeed, to show
this it suffices to putΩc = [0, c] for any c ∈ [0, 1]. Now,we shall show that the operatorH transforms the a.e. nondecreasing
functions into functions of the same type. If x is an arbitrary element of Qr1 , part (vi) of our hypothesis implies that x(φ (t)),
t ∈ (0, 1) , is a.e. nondecreasing. As the function f is nondecreasing in the sense described in (i), we have (Hx)(t), t ∈ (0, 1)
is a.e. nondecreasing. Thus the operator H maps Qr1 into itself.
To prove that H is a contraction with respect to the measure of weak noncompactness β on the set Qr1 , fix an arbitrary
set X ⊂ Qr1 and let x ∈ X . Further, let  > 0 and take a measurable subset D ⊂ (0, 1) such that meas.D ≤ . Then we get∫
D
|(Hx) (t)| dt ≤
∫
D
∣∣(Ff ,φUx) (t)∣∣ dt ≤
≤
∫
D
∣∣∣∣f (t, ∫ 1
0
u (t, s, x (φ (s))) ds
)∣∣∣∣ dt
≤
∫
D
{
|a(t)| + b
∫ 1
0
|u (t, s, x (φ (s)))| ds
}
dt
≤ ‖a‖L1(D) + b
∫
D
{∫ 1
0
k (t, s) {λ (t)+ µ |x (φ (s))|} ds
}
dt
≤ ‖a‖L1(D) + b ‖K‖L1(D)
{
‖λ‖L1(D) + µ
∫
D
|x (φ (s))| φ
′ (t)
M
ds
}
≤ ‖a‖L1(D) + b ‖K‖L1(D) ‖λ‖L1(D) + bµM−1 ‖K‖L1(D)
∫
φ(D)
|x (v)| dv.
For this subset X , the measure of weak noncompactness β (X) is given by the formula
β(X) = lim
→0
{
sup
x∈X
{
sup
D
{∫
D
|x(t)| dt : D ⊂ (0, 1) , meas.D ≤ 
}}}
.
To evaluate β(HX)we notice that
lim
→0
{
sup
x∈X
{
sup
D
{∫
D
|a(t)| dt + b ‖K‖L1(D)
∫
D
|λ(t)| dt : D ⊂ (0, 1) , meas.D ≤ 
}}}
= 0.
Indeed, we have
β(HX) ≤ bµM−1 ‖K‖β(X).
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The above inequality with the already established fact that Qr1 is compact in measure implies that
χ(HX) ≤ bµM−1 ‖K‖χ(X).
as follows from Theorem 4.
As already known the quantity bµM−1 ‖K‖ is less than 1. Applying Darbo’s result, Theorem 5, we have thatH has at least
one fixed point in Qr1 . Hence Eq. (1) has at least one a.e. nondecreasing solution x ∈ L1 (0, 1). 
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