It is well known that the dynamical system generated by Newton's Method applied to a real polynomial with all of its roots real has no periodic attractors other than the fixed points at the roots of the polynomial. This paper studies the effect on Newton's Method of roots of a polynomial "going complex". More generally, we consider Newton's Method for smooth real-valued functions of the form fp(x) = g(x) + p, a a parameter. If ¡i0 is a point of discontinuity of the map ¡i -» (the number of roots of f^), then, in the presence of certain nondegeneracy conditions, we show that there are values of fi near fi0 for which the Newton function of f has nontrivial periodic attractors.
Recently there have been several studies of Newton's root-finding algorithm for a function f:R^>R xn + l = Nf(xn) = xn -[f(x")/f'(x")} as a dynamical system [Sm, CGS, CoM, SaU, HM, W] . Among these, [CoM, SaU, HM, W] contain proofs of results due to Barna concerning the existence of chaotic dynamics in Newton's Method for polynomials. (A brief description of these complicated dynamics is given below, at the end of §2.) Let NC(/) denote the set of nonconvergent points for Nf, (1.2) NC(/) = { jc|( Nf) J(x) does not converge to a root of / as j-* 00}.
Both the size of this set and the dynamical complexity of the restriction of Nf to NC(/) are significant in determining how well Newton's Method works as a root-finding algorithm. A much-studied case is that of a polynomial, p(x), all of whose roots are real. Here Barna has shown that NC(/>) is a closed set of Lebesgue measure zero. A classical result of Fatou applies in this case to show that NC(/?) is uniformly repelling: there is a neighborhood U of NC(/>) and constants A > 0, r > 1 satisfying, for every x £ NC(/>) dist(NpJ(x), NC(/>)) > A ■ r> ■ dist(x,NC(/?))
as long as the first j -1 iterates of x by Np stay in the neighborhood U. (Fatou's result is discussed in §8 of [Bla] ; also see [Sul, MSS] ; a proof of this inequality that does not use Fatou's theorem can be found in [B4] and in [CoM] .) When one considers this result along with the inherent inaccuracies that occur whenever one does numerical work on a computer, it is not surprising that Newton's Method should work reasonably well to find the roots of a polynomial that has only real roots.
On the other hand, there are known examples of functions whose nonconvergent set has positive Lebesgue measure. In addition to the trivial examples (where f(x) has no real roots), there are Newton functions Nf that have attracting periodic orbits. A periodic orbit is called attracting if there is a compact neighborhood of the orbit that is mapped into itself by Nf and such that the iterates of any point in the neighborhood approach the orbit as the number of iterations grows. The set of points that approach the periodic orbit under iteration is called the basin of the periodic attractor. If p is a periodic point of period k with \(Nf k)'(p)\ < 1 then the orbit of p is necessarily attracting. In the special case where (Nfk)'(p) = 0 we will say that the periodic orbit is superattracting. Examples of maps whose Newton functions have periodic attractors are known [B3, HM]:
(each of these maps has {-1,1} as a superattracting period 2 orbit). The basic question we wish to address in this paper is how the disappearance of real roots in a one-parameter family of polynomials leads to the appearance of attracting periodic orbits in the Newton functions of these polynomials. In fact, we will study the somewhat more general question of how the dynamics of Newton functions Nf change as a parameter p is varied in such a way that the number of roots of the maps / changes. We give rough statements of our main results below; more precise statements of these theorems will be given in §3.
Theorem A. Suppose that g is C3, that g has a repeated root of multiplicity two, that g' has no repeated roots, and that g" has a real root. Let f^(x) = g(x) + p. For all sufficiently large integers k there is an open interval Ik on the p-axis such that for each p in Ik, Nf has an attracting periodic orbit of period k, and the intervals Ik converge to 0 as k goes to infinity. Theorem B. Suppose g is C3, satisfies the hypotheses of Theorem A, as well as certain other technical hypotheses. For all sufficiently large integers k there is an open interval Mk on the p-axis such that for each p in Mk, Nf has an attracting periodic orbit of period k. For sufficiently large k the intervals Mk are disjoint from any bounded set, and each Mk is disjoint from the interval Ik of Theorem A.
Relevant to these results is the recent thesis of C. McMullen [Mc] , which shows that there is no generally convergent rational algorithm (in the sense of Smale [Sm2] ) for finding the roots of complex polynomials of degree at least 4. In fact, McMullen shows that for these polynomials there is no rational root-finding algorithm with a uniform bound on the periods of the attracting orbits. McMullen also gives an example of a generally convergent algorithm for cubics (Newton's method is generally convergent for quadratics).
We make the following notational conventions.
, .
Nfj should be read as (Nf)j as opposed to N(fJ); similarly, ' Nf will denote (Nf)', not N(f').
By "periodic orbit" we will mean an orbit {NfJ(x)\j = (1.5) 0,1,2,...} that is finite and has cardinality at least 2, so a fixed point will not be considered a periodic orbit.
2. Basic facts about Newton functions. Suppose / is a smooth (at least C3) map from R to R. We will always assume that / satisfies the nondegeneracy condition (2.1) f'(x) = 0 implies f"(x) * 0.
The Newton function of /, Nf, is defined by
is undefined in all other cases).
Note that 
Consequently, if f(q) = 0 and f'(q)=t0 then (2.5(a)) (Nf)'(q) = 0.
More generally, if / is C"+1 and / as well as its first tj -1 derivatives all vanish at q, but its Tith derivative at q is nonzero, then defining Nf(q) = q makes Nf a C1 function in a neighborhood of q, and (2.5(b)) (Nf)'(q) = (n-T)/n.
(Thus for / satisfying the nondegeneracy condition 2.1, if f(q) = f'(q) = 0, then (Nf)'(q) = 1/2.)
(1 f,\ ^ f'(c) = u aiw f(c) ^ 0, then Nf has a vertical asymptote at c, and the sign of Nf(x) changes as x is increased past c.
If the second derivative of / is bounded away from 0 as |x| goes to infinity, then l'Hôpital's rule shows (2.7) Nf(x) -* oo as x -* oo and Nf(x) -» -ooasjc-> -oo.
(This condition will be useful later.) As a consequence of (2.1)-(2.7), the graph of Nf will typically be like the graph in Figure 1 . 
Moreover, one can choose compact subintervals K(i) c B(i) for each i such that all of the inclusions listed in (2.8) will continue to hold when each B(i) is replaced by K(i). In this situation standard arguments show that Nf has chaotic dynamics: periodic points of infinitely many different periods, uncountably many points that are neither periodic nor asymptotically periodic, positive topological entropy, etc. This phenomenon is quite general; for instance, it occurs whenever / has at least four real roots. For a more complete discussion see SaU, HM, W, CoM] .
3. Newton's method and quadratic bifurcations. In what follows we will study the change in the dynamics of Newton's Method when the underlying map loses a root by undergoing a quadratic tangency with the x-axis. Specifically, let g denote a smooth (C3) map satisfying the nondegeneracy condition (2.1). For convenience we will also assume that
so the graph of g(x) has a quadratic tangency with the x-axis at x = 0. We will be considering the Newton functions Nfß for the maps / defined by (3.2) /"(*) = g(x) + p depending upon the parameter p. Note that (3.1) implies that the number of roots of / in a neighborhood of 0 changes from 2 to 1 to 0 as p increases past p = 0. The effect of this on the graph of Nf is depicted in Figure 2 .
Figure 2. Graphs of y = Nf (x) near (x, p) = (0, 0)
We list below several easily verified facts.
If x is a point with g'(x) + 0, then the partial derivative of Nf with respect to p at x is
. It is important that this derivative is independent of p and is nonzero whenever defined. There are some exceptional points (x0, p0) where D^Nf^ does not exist, as can be seen in Figure 2 at (x, p) = (0,0). These points are the places where g'(xo) = 0 and p0 = -g(x0), so that for p = p0 both / and /' are 0 at x = x0.
Note also that the bands for Nf^ are essentially independent of p and are the same as those for g. (As in the previous paragraph, the only exceptions are at the values of p where / has a root that is also a critical point.) Additionally, if the second derivative of g is bounded away from 0 as \x\ goes to infinity, then the same will be true of /M, so that the limits (2.7) will hold for Nfß. We list for reference the following trivial lemma. Lemma 1. If I is a compact interval on which g' is nonzero, then Nf converges uniformly to Ng and Nff converges uniformly to Ng' on I as p goes to 0.
Proof. By (3.3) and (3.4) we have Nfß(x) -Ng(x) = -p/g'(x) and Nff -Ng'
In looking for periodic attractors in Newton's Method it is useful to follow the orbits of the critical points of the Newton function. There are at least two reasons for this. First, if a critical point of Nf is periodic of period k, then the orbit is necessarily superattracting. Second, if Nf is a rational function, then there is a strong connection between the attracting periodic orbits of Nf and the orbits of the critical points of Nf .
Theorem (Julia, [J, Bla] ). // h is a meromorphic function defined on the complex plane, then every attracting periodic orbit of h contains a critical point of h in its basin.
In what follows we will study the orbits of critical points of Nf as the graph of fy(x) undergoes a quadratic tangency with the x-axis at (x,p) = (0,0). We assume that such a critical point exists; that is, we assume that there are points p < 0 < q satisfying (3.6) g"(p) = 0 and g"(x) > 0 on (p,q).
(From (3.6), (3.1), and the mean value theorem it follows that the only point in (p,q) where either g or g' vanishes is at x = 0, and that g(x) > 0 on (p,q), g'(x) > 0 on (0,q), g'(x) < 0 on (p,0).) By 2.5(b), Ng'(0) = 1/2, so that Ng'(x) > 0 for p < x < q. Together with (3.5) and (3.6), this shows that for x in
Another application of (3.5) shows that (3.8) Dll(Nfli)>0 on(p,0) and Dy(Nfß) < 0 on(0,q).
Lemma 2. Suppose p > 0. If (Nf^p) < 0 for 0 < i < k, then D^(Nfk)(p) > 0.
Proof. Combine (3.7), (3.8), and the chain rule. D The hypotheses of Lemma 2 are satisfied for small values of p:
Lemma 3. Given any k > 0 there is a constant p0 > 0 such that if \p\ < p0 then
Proof. Ng is monotonically increasing on [p, q] , and for any x in [p, q], Ng(x) is between x and 0, so for any such x the sequence (Ng)'(x) converges monotonically to x = 0. In addition, for any positive constant ß, Nf converges C1 uniformly to Ng on [p, -ß] U [ß, q] as p goes to 0, so if ß is chosen to be less than both of Ngk(q) and \Ngk(p)\, one can find /x0 as asserted in the lemma. D Lemma 4. Given any k > 0 there is a constant ju, > 0 such that if 0 < p < /x1 then a)P<Nfli(p)< ■■■ <Nfk~\p)<0; (2)Nfk(p)>Nfk-\p); (3) Nfk~l(p) -» 0 as p increases to ju,, so f/zai Nfk(p) -> oo as ju increases to pv Proof. Combine (3.5) and (3.7) with Lemmas 2 and 3. The idea is that as long as conclusion (1) Proof. The previous discussion deals with the case p < 0 and g"(0) > 0. In that situation we have demonstrated the existence of the superattracting periodic orbits at values p = pk. The implicit function theorem shows that this attracting periodic orbit will continue to exist for all values of p sufficiently close to pk. Let Ik be an open interval containing pk such that for each p in Ik Nf^ has an attracting periodic orbit of period k that contains p in its basin. If p > 0 the argument is essentially the same. To deal with the case when g"(0) < 0, note that the Newton function for g(x) + p is exactly the same as that for -g(x) -p, to which the previous case applies. D Using the same notation as above, there are two possibilities concerning the band for Ng that contains q: either this band is bounded or it is not. In either case, additional arguments (and some additional hypotheses in the case when the band is unbounded) can be made to show the existence of other families of attracting periodic orbits for {Nf^}.
Corollary
A. In addition to the hypotheses of Theorem A suppose that there are two points, y and z, where g' vanishes, with y < 0 < z, so that there are points p < 0 < q with g"(p) = g"(q) = 0 and with g" + 0 on (p,q). Then for each sufficiently large k there are at least two values of p for which p is a superattracting periodic orbit of period k, and at least two values of p for which q is a superattractng periodic orbit of period k.
Proof. The mean value theorem applied to g' and the assumptions on g ensure the existence of the points p, q. The assumption concerning the vanishing of g' implies that Nf will have vertical asymptotes to the left of x = p and to the right of x = q, which we may assume are located at x = y and x = z respectively. In the language of §2, the intervals Figure 1 ; the graph of Nf on [0, z] is similarly shaped but upside down. Consequently, if p is sufficiently close to 0 then (Nfl¡)~1(p) will contain at least two points in [0, z] , so that for all large k this set in (p, x) space will intersect each of the graphs jk in at least two points; see Figure 4 . As before, each of these intersections corresponds to a value of p for which p is superattracting of period k. The existence of superattracting periodic orbits through q is demonstrated similarly. D
In the next theorem we assume that 0 is the largest critical point of g, and we make assumptions concerning the behavior of Ng(x) as x goes to infinity. Specifically, we assume that g"(x) is bounded away from 0 as \x\ -» oo (so that Ng(x) goes to infinity with x; see (2.7)) and that (Ng)'(x) is both bounded and bounded away from 0 as x goes to infinity. This second condition is satisfied for all polynomials as well as for rational functions and exponentials that satisfy the first condition.
Theorem B. Suppose g is C3 and satisfies (2.1) and (3.1). In addition, assume that (a) g"(x) is bounded away from 0 as \x\ goes to infinity; (b) (Ng)' is both bounded and bounded away from 0 as \x\ -> oo; (c) either (i) g'(x) J= 0 for all x > 0 and g"(p) = 0 for some p < 0, or (ii) g'(x) # 0 for all x < 0 and g"(p) = 0 for somep > 0.
Then for each k = 2,3,...
there is an open interval Mk on the p-axis such that (1) if p lies in Mk then Nf has an attracting periodic point of period k; (2) in each interval Mk there is at least one value of p for which this periodic orbit is superattracting; (3) if k > 2 then Mk is disjoint from the interval Ik described in Theorem A, so the attracting periodic orbits described in (2) are distinct from those of Theorem A; (4) either all of the Mk lie on the positive p-axis, or else they all lie on the negative p-axis; (5) given any bounded subset B of the p-axis, Mk is disjoint from B for all large k.
Proof. For definiteness assume that (i) holds in assumption (c). We will study the orbit of the largest negative value where g" vanishes; for convenience we assume that this value is p. For x, p > 0, S(x,p) = (Sf(x,p),p) where S1(x,p) = Nf)i(x).
The fact that D^Nf^ = -l/g'(x) ¥= 0 for all x > 0 means that p is a regular value of Sf, so by the regular value theorem U consists of a collection of smooth curves in W. In fact, the implicit function theorem shows that each curve in U is the graph of some smooth function p = h(x). Claim 1. There is one such curve p = H(x) with H defined on an interval (A, oo), A > 0.
Proof. Differentiate the equality Nfh(x)(x) = p to obtain
Each of the maps h is positive by definition, and g" is positive and bounded away from 0 for all large x, so there is a constant T with the property that if h is any of these maps, then (3.13) h'(x) > 0 whenever x > T.
Each of the curves (x, h(x)) is a closed submanifold of (0, oo) X [0, oo) so if one of the maps h is defined at some point x0> T then this same map is defined for all x > x0. To find such a curve, pick x0 > T large enough that Ng(x0) > p. Since D^NJ^Xq) = -l/g'(x;0) < 0, there is some jn0 > 0 with (x0,p0) contained in U. Let (x, H(x)) be the specific curve in U satisfying H(x0) = p0. Then H is defined and positive on some maximal open subinterval (A, oo) c (0, oo) as claimed.
Claim 2. H'(x) -» oo as x -» oo. Proof. Since g'(x) ¥= 0 for x > 0, (3.12) gives a well-defined linear differential equation whose solution is
for some constant c, so that (3.14)
H'(x) = (x + c)g"(x).
The claim follows from (3.14) and (a).
Claim 3. H(x) tends to 0 as x decreases to A. Proof. If x0 is as in the definition of H, then x < x0 implies that H(x) < p0 (use (3.13) ). In particular H(x) is bounded for x between x0 and A so there is a sequence {xn} decreasing to A with H(xn) converging to some value ft*. If A > 0 then the map (3.11) is continuous at (A, ¡ti*), so Nf (A) = p, and since A > 0 the implicit function theorem can be applied to extend H to a larger domain of definition. This would contradict the definition of A unless /j* = 0. Now consider the case A = 0. By (3.1) and (3.12) there is a constant Q > 0 such that H'(x) > 0 if 0 < x < Q, so near x = 0 H(x) decreases monotonically to /i» as x decreases to 0. In addition, for ju > 0 Nf tends to -oo as x decreases to 0. If p* > 0, choose z > 0 such that Nf^(x) < p for 0 < x < z. Since D^Nf^x) < 0 if x > 0, it follows that Nfmx)(x) < Nfn^x) < p for 0 < x < z. This is absurd, since NfH(x)(x) = p by definition.
As a consequence of the three claims we know that the range of H contains all p > 0 (the range also contains jtt = 0 if A > 0, but not if A = 0). A typical curve p = H(x) is sketched in Figure 5 . Also in Figure 5 is the graph of the function p -* Nf (p). Since g'(p) < 0, (3.5) shows that this function is a straight line with positive slope that crosses the upper half of the ft-axis. Claim 2 ensures that this line intersects the curve p = H(x) as indicated. This intersection represents a value of ju for which p is a superattracting period two orbit.
Figure 5
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To find superattracting orbits of higher periods, we proceed as follows. Let V2 be the line segment v2= {s(p,p)\p>o}n w where S is the map defined in (3.11). V2 is the segment depicted in Figure (b) show that as long as x is large the slope of the tangent line at S(x, p) is also bounded and bounded away from 0. Since V2 is a straight line, it follows that if (x, p) lies on V2 and x is sufficiently large, then there are constants T2> Tf > 0 such that the slope of the tangent line to V3 = S(V2) is contained in (Tf,T2). Note also that S moves points in the first quadrant of the (jc, ju) plane to the left (S(x, p) = (y,p) with y < x) so the projection of V3 on the jc-axis is equal to (0, oo). Consequently, for sufficiently large x V3 is a graph of the form p = L3(x) with L'3 bounded and bounded away from 0. Now the preceding argument can be applied inductively with Vk+l in place of Vk to show (i) {x\ for some p > 0 (x, p) e Vk} = (0, oo); (ii) {p\ for some* > 0 (x, p) e Vk) = (mk, oo) with mk > 0; (iii) for large x, Vk is a graph of the form p = Lk(x) with L'k bounded and bounded away from 0.
Because H'(x) goes to infinity with x and H(x) goes to 0 as x decreases to A > 0, (i)-(iii) suffice to establish the claim. See Figure 6 .
Proof of the theorem. For each k > 1 choose a parameter value pk such that pk = H(xk) and (xk, pk) e Vk. Let Mk be an open interval containing pk such that for each p in Mk Nf^ has an attracting periodic orbit of period k containing p in its basin. For p in Mk there is only one point on this attracting periodic orbit that is on the same side of the vertical asymptote at x = 0 as p, so assertion (3) holds. Assertion (4) follows from conclusion (ii) in the proof of Claim 4.
To establish (5) it is enough to show that pk goes to infinity with k. Recall that S moves points in the first quadrant of the (jc, p) plane to the left, so for k > 2, Vk lies above the line V2 in the first quadrant. Consequently the interval M, lies between 0 Figure 6 and Mk on the ju,-axis, and so the collection {pk} is bounded away from 0. As described above, for p = pk the first k -1 iterates of p by Nf are all bigger than 0. Since {pk} is bounded away from 0, this means that the sequence Nf^ip) must go to infinity. But Nf^ip) = Ng(p) -[pk/g'(p)] so the sequence pk must also go to infinity. D The two theorems describe the "simplest" attracting orbits. Similar techniques can be used to find additional families of attracting periodic orbits. For instance, one can combine the proofs of Theorems A and B to obtain the following. Remark. If one has more information about the behavior of Ng on each of its bands, then one can use the standard techniques of the theory of continuous maps of the real line ("kneading theory", the understanding of the phenomenon of perioddoubling, etc.) to find other families of periodic attractors in {Nf}. A good reference for this theory is [CoE] .
4. Numerical results. The results of the previous section establish the existence of parameter values p = pk for which Nf has an attracting periodic orbit of period k. In some cases these values pk appear to scale geometrically and so can be found fairly easily. We will describe the results of a numerical study of a certain family of cubic polynomials below. A previous study of Newton's Method for cubics can be found in [CuGS] , which considers Newton's Method for the complex polynomials pA(z) = z3 + (A -l)z -A, where A is a complex parameter. Among the things that are observed for this family is the existence of various periodic attractors. Since pA depends on A in a more complicated way than / depends on p, the results of the current paper do not apply directly to the family pA, even if we consider only real values of A and z. Nonetheless, there is apparently a connection between some of the attracting orbits found in [CuGS] and those predicted by Theorems A and B. From the point of view of the current paper, the interesting parameter values in the family pA are A = 1/4 and A = 1. (For the rest of the discussion we consider only real values of A so that pA can be thought of as a real mapping.) The number of real roots of pA changes from 3 to 2 to 1 as A increases past 1/4 (pA has a double root at A = 1/2), so the attractors predicted by Theorem A seem to be related to those found by [CuGS] near A = 1/4. On the other hand, as A increases past 1, the two real critical points of pA move together and then go complex. In terms of the results of this paper, it seems that the essential features of Theorem B are satisfied for pA with A increasing towards 1, so again it would appear that the orbits described in Theorem B correspond to some of these bound numerically near A = 1 in [CuGS] . (Because of the more complicated parameter dependence in the family {pA}, the parameter interval 1/4 < A < 1 corresponds to the parameter interval 0 < jti < oo.) We strongly urge the reader to consult [CuGS] , especially its Figure 3 .2.
Next we describe a numerical study of the attracting orbits that arise as predicted by Theorem B for a one parameter family of cubics with simpler parameter dependence than in the family { pA}.
Example, /^(jc) = x3 -3x + p. This family of maps has a quadratic tangency with the x-axis at jc = 1 when p = 2. The only zero of f¿' is at jc = 0, so Julia's Theorem implies that if Nf^ has an attracting periodic orbit of period greater than 1, then the iterates of 0 must tend towards that orbit. By following the iterates of 0 on a computer we have found the periodic orbits described in Theorem B up to periods of nearly 40. Some of the data are sumarized in Table 1 . As usual, we let pk denote the parameter value for which 0 is periodic of period k. Numerically pk+1/pk appears to tend to a limit of 1.8371... which to several decimal place accuracy is equal to (1.5)15. The following argument, although not rigorous, seems to explain why this constant occurs. For any fixed value of p the quantity ItV/^jc) -2jc/3| tends to 0 as jc goes to infinity. Trivial calculations show that Nf^O) = p/3 and (tV/J,)-1^) = (p/2)1/3, so if 0 is a periodic point of period k for Nf^ then all of the other iterates of 0 lie between these two values, and (4.1) Nfk~2(p/3) = (p/2)x/\ By assuming that Nf can be well approximated by 2jc/3 on this interval one obtains an approximate version of (4.1):
(4.2) 2k~2p/3k~l = (p/2)l/\ Solving (4.2), one finds p = C ■ (1.5)1S* where C is a constant independent of k. Using this value as an approximation of pk, one obtains the approximate value (1.5)15 for the ratio pk+l/pkThe problem with this argument is that p is growing with k, and lA^ (jc) -2jc/3| does not tend to 0 as A: grow for values of jc on the orbit of 0 and between p/3 and (p/2)1/3. The numerical results in Table 1 can be viewed as evidence that the approximation 2jc/3 of Nf^(x) is good enough at most of the relevant points along the orbit so that (Nfp¡)k~2(x) is well approximated by (2/3)*~2 ■ x.
