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Abstract. The concept of image partition regularity near zero
was first investigated by De and Hindman. In contrast to the fi-
nite case , infinite image partition regular matrices near zero are
very fascinating to analyze. In this regard the abstraction of cen-
trally image partition regular matrices near zero was introduced
by Biswas, De and Paul. In this paper we propose the notion of
matrices that are C-image partition regular near zero for dense
subsemigropus of pp0,8q,`q.
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1. Introduction
A finite or infinite matrix A, with entries from Q, is image partition
regular provided that whenever N is finitely colored, there must be
some
Ñ
x with entries from N such that all entries of A
Ñ
x are in the same
color class. Several characterizations of infinite image partition regular
matrices involve the notion of “first entries matrix”, a concept based
on Deuber’s pm, p, cq sets. For an overview on this topic, the reader
is referred to Deuber [1973], Hindman [2003]. We give the definition
below.
Definition 1.1. Let A be a u ˆ v matrix with rational entries. Then
A is a first entries matrix if and only if no row of A is
Ñ
0 and there exist
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d1, d2, ¨ ¨ ¨ , dv P tx P Q : x ą 0u such that, whenever i P t1, 2, ¨ ¨ ¨ , vu
and l “ mintj P t1, 2, ¨ ¨ ¨ , vu : ai,j ‰ 0u, then dl is a first entry of A.
It is well known that for finite matrices, image partition regularity be-
haves well with respect to central subsets of the underlying semigroup.
central sets were introduced in Furstenberg [1981] and were defined in
terms of notions of topological dynamics. These sets enjoy very strong
combinatorics properties. (see for further details Proposition 8.21 of
Furstenberg [1981], Chapter 14 of Hindman and Strauss [2012].) They
have a nice characterization in terms of the algebraic structure of βN,
the Stone-Cˇech compactification of N. We shall present this character-
ization below, after introducing the necessary background information.
Let pS,`q be an infinite discrete semigroup. We take the points
of βS to be all the ultrafilters on S, the principal ultrafilters being
identified with points of S. Given a set A Ď S, A “ tp P βS : A P pu.
the set tA : A Ď Su is a basis for the open sets (as well as the closed
sets) of βS. There is a natural extension of the operation ` on S to
βS making βS a compact right topological semigroup (meaning that
for any p P βS, the function ρp : βS Ñ βS defined by ρppqq “ q ` p is
continuous) with S contained in its topological center (meaning that
for any x P S, the function λx : βS Ñ βS defined by λxpqq “ x ` q
is continuous). Given p, q P βS and A Ď S, A P p ` q if and only if
tx P S : ´x` A P qu P p, where ´x` A “ ty P S : x` y P Au.
A nonempty subset I of a semigroup pT,`q is called a left ideal of T
if T ` I Ď I, a right ideal if I`T Ď I, and a two sided ideal (or simply
an ideal) if it is both a left and a right ideal. A minimal left ideal is a
left ideal that does not contain any proper left ideal. Similarly, we can
define a minimal right ideal and the smallest ideal.
Any compact Hausdorff right topological semigroup pT,`q contains
idempotents and also has the unique smallest two sided ideal
KpT q “
ď
tL : L is a minimal left ideal of Tu
“
ď
tR : R is a minimal right ideal of Tu.
Given a minimal left ideal L and a minimal right ideal R, it easily
follows that LXR is a group and thus in particular contains an idem-
potent. If p and q are idempotents in T , we write p ď q if and only
if p ` q “ q ` p “ p. An idempotent is minimal with respect to this
relation if and only if it is a member of the smallest ideal KpT q of T .
See Hindman and Strauss [2012] for an elementary introduction to
the algebra of βS and for any unfamiliar details.
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Definition 1.2. Let pS,`q be an infinite discrete semigroup. A set
C Ď S is central if and only if there is some minimal idempotent p in
pβS,`q such that C P p. C is called a central˚ set if it belongs to every
minimal idempotent of pβS,`q.
We will be considering the sets which are dense in pp0,8q,`q. Here
“dense” means with respect to the usual topology on pp0,8q,`q. When
passing through the Stone-Cˇech compactification of such a semigroup
S, we deal with the set S with the discrete topology.
Definition 1.3. If S is a dense subsemigroup of pp0,8q,`q, one de-
fines, O`pSq “ tp P βS : p0, ǫq X S P p for all ǫ ą 0u.
It is proved in Lemma 2.5 of Hindman and Leader [1999], thatO`pSq
is a compact right topological semigroup of pβS,`q. It was also noted
there that O`pSq is disjoint from KpβSq, and hence gives some new
information which is not available from KpβSq. Being a compact right
topological semigroup O`pSq contains minimal idempotents. We de-
note KpO`pSqq to be the smallest ideal of O`pSq. Note that idempo-
tents of KpO`pSqq are minimal idempotents of O`pSq.
Definition 1.4. Let S be a dense subsemigroup of pp0,8q,`q. A
set C Ď S is central near zero if and only if there is some minimal
idempotent p in O`pSq such that C P p. C is central˚ set near zero if
it belongs to every minimal idempotent of O`pSq.
In De and Paul [2012], nice combinatorial algebraic properties of cen-
tral sets near zero had been established. Now we present some well
known characterization of image partition regularity of matrices fol-
lowing Theorem 2.10 of Hindman et al. [2002].
Theorem 1.5. Let A be a pˆ q matrix with rational entries for some
p, q P N. The following statements are equivalent:
(1) A is an image partition regular matrix.
(2) Let C be a central subset of N. Then A
Ñ
x P Cp for some
Ñ
x P Nq.
(3) Let C be a central subset of N. Then t
Ñ
x P Nq : A
Ñ
x P Cpu is
also a central subset Nq.
(4) For some m P N there exist a qˆm matrix X with entries from
ω and no row equal to
Ñ
0 . There also exists a pˆm first entries
matrix Y with entries from ω. Then for some n P N one has n
is the only first entry of Y and AX “ Y .
(5) For some m P N there exist a pˆm first entries matrix Z with
all entries from ω. Then for some c P N one has c as the only
first entry of Z and for each
Ñ
y P Nm there exists
Ñ
x P Nq such
that A
Ñ
x “ Z
Ñ
y .
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(6) For some m P N there exist a pˆm first entries matrix Z such
that for each
Ñ
y P Nm one has A
Ñ
x “ Z
Ñ
y for some
Ñ
x P Nq.
(7) For each
Ñ
s P Qzt
Ñ
0u one gets
ˆ
h
Ñ
s
M
˙
to be image partition reg-
ular for some h P Qzt0u.
(8) For any m P N let φ1, φ2, ¨ ¨ ¨ , φm be non zero linear mappings
from Qq to Q. Let C be central in N. Then one has A
Ñ
x P Cp
for some
Ñ
x P Nq and for each i P t1, 2, ¨ ¨ ¨ , mu, φip
Ñ
xq ‰ 0.
(9) Let C be any central set in N. Then there exists
Ñ
x P Np such
that
Ñ
y “ A
Ñ
x P Cp, all entries of
Ñ
x are distinct and for all
i, j P t1, 2, ¨ ¨ ¨ , uu, if row i and j of A are unequal, then yi ‰ yj.
In Hindman et al. [2003], the authors presented some contrast be-
tween finite and infinite image partition regular matrices and showed
that some of the interesting properties of finite image partition regular
matrices could not be generalized for infinite image partiton regular
matrices. In this regard the notion of centrally image partition regular
matrices were introduced in Definition 2.7 of Hindman et al. [2003].
Definition 1.6. LetM be an ωˆω matrix with rational entries. Then
M is centrally image partition regular if and only if for any central set
C in N one hasM
Ñ
x P Cω for some
Ñ
x P Nω. It is noteworthy to mention
that
Ñ
x may depend on the choice of C.
Note that Definition 1.6 has a natural generalization for an arbitrary
subsemigroup S of pp0,8q,`q. In Biswas et al. [2015], the authors in-
troduced another natural candidate to generalize the properties of finite
image partition regularity near zero to the case of infinite matrices.
We now recall Definitions 1.7 and 1.8 of Biswas et al. [2015] respec-
tively.
Definition 1.7. Let S be a dense subsemigroup of pp0,8q,`q. Let
p, q P N and A be a p ˆ q matrix with rational entries. The matrix
A is image partition regular near zero over S if and only if whenever
r P N, ǫ ą 0 and S “
Ťr
i“1Ci, one has A
Ñ
x P pC X p0, ǫqqp for some
i P t1, 2, ¨ ¨ ¨ , ru and
Ñ
x P Nq.
Definition 1.8. Let S be a dense subsemigroup pp0,8q,`q. Let A be
an ω ˆ ω matrix with entries from Q. A is centrally image partition
regular near zero over S if for a central set C near zero in S, one has
A
Ñ
x P Cω for some
Ñ
x P Sω.
In Section 2, we shall introduce the concept of C-image partition
regular matrices near zero, which is an interesting subclass of centrally
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image partition regular matrices near zero. We shall see that both
these image partition regularities behave almost the same.
In Section 3, we will give some examples of C-image partition regular
matrices.
2. C-image partition regular matrices near zero
In this section we shall define C-image partition regularity near zero
for dense subsemigroup S of pp0,8q,`q. Let us recall Definitions 3.1
and 3.2 of Bayatmanesh and Akbari Tootkaboni [2016] respectively.
Definition 2.1. Let S be a dense subsemigroup of p0,8q. Let τ0 be
the set of all sequences in S which converge to zero.
Definition 2.2. Let S be a dense subsemigroup of p0,8q and A Ď S.
Then A is J-set near zero if and only if whenever F P Pf pτ0q and
δ ą 0, there exists a P S X p0, δq and H P Pf pNq such that f P F ,
a`
ř
tPH fptq P A.
We now present the central sets theorem near zero.
Theorem 2.3. Let S be a dense subsemigroup of pp0,8q,`q. Let A be
a central subset of S near zero. Then for each δ P p0, 1q, there exists
functions αδ : Pf pτ0q Ñ S and Hδ : Pfpτ0q Ñ Pf pNq such that
(1) αδpF q ă δ for each F P Pf pτ0q.
(2) If F,G P Pfpτ0q and F Ď G, then maxHδpF q ă minHδpGq and
(3) whenever m P N, G1, G2, ¨ ¨ ¨ , Gm P Pfpτ0q, G1 Ď G2 Ď ¨ ¨ ¨ Ď
Gm and for each i P t1, 2, ¨ ¨ ¨ , mu, fi P Gi one has
mÿ
i“1
´
αδpGiq `
ÿ
tPHδpGiq
fiptq
¯
P A.
Proof. See Theorem 3.5 of [Bayatmanesh and Akbari Tootkaboni, 2016].

For a dense subsemigroup S of pp0,8q,`q, a set A Ď S is said to be
a C-set near zero if it satisfy the conclusion of the central Sets Theorem
near zero.
So we have the following definition which is Definition 3.6(a) of [Bayatmanesh and Akbari Tootkaboni,
2016].
Definition 2.4. Let S be a dense subsemigroup of pp0,8q,`q and let
A Ď S. We say that A is a C-set near zero if and only if for each δ P
p0, 1q, there exist functions αδ : Pfpτ0q Ñ S and Hδ : Pf pτ0q Ñ Pf pNq
such that
(1) αδpF q ă δ for each F P Pf pτ0q.
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(2) If F,G P Pf pτ0q and F Ď G, then maxHδpF q ă minHδpGq and
(3) whenever m P N, G1, G2, ¨ ¨ ¨ , Gm P Pf pτ0q, G1 Ď G2 Ď ¨ ¨ ¨ Ď
Gm and for each i P t1, 2, ¨ ¨ ¨ , mu, fi P Gi one has
mÿ
i“1
´
αδpGiq `
ÿ
tPHδpGiq
fiptq
¯
P A.
The following definition is Definition 3.6(b) of [Bayatmanesh and Akbari Tootkaboni,
2016].
Definition 2.5. Let S be a dense subsemigroup of pp0,8q,`q. Define
J0pSq “ tp P O
`pSq : for all A P p, A is a J-set near zerou.
Theorem 2.6. Let S be a dense subsemigroup of pp0,8q,`q. Then
J0pSq is a compact two-sided ideal of βS.
Proof. See Theorem 3.9 of [Bayatmanesh and Akbari Tootkaboni, 2016].

Theorem 2.7. Let S be a dense subsemigroup of pp0,8q,`q and A Ď
S. Then A is a C-set near zero if and only if there is an idempotent
p P A X J0pSq.
Proof. See Theorem 3.14 of Furstenberg [1981]. 
We call a set A Ď S to be C˚-set near zero if and only if it is a
member of every idempotent in J0pSq.
Theorem 2.8. Let S be a dense subsemigroup of pp0,8q,`q, let u, v P
N, and let M be a uˆ v matrix with entries from ω which satisfies the
first entries condition. Let A be C-set near zero in S. If, for every
first entry c of M , cS is a C˚-set near zero, then there exist sequences
xx1,ny
8
n“1, xx2,ny
8
n“1, ¨ ¨ ¨ xxv,ny
8
n“1 in τ0 such that for every F P Pf pNq,
Ñ
xF P pSzt0uq
v and M
Ñ
xF P A
u, where
Ñ
xF “
¨
˚˚
˝
ř
xPF x1,nř
xPF x2,n
...ř
xPF xv,n
˛
‹‹‚.
Proof. The proof is almost same as that of Theorem 15.5 of Hindman and Strauss
[2012]. 
As a consequence of the above theorem, we have the following corol-
lary.
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Corollary 2.9. Let S be a dense subsemigroup of pp0,8q,`q for which
cS is a C˚-set near zero for each c P N. Let u, v P N and M be a
uˆ v matrix with entries from Q which is image partition regular over
N. Then for each C-set near zero A, there exists
Ñ
x P Sv such that
M
Ñ
x P Au.
We shall now introduce the notion of C-image partition regular ma-
trix near zero.
Definition 2.10. Let A be an ωˆω matrix with entries from Q. The
matrix A is C-image partition regular near zero if and only if for every
C-set near zero C of N there exists
Ñ
x P Nω such that A
Ñ
x P Cω.
From Definitions 2.10 and 1.8, it is clear that every C-image partition
regular matrix near zero is centrally image partition regular. In the
following theorem we shall see that C-image partition regular matrices
near zero are closed under diagonal sums.
Theorem 2.11. Let S be a dense subsemigroup of pp0,8q,`q. For
each n P N, let the matrices Mn be C-image partition regular near zero.
Then the matrix
M “
¨
˚˚
˝
M1 0 0 ¨ ¨ ¨
0 M2 0 ¨ ¨ ¨
0 0 M3 ¨ ¨ ¨
...
...
...
. . .
˛
‹‹‚
is also C-image partition regular near zero.
Proof. Let A be a C-set near zero. For each n P N,Mn is C-image parti-
tion regular. Therefore choose
Ñ
x
pnq
P Sω such that
Ñ
y
pnq
“Mn
Ñ
x
pnq
P Aω
for each n P N (by definition). Let
Ñ
z “
¨
˚˚
˝
Ñ
x
p1q
Ñ
x
p2q
...
˛
‹‹‚.
Then all entries of M
Ñ
z are in A. 
3. Some classes of infinite matrices that are C-image
partition regular near zero
We now present a class of image partition regular matrices, called the
segmented image partition regular matrices which were first introduced
in Hindman and Strauss [2000]. There it was shown that segmented
image partition regular matrices are centrally image partition regular.
Recall the Definition 3.2 of Biswas et al. [2015].
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Definition 3.1. Let M be an ωˆω matrix with entries from Q. Then
M is a segmented image partition regular matrix if and only if:
(1) No row of M is
Ñ
0.
(2) For each i P ω, tj P ω : ai,j ‰ 0u is finite.
(3) There is an increasing sequence xαny
8
n“0 in ω such that α0 “ 0
and for each n P ω, txai,αn, ai,αn`1, ai,αn`2, ¨ ¨ ¨ , ai,αn`1´1y : i P
ωuzt
Ñ
0u is empty or is the set of rows of a finite image partition
regular matrix.
If each of these finite image partition regular matrices is a first entries
matrix, then M is a segmented first entries matrix. If also the first
nonzero entry of each xai,αn , ai,αn`1, ai,αn`2, ¨ ¨ ¨ , ai,αn`1´1y, if any, is 1,
then M is a monic segmented first entries matrix.
The following theorem is Theorem 3.1 in Biswas et al. [2015].
Theorem 3.2. Let S be a dense subsemigroup of pp0,8q,`q for which
cS is central˚ near zero for every c P N and let M be a segmented image
partition regular matrix with entries from ω. ThenM is centrally image
partition regular near zero.
The proof of the following theorem is adapted from the proofs of The-
orem 3.2 of Hindman and Strauss [2000] and Theorem 3.1 of Biswas et al.
[2015].
Theorem 3.3. Let S be a dense subsemigroup of pp0,8q,`q for which
cS is C˚ near zero for every c P N and let M be a segmented image par-
tition regular matrix with entries from ω. ThenM is C-image partition
regular near zero.
Proof. Let us denote the columns ofM as
Ñ
c 0,
Ñ
c 1,
Ñ
c 2, ¨ ¨ ¨ . Pick xαny
8
n“0
according to the definition of a segmented image partition regular
matrix. For each n P ω, let Mn be the matrix containing columns
Ñ
c αn ,
Ñ
c αn`1, ¨ ¨ ¨ ,
Ñ
c αn`1´1. Then the set of non-zero rows of Mn be-
comes finite and, if the case that the set is nonempty, it becomes the
set of rows of a finite image partition regular matrix. Define Bn “ pM0
M1 . . .Mnq. Now in view of Lemma 2.5 of Hindman and Strauss [2012]
0`pSq is a compact right topological semigroup and thus we can pick
a minimal idempotent p P 0`pSq. Let C Ď S with the property that
C P p. Define C˚ “ tx P C : ´x` C P pu. Then C˚ P p and, for every
x P C˚, one has ´x` C˚ P p by Lemma 4.14 of Hindman and Strauss
[2012].
Now the set of non-zero rows ofMn is finite (suppose nonempty) and
is the set of rows of a finite image partition regular matrix over N and
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hence by Theorem 2.3 of De and Hindman [2009] it is IPR{S0. Then
by Corollary 2.9, we can pick
Ñ
x
p0q
P Sα1´α0 such that, if
Ñ
y “ M0
Ñ
x
p0q
,
then yi P C
˚ for every i P ω and also we have that the ith row of M0 is
non-zero.
We now make the inductive assumption that, for some m P ω, we
have chosen
Ñ
x
p0q
,
Ñ
x
p1q
, . . . ,
Ñ
x
p1q
with the property that
Ñ
x
piq
P Sαi`1´αi
for each i P t0, 1, 2, ¨ ¨ ¨ , mu, and, if
Ñ
y “ Bm
¨
˚˚˚
˚˝
Ñ
x
p0q
Ñ
x
p1q
...
Ñ
x
pmq
˛
‹‹‹‹‚,
then yj P C
˚ for every j P ω and one has that the jth row of Bm is
non-zero.
Let us take D “ tj P ω is the row j of Bm`1 which is not
Ñ
0u and
note that for each j P ω,´yj ` C
˚ P p (Either yj “ 0 or yj P C
˚). By
Corollary 2.9 we can choose
Ñ
x
pm`1q
P Sαm`2´αm`1 with the property
that, whenever ~z “Mm`1
Ñ
x
pm`1q
, one has zj P
Ş
tPDp´yt`C
˚q for each
j P D.
In this way we can choose an infinite sequence x
Ñ
x
piq
yiPω with the
property that, for every i P ω,
Ñ
x
piq
P Sαi`1´αi, and, whenever
Ñ
y “ Bi
¨
˚˚˚
˚˝
Ñ
x
p0q
Ñ
x
p1q
...
Ñ
x
piq
˛
‹‹‹‹‚,
holds, one has yj P C
˚ for each j P ω, where the jth row of Bi is
non-zero.
Let us take
Ñ
x “
¨
˚˚˚
˚˝
Ñ
x
p0q
Ñ
x
p1q
Ñ
x
p2q
...
˛
‹‹‹‹‚
and also define
Ñ
y “M
Ñ
x. We note that, for every j P ω, there exists
m P ω with the property that yj becomes the j
th entry of
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Bi
¨
˚˚˚
˚˝
Ñ
x
p0q
Ñ
x
p1q
...
Ñ
x
piq
˛
‹‹‹‹‚
for all i ą m. Thus all the entries of
Ñ
y falls in C˚. 
Now we turn our attention to to the methods of constructing C-image
partition regular matrices based on existing ones. The proof of the fol-
lowing theorem is adapted from Theorem 4.7 of Hindman and Strauss
[2000].
Theorem 3.4. Let S be a dense subsemigroup of pp0,8q,`q for which
cS is C˚-set near zero for each c P N. Let M be a C-image partition
regular matrix near zero over S and let xbny
8
n“1 be a sequence in N. Let
N “
¨
˚˚
˝
b0 0 o ¨ ¨ ¨
0 b1 o ¨ ¨ ¨
0 0 b2 ¨ ¨ ¨
...
...
...
. . .
˛
‹‹‚. Then
¨
˝O NM O
M N
˛
‚
is C-image partition regular near zero over S.
Proof. Let A be a C-set in S. Pick an idempotent p in J0pSq with the
property that A P p. Let us define B “ tx P A : x ` A P pu. Then by
Lemma 4.14 of Hindman and Strauss [2012] B P p and therefore B is
C-set in S. So pick
Ñ
x P Sω in such a way that M
Ñ
x P Bω.
For any given n P ω, define an “
ř8
t“0 an,t ¨xt. Then AXpan`Aq P p,
so pick zn P AX pan `Aq X bnS and define yn “ zn{bn. Then it follows
that ¨
˝O NM O
M N
˛
‚ˆÑxÑ
y
˙
P Cω`ω`ω.

Let us quickly recall the following definition which is Definition 4.8
in Hindman and Strauss [2000].
Definition 3.5. Let γ, δ P ωYtωu and let C be a matrix of order γˆδ
containing finitely many nonzero entries in each row. For each t ă δ, let
Bt be (finite matrix) of dimension utˆvt. LetR “ tpi, jq : i ă γ and j PŚ
tăδt0, 1, ¨ ¨ ¨ , ut´1uu. Given t ă δ and k P t0, 1, ¨ ¨ ¨ , ut´1u, call
Ñ
b
ptq
k
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to be the k-th row of Bt. Then D is said to be an insertion matrix of
xBtytăδ into C if and only if the rows of D are all rows of the form
ci,0 ¨
Ñ
b
p0q
jp0q " ci,1 ¨
Ñ
b
p1q
jp1q " ¨ ¨ ¨
where pi, jq P R.
For example consider that one which is given in Hindman and Strauss
[2000], i.e., if C “
ˆ
1 0
2 1
˙
, B0 “
ˆ
1 1
5 7
˙
, and B1 “
ˆ
0 1
3 3
˙
, then
¨
˚˚˚
˚˚
˝
1 1 0 0
5 7 0 0
2 2 0 1
2 2 3 3
10 14 0 1
10 14 3 3
˛
‹‹‹‹‹‚
is an insertion matrix of xBtytă2 into C.
Theorem 3.6. Let C be a segmented first entries matrix. Also let Bt to
be a utˆvt (finite) image partition regular matrix for each t ă ω. Then
any insertion matrix of xBtytăω into C is C-image partition regular near
zero.
Proof. Pick A to be an insertion matrix of xBytăω into C. For each
t P ω, pick by part 6 of Theorem 1.5, some mt P N and a ut ˆmt first
entries matrix Dt with the property that for all
Ñ
y P Nmt there exists
Ñ
xNvt such that Bt
Ñ
x “ Dt
Ñ
y . Let E be an insertion matrix of xDtytăω
into C in which the rows occur in the corresponding position to those
of A. That is, whenever i ă ω and j P
Ś
tăωt0, 1, ¨ ¨ ¨ , ut1u and
ci,0 ¨
Ñ
b
p0q
jp0q " ci,1 ¨
Ñ
b
p1q
jp1q " ¨ ¨ ¨
is row k of A, then
ci,0 ¨
Ñ
d
p0q
jp0q " ci,1 ¨
Ñ
d
p1q
jp1q " ¨ ¨ ¨
is row k of E.
LetH be a C-set near zero of S. By Lemma 4.9 of Hindman and Strauss
[2000], E is a segmented first entries matrix. So by Theorem 3.3 pick
Ñ
y P Nω such that all entries of E
Ñ
y are in H . Let δ0 “ γ0 “ 0 and
for n P N let δn “
řn1
t“0 vt and also let γn “
řn1
t“0mt. For each n P ω,
12 C-IMAGE PARTITION REGULARITY NEAR ZERO
choose¨
˚˚
˝
xδn
xδn`1
...
xδn`1´1
˛
‹‹‚P Nvn such that Bt
¨
˚˚
˝
xδn
xδn`1
...
xδn`1´1
˛
‹‹‚“ Dt
¨
˚˚
˝
yγn
yγn`1
...
yγn`1´1
˛
‹‹‚.
Then A
Ñ
x “ E
Ñ
y . 
As a consequence of the above theorem we have the folloing corollary:
Corollary 3.7. Let C be a segmented first entries matrix and for each
t ă ω, let Bt be a ut ˆ vt (finite) image partition regular matrix. Then
any insertion matrix of xBtytăω into C is centrally image partition reg-
ular near zero.
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