ABSTRACT Star observation can be used for the image navigation of certain instruments aboard the threeaxis stabilized geostationary satellites. How to extract the accurate star centroids in the observed star images is one of the key problems. In this paper, a high precision star centroid detection method is proposed for the advanced geosynchronous radiation imager (AGRI) of Fengyun-4A (FY-4A), the first experimental satellite of the new generation of Chinese geostationary meteorological satellites FY-4 series. Different from star sensors which are deliberately defocused with relatively large star spot, AGRI is focused for the purpose of earth observation, making it challenging to extract accurate star centroids. To solve the problem, we take the advantage of continuous observing and improve the precision of star centroiding by trajectory fitting and energy response curve fitting. Extensive experiments have been performed on simulated star images and the actual observation data of AGRI aboard FY-4A over ten months in-orbit tests. Experimental results show that the proposed method can accurately extract star centroids with the error less than 0.3 pixels, laying a solid foundation for image navigation of FY-4A.
I. INTRODUCTION
The Chinese Fengyun (FY) meteorological satellite observing system is one of the main meteorological Earth observing systems in the world. It consists of both polar-orbiting and geostationary observational systems including a series of satellites. The odd numbers of FY denote the polarorbiting satellite series (e.g. FY-1 and FY-3) and the even numbers denote the geostationary satellite series (e.g. FY-2 and FY-4) [1] , [2] . During the past thirty years, Fengyun satellites have provided a large amount of observing data for the task of accurate understanding and forecasting of the weather, climate, environment and natural disasters in China and other areas. Launched on December 11, 2016, Fengyun-4A (FY-4A) is the first satellite of the new generation of Chinese geostationary meteorological satellites series Fengyun-4 (FY-4) [3] . As an experimental satellite, the objective of FY-4A is to show the improved capabilities for weather and environmental monitoring, warning, and forecasting by four new instruments aboard FY-4A, i.e. Advanced Geosynchronous Radiation Imager (AGRI), the Geosynchronous Interferometric Infrared Sounder (GIIRS), the Lightning Mapping Imager (LMI), and the Space Environment Package (SEP). The navigation and registration is a key issue of the FY-4 ground segment for data application.
The navigation of AGRI data from geostationary three-axis stabilized satellite is a great challenge since it suffers from thermal elastic deformation. Thus, in order to compensate for VOLUME 6, 2018 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ the changing deformation, it has to rely on stars for accurate navigation. Imagers aboard the three-axis stabilized Geostationary Operational Environmental Satellite (GOES) [4] - [6] routinely observe a selected set of stars for image navigation and registration. Star measurement utilizes the drift of the selected star moving across the field of view of the instrument's visible detectors, and it has been shown that separate and independent star sensing can increase the attitude precision of the optical axes of the imager and reduce the pointing error [4] , [7] , [8] . AGRI aboard FY-4A also observes stars at regular time intervals as a part of the operational process for image navigation and registration, and high precision of star centroiding is the first important issue in the process. Star centroiding is to detect the accurate subpixel coordinates of the stars in star sensing images. It is the key issue for attitude determination of onboard three-axis stabilized spacecraft using star sensors/trackers. The precision of the star centroiding is an important factor affecting the performance of the star tracker [9] - [11] . To facilitate the subpixel precision of star centroiding, the optics of star sensor is usually out of focus slightly so that a star will occupy several pixels. Thus subpixel coordinates with high precision can be obtained by various centroid estimation methods. For example, Center of Mass (COM) method is popular to compute star centroid in a single star image [6] , [9] , [10] with advantage of simple principle and small amount of computing. [12] proposed a coaxial correlation method based on Gaussian function and [13] described a Fourier phase shifting method, both of which are more accurate. Most of these methods are based on a single frame with a complete star spot, and their precision is directly correlated to the size of the spot.
Different from star trackers, geostationary imagers like Imager of GOES [14] , Advanced Himawari Imager (AHI) of Himawari-8 [15] and AGRI of FY-4A, are Earth observing sensors onboard, and usually focused to get high quality imagery products. While, a star appears as a point source in a focused image, and all its photoelectrons may be generated in a single pixel. This makes it difficult to calculate accurate subpixel coordinates of star centroids for focused sensors, and previous star centroiding methods for unfocused images may be out of action in the task of star sensing for navigation of satellite instruments. In addition, the detector columns of AGRI are actually separated between each others (as shown in Figure 1 ), resulting incomplete spots of the stars appeared in the images. It brings extra difficulty for accurate star centroiding for AGRI.
To solve the problems, this paper introduces a high precision star centroid extraction method for AGRI based on trajectory fitting and energy response curve fitting. Considering that AGRI abroad FY-4A performs continuous star sensing, we propose two different procedures for centroiding in north-south (Y) and east-west (X) directions due to the different properties of the detector array of AGRI in these two directions. For Y direction, we obtain a complete star trajectory across the field of view (FOV) of AGRI from whole image sequence and improve the coordinates of star centroids by projecting the subpixel coordinates calculated by COM method from each frame to the trajectory. For X direction, we find a Gaussian energy response curve of detectors where the star passes and calculate the accurate moments when the star crosses the center of the detectors in X direction. In addition, a new star detection method is also introduced in this paper, which has shown a good performance with strong robustness against noise. Experiments on simulated star images in various conditions show that our method can robustly calculate accurate subpixel coordinates of star centroids and significantly reduce the centroiding error. Results of in-orbit testing of FY-4A validate the feasibility and effectiveness of our method.
The rest of the paper is organized as follows. In Section II, we briefly introduce the properties of AGRI. Section III provides the details of our star centroiding method. Experimental results and analyses of the simulation and the in-orbit test are presented in Section IV and Section V respectively. Section VI concludes the paper.
II. OVERVIEW OF AGRI
AGRI is the primary payload of FY-4A, aiming to measure Earth environmental parameters such as land, ocean, cloud and atmosphere by means of high-precision and multi-spectral quantitative remote sensing. AGRI can directly serve for weather analysis and forecasting, climate prediction, environment and disaster monitoring. Compared with Visible and Infrared Spin Scan Radiometer (VISSR) of FY-2, the latest generation of Fengyun series, AGRI has a better performance, with the advantage of more spectral channels, higher imaging frequency and higher spatial resolution [16] .
A. PARAMETERS OF AGRI
Several important performance parameters of AGRI are shown in Table 1 , and the information of its 14 channels is summarized in Table 2 .
B. STAR SENSING OF AGRI
Star sensing is one of the main purpose of AGRI visible channel. Between Earth observations, two scan mirrors are used to point the line-of-sight (LOS) to certain preselected stars in the field of regard (FOR) [8] . Since FY-4A is a geostationary satellite with three-axis stabilized attitude, the LOS of AGRI rotates with a cycle of a sidereal day (23 hours 56 minutes 4 seconds) relative to the star field [5] . As a result, the selected stars pass though the detectors from the west to the east in turn.
Star sensing can be used for image navigation and registration (INR) by calculating the attitude of the payload with the difference between predicted star positions and the centroiding results of sensed star images. Compared with the INR methods based on landmark matching [8] , star sensing has advantage of high precision and constant error, and can work in both day-time and night-time. In addition, a star is an ideal point source without the effect of atmosphere disturbance, from which LOS can be directly acquired. The second channel (0.55-0.75µm) of AGRI, as shown in Table 2 , is used to scan stars at interval of Earth observations. Figure 1 shows the layout of the detectors of AGRI for star sensing, which consists of four visible detector arrays. Between every two arrays, a gap exists with the same width as the detectors, causing incomplete star spot in X direction. Each array is composed of 32 detectors with a 14 × 14 µradians instantaneous filed of view (IFOV), as θ x and θ y in Figure 1 . Thus, star images with a size of 32×4 in pixels, are captured by FY-4A and transferred to the ground station after star sensing. The blue line over the sixth row in Figure 1 shows an example trajectory of star centroid during star sensing, while the image of the star is reflected to the detectors via the two scan mirrors. The four detectors labeled {a, b, c, d} in Figure 1 will have strong energy response when the star centroid is streaking across the four arrays. In the following of this paper, the star-passing detectors are called the activated detectors (e.g. {a, b, c, d} in Figure 1 ) and the other detectors are called the silent ones.
III. STAR CENTROID DETECTION ALGORITHM
There are two great difficulties in the process of star centroid extraction. The first one is to detect star spots accurately in the star images, i.e. to distinguish them from noisy pixels. The second one is to extract star subpixel centroids in high precision. To solve the two problems above, a novel method is proposed as shown in Figure 2 . First of all, a preprocessing method is used to remove both fixed and random noise in the star images and increase the signal to noise ratio (SNR). Then, the row number of the pixels where the star passes is determined according to the standard deviation of whole star scanning data. In addition, the column number of star region in each frame is detected according to the energy response curve. Finally, a star centroid extraction method based on energy curve fitting and trajectory fitting is used to calculate the high-precision centroids for X and Y directions respectively. The entire process is introduced in detail in the rest of this section.
A. STAR IMAGE PREPROCESSING 1) FIXED NOISE REMOVAL
Original star images contain strong fixed noise due to the sunlight and the reflection of the atmosphere, which makes it hard to detect star objective accurately. As shown in Figure 3(a) , the star image is heavily impacted, causing the VOLUME 6, 2018 pixels away from the true gray values of the star spot. Thus, we use the mean gray values of every pixel during the star scan to describe the fixed noise, and calculate the fixed noise as
where I k (x, y) is k-th image of the sequence obtained during one time of continuous star scan, (x, y) denotes the coordinate of the pixel in the image, and N is the total number of the star images in the sequence. It should be noticed that the fixed noise I n (x, y) is of the same size as the star images
To remove fixed noise, the fixed noise I n (x, y) is subtracted from each of the original images, and the actual energy response of the star remains, as shown in Figure 3 (b).
In order to give a visual representation of a star sensing, the whole sequence of star images is reshaped into a single large image in column-major order, as shown in Figure 4 points have great impact on the star detection. To reduce the influence of the singular points, the response curves of the 128 visible detectors are processed by an ideal low-pass digital filter
where S i and S o are the original signal and the treated signal, F s represents the sampling frequency, and F c is the cutoff frequency. Figure 5 is an illumination of the ideal lowpass digital filter. In practice, we convert the signal of every detector to the frequency domain by fast Fourier transform (FFT) [17] and apply a low-pass filter with the cut-off frequency F c = 3Hz. Figure 6 shows the energy responding curve of a star-passing detector before and after low-pass filtering. It is clear that the random noise with high frequency has been suppressed by the low-pass filter, and the response of the star is preserved well. It should be noticed that the ideal low-pass filter used here can significantly suppress random noise in the star image without ringing artifacts (as shown in Figure 7 ), thus no other complex filter is needed in this case. Figure 7 shows the image sequence after random noise removal, where the four lines are corresponding to the starpassing detectors in the four arrays.
It is important to note that both fixed noise removal and random noise removal are used for star detection in Section III-B, while for the star centroiding process in Section III-C, only fixed-noise-removed images are used to avoid the detail change of the energy distribution around the star spots caused by the frequency-domain filter.
B. STAR DETECTION
The directions of the two scan mirrors keep fixed relative to the satellite during star scans, while the star steaks across the four detector arrays in a straight trajectory from the west to the east, due to the rotation of the satellite around the Earth (as mentioned in Section II-B). Theoretically, the trajectory goes horizontally crossing one row of the detectors, while the satellite keeps in the nominal attitude in geostationary orbit. However, because of the optical blur, more than one row could obtain response in different intensity when the star passes. Since AGRI is designed as a focal imager for the purpose of Earth observation, the size of the star spot is not larger than 3 × 3 (2 × 2 in most cases). As is shown in Figure 3 (b), it is nearly impossible to differentiate star spots from noise pixels with only a single frame as a result of the similar features.
Star detection aims to establish the mapping relations between the pixels where the star centroid is located and the frame numbers. Our method separates the detection task into two sub-problems: responsive row detection and responsive column detection.
1) ROW DETECTION
Based on the horizontal trajectory of the sensed star, the starpassing row stands out for the strongest response relative to the other 31 rows. We calculate the mean gray values and the standard deviations of all the 128 detectors individually as shown in Figure 8 . The mean values show the level of the visible detectors on average. The gray values of the star-passing detectors are higher than the others, with the four peaks represented in Figure 8 (a). The row number can be figured out by taking the pixel number modulo 32, i.e. the length of a column. Similarly, as shown in Figure 8(b) , the standard deviation can also be used to detect the activated row. According the statistics of one month star sensing data of AGRI aboard FY-4A, we find that the standard deviation has better stability in row detection than the mean value. Thus for better robustness, the standard deviation based method is used for row detection.
2) COLUMN DETECTION
The four detectors in the star-passing row are activated in turn from the west to the east during the star sensing. In other words, the star centroid moves from the 1st column to the 4th column as the responses of each column get peaks one after another. Thus, the column numbers of the star-passing detectors in every frames can be determined according to the energy response curves of each activated detector, shown as Figure 9 . The four black crosses numbered {t 1 , t 2 , t 3 , t 4 } represent the frames when the four star-passing pixels have the maximum response, corresponding to the moments when the star centroid is passing the centerline of an array in the frames. Depending on the intensity of the four response curves, the column numbers of the activated detectors can be determined in every frame, shown as the double-headed arrows in Figure 9 .
To better calculate the centroid of the star, we consider a region with a size of 3 × 1 pixels to cover the distribution of star spot rather than a 3 × 3 region because of the gaps between detector arrays. The 3 × 1 region is determined according to the row and column detection, and the center pixel of the 3 × 1 region (called the main pixel) has the maximum energy response. Vast majority of star energy in each frame is distributed in the 3 × 1 region, which is used to calculate the subpixel coordinate of the star centroid in Section III-C.
C. STAR CENTROID EXTRACTION
The star energy distributed in each star image is discontinuous in X direction because of the gaps between detector arrays. However in Y direction, the raw subpixel Y coordinate can be estimated by the Center of Mass (COM) method in 3 × 1 regions. Thus, the high-precision coordinates of star centroid in X and Y directions are calculated based on energy curve fitting and trajectory fitting respectively.
1) HIGH-PRECISION X COORDINATE CALCULATION
Since the star can be regarded as an ideal point light source, the star spot in the star image can be seen as the point spread function (PSF) of AGRI. Due to the gaps between detector arrays, a part of the energy of the star spot loses. This makes it incapable to calculate the subpixel X coordinate of the star centroid only using a single star image. To solve the problem, we consider the energy distribution of the star in the focal plane (i.e. the PSF) approximatively as a two dimension Gaussian function [6] , [9] , [18] , [19] 
where σ PSF is the standard deviation, controlling the width of the function, and µ x and µ y is the central position of the function. Therefore, the energy curve, i.e. the sum of gray values of a column, can be regarded as the double integral of Equation 3 as
where erfc(·) is a non-elementary function [20] called Gaussian error function defined as
Noticing that erfc(·) cannot be described with an analytic expression, thus we use a Gaussian function h(x) to fit g(x) (Equation 4) approximately. h(x) can be defined as Figure 10 shows the error between g(x) and h(x) with parameters µ x = 0, σ PSF = 1 for g(x) and a = 0.383, b = 0, c = 1.473 for h(x). It can be seen that the curve of h(x) is very close to that of g(x) with a root-mean-square error (RMSE) of 6.676 × 10 −5 ( Figure 10(a) ), and the error between h(x) and g(x) is always less than 2.0 × 10 −4 ( Figure 10(b) ). This indicates the evidence in support of replacing g(x) with h(x). Thus, the energy response curves of the four arrays can be described as four Gaussian functions peaking when the star centroid is at the centerline of array. Compared with the energy response curves calculated using the raw data (the original curves in Figure 11 ), Gaussian function is more accordant with the star energy distribution and can provide more accurate theoretical peaks with robustness. Considering that the X coordinate of the star spot can be linearly computed by its velocity v 0 and imaging time t, i.e. x = v 0 t + x 0 , the target Gaussian function to be fitted can bê
FIGURE 9. The response curves of four activated detectors.
FIGURE 10. (a) The curve of g(x) and h(x). (b) The error curve between h(x) and g(x).
whereâ is the optimal estimation of a in Equation 6,b is the optimal estimation of v 0 /c,ĉ is the optimal estimation of (b − x 0 )/c, andd is a bias parameter to model the residual noise for purpose of getting better Gaussian function fitting precision. The velocity v 0 = 5.1944 pixel/sec can be computed as Equation 14 . Given a sequence of star images {I k }, k = 1, · · · , N captured at the time {t k }, k = 1, · · · , N , the observed value of Equation 7 can be calculated as where (x c , y c ) is the coordinate of the main pixel in the k-th star image. Compared with Equation 4, the integral operation from Negative Infinity to Positive Infinity is replaced with the sum of the three pixel centered on the main pixel since most star energy falls into a 3 × 1 region around the main pixel as mentioned at the end of Section III-B2. Then, the parameters of Equation 7 can be calculated with least square fitting (LSF) [21] as Figure 11 shows the results of the Gaussian curves fitted with LSF method. The four peaks are the positions when the star centroid is at the centerline of an array. In other words, the X coordinates of the star centroid equal to {0.5, 2.5, 4.5, 6.5} at the peaks of the fitted Gaussian curves. According to Equation 7 , the exact peaking moments {t 1 , t 2 , t 3 , t 4 } can be calculated as
whereb j andĉ j are the parameters of Equation 7 for the j-th detector array. The X coordinates of the star spot in each frame can be obtained by fitting the linear function x = v 0 t + x 0 by LSF using the data at four peaks. 
2) HIGH-PRECISION Y COORDINATE CALCULATION
As shown in Figure 1 , the detectors are placed tightly in Y direction. Thus, the raw Y coordinate of the star centroid in a single frame I k (x, y) can be calculated using Center of Mass (COM) method [9] as
where y c is the row number of the main pixel. However, the raw Y coordinates calculated with COM method is in error because of the remaining noise in star images. Considering the star trajectory on the focal plane, we can reduce the error by fitting the linear trajectory by LSF using the the raw Y coordinates. Figure 12 shows the result of LSF method for Y coordinate calculation, where the blue dots are the raw Y coordinates calculated with COM method in every frame, and the red line is the fitted line of LSF. The four chain lines marked with t 1 , t 2 , t 3 , t 4 represent the moments when the star centroid is at the centerline of a detector array. We call t 1 , t 2 , t 3 , t 4 the column-center moments in this paper.
It can be seen from Figure 12 that the raw Y coordinates of the frames close to the column-center moments are more stable with less centroiding error. In theory, the energy is more concentrated when the star centroid is close to the center of a pixel. Therefore, the precision of the raw Y coordinates near the column-center moments is less influenced than that of other coordinates in the same noise level. Thus the LSF method can be optimized as weighted least square fitting (WLSF) method to minimize the weighted sum of square errors between predicted coordinatesŶ and measured coordinates Y , i.e.
The weight W k is calculated with the distance of the location of the star centroid to the center of an array as
where f (·) is the weight function to reduce the influence of the values away from the centerline of an array on the Y coordinate calculation, t k is the interval from the imaging moment of the k-th star image to the nearest column-center moment, and v 0 is the velocity of the star centroid shifting on the image. Since FY-4A is a three-axis stabilized geostationary satellite, v 0 can be calculated as
where ζ = 23h 56min 4sec (sidereal day) is the orbital period of FY-4A, and ψ = 14µrad/pixel is the angular resolution of a detector. In this paper, we consider three types of f (·) including linear, quadratic and cosine functions as shown in Figure 13 .
IV. SIMULATION EXPERIMENTS
Since the true subpixel coordinates of the star centroid cannot be obtained during the satellite working in orbit, the performance of our method is firstly evaluated using simulated data.
A. STAR IMAGE SIMULATION
To simulate the actual imaging condition, pin-hole camera model is adopted, in which stars are projected onto the focal plane through the aperture. 2D Gaussian PSF [6] , [9] , [19] is used to model the optical characteristic of a star as a point light source. The integral manner of PSF for reasonable sampling of the Gaussian energy distribution is used as in [19] . The base gray value of each detector is set to 150 in order to model the reflection of the sunlight. The entire energy of the star spot is set to 250, distributed in the region of several pixels according to the PSF. The velocity of the star centroid is set to 5.1944 pixel/sec and the frame frequency is set to 500Hz. 1000 frames are generated in each sequence. It should be noticed that all these parameters are chosen according to the actual performance of AGRI for star sensing.
For simulation experiments, we simulate two subsets of data to analyze the main factors impacting star centroiding, including the random noise, the initial Y coordinate when the star comes into the IFOV, and the width of Gaussian PSF.
1) NOISY SUBSET
In this subset, the initial Y coordinate is firstly set from 16.00 to 16 .99, with a step of 0.01 pixels, to simulate the influence on the distribution of the star energy in Y direction. Then, a zero mean white Gaussian noise is used to model the noise in the simulated star images, the standard deviation (σ n ) of which is set from 0 to 30 with a step of 5. Images in this subset are simulated with the Gaussian PSF of σ PSF = 0.3. Several simulated images with different initial Y coordinates of the star centroid are shown in Figure 14 . Figure 15 shows the single frames in different noise levels. For better visualization, the three columns of gaps are filled with 150 (the base gray value of the images).
2) GAUSSIAN PSF SUBSET
In this subset, the standard deviation of the Gaussian PSF (σ PSF ) is set from 0.3 to 0.5 pixels to simulate the different focused imaging modes. Gaussian noise is also added with the standard deviation (σ n ) from 0 to 30 with a step of 5. Figure 16 shows the sample images with different width of Gaussian PSFs.
B. THE IMPACT OF THE GAPS ON COM METHOD
To analyze the impact of the gaps of AGRI for sub-pixel star centroiding, we simulate star images with and without gaps ( Figure 17 ) and report single-frame centroiding results of the popular Center of Mass (COM) method in Table 3 . As is shown in Table 3 , the X errors of COM method are all close to 0.5 pixels when there are gaps between detector arrays. It is nearly impossible to calculate accurate subpixel X coordinates with COM method due to the gaps. For Y direction, the gaps make little impact on the precision of subpixel coordinates, that is why COM is selected to calculate the raw Y coordinate of the star centroid in a single frame as mentioned in Section III-C2.
C. PERFORMANCE OF STAR DETECTION
We compare our star detection method with Region Growing (RG) [22] , a common segmentation method used for target detection. Preprocessing including fixed noise removal and low-pass filtering is applied before star detection. Table 4 shows the comparison results on the noisy subset under different standard deviation of Gaussian noise (σ n ).
It can be seen from Table 4 that the precision of RG method is severely affected by the noise of the star images. RG does not work well in the aspect of recall ratio, either. By contrast, our detection method achieves 100% precision and is robust against noise. This is because our method considers the ensemble feature of the entire sequence of star images. The recall ratio of our method is only 92.89%, which means that 7.11% stars are missed. The reason is that we detect column locations of the star centroid according to the intensity of the response curves as mentioned in Section III-B2, and drop the regions far from the peaks of the curves i.e. where the star centroid is in the gaps between the detector arrays. In these cases, the star energy of those regions is almost zero, hidden in the background. By dropping these regions, we can guarantee the precision of centroiding.
D. PERFORMANCE OF CENTROID EXTRACTION
To quantitatively validate the precision of our centroid extraction method, we perform comparison with the popular centroiding method COM on the noisy subset, and the experimental results are shown in Table 5 . Cosine function is used as the weight function for Y coordinate calculation.
From Table 5 , it can be concluded that our centroiding method achieves quite higher precision in different noise levels. Taking full advantage of star sensing with high imaging frequency, our energy curve fitting method achieves really high precision. Especially for X coordinates, the accuracy of our method is improved by almost three orders of magnitude. By contrast, COM method is nearly invalid to calculate the subpixel X coordinate for AGRI star images due to the incomplete star spots. Meanwhile, the precision of Y coordinates extracted by our method is also significantly improved more than 50% comparing with that of COM.
E. ROBUSTNESS AGAINST NOISE AND MANTISSA OF INITIAL Y COORDINATES
The energy distribution in the star region is influenced by Y coordinates of the star centroid and random noise in the image. We evaluate the performance of our method under different mantissa of the initial Y coordinate of the star trajectory and different noise levels on the noisy subset.
The curves in Figure 18 represent the centroiding errors under different noise levels with the standard deviation σ n from 0 to 30. We can see that the noise is one of the major factors effecting the centroiding precision and the influence strengthens as the standard deviation of Gaussian noise increases. Meanwhile, it is clear that the centroiding precision of our method is obviously influenced by the mantissa of Y coordinate of the trajectory and such influence weakens when the mantissa of initial Y coordinate is around 0.5 i.e. the star centroid passes nearly through the centerline of a detector raw. It is because the energy of the star almost entirely falls into a single detector in this case. The second best centroiding precision appears across the border between two detector rows, i.e. the mantissa of initial Y coordinate is near 0 or 1, since the energy of the star captured by two detectors of neighbor rows is approximately equal and intact. The worst situation appears around a quarter of a detector, where the energy distributes the most unevenly in Y direction. Therefore, a star sensing with the trajectory passes the center of a detector or the border between two detectors is highly preferred in actual application. 
F. INFLUENCE OF THE WIDTH OF PSF
It is well known that the distribution of star energy has an important impact on star centroiding. We change the width of Gaussian PSF, controlled by the standard deviation σ PSF , to simulate the changing of the energy distribution. Experiments has been performed on the Gaussian PSF subset to analyze the influence of the width of PSF on our proposed method. Table 6 shows the centroiding precision under different σ PSF . It indicates that larger width of PSF (e.g. σ PSF = 0.4) is beneficial to the centroiding precision. However, the precision is reduced slightly when the value of σ PSF reaches 0.5 pixel. It is because our method is designed for focal imagers, and 3 × 1 regions are selected to cover the distribution of star energy of AGRI. As a result, the 3 × 1 regions cannot cover the entire star spots of a Gaussian PSF with a large width.
G. THE ROLE OF WEIGHT FUNCTIONS
We use weighted least square fitting (WLSF) for highprecision Y coordinate calculation. We test three kinds of weight functions including linear, quadratic and cosine, as shown in Figure 13 . The traditional LSF method (i.e. the weight of each square error is constantly one) is regarded as the baseline for comparison. The results reported in Table 7 show that the centroiding precision is remarkably improved depending on the weight functions, especially under high noise levels. WLSF gives prominence to the raw coordinates close to the centerlines of the visible arrays, which contributes to the suppression of the noise impact. Cosine function performs the best and is selected to achieve other experiments in this paper.
V. IN-ORBIT TESTING RESULTS
Since the launch of FY-4A on December 11, 2016, the proposed star centroiding method has been tested for over 10 months in actual tasks, showing good effectiveness and robustness for accurate star centroid detection for AGRI aboard Fengyun-4A. Some example results of the in-orbit experiments are introduced in this section. 
A. EFFECTIVENESS OF STAR CENTROIDING
To evaluate the effectiveness of our star centroiding method for in-orbit testing, we define the execution success ratio as
where N s is the number of star sensing tasks that successfully detect the star regions and simultaneously calculate the correct subpixel coordinates, and N e is the entire number of star sensing tasks during a certain period. Table 8 shows the execution success ratio of our star centroiding method during the in-orbit test of FY-4A from 2017/09/20 to 2017/09/25 (UTC). Totally, centroiding results of 7441 times of star sensing tasks are involved in the analysis.
As shown in Figure 8 , our method achieves good performance in most star sensing tasks expecting midnight, with the success ratio near 100%. However, the average execution success ratio of the star sensing tasks in the 4 hours around local time 0 o'clock (22:00-02:00) is only about 47.53%. The reason is that the line-of-sight of AGRI is close to the Sun at midnight due to the geostationary orbit of FY-4A. At this time, the star images suffer from the reflection of sunlight. The resulted problems including strong background noise and image saturation make the failure of star centroiding.
B. PRECISION OF STAR CENTROIDING
To quantitatively evaluate the precision of our centroiding method during the in-orbit test, we manually label the star centroid coordinates of the actual star sensing images frame VOLUME 6, 2018 by frame as the ground truth for error computation. Firstly, the patches of 5 × 5 pixels centered on the main pixels are enlarged 100 times by nearest-neighbor interpolation. Then we mark the subpixel coordinates of the star centroids according to the energy distribution in the enlarged patches by visual observation. Total 894 images of star sensing tasks achieved by AGRI aboard FY-4A on September 23, 2017 are used for quantitative evaluation, and the results are shown in Table 9 . The precision of 98.77% images is better than 0.30 pixels according to visually labeled ground truth, and over 87% errors are less than 0.20 pixels. It can be validated that our method achieves high precision of star centroiding in actual in-orbit data.
VI. CONCLUSIONS
In this paper, a star centroid extraction method has been specially designed for AGRI of FY-4A. For north-south (Y) direction, a complete star trajectory is fitted using WLSF, and the coordinates of star centers are improved by projecting the COM coordinates to the trajectory. For east-west (X) direction, Gaussian energy response curves of each detector array are fitted to get accurate peaks when the star passes the centers of the detector arrays. Our method overcomes the difficulty that the gaps between the columns of AGRI detectors make it nearly impossible to extract star centroid in subpixel. The quantitative precision validated by simulation experiments is better than 0.12 pixels in the images with the noise standard deviation of 30. Robustness analysis has also been performed on simulated datasets in different conditions. In addition, our method is sufficiently tested during the inorbit test of FY-4A over 10 months, playing an significant role in the high-precision image navigation of FY-4A. The precision of our method for actual images by visual comparison is better than 0.30 pixels for most data. ZHIQING ZHANG received the B.S. degree in radio engineering from Northeastern University, China, in 1986. He is currently a Professor of senior engineer and a Chief Designer at the National Satellite Meteorological Center, China. His current research interests include system design and implementation on ground segment and application system for China geostationary meteorological satellite. VOLUME 6, 2018 
