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Abstract
Considering the fact that querying by low-level object features is essential in image and video data, an efficient approach for querying and
retrieval by shape and color is proposed. The approach employs three specialized histograms, (i.e. distance, angle, and color histograms) to
store feature-based information that is extracted from objects. The objects can be extracted from images or video frames. The proposed
histogram-based approach is used as a component in the query-by-feature subsystem of a video database management system. The color and
shape information is handled together to enrich the querying capabilities for content-based retrieval. The evaluation of the retrieval
effectiveness and the robustness of the proposed approach is presented via performance experiments.
q 2005 Elsevier Ltd All rights reserved.
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color histogram1. Introduction
Advances in multimedia technology accelerate the
amount of digitized information so as the data stored as
image and video content. Both of these data types require
application-dependent processing strategies, easy-to-handle
storage and indexing methods as well as sophisticated
querying mechanisms. Mainly, in the querying process of
image and video databases, spatial (for both image and
video data) and spatio-temporal (for video data only)
information are considered. Besides, the semantic infor-
mation captured in images and/or videos can be queried
through database management systems. Not only the images
and videos, but also the objects in these data types can be
enrolled in the queries with the corresponding object
features (e.g. color, shape, texture, motion). Specific tools
are developed in order to extract the object features from
images and/or videos. These tools may require user
assistance for the object extraction process in order not to
be domain-specific.0262-8856/$ - see front matter q 2005 Elsevier Ltd All rights reserved.
doi:10.1016/j.imavis.2005.07.015
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E-mail address: ediz@cs.bilkent.edu.tr (E. S¸aykol).As far as the querying process is concerned in multi-
media databases, the content of the image and/or video
described by a set of feature descriptors to represent the
visual content is taken into consideration. This type of
querying and retrieval is known as content-based retrieval
(CBR). Most of the CBR systems include color as the major
querying feature. Color histograms [1,2] and color sets [3,4]
are some of the methods that are used within these systems.
CBR systems are intended to query the color content of
image and video data as a whole. Region-based color
queries and the queries specifying spatial layout of the color
regions are supported in some of these systems [5,6]. Shape
is another feature that is used for querying the content of
images and videos. Various pattern-matching methods (e.g.
moments [7,8], Fourier descriptors [9], generic Fourier
descriptors [10], grid descriptors [11], turning angles [12],
Haussdorf distance [13]) are used to handle shape queries
and CBR systems generally deal with images as a whole.
For object-based shape queries, edge-detection can be
applied to the image and then the polygonal object
boundaries can be compared.
In this paper, we propose a histogram-based approach
(HBA) for querying image and video data according to the
shape and color content. The approach is implemented as a
part of the query-by-feature component of the BilVideoImage and Vision Computing 23 (2005) 1170–1180www.elsevier.com/locate/imavis
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system provides full support for spatio-temporal queries that
contain any combination of spatial, temporal, object-
appearance, external-predicate, trajectory-projection and
similarity-based object-trajectory conditions by a rule-
based system built on a knowledge-base, while utilizing
an object-relational database to respond to semantic
(keyword, event/activity and category-based), color, shape
and texture video queries. The video data is pre-processed
with our Fact Extractor tool that extracts the salient objects
and the relations between these objects in video frames. The
feature descriptors representing the shape and color content
of the objects are extracted for each keyframe. Thus, HBA
treats videos as a sequence of images so that each keyframe
can be considered as a single image. Another tool, Object
Extractor [17], processes the images and videos—through
their keyframes—and extracts the object regions, as well as
the corresponding object features. HBA provides a simple
yet effective solution for querying by low-level object
features (color, shape) without imposing complex data
structures and indexing schemes.
In HBA, three histograms-distance, angle and color—are
used to represent the shape and color content of the salient
objects in image and video data. To the best of our
knowledge, this is the first approach that employs these
three histograms for object-based querying of image and
video data by shape and color. The retrieval effectiveness of
our histogram-based approach is shown through a compre-
hensive set of performance experiments. The impact and
benefits of the proposed histogram-based approach can be
summarized as follows:
1.1. Object-based query-by-shape
The shape content of the salient objects are represented
by distance and angle histograms. HBA relies on the basic
principles of the human visual system. Both the boundary
and the interior regions of the objects are visualized by the
human eye, and the regional distribution is captured as the
shape content [27]. The data stored in these histograms are
gathered with respect to the center of mass of objects, thus
the distribution of the pixels in the boundary and the interior
regions of the object is considered. The center of mass is
selected as a pivot to model the distribution, and it is
computed by taking each pixel as a unit mass. This approach
is compared with both contour-based and region-based
techniques, especially with the ones that have been shown to
be effective in their domain, to demonstrate the retrieval
effectiveness of these two histograms.
1.2. Object-based query-by-color
An improved version of color histograms is used for
querying the salient objects with respect to their color
content. The difference of HBA from the traditional color
histograms is that it employs a probabilistic measure toweigh the colors of the pixels with respect to some
neighborhood of pixels. The neighborhood can be either
square or octagonal regions, which provides flexibility for
assigning weights to pixels, thus the color histograms can be
modified. While computing the weight of a pixel, the pixels
in the neighborhood do not contribute equally. A distance-
weighting scheme is embedded to the probabilistic measure.
By the help of this probabilistic measure, the retrieval
effectiveness of the color histograms is improved without
imposing any computational complexity.
1.3. Object-based query-by-shape-and-color
An integration scheme is presented for using the
distance, angle, and color histograms together to achieve
better retrieval accuracy. The similarity can be obtained by
using the linear combination of three partial similarity
values corresponding to these histograms. A possible set of
appropriate coefficients to use in the linear combination can
be estimated by performing separate executions for each
histogram. The average-case similarity values obtained
from these three separate runs can be used as the partial
similarity coefficients, which possibly reflects the charac-
teristics of the dataset as much as possible. This integration
scheme not only improves the retrieval accuracy but also
helps reducing the impact of the object extraction phase.
The organization of the paper is as follows. Section 2
presents a summary of the existing methods for querying by
shape and color contents. The histogram-based approach is
discussed in Section 3. In Section 4, two approaches for
integrating the shape and color features are described.
Results of the performance experiments conducted to verify
the retrieval effectiveness are presented in Section 5.
Finally, Section 6 concludes the paper.2. Related work
2.1. Query-by-shape approaches
Shape is an important feature that identifies objects in
images. In order to retrieve objects according to their
features, color is inadequate in most of the circumstances.
Shape strengthens the image retrieval since, it encodes the
object-based information in a way different from color.
Thus, query-by-shape is supported by CBR systems that
allow object feature-based queries by query-by-example
(e.g. [18]) and query-by-visual sketch (e.g. [3,4]). Taxon-
omy of shape description techniques can be found in [19].
In QBIC system [1], area, circularity, eccentricity, major-
axis direction, object moments, tangent angles and
perimeter identify the objects in an image database.
Specification of these parameters requires specific analysis
during the database population phase. In [20] a method is
proposed for image-based shape retrieval. This method
requires edge-detection on the image, which is done by
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The identified edges are stored in a histogram for an image.
Chang et al. [3] explain a process for gathering object-based
shape information. They use eigenvalue analysis for the
generation of the first and second order moments. In
Photobook [22], the method used for shape representation is
based on eigenvectors of the object’s physical model, that is
constructed by the help of a finite element method.
The shape descriptors in the literature are basically in
two forms: contour-based (e.g. Fourier descriptors [9] and
Turning Angle representation [12]) and region-based (e.g.
moment descriptors [7], generic Fourier descriptors [10],
and grid descriptors [11]). The former type of descriptors
deals with the object’s boundary only and has some major
limitations. The latter type of descriptors deals with both the
interior and the boundary of the objects, thus can be
employed in more general shape retrieval applications. In a
recent work, generic Fourier descriptors [10] are shown to
be a more effective shape descriptor than the other contour-
based and region-based descriptors.
2.2. Query-by-color approaches
Color is the most frequently used feature in querying and
retrieval of multimedia data. In most of the existing CBR
systems, specification of a color query is generally query-
by-example [23]. A sample query image is specified and the
database images that are similar enough to the query image
are retrieved. Not only the images as a whole but also the
color regions that exist in the image can be queried. Since
there may exist more than one region in an image, the spatial
relations among the color regions can also be queried.
The color histograms [1,2,24] are used to represent the
color distribution in an image or a video frame. Mainly, the
color histogram approach counts the number of occurrences
of each unique color on a sample image. Since, an image is
composed of pixels and each pixel has a color, the color
histogram of an image can be computed easily by visiting
every pixel once. By examining the color histogram of an
image, the colors existing on the image can be identified
with the size of the areas containing the color as the number
of pixels. This method is very simple, easy-to-handle and
computationally cheap.
In [25], colorsets are proposed instead of color
histograms. The colorsets are binary masks on color
histograms and they store the presence of colors as 1
without considering their amounts. For the absent colors, the
colorsets store 0 in the corresponding bins. The colorsets
reduce the computational complexity of the distance
between two images. Besides, region-based color queries
are possible to some extent by employing colorsets. On the
other hand, processing regions with more than two or three
colors is quite complex.
Another image content storage and indexing mechanism
is color correlograms [6]. This mechanism includes not only
the spatial correlation of color regions but also the globaldistribution of local spatial correlation of colors. In fact, a
color correlogram is a table each row of which is for a
specific color pair of an image. The kth entry in a row for
color pair (i, j) is the probability of finding a pixel of color j
at a distance k from a pixel of color i. The method resolves
the drawbacks of the pure local and pure global color
indexing methods since it includes local spatial
color information as well as the global distribution of
color information.
In order to avoid the high computational cost of color
correlograms, an approach is proposed [26], which
improves the effectiveness of color histograms without the
computational complexity of correlograms. The contri-
butions of the pixels to the color histogram are weighted
according to the Laplacian, probabilistic, and fuzzy
measures. The weighting is related to a local measure of
color non-uniformity (or color activity) determined by some
neighborhood of pixels. This weighting approach, without
changing the sizes of the histograms, is found to be more
effective and its computational complexity is not excessive.
The histogram-based approach we propose in this paper is
more flexible than this approach since the neighborhood of
pixels are restricted to squares here, whereas they can be
both rectangular and octagonal in our histogram-based
approach. Including octagonal neighborhoods does not
increase computational complexity since by ignoring the
corner pixels of a rectangular neighborhood, octagonal
neighborhoods can be obtained. However, using octagonal
neighborhoods seems more intuitive while considering the
pixels far from a specific distance for a fixed pixel.
Moreover, a distance-weighting scheme is employed in
the histogram-based approach to increase the effect of closer
pixels within the neighborhood while calculating the
weights of the pixels.3. Histogram-based approach for query-by-shape-
and-color
Our histogram-based querying approach is basically
motivated with the importance of the interrelation among
pixels, thus objects are processed in such a way that each
pixel provides a piece of information about both the shape
and color content of the objects. The human vision system
identifies objects with the edges they contain, both on the
boundary and in the interior based on the intensity
differentiations among pixels [27]. These intensity differ-
entiations are captured with respect to the center of mass of
these pixels. Hence, the histogram-based approach pro-
cesses the shape and color content of the objects similar to
the human vision system via considering the pixels in the
interior and on the boundary of the objects with respect to
the center of mass.
As shown in Fig. 1, the histogram-based querying
process can be divided into three phases: object extraction,
histogram construction, and querying. In the object
ImageDB
VideoDB
IMAGE
VIDEO 
Object
Extractor
Histogram
Constructor
Querying Subsystem
and
User Interface 
objects 
query data 
Fig. 1. The overall architecture of the query-by-feature component of BilVideo [14].
Fig. 2. Angle histogram calculations. a is the polar angle for object pixel pi.
R1 region is an equivalence pixel class for angle histogram, and R2 region is
an equivalence pixel class for distance histogram.
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color space by transforming RGB color vectors for each
pixel to HSV. Then, color quantization and color median
filtering are applied. The next step is the histogram
construction phase where the color information of the
filtered image is stored in one color histogram and the shape
information is stored in two specialized histograms. The last
step, the querying phase, involves an integrated use of the
interface and the querying sub-system, in which the user
specifies an example for the query. The users may also build
up queries by sketching geometric primitives such as
rectangles, circles, triangles, etc. The specified query is
also passed through the object extraction and histogram
construction phases. The results of the query are the ‘most
similar’ objects to the given query object. The three
histograms used for storing shape and color information
can be described as follows:
Distance histogram stores the Euclidean distance
between the center of mass of an object (cm) and all of the
pixels within the object. The distance between a pixel p and
cm is re-scaled with respect to the maximum distance dmax
among the pixels (i.e. the distance of the farthest pair of
pixels). The scaled distance accumulates into the corre-
sponding bin in the distance histogram. In other words,
instead of a constant scale for the objects, an object-specific
scale metric is employed, which eases to satisfy the scale
invariance by keeping the total number of bins in the
distance histogram constant for all of the objects. We set the
dimensionality l of the distance histogram to 10 for storing
pixel-wise distance information w.r.t. 10 levels.
Angle histogram stores the counter-clockwise angle
between pixel vectors and the unit vector on the x-axis
(ex). The pixel vector vp for a pixel p is a vector directed
from cm to p. The unit vector ex is translated to cm. As
illustrated in Fig. 2, a is the counter-clockwise angle, polar
angle, for pi and increments the corresponding bin in the
angle histogram. This type of information storage is novel
since it provides an easy and intuitive way to capture
angular distribution of the pixels around a fixed object point
(cm). We set the dimensionality l of the angle histogram to
36 with a swapping angle of 108.
Color histogram stores the three-dimensional vector ciZ
(hi, si, vi) in HSV color space for all of the pixels pibelonging to an object. We have quantized the HSV color
space as follows: a circular quantization of 208 steps
sufficiently separates the hues such that the six primary
colors are represented with three sub-divisions. Saturation
and intensity are quantized to 3 levels leading to a proper
perceptual tolerance along these dimensions. Hence, 18
hues, three saturations, three intensities, and four gray levels
are en-coded yielding 166 unique colors, i.e. a color feature
vector of lZ166 dimensions (see [25] for details). To
improve the effectiveness of the histogram, the contri-
butions of the pixels are weighted according to a
probabilistic measure in a way similar to the one proposed
in [26]. A distance weighting-scheme is employed in the
calculation of the pixel weights from the neighborhood, in
which the effects of the closer pixels axe increased. The
probability of the occurrence of a color within its some
neighborhood, P, is a good estimate for the local color
activity within some neighborhood. If the neighborhood of a
color is uniform, then P is higher, and vice versa. In this
approach, the contribution of uniform regions is decreased
and that of singular points is increased. The computations
are based on the following formula:
wp Z
wc
NpðcÞ ; (1)
where wp is the weight of pixel p, and Np(c) is the number of
pixels having color c as p within the neighborhood of p, wc
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weights can be set to 1, but to embed global color
information to the formula, wc can be computed as:
wc Z
Nc
NT
; (2)
where Nc is the number of pixels having color c, and NT is
the area of the object.
In HBA, the pixel weights axe also scaled with respect to
the distances of the pixels within the neighborhood of a
pixel. Rectangular or octagonal n!n neighborhood settings
are valid for our approach. Having performed a reasonable
amount of experiments, the neighborhood of the pixels is
chosen as 5!5 octagonal windows, since the use of
octagonal neighborhoods is more intuitive from the distance
point of view.
The two histograms that store shape information are
constructed with respect to the center of mass (cm) of the
object. The center of mass of an object is computed based on
the assumption that the pixels have equal masses. The center
of mass is a physical property of the objects in nature, and it
is a geometric property of objects in images. Thus, it is
favorable to choose cm as a reference instead of other points.
Obviously, we have more reasons for selecting cm as a pivot
as explained below:
Since the coordinates of cm is computable in one pass on
the pixels of the objects, the color and shape information is
correctly referenced by cm of the object. For an object O,
cm Z ðxcm ; ycmÞ computed as follows:
xcm Z
Pn
i xi
n
; ycm Z
Pn
i yi
n
; (3)
where n is the number of pixels in O.
The upper bound on the number of bins of the distance
histogram, du, is limited 0%du!
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
w2Ch2
p
, where w and h
are the width and height of the minimum bounding rectangle
(MBR) enclosing the object. However, the upper bound on
the size of the distance histogram becomes smaller when it
is filled with respect to cm. For most of the objects, cm is not
far from the center of the MBR and the upper bound of du
becomes very close to
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
w2 Ch2
p
=2. As far as the storage of
this histogram for the objects is concerned, cm is a proper
choice as a pivot.
The polar angle ai for a pixel pi is stored in the angle
histogram and since object pixels surround cm, the angular
distribution of pixels within object can be gathered. The
number of bins of the angle histogram is constant
(0RaiR2p) and with a proper quantization scheme on
the angle histogram, this number becomes smaller.
Definition 1. (Equivalent Pixel Class) The set of pixels SH[i]
forms an equivalent pixel class for an histogram bin H[i]
such that for each pi2H[i], pi2SH[i].
Since, we have three histograms, a pixel pi participates in
three different equivalent pixel classes. The equivalent pixel
classes for angle and distance histograms form contiguousregions. However, the equivalent pixel classes for color
histograms contain the pixels painted with the same color in
the object region. As illustrated in Fig. 2, the triangular
region R1 is one of the angle histogram equivalent pixel
classes. Similarly, the donut-like region R2 is an equivalent
pixel class for the distance histogram. Fig. 3 shows the
histogram content of an elephant object. The object is shown
in Fig. 3(a) through its MBR, and the distance, angle, and
color histograms are shown in Fig. 3(b)–(d), respectively.
The three histograms are scale, rotation and translation
invariant. For distance histogram, re-scaling with respect
to the maximum object distance (i.e. the distance of the
farthest pair of pixels in the object), for angle histogram,
dividing each bin by the total number of pixels, for color
histogram, the weighted sum of the pixels provide scale
invariance. The translation invariance of the histograms is
quite obvious and the rotation invariance is an issue for
the angle histogram only. For rotation normalization, first
the major axis of the object is found by traversing the
boundary of the object. The major axis is the line segment
connecting the farthest pair of pixels [10]. Having found
the major axis of the object, the angle aMA between the
major axis and the x-axis is computed (For the object in
Fig. 2, aMAZ1508). It can be observed that
08%aMA%1808. The object is then rotated clockwise so
that the major axis becomes horizontal, i.e. the object is
rotated KaMA degrees. Since the angle histogram is filled
according to this rotated form of the object, the angle
histogram is rotation invariant.
As an application, the two shape histograms are
employed in a content-based retrieval system for historical
Ottoman documents [28] to retrieve similar database
documents to a query image. These two feature histograms,
distance and angle, are extracted for a symbol in a document
image corresponding to a page in a historical Ottoman
document. The ottoman script is connected, and the symbols
are extracted based on the similarities to the symbols in the
symbol library. The similarities between the symbols are
determined by comparing the feature histograms. Once the
similar symbols are identified in document images, their
locations are stored and the symbols are inserted to the
symbol library.4. Integrating object-based shape and color information
The histogram-based approach extracts color and shape
information of images. Color and shape, as being the most
frequent descriptors, are used in most of the existing
systems in a combined way. The main reason for this
integration is to improve the retrieval effectiveness of the
systems. To satisfy this goal, the color and shape
information can be linearly combined with proper weights.
The integration in the histogram-based approach is quite
different since, shape information is stored in two
histograms.
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Fig. 3. (a) Elephant image where the elephant object is shown through its MBR; (b) Distance histogram of elephant object; (c) Angle histogram of elephant
object (without major axis orientation); (d) Color histogram of elephant object.
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query object, histogram intersection technique is employed.
This technique is used by Swain and Ballard [2] for color
feature, and now used by most of the existing content-based
retrieval systems (e.g. [20]). Besides, there exist many
histogram comparison techniques in the literature that axe
employed for shape comparison. A wide range of these
techniques is detailed in [29].4.1. Histogram intersection
In the histogram intersection method, two normalized
histograms are intersected as a whole to end up with a
similarity value. Both of the histograms must be of the same
size. The similarity between the histograms is a floating-
point number between 0 and 1. Equivalence is designated
with similarity value I and the similarity between two
histograms decreases when the similarity value approaches
to 0.
Let H1[1...n] and H2[1...n] denote two normalized
histograms of size n, and SH1;H2 denote the similarity value
between H1 and H2. Then, SH1;H2 can be expressed as:
SH1;H2 Z
Pn
i
minðH1½i;H2½iÞ
minðjH1j; jH2jÞ ; (4)
where jHj denotes the L1-norm (i.e. length) of an
histogram H.4.2. Approaches for shape and color integration
In the histogram-based approach, since the object content
to compare is composed of three histograms, the total
similarity between the query object and a database object is
determined as follows:
ST Z
SC !wC CSD !wD CSA !wA
wC CwD CwA
; (5)
where SC, SD, and SA denote similarities in color, distance,
and shape histograms, respectively. In this formula, color,
distance, and angle histograms are linearly combined with
pre-specified weights wC, wD, and wA. Based on this
discussion, two approaches for integrating shape and color
can be summarized as follows:
(i) Assigning equal weights to color, distance, and angle
histograms. This approach is simple and fast but not
suitable for most of the datasets. Treating color and
shape features equally may lead to loss of information
in some domains.
(ii) Integrating features via assigning different weights. A
global distance can be obtained by linear combination
of three partial distances with appropriate weights
[20]. A possible set of weights can be determined by
performing similarity calculations for each histogram
separately. The average-case retrieval accuracies as a
result of these three similarity calculations are found
for the three histograms. Then, the results are
normalized and used as weights. This pre-computed
E. S¸aykol et al. / Image and Vision Computing 23 (2005) 1170–11801176weight assignment provides more effective results for
similarity queries since, this approach reflects the
characteristics for the datasets more than the first one.5. Performance experiments
5.1. Evaluating retrieval effectiveness
In the first set of performance experiments, the
histogram-based approach (HBA) is evaluated in terms of
retrieval effectiveness. Our testbed has three sets: The first
one is a set of 200 images from various domains including
nature photographs, portraits, animal figures, etc. are first
passed through Object Extractor. For the experiments, 5!5
octagonal color median filters are applied three times to
have appropriate filtered images. 267 objects are extracted
from the images, and the database is expanded further to test
the robustness of the HBA method for rotation and scale
invariance. Each object is stored with its four scaled version
as well as five rotated versions (rotation by 60 degrees). The
second set is holds 1490 Corel images [30]. These images
generally contain patterns from various domains. We have
extracted one object from each image in the set. The third
set is constructed to demonstrate the use of HBA with video
frames. Sixteen video clips from various TV channels are
processed and some salient objects axe extracted from the
video frames. The extraction is performed by treating the
video frames as images. The details of the video clips are
presented in Table 1. The frame size is 384!288 for all of
the video clips. Fig. 4 shows nine database images, three
from each set.
Having extracted the objects, the shape and color features
are integrated for retrieval in two different ways as
mentioned before. First, the histograms are treated as
equally-weighted. Second, the average-case retrievalTable 1
The detailed information on the video clips used in the third set of the
experiment testbed
TV Channel Domain Duration
BBC Prime Documentary 0.26.0
BBC World News 2.26.16
CNBCE Film 2.11.00
CNN News 1.48.83
EuroSport Sport 2.17.41
HistoryChannel Documentary 0.53.50
NationalGeographic Documentary 1.49.41
Number One Music clip 1.06.25
NTV News 2.28.16
Star Film 0.50.33
TRT1 Film 1.51.08
TRT2 News 2.08.16
TRT2 Documentary 1.05.50
TRT3 Sport 2.41.16
TV5 Film 1.38.25
TV8 Music clip 3.38.00accuracy of individual histograms, distance, angle, and
color, is assigned to each of these histograms as weights. For
the image domain that we experimented on, three separate
executions are performed to determine the weights of the
histograms. The average-case retrieval accuracies at the end
of these three executions are found as follows: for color
histogram, 0.66, for distance histogram, 0.82, and for angle
histogram, 0.72. By normalizing these values, the weights
are found to be 0.3, 0.37 and 0.33 for the color, distance and
angle histograms, respectively.
In order to evaluate effectiveness of retrieval systems,
two well-known metrics, precision and recall, are used.
Precision is the ratio of the number of retrieved images that
are relevant to the number of retrieved images. Recall is the
ratio of the number of retrieved images that are relevant to
the total number of relevant images [31]. In the experiments,
100 query objects are randomly picked from the extracted
objects. The effectiveness is evaluated as the average of the
results calculated for each query separately. As mentioned
in most of the information retrieval systems, the individual
precision values are interpolated to a set of 11 standard
recall levels (0, 0.1, 0.2, ., 1) to facilitate the computation
of average of precision and recall values. Three relevance
degrees (0, 0.5, 1) are used to signify the relevance of an
object to the query object for each query. Since objects are
from various domains, assigning partial relevance to the
extracted objects is meaningful. These relevance values are
assigned to each query object-database object pair.
Another experiment is conducted for evaluating the
behavior of HBA to noisy objects. The noisy forms of each
object are added to the object database. These noisy forms
are constructed by simply changing the locations of k% of
the pixels in a test image randomly. For the experiment, k is
set to 7. It has been observed that HBA retrieves the noisy
forms of an object before any other object, which is
expected and desired. Moreover, the similarity values
between objects and their noisy forms vary between 0.92
and 0.98. The retrieval effectiveness results of HBA are
shown in Fig. 5. In these experiments, the first 20 retrievals
are evaluated for randomly picked query objects to be fair.5.2. Evaluating color effectiveness
In this section, three different color information storage
techniques are compared in terms of retrieval effectiveness.
As discussed before, color histograms are the first attempt
for color retrieval. In order to improve the effectiveness of
color histograms, various techniques and adaptations are
proposed. Here, the comparisons are carried out between
three methods: the traditional color histograms without any
weighting, probabilistic weighting scheme [26], and the
distance-weighting scheme in the histogram-based
approach. The evaluation of color retrieval effectiveness is
performed similarly by precision-recall analysis. The results
of the first 20 retrievals are presented in Fig. 6. The use of
Fig. 4. (a), (b), and (c) are examples for the first set; (d), (e), and (f) are for the second set; and (g), (h), and (i) are for the third set.
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Fig. 5. Retrieval effectiveness results, (a) without noise; (b) with noise when
kZ7. The pre-calculated weights are 0.3, 0.37 and 0.33 for the color,
distance and angle histograms, respectively.
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found to be more effective than the other methods.
5.3. Evaluating shape effectiveness
5.3.1. Comparison with turning angle representation
In this section, HBA is compared with the well-known
shape matching method, the Turning Angle (TA) method
[12]. The reason of choosing the TA method is the fact that
it behaves better in most of the cases than the other methods
(e.g. moments [8], Hausdorrf distance [13], sign of
curvature [32]) due to the human perceptual judgments, as
shown in [32]. In order to compare TA and HBA, the output
of Object Extractor should be converted to an input to TA.Color Retrieval Effectiveness
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Fig. 7. Turning angle representation.
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approach also take place before the TA method. Besides, a
model for converting the output of Object Extractor to an
input to TA, called KiMPA [33], is designed. In KiMPA, the
‘most important’ points of the object boundaries are
preserved. In this manner, the experiments compare the
approaches accurately and fairly.
TA is a contour-based method, which processes two
polygonal shapes and produces turning angle represen-
tations of the shapes. Then, L2 distance metric is employed
to get a similarity distance from the representations.
Formally, the turning angle representation QP(s) of a
polygonal shape P is a collection of turning angles as a
function of the arc length s. A turning angle at a point is the
counter-clockwise angle between the tangent of P at that
point and the x-axis [12]. Fig. 7. illustrates the turning angle
representation of two shapes initiated from the bottom-left
vertex. In order to satisfy invariance under rotation, QP(s)
can be shifted with an angular amount q. The arc length s is
scaled to 1 for all of the input shapes, which satisfies scale
invariance. The method is also invariant under translation.
Let QA(s) and QB(s) be turning angle representations for
polygonal shapes A and B, respectively. According to the Lp
metric, the distance between two polygonal shapes is given
as follows:
dTðA;BÞ Z
ð
jQAðsÞKQBðsÞjp ds
 1=p
: (6)
In the experiments, the main point is to demonstrate the
effectiveness of HBA with the objects having noise on the
boundaries. Retrieving similar objects even if their
boundaries are slightly distorted is important for shape
retrieval. Table 2 presents the average retrieval accuracy of
single object queries such that each query object (in original
version) is queried with all of the objects in the noisyTable 2
Average retrieval accuracy of the single object queries
NZ1 N!4 N!6 N!10 N!20
HBA 1.00 1.00 1.00 1.00 1.00
TA 0.86 0.95 1.00 1.00 1.00
HBA is an abbreviation of the histogram-based approach, N denotes the
retrieval rank of the noisy version of the query object.version. The noisy versions of the test objects are created by
performing changes on the boundary pixels only. The
weight of the color histogram is set to 0 in order to be fair.
The two shape histograms are equally weighted for the
experiment. The experiments show that HBA yields
promising results such that the embedded noise on the
object boundaries can distort the similarity at most 2.7%.5.3.2. Comparison with generic fourier descriptors
In order to test the retrieval effectiveness of HBA as
compared to Generic Fourier Descriptors (GFD), another set
of experiments is conducted. GFD is derived by applying a
modified polar Fourier transform on the shape of an object
[10,34]. The polar image of the shape of an object is a
rectangular image, thus 2D Fourier transform can be applied
on the polar image. For a given shape image f(x, y), the
modified polar Fourier transform is obtained as
pf ðr;fÞ Z
X
r
X
i
f ðr; qiÞ exp j2p r
R
r C
2p
T
f
  
; (7)
where 0%rZ ½ðxKxcÞ2C ðyKycÞ21=2 and qiZ 2piT ; ð0%
i%TÞ; 0%r!R; 0%f!T ; ðxc; ycÞ is the center of mass
of the shape; R and T are the radial and angular resolutions.
GFD is translation invariant. For rotation normalization, an
optimized version of the major axis normalization algorithm
is used. To achieve scale invariance, the following normal-
ization is employed:
GFD Z
jpf ð0;0Þj
area
;
jpf ð0;1Þj
jpf ð0;0Þj ;.;
jpf ðm;0Þj
jpf ð0;0Þj ;.;
jpf ðm;nÞj
jpf ð0;0Þj
	 

;
(8)
where area is the area of the bounding circle in which the
polar image of shape resides. m is the maximum number of
the radial frequencies, and n is the maximum number of
angular frequencies. In the experiments, five radial
frequencies and 12 angular frequencies are selected to
obtain 60 GFD features. The following datasets are used:
MPEG-7 region shape database (CE-2) is used to test the
robustness of the methods including perspective transform-
ation, scaling, and rotation invariance. The dataset contains
3621 shapes, 651 of which are organized into 31 categories.
Each category consists of 21 similar shapes generated by
rotating, scaling, and perspectively transforming the shapes.
E. S¸aykol et al. / Image and Vision Computing 23 (2005) 1170–1180 1179This dataset is also used in [10,34] to test the retrieval
effectiveness of the GFDs.
In [35], 216 shapes are selected from MPEG-7 set. The
shape database can be grouped into 18 categories, each of
which has 12 similar shapes.
The shapes are extracted automatically from images,
since the images are binary. The retrieval is also performed
automatically since the categorization (i.e. relevance) is
known in advance. The experiment is performed for
randomly picked 100 query objects, and the results are
averaged. Fig. 8 presents the retrieval effectiveness results
of this set of experiment. The retrieval analysis is performed
for the first 20 retrievals and the weights are 0.0, 0.5, and 0.5
for color, distance, and angle histograms, respectively inInterpolated Precision-Recall(b)
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Fig. 8. Retrieval effectiveness results, (a) with the dataset used in [10,34];
(b) with the dataset used in [35]; and (c) with the two datasets mixed.order to be fair since GFD operates on the shape content
only. The results in (a) demonstrate that the performance of
GFD is generally better than HBA. The main reason behind
this is the fact that the dataset in (a) has perspectively
transformed objects. However in (b), the performance of
HBA is better for most of the recall levels where there are
not too many perspectively transformed objects.
The average extraction time for GFD is 95.6 ms, whereas
that of HBA is 11.6 ms on a PC of dual P-III 800 processors
with 1GB RAM. HBA is 8.24 times faster than GFD in
feature extraction. Euclidean distance is used to obtain the
similarity of two shapes in generic Fourier descriptors,
whereas histogram intersection is employed in HBA. The
feature extraction phase of HBA is much simpler and faster
than GFD, while its retrieval effectiveness is comparable
with GFD.6. Conclusion
In this paper, a novel approach is proposed for object-
based querying by shape and color features. The approach is
histogram-based, in which one color histogram and two
shape histograms are stored for an object. The main idea of
employing histogram-based approach is to include the
contributions of each pixel in the object region to the color
and shape information of the object. The histogram-based
approach is invariant under rotation, translation and scaling.
The main principles of the human visual system are taken
into account while constructing the feature histograms of the
objects. The contributions of the pixels to the color
histogram are weighted with respect to the color activity
estimated within a local neighborhood. The pixels also
contribute to shape feature histograms based on their
distance and angle with respect to the center of mass of
the object, which considers the object interior as well as the
object boundary.
The precision-recall analysis is performed to evaluate the
retrieval effectiveness of the histogram-based approach.
This approach generally outperforms the contour-based
methods, and is comparable to region-based methods.
Moreover, the feature extraction and similarity computation
steps are easier and faster.
The object-based information can be queried without any
pre-processing phase such as edge-detection since the
output of an extraction tool, Object Extractor, is directly
used. The output contains the necessary data to construct the
histograms for the object. The approach is also scalable in
the sense that the images having more than one object can be
processed without any difficulty.Acknowledgements
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