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Smart homes have been mostly treated as homogeneous envi-
ronments where each room is distinguished by the activities
performed there but not by any fundamentally different ba-
sic parameters for systems to operate in. We argue that at
least for bathroom environments, things like the extensive
presence of liquid water and humidity and special privacy
considerations challenge these assumptions. We discuss typi-
cal and unique challenges for ubiquitous computing interfaces
in bathroom environments and we look at how actual and
conceptual systems confront these challenges. We review
bathroom systems in the literature and present two systems
of our own to exemplify the unique challenges to smart envi-
ronments the bathroom provides, one of which is presented
here for the first time.
CCS Concepts
•Human-centered computing→ Sound-based input /
output; Haptic devices; Auditory feedback; Activity
centered design; Scenario-based design; Contextual design;
Ubiquitous and mobile computing systems and tools;
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1. INTRODUCTION
Smart environments are enjoying increasing popularity
both in research as well as in actual applications in people’s
homes. However, smart homes have been mostly treated
as largely homogeneous environments in that each room is
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maybe distinguished by the activities performed there but not
by substantially different basic parameters in which systems
have to operate. Bathrooms have not only been neglected in
the literature so far, even systems that are applicable in the
bathroom sometimes fail to address the specific environment
found there. One notable exception is Lashina [13] who
took an early focused look at smart bathroom environments
and brought up design considerations over wet hands, losing
remote controls and noise sources.
In this paper, we discuss the challenges we see as unique
to or at least typical for bathroom environments and we
then proceed to look at how actual systems confront these
challenges and finally how more speculative systems could
confront them. To this end, we take a look at how bath-
room systems were handled in the literature so far, whether
other researchers faced the same challenges we identified and
how they tackled them. We then present two systems we
developed ourselves, one being a novel system that produces
multimodal ambiances and that is controlled by a tangible
user interface especially suited for bathroom environments,
the other being an assistance system to reduce the energy
consumption of showering and that was first presented by
Hammerschmidt et al. [8]. We discuss how they relate to
our framework for bathroom environments and finally, we
discuss some avenues for future research that could be taken
to address the challenges we outline in novel ways and we




While in many aspects, designing systems for smart bath-
rooms is no different from designing any other smart home
system, there are some conditions and challenges that are
specific to bathrooms.
C1 Humidity is a major concern, since it can lead to con-
densation in electronics, on screens, capacitive surfaces
and sensors, and even reduce the visibility in the room
itself when fogging occurs.
C2 Similarly, liquid water in the form of splashes, jets
or even full immersion is a related concern. It requires
special protection of electronics and wiring, wet fingers
make touch screens more difficult to use and even tan-
gible interaction can be affected by slippery fingers or
materials that do not react well to moisture.
C3 Privacy concerns might play a bigger role for many
users in the bathroom than they do for other rooms
such as the kitchen or the living room. In our own
laboratory apartment [10], we abstained from using
any cameras in the bathroom and some might even
be more comfortable if microphones or other forms of
sensors were banned from the bathroom as well.
C4 If microphones are used, the acoustic environment
in a bathroom tends to be more challenging than usual,
with its strong reverberation and echo and the broad-
band noise water can produce. The same characteristics
can also interfere with producing sound, e. g. when an
audio signal is masked by the sound of running water.
Conventional workarounds in noisy environments such
as beamforming might not work as well as in other
places, given the source of noise is usually close to the
user and also due to the especially echoey quality of
bathrooms.
C5 Besides affecting the acoustics, the usually confined
space of a bathroom has the additional effect of restrict-
ing the number and volume of any components intro-
duced, especially when unobtrusiveness and aesthetic
considerations are a concern; every piece of technology
or anything else that stands out in an undesirable way
might be more noticeable than it would be in a larger
room. This lack of space is especially challenging for
smart environments that include some kind of physical
agent that needs to navigate these confined surround-
ings and might even be required to do so with restricted
sensory capabilities as per C3. Lashina [13] also adds
to this that confined spaces tend to get cluttered, so
having small devices or remote controls to control a
system might not be a good idea as they might be hard
to find when needed.
C6 Wearables share the requirements regarding water
resistance mentioned in C2 but some, especially smart
clothing, have the additional issue of simply not being
worn in the bathroom and therefore not being available
for data collection.
C7 While glasses might simply be called the oldest piece
of wearable technology and therefore subsumed under
C6, since they are still by far the most common, they
deserve their own mention. Especially when taking a
shower, the bathroom is oftentimes a place where people
who usually depend on them will take off their glasses.
In addition to the technical difficulties discussed in
C1 and C2, this severely limits the design space of
visual displays, as it makes using too complex or small
interfaces highly problematic.
We will refer back to these challenges when discussing
concrete systems in the following sections.
However, another consideration specific to bathrooms are
the data sources that are available and that inform specific
use cases. These comprise
– energy consumption, especially for heating water but
also for hair dryers and other electrical heating appli-
ances,
– water consumption,
– usage of bathroom products such as shampoo, lotions
and soap,
– water and air temperature,
– health information, including weight and BMI but also
more advanced sources of health-related information
as toilets that are already in widespread use in some
areas provide, and
– news and entertainment media that might be an im-
portant way to complement a maybe less interesting
primary task with a secondary task that makes the
overall experience more enjoyable and might give the
users the feeling of increased productivity for the time
spent in the bathroom.
3. BATHROOM SYSTEMS IN THE LITER-
ATURE
Smart mirrors are particularly attractive in bathroom
context because, it is usually the most visually salient object
in a bathroom and one of the objects that users interact
with the most. Lashina [13] investigated smart bathrooms
and besides identifying some of the same challenges we did
(cf. Section 2), she implemented a bathroom mirror that
helps to reduce clutter and the number of visible devices
by using an object that is already present in virtually all
bathrooms (cf. C5). She then adapted the mirror further
to special bathroom needs by removing the need to actually
touch the glass surface to avoid problems with wet fingers and
fingerprints in general (C2) and added a touch-sensitive frame
for the same reasons. Generally, smart mirrors currently
enjoy quite a bit of attention by academic researchers and
industry alike (e. g. Braun [4] and Hossain et al. [11]).
Smart faucets similarly are a common theme in smart
homes, including in the bathroom. Bonanni et al. [2] for
example used colored light and audio-visual feedback to
indicate water temperature aiming at conserving water.
Chen et al. [5] used acoustic means for person tracking
in bathrooms to address the privacy concerns with cameras
there (cf. C3).
Bathonify is an interactive bathtub soundscape system
developed by Hirai [9] that uses information primarily from
patterns detected from the water pressure sensor as well
as electrocardiography (ECG) sensor to the user. Different
types of human interaction with the water such as stirring
and going in and out of the tub are detected and used as
control parameters. Although the idea is certainly interesting,
the choice of ECG might be of limited practicality in real life
scenarios (C6), especially in relation to the moist bathroom
environment (C1 and C2).
Koike et al. [12] developed a projection-based display and
interactive system to project visual information onto the wa-
ter surface of a bathtub. The system uses a projector as its
display and a Mircosoft Kinect to obtain depth information.
This system does not try to work around the bathroom envi-
ronment but instead uses the unique circumstance of a user
being immersed in a body of water to its advantage. Various








Figure 1: Hardware setup of the Sonic Shower system: Based
on the current water flow and temperature data, the sound
that is transmitted via the resonating body of the bathtub
and picked up by the contact microphone is processed and,
through a speaker, directly fed back to the user. Note that in
our current setup, we use a shower tub with the microphone
installed on its underside, which works just as well. [8]
modes of physical interaction can be used to interact with
GUI elements, such as stroking and scooping the water and
especially poking through the water surface from below, a
mode of interaction that to our knowledge no other interface
even physically allows. The use of Kinect RGB-D cameras
provides a suitable way to obtain the needed information.
However, the device might possibly suffer from the usual C1
and C2 issues but most importantly, with an RGB camera
pointing straight down at an actively used bathtub, privacy
concerns are especially pressing (C3). A production system
might address these concerns by for example requiring a
hardware component that is electronically unable to out-
put anything other than the depth information, which is
presumably less useful to an attacker. This is not easy to
achieve, however, as long as an RGB or grayscale image is
used in obtaining the depth information at some point in the
processing chain.
An interesting extension of the system by Koike et al.
would be to include the foam of a bubble bath as an active
control element that can be formed and sculpted in unique
ways.
Based on these bathroom systems by other authors, in
the next two sections, we present two interactive systems
we installed in our laboratory environment, the Cognitive
Service-Robotics Apartment (CSRA). This apartment is a
smart home environment that has a kitchen, living room
area, sports room and, most relevant to this paper, a fully
functional bathroom that comprises a sink, a toilet and a
shower. For an overview of the CSRA as a whole an the
sensors and actors present, please refer to Holthaus et al.
[10].
4. INFODROPS – SONIC SHOWER
As a first exemplary system, illustrating one possible way
to deal with the challenges that we are faced with in bathroom
environments, we want to present our InfoDrops system.
The InfoDrops system was primarily designed for users to
receive feedback about their energy and water consumption
when taking a shower [8]. Our main motivation for the work
on this system was our observation that showering is not only
an activity producing a rather“hidden”resource consumption,
but also one that is more resource-intensive than most people
think. In the United States, for example, domestic water
heating accounts for between 15 and 25 percent of the energy
consumed in homes [6]. Even unheated, water treatment
itself makes a considerable contribution to greenhouse gas
emissions [15]. Add to that the fact that taking a shower
in the Western world usually uses up more water than the
typical person living in a developing country uses in a whole
day [17] and it becomes clear that a reduction of water
consumption is both desirable and feasible.
4.1 Design Process and Dealing with Individ-
ual Challenges
When designing the InfoDrops system, we very soon de-
cided to give users immediate feedback (as opposed to, for
example, giving a post-hoc analysis or only general informa-
tion), as it has been shown that this is the most effective way
for changing consumption habits [7]. In consequence, this
forced us to deal with the challenges specific to bathroom
environments, as outlined in Section 2.
4.1.1 Display Design
Of all activities that can take place in a bathroom, taking
a shower is probably the most difficult one to address when
thinking about smart environments:
– Wearers of glasses will most certainly take them off
during a shower (C7), restricting the possibilities for a
visual interface to relatively simple visualizations.
– Furthermore, putting one’s head in a spray of water,
as it is usually done when showering, not only forces
most people to close their eyes and therefore interrupt
any possibility to interact or even attend to a visual
display, but usually leaves the vision impaired for a
longer period of time.
– Any auditory display would have to work against the
broadband noise of running water (C4).
– Finally, a shower (or bathtub) is the bathroom’s area
that is most heavily exposed to humidity (C1) and
water (C2), posing a challenge for any electronics that
would be installed there.
Considering those difficulties, which would mostly affect
visual displays, we decided to instead use an auditory one, as
this resolves any problems with restricted vision and make
installing electronic components (or even the interface itself)
in the shower area unnecessary (a loudspeaker can be placed
at a safe distance).
This of course leaves us open to C4. Our solution, that
we present in the following, is to modify the already existing
sounds instead of overlaying new ones onto the soundscape
that could mask them.
4.1.2 Using Blended Sonification
While using an auditory display obviously reduces the
number of difficulties specific to bathroom environments,
it comes with some challenges of its own that need to be
considered. First, any auditory display that is meant to be a
casual interface (as opposed to, for example, a sonification
Figure 2: Picture of the flow sensor used in the InfoDrops
setup.
that is used in a professional context) has a high risk of being
perceived as annoying, since the user is constantly exposed
to it and contrary to a visual display, you obviously cannot
just ‘look away’. Also, the sounds produced by forcing water
through the nozzles of a shower head and those produced by
water drops falling onto the tub surface can very easily mask
(or at least interfere with) any additional sound produced by
an auditory display (also cf. C4).
One possible way to deal with this problem would be to
analyze the frequency spectrum of the water noise and gener-
ate sounds that are outside of this spectrum. However, due
to the broad-band nature of the signal and the comparatively
high volume of the water noise, this would make the use of
a relatively loud and high-pitched sounds necessary, which
inevitably would lead to the auditory display being perceived
as highly annoying.
Instead, we decided to work with the existing soundscape
as much as possible, as has been proposed in the framework
of Blended Sonification by Tu¨nnermann et al. [16], a concep-
tual extension of the approach of Auditory Augmentation
by Bovermann et al. [3]. The basic setup to achieve this is
shown in Figure 1: a contact microphone captures the sound
of water falling onto the shower tub and feeds this signal into
the processing unit as input for the sonification. Depending
on the consumption values captured by a flow sensor (cf. Fig-
ure 2), the sound is filtered, modified and, through a speaker,
directly fed back to the user, so that, together with the water
noise, it appears as a coherent sound unit. Note that using a
contact microphone also limits privacy issues since it does not
usually capture any intelligible speech (C3). An exemplary
sound example of the InfoDrops system can be found at https:
//pub.uni-bielefeld.de/download/2906095/2906096 [14].
5. MULTIMODAL AMBIANCES
For the second interface for bathroom environments, we
present an audiovisual ambient system installed in the bath-
room of the CSRA. Our objective is to create immersive
audiovisual scenarios by combining ambient soundscapes and
mood lighting to create emotive and enjoyable atmospheres.
This system uses small tangible objects as the control medium
to select different themes.
The remainder of this section explains the system in three
parts: physical control, soundscape and lighting design.
5.1 Tangible Control Design
For this project, we first narrowed the design criteria for
the tangible control interface to the following:
– We would like to use tangible objects to trigger the
ambiances rather than using a screen-based interface
or the conventional remote control style. Tangible
interaction is arguably one of the styles of interaction
the least affected by many of the challenges outlined
in Section 2.
– The use of electronic components should be minimized
due to humidity concern (C1). All electronic compo-
nents should be well sealed to prevent water damage
(C2).
– From an aesthetic point of view, the tangible objects
should not only be able to function as a controller but
also serve as a common home decoration.
Based on these points, we finalized the design shown in
Figure 3. The object with the black top is the wooden dock
(receiver) with an RFID reader inside. The dock is connected
to an Intel NUC in the bathroom ceiling via USB. That
computer is connected to the rest of the CSRA via gigabit
Ethernet. The dock is painted with water resistant coating.
The five objects symbolize one ambiance each. The shell
represents the beach theme, the small cartoon owl represents
the nighttime theme, the small piece of wood represents the
forest theme, and the glass pebble represents a meditative
theme with more abstract sounds, in that the soundscape
is an ambient electronic music we composed rather than
recreating the soundscape of a physical location. An addi-
tional “off” object is used to reset the bathroom ambiance
to neutral white light and silence, effectively shutting off the
system. Each object works by having an RFID tag attached
to the bottom. All the tangible objects used for control have
some extent of water resistance and are able to withstand
the humidity levels of the bathroom.
The interface is placed on a little shelf space right above
the basin. To use the device, the user can simply select a
theme by choosing the object that symbolizes it and place
it on the wooden dock. Once the object is placed on the
dock, the computer will register the tag ID and trigger the
according theme, controlling the sound software via Open
Sound Control (OSC) and the lighting components via the
Figure 3: The tangible control objects for the ambiance
control. The forest theme is selected in the picture.
common CSRA middleware RSB [19]. The control script is
written in Python and the soundscape is generated using
SuperCollider.
5.2 Soundscape Design
The soundscape generated from this system is not a fixed
predefined sound loop. Instead, we prepared a collection
of sound samples, including sounds such as birdsong, ocean
waves, and wind noises. Each sound file is labeled based on
two categories: 1. the theme it belongs and 2. whether the
sound is regarded as a background ambiance (>10 s) or a
single object sound (<10 s). Taking the forest theme as an
example, the background ambiance consists of elements such
as soothing wind sounds and a small creek. These sounds
are played back constantly in a loop, laying out the sonic
foundation of the theme. Then the single objects (e. g. animal
sounds) will appear sparsely with randomized parameters
such as sample selections, sample playback gaps, and audio
effects (i. e. reverberation). Therefore, re-triggering the same
theme will always result in different sonic outcomes.
5.3 Lighting Design
Philips Hues1 were used as a drop-in replacement for con-
ventional light bulbs that allow color and light intensity to
be changed wirelessly according to the soundscape selected.
The bathroom being a closed room with no windows actually
worked to our advantage here because we had a much tighter
control over both light color and light intensity than if we
had to deal with an environment that is dominated by the
color and intensity of the outside light. Figure 4 shows four
of the lighting presets. These are (a) the baseline setting in
a neutral white, (b) the beach atmosphere with maximum
intensity light that is warm and yellow-orange at the ceiling
to evoke sunlight and blue for the lower lights as to be remi-
niscent of the sea. Then there is (c) the warm orange but
darker ambiance for the meditative theme, and (d) the forest
theme with its light green light. All pictures were taken
with identical exposure settings, so they represent absolute
brightness, not the perceived brightness that will differ from
the images especially for the dark ambiances due to the dark
adaptation of the human eye. Not shown is the nighttime
ambiance which has a blue tint and is of course also quite
dark.
5.4 Video Example
A video example can be found at the following location:
https://pub.uni-bielefeld.de/download/2906095/2906097 or
as Leichsenring et al. [14].
6. CONCLUSION
6.1 Summary
In this paper, we raise seven challenges for designing smart
system in bathroom contexts that are characteristic to bath-
room conditions. The specific points we addressed were
humidity and liquid water and their effect on hardware, the
increased importance of privacy and how this restricts the
choice of sensors that can be used, the special acoustic charac-
teristic in bathrooms, the restrictions of the usually confined
space, and the restriction on wearables and glasses as a result
of typical bathroom activities.
1http://www.developers.meethue.com/
(a) Neutral white (b) Beach theme
(c) Meditative theme (d) Forest theme
Figure 4: Lighting presets for the bathroom ambiances.
Having looked at some implementations for smart bath-
room systems, the most pressing issues that emerge seem
to be related to water, privacy and space restrictions. We
presented two bathroom system, where one focuses on provid-
ing information on enenrgy consumption during showering
(InfoDrops) and the other focuses on providing relaxing au-
diovisual ambiances.
The InfoDrops system provides users with feedback about
their resource consumption when taking a shower. It circum-
vents the problems that are introduced by humidity (C1)
and (running) water (C2) by employing an auditory display
as its main means to interact with the user. This setup is
exemplary for dealing with these challenges and, although
obviously not usable as input, we can recommend using au-
dio to convey information to the user when designing for
a bathroom environment. Although the acoustics of such
an environment can be challenging as well (C4), there are
ways to deal with this, e. g. the approach of using Blended
Sonification as we did for the Sonic Shower. To further im-
prove the system, we plan to replace the current method of
obtaining the resource consumption data via a flow sensor,
which must be installed for the system to work. This is a
more integrated approach, where the data is extracted from
the information provided by a modern smart meter, working
our way towards disappearing technology [18].
The multimodal ambiance installation allows users to eas-
ily trigger an immersive scene through the combination of
environmental soundscape and colorful lighting. The use of
tangible objects in this system is an example of tackling the
challenges in C1 and C2. The physical objects are capable of
withstanding the humidity and also water splashes because
there is no electronic circuitry involved but only the RFID
tag attached to the bottom. Compared to using touchscreen
devices, especially when the user has wet hands, the tangi-
ble interface approach can be more reliable. From another
standpoint, the control interface also can be regarded as
a set of home decoration, which is efficient in a confined
space environment (C5). To further improve the system, we
plan to provide more means of interaction in order to give
more precise results, e. g. the user could rotate or shake the
tangible objects to give it certain parametric charge. Alterna-
tively, the user could combine multiple objects. The system
is also capable to be modified into a data driven system to
provide ambient data display through soundscapes [20] and
illumination. For instance, the room and water temperature
can be mapped to a gradual variation of the ambiances from
a cold to a hot climate.
6.2 Outlook
As mentioned in the introduction, bathrooms have been
largely neglected so far, so we see a lot of different avenues
future research might take and we hope having identified key
challenges is a good guideline in that regard.
From the space constraint (C5) follows that existing sur-
faces are to be used whenever possible. This includes using
them in a mixed-reality kind of fashion but this cannot hap-
pen using wearables as we have outlined, so projections are
currently one of the better solutions we can see there. The
washbasin for example is an excellent surface to project onto,
being white, largely empty and right in front of the user
during many tasks. Smart mirrors enjoy similar advantages,
even though condensation might be a bigger problem for mir-
rors than for projectors. Tiles can also be used as projection
surfaces or by embedding LEDs into them, as the material
is somewhat translucent.
While water and condensation are certainly challenges for
many forms of electronic devices, they could also be used
in novel ways instead of being worked against. Both the
water spray from a shower head as well as foggy air provide
a volume of droplets that can be used for fog displays, 2D
displays using projections and droplet timing [1] or even 3D
volumetric displays.
On the other hand, bypassing the visual modality alto-
gether with auditory displays seems like an even better way
when possible, freeing the user from one specific surface and
even more importantly, not needing any free surface area at
all. Methods such as auditory display and speech recognition
can satisfy such a requirement. However, there is the issue
of the acoustic environment. We have shown one way to
address this with Blended Sonification and there are surely
others. If all else fails, adaptive sound level adjustment could
always be applied.
Using technology, however, might also reduce clutter in
bathrooms. The function of a traditional bathroom scale
might for example be provided by special tiles or a smart
bathroom rug.
Smart bathroom objects like a toothbrush might also be
used to collect additional information, such as health-related
data.
Beyond such ideas for concrete systems, there is also a lot
of need for empirical and more basic research to pin down
what the restrictions systems in bathrooms face really are. It
is for example necessary to learn how different hardware sen-
sors and actuators, especially those based on optical means,
behave in real-life bathroom environments while they are
being used. We hope with our capabilities in the CSRA, over
time we will be able to provide some of these much needed
answers.
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