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It is shown that the discriminant of the discriminant of a
multivariate polynomial has the same irreducible factors as the
product of seven polynomials each of which is defined as the GCD
of the generators of an elimination ideal. Under relatively mild
conditions of genericity, three of these polynomials are irreducible
and generate the corresponding elimination ideals, while the other
four are equal to one. Moreover the irreducible factors of two of
these polynomials have multiplicity at least two in the iterated
discriminant and the irreducible factors of two others of the seven
polynomials have multiplicity at least three.
The proof involves an extended use of the notion of generic
point of an algebraic variety and a careful study of the singularities
of the hypersurface defined by a discriminant, which may be
interesting by themselves.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
It has been remarked, for a rather long time, that the discriminant of a discriminant has a natural
factorization of the shape cPQ 2R3. The first author remarked this for polynomials of degree 4, when
writing the paper Lazard (1988) and studying Rozier’s example in 1990 (see Section 6). He did not
write anything on the subject, having no idea, at that time, for a general proof. This factorization
has been stated as a general conjecture by the second author (McCallum (1998b), see also McCallum
(1998a, 1999)); in that manuscript, he gave an explicit description of the cubic factor R by means of a
multivariate resultant.
In fact, such a factorization was known since nineteenth century and proved in Henrici (1868) for
generic bivariate polynomials of a given degree in each variable.
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Recently, L. Busé andB.Mourrain proved a similar result for generic bivariate polynomials of a given
total degree (Busé and Mourrain, 2009). Their result is much stronger, as they prove the irreducibility
of the factors and also that the factorization (but not the irreducibility) remains true for nongeneric
coefficients, if the first discriminant has the degree which is expected. More precisely, a corollary of
their Theorem 6.8 is the following result1:
Theorem 1 (Busé–Mourrain). Let A be a commutative ring and f ∈ A[x, y] be a polynomial such that
degx(f ) = deg{x,y}(f ) = n and degy(discx(f )) = n(n − 1). Then we have discy(discx(f )) = cPQ 2R3
where c ∈ A is the coefficient of xn in f and P,Q , R ∈ A are defined by multivariate resultants.
In practice, iterated discriminants appear frequently in Cylindrical Algebraic Decomposition (CAD,
Collins (1975)). Therefore, the direct computation of the factors may improve dramatically the
efficiency of CAD algorithms (see Section 6).
This led us, independently fromBusé andMourrain, to study this factorization.We got some partial
results in the generic casewhich are now superseded by Busé andMourrain (2009).Wedid not publish
them because they were not satisfactory in the nongeneric case. In fact, like Busé and Mourrain, we
used multivariate resultants in our preliminary stage. As they give no information when they vanish
because of irrelevant zeros at infinity, we decided that a treatment using elimination ideals (Cox et al.
(1992), Chapter 3) would be better. This approach allows us to obtain the following general results in
the nongeneric case, even when the degree restriction of Busé–Mourrain’s Theorem is not satisfied.
Theorem 2. Let K be a field and f ∈ K [x, y, z, . . .]. There exist seven polynomials P,Q , R, S, P∞, Q∞,
R∞ in K [z, . . .] such that either discy(discx(f )) = PQRSP∞Q∞R∞ = 0 or the product PQRSP∞Q∞R∞
and the double discriminant discy(discx(f ) have the same irreducible factors. Each of these polynomials
is defined as the GCD of the generators of an elimination ideal. Under relatively mild conditions of
genericity, the polynomials P,Q , R are irreducible and generate a principal elimination ideal, while the
other polynomials are equal to 1.
Moreover, the square (resp. the cube) of the irreducible factors of QQ∞ (resp. RR∞) divide
discy(discx(f )).
The replacement of the resultants by elimination ideals allows us to take off the degree hypotheses
of Busé-Mourrain’s Theorem, but implies to lose part of the information on the multiplicity of the
factors.
The examples of Section 6 suggest that these results allow a dramatic improvement of the
computation of the factors of the iterated discriminant, as needed, for example, in CAD (Collins, 1975).
Three main ingredients are used in the proofs. The first one consists in regarding polynomials as
finite Taylor series and comparing the order at a point of a polynomial and its discriminant, both
viewed as series. This kind of approach is not new and has been used in most papers dealing with the
geometry of the discriminant.
The second one is a careful description of the various singularities of the hypersurface defined by a
discriminant. As this study is interesting by itself, we provide it with more details than needed for the
main results of the paper. It seems that these results are corollaries of the results in Teissier (1973).
However this paper is very difficult for people not acquainted with such sophisticated algebraic
geometry. Thus we believe that our elementary statements are more useful for algorithm developers.
As far as we know, our elementary proofs are new.
The last ingredient is a systematic use of Weil’s notion of a generic point of an irreducible variety.
Although the word ‘‘generic’’ appears frequently in papers of computer algebra or applied algebraic
geometry, the notion of a generic point of a variety is rarely used in its precise meaning. It is very
powerful to avoid the problems set by the singularities when one tries to show inclusions of varieties.
1 Note that the definition of the discriminant is not exactly the same in both papers: In Busé andMourrain (2009), the degree
which is used in the definition of the discriminant is the degree which occurs when the coefficients are generic, while we use
the actual degrees of the polynomials. The degree conditions appearing in Theorem 1 are exactly those which are needed to
make the two definitions equivalent.
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Therefore it is a touchstone to apply the results on the singularities of the discriminant to the
factorization of the double discriminant.
In this paper, Awill denote an integral ring, which is usually a polynomial ring K [z, . . .] over a field
or over the integers. We consider a polynomial f = f (x, y) = f (x, y, z, . . .) in A[x, y], and we study
the factorization of its double discriminant discy(discx(f )).
We will denote the partial derivatives of f by f ′x , f ′y , f ′′x2 , f
′′′
x2y, f
iv
x3y, . . ..
2. Discriminant and Sylvester matrix
Let A be any ring and f ∈ A[x] be a polynomial. Let us write f as f = a0 + a1x + · · · + anxn with
ai ∈ A and n ≥ degx(f ). We define ai := 0 for i < 0 and i > n. Usually we have n = degx(f ) (i.e.
an 6= 0), but it is not always the case, especially when f is obtained by specializing some variables.
The Sylvester matrix of f and f ′x is the (2n− 1)× (2n− 1)matrix S such that the coefficient Si,j of
the ith row and the jth column is ai−j for j < n and (i− j+ n) ai−j+n for j ≥ n :
S =

a0 a1
a1 a0 2a2 a1
a2 a1 a0 3a3 2a2 a1
...
...
...
. . .
...
...
...
. . .
 .
In fact we have reversed the usual order of the rows, in order to have the coefficients of the low
degrees terms at the top of the matrix, but this does not change the sign of the determinant. Thus, the
resultant of f and f ′x is resx(f , f ′x ) = det(S).
The discriminant discx(f ) of f with respect to x is defined as resx(f , f ′x )/an. Thus, it is equal,
up to the sign, to the determinant of the matrix S ′ in which an is replaced by 1 in the last row
(0 · · · 0 an 0 · · · 0 nan) of S.
When degx(f ) = 1, then the matrix S ′ reduces to (1), and when f is independent of x, then S ′ is the
empty matrix (with no row and no column). In both cases, we set discx(f ) = 1.
When A is a polynomial ring, we need to compute the rank of S and S ′ when the indeterminates
of A are replaced by values in some field. This is the aim of the following lemma, which, although not
new, is not very well known.2
Lemma 1. Let ϕ be any homomorphism of A in some field K . We denote also by ϕ the extension of ϕ to an
homomorphism of A[x] into K [x] or to a map from matrices over A to matrices over K . If ϕ(S) is not the
zero matrix, the rank of ϕ(S) is 2n− k− l− 1where k is the degree in x of the GCD of ϕ(f ′x ) = ϕ(f )′x and
ϕ(f ), and l is the smallest integer such that ϕ(an−l) 6= 0.
The rank of ϕ(S ′) is 2n− k− l or 2n− k− 1 depending on ϕ(an) = 0 or not (i.e. l > 0 or l = 0).
Proof. We may suppose that ϕ(S) is not the zero matrix and thus that ϕ(f ) 6= 0. Let F and F ′ be the
quotients of ϕ(f ) and ϕ(f ′x ) by their GCD. Thus the degree of F is n − k − l and that of F ′ is at most
n− k− l− 1 (equality in characteristic 0).
The linear map
(A, B) 7→ AF + BF ′
where A (resp. B) is a polynomial in K [x] of degree less than n− k− l− 1 (resp. less than n− k− l, the
degree of F ) is surjective onto the polynomials of degree less than 2n−2k−2l−1 ; in fact, the matrix
of this application is the Sylvester matrix of F and F ′ and is invertible, because its determinant is not
zero, being the resultant of F and F ′, which are coprime. Multiplying by the GCD of ϕ(f ) and ϕ(f ′x ) and
by any power of x up to xk+l, we see that the linear map
(A, B) 7→ Aϕ(f )+ Bϕ(f ′x )
2 We thank an anonymous referee for pointing out to us a reference where it appears explicitly (Apéry and Jouanolou, 2006).
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(with A and B of respective degrees less than n−1 and n) contains in its image the product of the GCD
by any power of x less than x2n−k−l−1. As this imagemay only containmultiples of the GCD, this shows
that the dimension of the image, i.e. the rank of ϕ(S), is 2n− k− l− 1.
If an 6= 0, the rank of ϕ(S ′) is clearly the same. If an = 0, the rank of ϕ(S ′) could be 2n− k− l− 1
or 2n − k − l. The first principal subresultant coefficient3 of ϕ(f ) and ϕ(f ′x ) which is not 0 is the
determinant of a submatrix of ϕ(S ′) of rank 2n− 2l− 2k− 1. This matrix may consist in rows k+ 1
to 2n− 2l− k− 1 and in columns 1 to n− k− l− 1 and n to 2n− k− l− 1. Extending it by adding
rows 2n− 2l− k to 2n− l− 1 and 2n− 1 and columns n− k− l to n− 1 and 2n− 1, we get a block
triangular matrix which is regular of rank 2n− k− l. 
In the preceding Lemma, the parameters k and l seem to be very different. In fact, l is themultiplicity
of infinity as a root of f . This may be seen by the remark that the discriminants of f = a0 + a1x +
· · · + anxn and its reverse polynomial an + an−1x + · · · + a0xn are equal. This is a special case of the
following well known fact, which we will use below :
Lemma 2. For any α ∈ A, the discriminants in x of f (x), f (x− α) and xn f (1/x) are equal.
Proof. This is an easy consequence of the usual definition of the discriminant as a product of
differences of roots (here the roots are taken in the algebraic closure of the field of fractions of A). 
Wemay now close the case of characteristic 2 by the following result.
Proposition 3. Let A be a ring of characteristic2 (i.e. a ring inwhich1+1 = 0). If f = a0+a1x+· · ·+anxn,
then discx(f ) is the square of the resultant of a0 + a2x+ a4x2 + · · · and a1 + a3x+ a5x2 + · · ·
It follows that in characteristic 2 the iterated discriminant discy(discx(f )) is always 0 if degx(f ) ≥ 2.
Proof. If we add in S ′ the column n + i to the column i for i = 1, . . . , n − 1, we do not change the
discriminant and get the matrix:
S =

a0 a1
0 a0 0 a1
a2 0 a0 a3 0 a1
...
...
...
. . .
...
...
...
. . .
 .
There is only onenonzero coefficient in the last row. After removing this rowand the corresponding
column (the (n−1)th or the last one, depending on the parity of n), wemay reorder rows and columns
in order to get a block diagonal matrix comprising two blocks each of which is the Sylvester matrix of
a0 + a2x+ a4x2 + · · · and a1 + a3x+ a5x2 + · · · . 
3. Geometry of discriminant hypersurface
Since the discriminant of a linear form is trivial, we suppose from now on that degx(f ) ≥ 2.
We need to study the discriminant from the point of view of algebraic geometry. We therefore
recall some basic notions of this field.
3.1. Recall of basic notions and properties
From now on we suppose that the ring A is a multivariate polynomial ring K [z, . . .] over a field K .
All the notions and constructions we consider dependweakly on K . Therefore, at any time, wemay
replace K by an algebraic extension of it or even by an extension of finite transcendence degree. We
may also restrict it to the field finitely generated on the prime subfield of K by the coefficients of the
polynomial under consideration.
We consider also an algebraically closed extension K˜ of infinite degree of transcendence over K .
Typically, K is the field Q of the rational numbers and K˜ is the field C of complex numbers.
3 This notion is defined in various text books. See for example Basu et al. (2003).
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The geometric spaces that we consider in this paper are defined over K˜ . This means that the points
are the elements of the affine space K˜N for some integer N , which will implicitly be defined as the
number of variables of the polynomials which are studied. Thus a point may be identified to a finite
sequence (α, β, γ , . . .) of elements of K˜ which are called the coordinates of the point. An algebraic
variety or simply a variety is the set of the points whose coordinates are the common zeros of a given
set of polynomials. A hypersurface is a variety defined by a single polynomial f ; it will be denoted as
the hypersurface f = 0 or even the hypersurface f . A variety is irreducible if it is not the union of two
smaller varieties. It is a basic result of algebraic geometry that a variety V ⊂ K˜N is irreducible if and
only if the ideal I(V ) of polynomials in K˜ [x, y, z, . . .]which vanish on V is a prime ideal.4
The notion of generic point is widely used in applied algebraic geometry, usually as a synonym of
randomly chosen point. As almost all points in K˜N are generic this misuse is usually not important.
However we need the precise definition of generic point introduced by Weil (1946).
Definition 4. A point of the affine space K˜N is generic if its coordinates are algebraically independent
over K . A point on an irreducible variety is a generic point of this variety if the transcendence degree
of the field generated by its coordinates is equal to the dimension of the variety.
A point of a hypersurface defined by f in K˜N is singular if it is a zero of all partial derivatives of
f . A point which is not singular is regular. The multiplicity of a singular point is the smallest order of
differentiation for which the point is not a zero of some partial derivative of f . (Note that, with this
definition, we consider the hypersurfaces defined by f and f 2 as different, although they have the
same points.)
The following lemma is classic and results immediately from the isomorphism between the field
generated by the coordinates of a generic point and the field of fractions of the ring associated to the
variety.We refer to the text books of algebraic geometry or toWeil (1946) formore details. Corollary 6
and Lemma 7 are the main consequences of this Lemma 5 that we need here.
Lemma 5. Let p = (α, β, . . .) be a generic point of an irreducible variety V defined by polynomials with
coefficients in K . If p belongs to a variety W, also defined over K , then V ⊂ W.
Corollary 6. A generic point of an irreducible variety is regular.
Lemma 7. Let I be an ideal of K [x, y, z, . . .] and J = I ∩ K [z, . . .]. For any generic point (γ , . . .) of any
irreducible component of the variety W defined by J, there exist α and β such (α, β, γ , . . .) is a zero of I.
Proof. Let Jc be the (prime) ideal of any irreducible componentWc ofW and Ic be the ideal generated
by I and Jc . Clearly we have Jc = Ic ∩ K [z, . . .] and the variety Vc of Ic is included in the variety of I .
Now let pi2 denote the projection of K˜N onto K˜N−2 (that is, onto the last N − 2 components).
The closure theorem (see Cox et al. (1992, p. 122, 254), for example) asserts that the set difference
Wc \ pi2(Vc) is contained in an algebraic variety which is strictly smaller than Wc . The desired
conclusion follows immediately, by Lemma 5. 
We finish this subsection by a lemma which recalls the geometrical meaning of the hypersurface
defined by the discriminant.
Lemma 8. Let f ∈ K [x, y, z, . . .] of degree n in x. The point (β, γ , . . .) is a zero of discx(f ) if and only if
either there exists α such (α, β, γ , . . .) is a common zero of f and f ′x or the degree in x of f (x, β, γ , . . .) is
at most n− 2.
In other words (β, γ , . . .) is a zero of discx(f ) if and only if f (x, β, γ , . . .) has a multiple root, possibly
at infinity.
Proof. This is very classical and is an immediate corollary of Lemma 1 : The rank of ϕ(S ′) is not
maximal if and only if k ≥ 1 or l ≥ 2. 
4 This is usually called an absolutely irreducible variety. The reader may convince himself that all our proofs remain correct
whichever definition of irreducibility is chosen.
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We now examine the various possibilities for the relations between the zeros of discx(f ) and the
corresponding multiple roots of f . For this purpose it may be useful to recall some basic facts and
definitions of algebraic geometry.
The polynomial f ∈ K [x, y, z, . . .] defines a hypersurface which is the set of points (α, β ,
γ , . . .) such that f (α, β, γ , . . .) = 0. The order of a polynomial (at the origin) is the degree of its
homogeneous part of lowest degree which is not zero (i.e. its order as a Taylor series). If the origin
(0, 0, 0, . . .) belongs to the hypersurface defined by f (i.e. if f (0, 0, 0, . . .) = 0), then the origin is a
regular point if the order of f is 1; otherwise the origin is a singular point and itsmultiplicity is the order
of f . If the origin is a regular point, the tangent hyperplane at the origin is the hypersurface defined by
the homogeneous part of degree 1 of f . In the case of a singular point, of multiplicity m, the tangent
cone is the hypersurface defined by the homogeneous part of degreem.
3.2. Regular points of the discriminant
Proposition 9. Given a polynomial f ∈ K [x, y, z, . . .] such that degx(f ) ≥ 2 and discx(f ) 6= 0, let
(α, β, γ , . . .) be a point such that α is a multiple root of f (x, β, γ , . . .). Then (β, γ , . . .) is a zero of
discx(f ), which is regular if and only if all the following conditions are satisfied: the characteristic of K
is not 2; (α, β , γ , . . .) is a regular point of the hypersurface defined by f ; α is a root of multiplicity 2 of
f (x, β, γ , . . .); degx(f (x, β, γ , . . .)) ≥ degx(f )− 1; α is the only multiple root of f (x, β, γ , . . .).
If these conditions are fulfilled, the tangent hyperplanes of f = 0 at (α, β, γ , . . .) and of discx(f ) = 0
at (β, γ , . . .) are defined by the same linear polynomial.
Proof. First, note that the condition previous to the lastmeans that there is nomultiple root at infinity.
Thus this condition becomes included in the last one after the change of variables which follows.
By extending K to K(α) and applying Lemma 2, we may suppose that α = 0 and degx(f ) =
degx(f (x, β, γ , . . .)). By performing a linear change of variables we may also suppose that 0 = β =
γ = · · · .
Recall that f = a0 + a1 x+ · · · + an xn and that its discriminant is the determinant of the matrix
S ′ =

a0 a1
a1 a0 2a2 a1
a2 a1 a0 3a3 2a2 a1
...
...
...
. . .
...
...
...
. . .

in which the last row has been divided by an.
As α = 0 is a multiple root, a0 and a1 vanish at the origin, which means that their order is at least
1. When expanding the determinant of S ′, one may have a term of order 1 only if it contains 2a2 in
the second row, which implies that the element in the first row is a0. Thus, the homogeneous part of
degree one of the discriminant is that of 2 a0 a2 D1, where D1 is the minor of S ′ obtained by removing
the first two rows and the first and nth columns.
By replacing a0 and a1 by 0 in the corresponding submatrix, one obtains a Sylvestermatrix showing
that D1 − resultantx((f − a0 − a1 x)/x, (f ′x − a1)/x)/an belongs to the ideal 〈a0, a1〉. Therefore
the replacement of y, z, . . . by 0, 0, . . . in this expression shows that D1(0, 0, . . .) = 0 if and
only if gcd(f (x, 0, 0, . . .)/x, f ′x (x, 0, 0, . . .)/x) is not constant, which means that either 0 is a root of
multiplicity at least 3 or there is another multiple root.
Thus the origin is a regular point of discx(f ) if and only if a0 has order one and 2 a2 D1 does not
vanish at the origin. Since a1 x + a2 x2 + · · · has order at least 2, the polynomial f has order 1 if and
only if a0 has. This shows the first assertion of the proposition. The second also follows since, if the
conditions are fulfilled, the homogeneous parts of degree 1 of f and discx(f ) differ only by a constant
factor, the constant term of 2 a2 D1. 
3.3. Cusp points of the discriminant
Proposition 10. Given a polynomial f ∈ K [x, y, z, . . .] such that degx(f ) ≥ 3 and discx(f ) 6= 0, let
(α, β, γ , . . .) be a point such that α is a root of f (x, β, γ , . . .) of multiplicity at least 3. Then (β, γ , . . .) is
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a singular zero of discx(f ), which has multiplicity 2 if and only if all the following conditions are satisfied:
(α, β, γ , . . .) is a regular zero of f ; the characteristic is not 3; the root α of f (x, β, γ , . . .) has multiplicity
3; f (x, β, γ , . . .) has no other multiple root; degx(f (x, β, γ , . . .)) ≥ degx(f )− 1.
If these conditions are fulfilled, the equation of the tangent cone to discx(f ) at β, γ , . . . is, up to a
constant factor, the square of the equations of the tangent hyperplane to f at (α, β, γ , . . .).
Proof. Note that, as above, the last conditionmeans that there is nomultiple root at infinity. Thus this
condition becomes included in the preceding one after the change of variable which follows.
As above, we may change the variables in order that (α, β, γ , . . .) becomes the origin and that
degx(f (x, 0, 0, . . .)) = degx(f ).
If α = 0 is a root of multiplicity at least 3 of f (x, 0, 0, . . .), then a0, a1 and a2 have an order at least
1 at the origin. Thus the first two rows of S ′ have an order at least 1 and the order of the discriminant
is at least 2. We have to look further at the Sylvester matrix
S ′ =

a0 a1
a1 a0 2a2 a1
a2 a1 a0 3a3 2a2 a1
a3 a2 a1 a0 4a4 3a3 2a2 a1
...
...
...
...
. . .
...
...
...
...
. . .

A term of order 2 in the expansion of S ′ should contain 3a3 in the third row and thus a0 in the first
one. Thus it contains 3a3 in the fourth row and a0 in the second one. It follows that the homogeneous
part of degree 2 of discx(f ) is that of 9a20a
2
3D3, where D3 is the determinant of the matrix obtained
by removing the first four rows and the first, second, nth and (n + 1)th columns of S ′ and replacing
a0, a1 and a2 by zero. This matrix is a Sylvester matrix, which shows that D3 is the quotient by an of
the resultant of (f − a0 − a1 x− a2 x2)/x2 and (f ′x − a1 − 2 a2 x)/x2. Thus D3 vanishes at the origin if
and only if the quotient by x2 of the GCD of f (x, 0, 0, . . .) and f ′x (x, 0, 0, . . .) is not constant.
The proof is completed by looking at the condition of nullity of the homogeneous part of degree 2
of 9a20a
2
3D3. 
3.4. Crossing points of the discriminant
Proposition 11. Given a polynomial f ∈ K [x, y, z, . . .] such that degx(f ) ≥ 4 and discx(f ) 6= 0, let
α1, α2, β, γ , . . . be such that α1 and α2 are two distinct multiple roots of f (x, β, γ , . . .). Then (β, γ , . . .)
is a singular zero of discx(f ), which has multiplicity 2 if and only if all the following conditions are
satisfied: (α1, β, γ , . . .) and (α2, β, γ , . . .) are regular zeros of f ; the characteristic is not 2; the roots
α1 and α2 of f (x, β, γ , . . .) have both the multiplicity 2; f (x, β, γ , . . .) has no other multiple root;
degx(f (x, β, γ , . . .)) ≥ degx(f )− 1.
If these conditions are fulfilled, the equation of the tangent cone to discx(f ) at β, γ , . . . is, up to
a constant factor, the product of the equations of the tangent hyperplanes to f at (α1, β, γ , . . .) and
(α2, β, γ , . . .).
Proof. Note, as above, that the last conditionmeans that there is nomultiple root at infinity. Thus this
condition becomes included in the preceding one after the change of variable which follows.
By extending K to K(α1, α2) and applying three times Lemma 2 through the successive
transformations x→ x−α2, x→ 1/x and x→ x− 1/(α1−α2), we may suppose that α1 = 0 and α2
becomes infinity. The other variables may also be linearly translated in order that 0 = β = γ = · · · .
Thus a0, a1, an−1 and an have a positive order at the origin.
As above, we have to look at the expansion of the Sylvester matrix, but we have to consider also
the last rows. Thus we display separately the upper part and the lower part of the matrix:
S ′ =

a0 a1
a1 a0 2a2 a1
a2 a1 a0 3a3 2a2 a1
...
...
...
. . .
...
...
...
. . .

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S ′ =

. . .
...
...
...
. . .
...
...
...
an an−1 an−2 n an (n− 1) an−1 (n− 2) an−2
an an−1 n an (n− 1) an−1
1 n
 .
All the coefficients of first and last but one rows have positive orders. Thus the order of the
discriminant is at least 2 and a term of order 2 in the expansion of the determinant should involve
only coefficients of order zero in the other rows. This means that, the homogeneous part of order 2 of
the discriminant is that of the determinant of the matrix deduced from S ′ by substituting a0, a1, an−1
and an by 0, except in first and last but one rows.
This matrix is block triangular with four blocks. The first one is the submatrix of the first two rows
and columns 1 and n; its determinant is 2 a0a2. The second one is the submatrix of last and last but
two rows and columns n− 1, and 2 n− 1; its determinant is 2 an−2. The third one is the submatrix of
the last but one and last but three rows and columns n− 2, and 2 n− 2; its determinant is 2 anan−2.
The last block consists of the remaining rows and columns. It is the Sylvester matrix of (f − a0 −
a1x− an−1xn−1 − anxn)/x and (f ′x − a1 − (n− 1) an−1xn−2 − nanxn−1)/x. Thus its determinant, say D3,
vanishes at the origin if and only if either themultiplicity of α1 or α2 is higher than 2 or if f (x, 0, 0, . . .)
has another multiple root.
This proves that the homogeneous part of degree 2 of discx(f ) is that of 8 a0 a2 a2n−2 an D3, which
proves the result, since the equations of the tangent planes at the origin are the linear parts of a0
and an. 
3.5. Projection of an ordinary singularity
Proposition 12. Given a polynomial f ∈ K [x, y, z, . . .] such that degx(f ) ≥ 2 and discx(f ) 6= 0, let
(α, β, γ , . . .) be a singular zero of the hypersurface defined by f . Then (β, γ , . . .) is a singular zero of
discx(f ), which has multiplicity 2 if and only if all the following conditions are satisfied: the singular
point (α, β, γ , . . .) has multiplicity 2 and the equation of its tangent cone is not a square; the root α
of f (x, β, γ , . . .) has multiplicity 2; f (x, β, γ , . . .) has no other multiple root; degx(f (x, β, γ , . . .)) ≥
degx(f )− 1.
If these conditions are fulfilled, the equation of the tangent cone to discx(f ) at β, γ , . . . is, up to a
constant factor, discx(T ), where T is the equation of the tangent cone of f at α, β, γ , . . ..
Proof. As in the preceding propositions, we may suppose that α = β = γ = · · · = 0 and that an
does not vanish at the origin.
The hypothesis thus implies that the order of a0 (resp. a1) is at least 2 (resp. 1). A term of order at
most 2 in the expansion of the determinant of S ′ should contains either 2a0 a2 or a21 in the first two
rows. It is thus of order at least 2 and should contain 3a3 or 2a2 in the third row.
This shows that the order of discx(f ) is at least 2, i.e. discx(f ) is singular at the origin. Moreover the
homogeneous part of degree 2 of the determinant of S ′ is the same as the determinant of the matrix
deduced from S ′ by substituting a0 and a1 by 0 in all rows of S ′ but the first two ones. This matrix is
block triangular with two blocks on the diagonal. The first block is(a0 a1
a1 2a2 a1
a2 3a3 2a2
)
.
Since the term 3a0 a1 a3 in its determinant has order at least 3, the homogeneous part of degree 2
of this determinant is that of a2 (4a0 a2 − a21). It vanishes if either a2(0, 0, . . .) = 0 i.e. α is a root
of multiplicity at least 3 of f (x, β, γ , . . .) or 4a0 a2 − a21 has an order higher than 2. Let h2 be the
homogeneous part of degree 2 of f ; it is also the homogeneous part of degree 2 of a0 + a1 x + a2 x2.
This shows that the homogeneous part of degree 2 of 4a0 a2 − a21 is discx(h2). If a2 does not vanish at
the origin, discx(h2) = 0 if and only if h2 is the square of a linear polynomial.
The second block is obtained by removing the first three rows and the first, nth and (n + 1)th
columns from S ′ and substituting a0 and a1 by 0. It is a Sylvester matrix whose determinant is the
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quotient by an of the resultant of (f −a0−a1 x)/x2 and (f ′x −a1)/x. It vanishes at the origin if and only
if either α is a root of f (x, β, γ , . . .) of multiplicity at least 3 or if f (x, β, γ , . . .) has another multiple
root. 
3.6. Projection of a cusp like singularity
Proposition 13. Given a polynomial f ∈ K [x, y, z, . . .] such that degx(f ) ≥ 2 and discx(f ) 6= 0, let
(α, β, γ , . . .) be a singular zero of multiplicity 2 of f = 0, with the square of a hyperplane as a tangent
cone.
Then (β, γ , . . .) is a singular zero of multiplicity at least 3 of the hypersurface discx(f ) = 0.
It has multiplicity 3 if and only if all the following conditions are satisfied: the characteristic is not
2; the root α of f (x, β, γ , . . .) has multiplicity 2; f (x, β, γ , . . .) has no other multiple root than α;
degx(f (x, β, γ , . . .)) ≥ degx(f ) − 1; the order of D is 3, where D is the result of the substitution of x
by α in the Taylor series of (2ff ′′x2 − f ′2x ) f ′′2x2 /2 − f ′3x f ′′′x3 /6 at (α, β, γ , . . .) (if the characteristic is 2 or 3,
the divided derivatives f ′′
x2
/2 and f ′′′
x3
/6may easily be defined formally without division by zero).
If these conditions are fulfilled, the equation of the tangent cone to discx(f ) at (β, γ , . . .) is, up to a
constant factor, the homogeneous part of D of degree 3 in (x− α, y− β, z − γ , . . .).
Proof. As in the preceding propositions, we may suppose that α = β = γ = · · · = 0 and that an
does not vanish at the origin.
The hypothesis implies that the orders of a0 and a1 at the origin are respectively at least 2 and 1. It
implies also (Proposition 12) that the order of 4a0 a2 − a21 is higher that 2.
If 2 a2(0, 0, . . .) = 0, then the order of 4a0a2 is higher that 2, and the order of a1 is therefore at
least 2. Thus the coefficients in the first two rows of S ′ have order at least 2, and the order of discx(f )
is at least 4, proving the result in that case.
Thus we may suppose that the characteristic is not 2 and a2(0, 0, . . .) 6= 0. The change of variable
x = X − a1/c , with c = 2 a2(0, 0, . . .), transforms f into the polynomial F = A0 + A1X + A2X2 + · · ·
with A0 = (c3a0− c2a21+ ca2a21− a3a31)/c3+O(a41), A1 = a1 (1− 2a2/c)+O(a21) and A2 has the same
constant term c/2 as a2. It follows that the order of A0 is at least 2 and A0 has, up to the factor c3, the
same homogeneous parts of degree 2 and 3 as 2a22(4a0a2−a21)−a3a31, which is exactly the polynomial
D of the statement. Thus the order of A0 is at least 3 and that of A1 is at least 2.
Now we look at the Sylvester matrix S ′ associated to F :
S ′ =

A0 A1
A1 A0 2A2 A1
A2 A1 A0 3A3 2A2 A1
...
...
...
. . .
...
...
...
. . .
 .
By performing an expansion of the determinant of S ′ by the first two rows we see that every
term is a multiple of either A20, 2A0A2, A0A1 or A
2
1. This shows that the order of the discriminant is
at least 3. Moreover its homogeneous part of degree 3 is the same as that of the determinant of the
matrix deduced from S ′ by replacing A0 and A1 by 0 except in the first row. This new matrix is block
triangular. The first block consists in the first two rows and the first and nth columns and has 2A0A2 as
determinant. The other block is, except for the last row, the Sylvester matrix of (F − A0− A1X)/X and
(F ′X − A1X)/X; thus its determinant is the quotient by An of the resultant R of these two polynomials.
Thus the discriminant has order 3 if and only if the same is true for 2A0A2R. In this case, the
equations of its tangent cone is the homogeneous part of degree 3 of A0.
This proves the result, since discriminants (and also resultants) are invariant under linear changes
of the variable to be eliminated (Lemma 2). 
3.7. Projection of a higher order singularity
Proposition 14. Given a polynomial f ∈ K [x, y, z, . . .] such that degx(f ) ≥ 3 and discx(f ) 6= 0, if
(α, β, γ , . . .) is a singular zero of multiplicity at least 3 of the hypersurface defined by f , then (β, γ , . . .)
is a singular zero of multiplicity at least 6 on the hypersurface defined by discx(f ).
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Proof. As above, wemay suppose that α = β = γ = · · · = 0. The hypothesis implies that the orders
of a0, a1 and a2 at the origin are respectively at least 3, 2 and 1.
Let us look again at the terms of low order in the expansion of the determinant of S ′:
S ′ =

a0 a1
a1 a0 2a2 a1
a2 a1 a0 3a3 2a2 a1
a3 a2 a1 a0 4a4 3a3 2a2 a1
...
...
...
...
. . .
...
...
...
...
. . .
 .
Theproduct of the coefficients from the first two rows in a termof the expansion of the determinant
of S ′ is either 2a0a2 or a0a1 or a21, which shows that the order of this determinant is at least 4. Thus
a term of order at most 5 should contain either 3a3, a2 or 2a2 in the third row. If it contains 3a3, the
coefficients in the first two rows are a0 and a1; this implies that the coefficient in the fourth row has
a positive order, leading to an order higher than 5. If the term does not contain 3a3 in the third row,
it may have order 5 only if one has a2 in the third row; thus the coefficients of the first three rows
belong to columns 1, n and n + 1, which implies that the coefficient from fourth row has a positive
order and proves that no term of the expansion has an order lower than 6. 
4. Factors of the double discriminant
In this section, we will define seven factors of the double discriminant which may be computed
directly, i.e. without computing the double discriminant. The main result of this section is that the
product of these factors and the double discriminant have the same irreducible factors or are both
null.
In the remainder of the paper, we study the factorization of the double discriminant. This is not
interesting if it is an element of K ; therefore we suppose that the characteristic of K is not 2, that f
depends on z, . . ., that degx(f ) ≥ 2 and that degy(discx(f )) ≥ 2. In fact, if it is not the case we have
already seen that the double discriminant is an element of K , and its factorization is trivial. Moreover,
by permuting the variables z, . . ., we may suppose, without loss of generality that degz(f ) > 0. To
make the statements shorter, we collect these hypotheses in what follows.
Hypothesis 1. The polynomial f belongs to K [x, y, z, . . .], where K is a field of characteristic different
from two. This polynomial satisfies the three conditions degx(f ) ≥ 2, degy(discx(f )) ≥ 2 and
degz(f ) > 0.
To define the factors of the double discriminant, we need the notion of GCD of an ideal, which is
simply the GCD of any generator system of this ideal. Note that the GCD of an ideal is zero if and only
if the ideal is the zero ideal.
4.1. Root at infinity of the discriminant
Let d = degy(discx(f )) and bd, bd−1 be the coefficients of yd and yd−1 in discx(f ). We set S =
gcd(bd, bd−1), which is well defined, as we have supposed that d ≥ 2.
Lemma 15. The polynomial S is never zero and every irreducible factor of S divides discy( discx(f )).
Proof. As bd 6= 0 we have S 6= 0. At a zero of S, we have l ≥ 2, when applying Lemma 1 to Sylvester
matrix of discx(f ). It follows that the variety S = 0 is included in the variety discy(discx(f )) = 0, and
thus the prime factors of S divide discy(discx(f )). 
4.2. Critical values of the double projection
Let I1 be the ideal of K [x, y, z, . . .] generated by (f , f ′x , f ′y). We set P = gcd(I1 ∩ K [z, . . .]).
As we have to take into account the values ‘‘at infinity’’ for x, we introduce also the ideal I∞1
generated by an, an−1, ∂an/∂y and the polynomial P∞ = gcd(I∞1 ∩ K [z, . . .]).
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Lemma 16. If PP∞ 6= 0, any irreducible factor of PP∞ over K divides the polynomial discy(discx(f )). If
PP∞ = 0 then discy(discx(f )) = 0.
Proof. As an irreducible polynomial over K is a product of distinct irreducible factors over K˜ (with
multiplicity 1), it suffices to prove the lemma for the irreducible factors over K˜ .
An irreducible factor Pi of P over K˜ defines a hypersurface which is an irreducible component of
the variety defined by I1 ∩ K [z, . . .]. So if (γ , . . .) is a generic zero of Pi then, by Lemma 7, there exist
α and β such that (α, β, γ , . . .) is a common zero of the elements of I1.
If (α, β, γ , . . .) is singular on f = 0, by applying successively Proposition 12 to f and discx(f ), we
get that (γ , . . .) is a singular zero of discy(discx(f )). If (α, β, γ , . . .) is nonsingular, then Proposition 9
shows that discx(f )′y = 0. Aswehave also discx(f ) = 0 at this point, it follows that, in any case, (γ , . . .)
is a zero of the hypersurface defined by discy(discx(f )). Lemma 5 thus implies that every irreducible
factor of P divides discy(discx(f )).
Similarly, if (γ , . . .) is a generic zero of some irreducible factor of P∞ over K˜ , there exists β such
that β, γ , . . . is a common zero of the elements of I∞1 . As an and an−1 vanish at this point, we have
discx(f ) = 0 at this point.
Let us homogenize f with respect to x, i.e. let us consider the polynomial g(x, t) = tnf (x/t). We
have disct(g(1, t)) = discx(f ) by Lemma 2. The term independent of t in ∂g(1, t)/∂y is ∂an/∂y.
Thus, the above proof applied to g(1, t) instead of f and with α = 0, shows that (γ , . . .) is a zero
of discy(discx(f )), and therefore that every irreducible factor of P∞ divides the double resultant.
Finally, if PP∞ = 0, the above proof works also by taking for (γ , . . .) a generic point of the whole
affine space (the algebraic variety defined by the zero polynomial). This shows that the whole space
is included in the variety defined by discy(discx(f )), i.e. this polynomial is identically zero. 
Remark 17. We have P = 0 when f = 0 has a singular locus of codimension 1. This is especially the
case when the polynomial f is reducible.
Usually (and generically, as will be shown below), I1∩K [z, . . .] is a principal ideal and P is obtained
without GCD computation. However, if f = ay + ϕ(x + by + c) for some univariate polynomial
ϕ(u) ∈ K [u, z, . . .] and a, b, c ∈ K [z, . . .], the ideal I1 ∩ K [z, . . .] contains a and discu(ϕ). Generally,
these elements are relatively prime, and P = 1.
Similarly, P∞ is usually equal to one. However, if an−1 = 0, then P∞ has the same irreducible
factors as discy(an). If an is independent of y and an−1 depends on y, then P∞ = an; this is especially
the case when f is homogeneous with respect to x, y and some other variables. This is also the case in
Busé-Mourrain’s Theorem, where the factor c is an = P∞ in the generic case.
4.3. One triple root of f
Let I3 be the ideal of K [x, y, z, . . .] generated by (f , f ′x , f ′′x2). We set R = gcd(I3 ∩ K [z, . . .]) if
degx(f ) ≥ 3, and R = 1 for smaller degrees.
When the triple root is at infinity, we define also I∞3 , the ideal generated by an, an−1 and an−2 and
we set R∞ = gcd(I∞3 ∩ K [z, . . .]). If n < 3 we set R∞ = 1.
Lemma 18. If RR∞ 6= 0, the cube of any irreducible factor of RR∞ over K divides discy(discx(f )). If
RR∞ = 0 then discy(discx(f )) = 0.
Proof. As in the proof of Lemma 16, wemay use irreducible factors over K˜ in the proof. An irreducible
factorRi ofRR∞ over K˜ defines a hypersurfacewhich is an irreducible component of the variety defined
by the intersection with K [z, . . .] of either I3 or I∞3 . Therefore if (γ , . . .) is a generic zero of Ri, then,
by Lemma 7, either there exist α and β s.t. (α, β, γ , . . .) is a common zero of the elements of I3 or
there exists β s.t. (β, γ , . . .) is a common zero of an, an−1, an−2. By definition of I3 and I∞3 , this means
that α or infinity is a triple root of f (x, β, γ , . . .). In both cases, Propositions 10 and 13 show that
either discy(discx(f )) = 0 or (γ , . . .) is a singular zero of discy(discx(f )) of multiplicity at least three.
It follows that the variety discy(discx(f )) = 0 contains the variety RR∞ = 0, even in the case where
RR∞ is identically zero.
If RR∞ 6= 0, then (γ , . . .) is a regular zero of a factor Ri of RR∞ (Corollary 6) and is not a zero of the
other factors of RR∞ (Lemma 5). If the multiplicity of Ri as a factor of discy(discx(f ))were lower than
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three, then the multiplicity of (γ , . . .) as a point of the hypersurface defined by discy(discx(f ))would
thus be also lower than three, contradicting the above assertion. This finishes the proof. 
Remark 19. Generally I3 ∩ K [z, . . .] is a principal ideal and Rmay be computed without computing a
GCD. We will show that this is always the case with a very mild condition of genericity.
On the other hand, R∞ is usually equal to 1. However, if an−1 = 0, the polynomial R∞ has the same
irreducible factors as the resultant of an and an−2 with respect to y.
4.4. Two double roots of f
Intuitively, the ideal I2 corresponding to the β, γ , . . . such that f (x, β, γ , . . .) has two double roots
should be generated by f (x, y, z, . . .), f ′x (x, y, z, . . .), f (x1, y, z, . . .), f ′x (x1, y, z, . . .). However, we have
to exclude the case where the two roots are equal, which is done in the following way.
Let us introduce two new variables, a and b. Let q and r be the quotient and the remainder of the
Euclidean division of f by (x2 + a x + b)2 w.r.t. x. The remainder r is a polynomial in x of degree at
most 3, whose coefficients c0, c1, c2 and c3 are polynomials in a, b, y, z, . . .. Let I2 = 〈c0, c1, c2, c3〉 be
the ideal generated by these coefficients and Q = gcd(I2 ∩ K [z, . . .]).
Also let I∞2 be the ideal generated by an, an−1, f , f ′x and Q∞ = gcd(I∞2 ∩ K [z, . . .]).
If degx(f ) < 4 we set Q = Q∞ = 1.
Lemma 20. If QQ∞ 6= 0, then the square of any irreducible factor of QQ∞ over K divides discy(discx(f )).
If QQ∞ = 0 then discy(discx(f )) = 0.
Proof. As in the proof of Lemma 15, wemay use irreducible factors over K˜ in the proof. An irreducible
factor Qi of QQ∞ over K˜ defines a hypersurface which is an irreducible component of the intersection
with K˜ [z, . . .] of the variety of either I2 or I∞2 . Therefore, if (γ , . . .) is a generic zero of Qi, then, by
Lemma 7, either there exist a, b and β s.t. (α, α1, β, γ , . . .) is a common zero of I2 (denoting by α and
α1 the roots of x2+ ax+b), or there exist α and β s.t. (β, γ , . . .) is a common zero of I∞2 . By definition
of I2 and I∞2 , this means that the polynomial f (x, β, γ , . . .) has two multiple roots, one of them being
possibly at infinity. It follows by Propositions 11 and 12 that (γ , . . .) is a zero of discy(discx(f )) with
multiplicity at least two if this polynomial is not identically zero.
If QQ∞ = 0, this shows that discy(discx(f )) = 0 (Lemma 5). If QQ∞ 6= 0, this shows that the
square of any irreducible factor of QQ∞ divides discy(discx(f )), by the same argument as in the proof
of Lemma 18. 
Remark 21. Wewill see below that I2 ∩K [z, . . .] is generically a principal ideal, and therefore Q may
usually be computed without GCD computation.
On the other hand Q∞ is usually equal to 1. However, if an−1 = 0, it has the same irreducible
factors as the resultant, with respect to y, of an and discx(f − anxn).
4.5. The factorization
Wemay now state the main result of this paper for the nongeneric case.
Theorem 3. If degx(f ) > 1, degy(discx(f )) > 1 and the characteristic of K is not 2, then the polynomials
discy(discx(f )) and PQRSP∞Q∞R∞ are either both 0 or have the same irreducible factors over K . In the
latter case, the irreducible factors of QQ∞ and RR∞ have multiplicities at least 2 and 3, respectively, in the
factorization of discy(discx(f )).
When the above hypotheses are not satisfied, then discy(discx(f )) is either 0 or 1.
Proof. The last assertion results immediately fromProposition 3 and thedefinition of the discriminant
of a polynomial of degree lower than two.
According to the preceding results, it remains to show that if the double discriminant is identically
zero then PQRSP∞Q∞R∞ = 0, and that if discy(discx(f )) is not zero, then it has no other irreducible
factors than those of PQRSP∞Q∞R∞.
To deal with both cases together, we consider a point (γ , . . .) which is either a generic point of
the whole space or a generic point of some irreducible factor, say G, of the double discriminant. Let us
consider all the possible cases which may arise.
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The first case is when (γ , . . .) is a common zero of the ideal I0 generated by bd and bd−1, the
coefficients of the highest powers of y in discx(f ). As we have supposed that degy(discx(f )) > 1,
this case may only occur if the double discriminant is not null; thus (γ , . . .) is a generic point of G,
which is therefore a factor of S (Lemma 5).
If we are not in this case, there is β s.t. (β, γ , . . .) is a zero of discx(f ), and thus some α, possibly
at infinity, s.t. α is a multiple root of f (x, β, γ , . . .). If α is not unique, then (γ , . . .) is a zero of either
I2 ∩ K [z, . . .] or I∞2 ∩ K [z, . . .], by the definition of these ideals. As (γ , . . .) is a generic point of the
whole space or of a hypersurface, it follows from Lemma 5 that one of these ideals is either zero or
contained in the principal ideal generated by G; this implies that QQ∞ is either zero or is a multiple
of G.
If α is a root of f (x, β, γ , . . .) of multiplicity higher than two, then the same argument shows that
either RR∞ = 0 or G divides RR∞.
If α is the unique multiple root of f (x, β, γ , . . .) and has multiplicity two, then Proposition 9
implies that either (α, β, γ , . . .) is a singular point of the hypersurface defined by f , or the tangent
hyperplanes of f and discx(f ) have the same equation. As β, γ , . . . is a common zero of discx(f ) and
discx(f )′y, this equation is thus independent of x and y. This shows that in both cases (α, β, γ , . . .) is
a common zero of the generators of I1 (or I∞1 if α is at infinity). Thus, by the same argument as above,
PP∞ is either zero or a multiple of G. 
It may be useful for the reader to reread the last argument of this proof in the following way: The
variety discy(discx(f )) = 0 is a union of irreducible hypersurfaces which is contained in the union of
the varieties of some ideals ; each of these irreducible hypersurfaces should thus be contained in some
irreducible (hypersurface) component of one of the ideals. This is the fact which allows us to replace
ideals by their GCD.
Remark 22. In this proof, we have used the fact that, when the variety of an ideal contains a
hypersurface, then the GCD of this ideal is amultiple of the (square free) equation of the hypersurface.
5. Generic situation
The aim of this section is to prove that, under mild conditions of genericity, the product of
polynomials SPP∞(QQ∞)2(RR∞)3 divides discy(discx(f )) and that those of these 7 polynomials which
are not constant are irreducible and distinct. In fact, Busé and Mourrain (2009) and Henrici (1868)
imply that discy(discx(f )) = SPP∞(QQ∞)2(RR∞)3 for some kinds of generic polynomials. However,
the notion of genericity depends on the support of the polynomial. It is therefore beyond the scope
of the paper to make explicit, for all possible supports, the conditions of genericity which induce this
equality.
Usually, a generic polynomial is defined as a polynomial whose coefficients are distinct
indeterminates. This implies to make precise the support of the polynomial, i.e. the set of the
monomials with nonzero coefficients. This is usually done implicitly and, for most authors, a generic
polynomial is a polynomial of a given total degree n (the support is the set of monomials of degree at
most n) or a homogeneous polynomial of degree n (the support is the set of monomials of degree n).
In most applications, these restricted definitions of a generic polynomial are convenient, because the
properties which are studied behave well by specializing some of the coefficients to zero.
Here, things are more complicated, as the double discriminant depends on degy(discx(f )), which
itself depends strongly on the support of f . Thismakes it very difficult to describe thewhole class of the
supportswhich allowanexact factorization like those of Busé andMourrain (2009) andHenrici (1868).
Fortunately, to prove irreducibility and coprimality of the factors, we need only that few coefficients
are generic, namely those of low degree in x and y and some of those of highest degree.
Thus, we describe in this section these mild conditions of genericity which allow us to prove that
the factors are irreducible and coprime, and thus that SPP∞(QQ∞)2(RR∞)3 divides discy(discx(f )).
Definition 23. Let A = K [z, . . .]. A generic support of a polynomial f ∈ A[x, y] is a subset of the
monomials xiyj of f whose coefficients (in A) have the shape Ui,j + gi,j where gi,j ∈ A and Ui,j is an
indeterminate which does not occur anywhere else in f .
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It may be noted that the usual notion of generic polynomial corresponds to the case where the set
of all monomials (the support of the polynomial) is a generic support and all gi are zero.
We also have to recall that the height (also called codimension) of a prime ideal J is the maximal
length of strictly ascending chains of prime ideals P0 ⊂ P1 ⊂ · · · ⊂ Ph = J .
The following lemma is the key tool for the proofs involving a generic support.
Lemma 24. Let g0, v1 + g1, . . . , vk + gk be polynomials in K [v1, . . . , vk, x, y, . . .] such that gi ∈
K [x, y, . . .] for i = 0, 1 and gi ∈ K [v1, . . . , vi−1, x, y, . . .] for i > 1. The ideal generated by
v1 + g1, . . . , vk + gk in K(v1, . . . , vk)[x, y, . . .] is prime of height k and defines a variety which is not
contained in the hypersurface defined by g0 (if g0 6= 0).
Proof. To prove that the ideal generated by the vi+ gi is prime of height k, it suffices to show that the
same claim holds for the ideal I generated by the same polynomials in the ring K [v1, . . . , vk, x, y, . . .].
This is due to the canonical isomorphism K(v1, . . . , vk)[x, y, . . .] = S−1 K [v1, . . . , vk, x, y, . . .], with
S = K [v1, . . . , vk] \ {0}.
The ideal I is prime as being the inverse image of the prime ideal 0 by the homomorphism from
K [v1, . . . , vk, x, y, . . .] into K [x, y, . . .] obtained by substituting the vi by the−gi as far as possible. As
I is generated by k elements, its height is at most k. It is equal to k due to the fact that 0 ⊂ 〈v1+ g1〉 ⊂
〈v1 + g1, v2 + g2〉 ⊂ 〈v1 + g1, v2 + g2, v3 + g3〉 is a sequence of prime ideals.
Clearly, g0 does not belong to the inverse image of zero by this homomorphism. Therefore it belongs
neither to I nor to S−1 I . As the ideal I is prime, this implies the last assertion. 
Proposition 25. Under Hypothesis 1, if the characteristic of K is 0 and {1, x, y, x2, xy, y2} is a generic
support of f , then the ideal I1 of Section 4.2 is prime, and I1 ∩ K [z, . . .] is a principal ideal, thus generated
by P, which is not a constant. Moreover, if discy(discx(f )) is not zero, then P does not divide QRSP∞Q∞R∞.
Proof. Recall that I1 is generated by f , f ′x , f ′y . The constant terms of these polynomials are respectively
U0,0,U1,0 and U0,1, and Lemma 24 applies with v1 = U0,1, v2 = U1,0 and v3 = U0,0. Thus I1 is prime of
height 3.
The ideal I1 ∩ K [z, . . .] is thus also prime. To prove that it is principal and not generated by a
constant, it suffices to show that its height is one. Thus we have to prove that the dimensions of I1
and I1 ∩ K [z, . . .] are equal. This will be the case if the implicit function theorem applies at a generic
point, i.e. if the Jacobian matrix of f , f ′x , f ′y w.r.t. x, y has rank 2 at a generic point of the variety of I1.
This Jacobian matrix contains the minor(
f ′′
x2
f ′′xy
f ′′xy f ′′y2
)
,
whose determinant, f ′′
x2
f ′′
y2
− f ′′2xy , is a polynomial of degree two in Uxy, which is not zero at a generic
point of I1, as the coefficient of Uxy in it is−1 (Lemma 24).
We now prove that a generic point of the hypersurface P = 0 does not belong to the other factors.
Thus, let Γ = (α, β, γ , . . .) be a generic zero of I1. By the above proof, (γ , . . .) is a generic zero of P .
As the coefficient an of xn in f does not depend on U0,0,U1,0 and U0,1 (because n = degx(f ) ≥ 2),
Lemma 24 shows that Γ is not a zero of an and is therefore not a zero of P∞Q∞R∞.
The polynomial f ′′2x which appears in the definition of I3 (Section 4.3) is not zero (having 2U2,0 as a
constant term) and does not depend on U0,0,U1,0 and U0,1. Therefore Lemma 24 shows that Γ is not
a zero of I3 and P does not divide Q (Lemma 24).
Similarly the coefficient c2 which appears in the definition of I2 (Section 4.4) does not depend on
U0,0,U1,0 and U0,1, but has U2,0 as a constant term. Thus Γ is not a zero of I2 and P does not divide Q .
To show that P does not divide S, it suffices to show that Γ is not a zero of the coefficient bd of the
highest power of y in discx(f ). For this, one may remark that the coefficients ai and therefore discx(f )
are polynomials in y,U0,0 + U0,1y+ U0,2y2 and U1,0 + U1,1y. It follows that U0,0,U1,0 and U0,1 do not
appear in bd and Γ is not a zero of bd, by Lemma 24. 
Proposition 26. Under Hypothesis 1, if the characteristic of K is 0 and {1, x, x2, x3, y, xy, x2y} is a generic
support of f , then the ideal I3 of Section 4.3 is prime, and I3 ∩ K [z, . . .] is a principal ideal, thus generated
by R, which is not a constant. Moreover, if discy(discx(f )) is not zero, then R does not divide PQSP∞Q∞R∞.
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Proof. The proof is very similar to that of Proposition 25, and we detail only their differences.
As I3 is generated by f , f ′x , f ′′x2 , the constant terms of its generators are U0,0,U1,0 and U2,0. Therefore
I3 and I3 ∩ K [z, . . .] are prime.
The Jacobian matrix of the generators of I3 contains the minor(
f ′x f ′y
f ′′′x3 f
′′′
x2y
)
,
whose determinant at a zero of I3 is f ′y f ′′′x3 . It does not vanish at a generic zero of I3, as it contains the
term U0,1U3,0.
As x3 belongs to the generic support of f , we have degx(f ) ≥ 3 and U0,0,U1,0,U2,0 do not appear
in an, which implies that R does not divide P∞Q∞R∞.
The polynomial R divides neither P nor Q because f ′y and the coefficient c3 of the definition of I2 do
not depend on U0,0,U1,0,U2,0 and are not zero, having respectively U0,1 and U3,0 as constant terms.
The coefficients ai and therefore discx(f ) are polynomials in y,U0,0+U0,1y,U1,0+U1,1y,U2,0+U2,1y,
with no other occurrences of U0,0,U1,0,U2,0. Therefore the coefficient bd of the highest power of y in
discx(f ) does not depend on U0,0,U1,0,U2,0. 
Proposition 27. Under Hypothesis 1, if the characteristic of K is 0 and {1, x, x2, x3, x4, y, xy, x2y, x3y} is
a generic support of f , then the ideal I2 of Section 4.4 is prime, and I2 ∩ K [z, . . .] is a principal ideal, thus
generated by Q , which is not a constant. Moreover, if discy(discx(f )) is not zero, then Q does not divide
the product PRSP∞Q∞R∞.
Proof. From the properties of the Euclidean division it turns out that, for i < 4, the part of the
generator ci of I2 which is independent of a and b is the coefficient ai of x in f . Also, the coefficients of
a in c3 and the coefficients of b in c2 (viewed as polynomials in a and b) are both−a4. Moreover all the
other terms of the ci are of degree at least two in a and b.
It follows that Lemma 24 applied with vi = Ui−1,0 shows that I2 and I2 ∩ K [z, . . .] are prime.
The Jacobian matrix of the generators of I2 contains the minor(
∂c0/∂y ∂c0/∂a ∂c0/∂b
∂c2/∂y ∂c2/∂a ∂c2/∂b
∂c3/∂y ∂c3/∂a ∂c3/∂b
)
.
It follows from the above property of the coefficients of a and b in the ci that the determinant of this
minor contains the term U0,1U24,0 and that the U
′
i,0s do not appear in its expansion for i = 0, . . . , 3.
Thus this minor does not vanish at a generic zero of I2.
As x4 belongs to the generic support of f , we have degx(f ) ≥ 4 and U0,0,U1,0,U2,0, U3,0 do not
appear in an, which implies that q does not divide P∞Q∞R∞.
The polynomial Q does not divide P because f ′y is not zero, does not depend on U0,0, U1,0, U2,0, U3,0
and has U0,1 as a constant term. It does not divide R because, under our hypotheses, Q and R are both
irreducible and we have already shown that R does not divide Q .
The coefficients ai and therefore discx(f ) are polynomials in y,U0,0 + U0,1y,U1,0 + U1,1y, U2,0 +
U2,1y,U3,0 + U3,1y, with no other occurrences of U0,0,U1,0,U2,0,U3,0. Therefore the coefficient bd of
the highest power of y in discx(f ) does not depend on U0,0,U1,0,U2,0,U3,0. 
Proposition 28. If f is monic as a polynomial in x, then P∞Q∞R∞ = 1.
If {xn, xn−1, xny}, (resp.{xn, xn−1, xn−2}, {1, x, xn, xn−1}) is a generic support of f , then P∞ (resp. R∞,
Q∞) is the polynomial 1.
On the other hand, ifdegy(an) = 0 anddegy(an−1) > 0, then P∞ = an. Ifdegy(an) = degy(an−1) = 0,
then P∞ = gcd(an, an−1). (Note that one of these cases occurs if degx(f ) = degx,y(f )).
If an−1 = 0 and {xn, xny, xny2} (resp. {xn, xn−2, xny}, {1, x, x2, xn, xny}) is a generic support of f , then
P∞, (resp. (R∞, Q∞) is irreducible and nonconstant.
Proof. The first assertion is immediate.
The definitions of I∞1 and I
∞
3 and Lemma 24 show that these ideals are prime of height three. Thus
their intersection with K [z, . . .] are prime of height at least two, which implies that their GCD are
constant. The same argument applies to Q with height three replaced by height four.
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If degy(an) = 0, both assertions result immediately from the definition of P∞.
Finally the hypotheses of genericity imply that the ideals I∞1 , I
∞
2 and I
∞
3 are prime and that the
Jacobian matrix of the projection eliminating y (resp. x and y) does not vanish at a generic zero of
the ideal. 
Corollary 29. If the set of 14 monomials {1, x, y, x2, xy, y2, x3, x2y, x4, x3y, xn, xny, xn−1, xn−2} is a
generic support of f , then P∞Q∞R∞ = 1, the polynomials P, Q and R are irreducible and pairwise coprime
and P(Q∞)2(R∞)3 divides discy(discx(f )).
Remark 30. To obtain the previous results, it suffices to hypothesize a generic support of f whose size
is bounded independently of the degree n of f . A generic support of bounded size suffices also to prove
a similar result for S, but a condition on the support of f is also needed, which involves an unbounded
number of monomials in x and y.
Proposition 31. Let ei = degy(ai) for i = 0, . . . , n and d = degy(discx(f )). Suppose that the
characteristic of K does not divide n(n−1), that d = (n−1)(e0+en) = (n−1)(e1+en−1) and that no term
of the expansion of the determinant of the matrix S ′ has degree higher than d. If {ye0−1, xye1 , xn−1yen−1} is
a generic support of f , then S = 1.
The above hypotheses are generically satisfied if the support of f consists in all monomials of degree n
in x, y or in all monomials of degrees n in x and e0 in y.
There exist polynomials for which S 6= 1.
Proof. The last assertion is proved by two of the examples of the next section.
The second assertion is almost immediate: In the second case, all ai have the degree e0 in y and the
result follows because every term of the expansion of the determinant of the matrix S ′ consists in a
product of 2(n − 1) coefficients ai. In the first case, it is a classical exercise to show that any term in
the expansion of S ′ has the degree n(n− 1) in n.
Let ui,j be the coefficient of yj in ai (when xiyj does not belong to the generic support under
consideration). Also let f ′∞ = nf − xf ′x = an−1xn−1 + 2an−2xn−2 + · · · + na0. We have discf (x) =
resx(f ′∞, f ′x )/nn−2. Looking at the Sylvester matrix of this resultant, it appears that the expansion of
this determinant contains the terms (a1an−1)n−1 and n2(n−1)(a0an)n−1. It follows that the coefficient bd
of discx(f ) is equal to (Un−1,en−1U1,e1/n)
n−1 + · · · , where the dots replace a polynomial independent
of U0,e0−1 and of degree lower than n − 1 in Un−1,en−1 . Similarly, the coefficient bd−1 has the shape
(n− 1)nn−1un−1n,enun−20,e0U0,e0−1 + · · · , where the dots are independent of U0,e0−1. Thus this coefficient is
linear in U0,e0−1 with a leading term involving variables which do not appear in the leading term of
bd. This clearly implies that the GCD of bd and bd−1 is a constant. 
6. Examples
In this section, we provide examples showing that each of the factors P , Q , R may be equal to
one and then we describe an example coming from a challenging problem of quantifier elimination,
showing that the direct computation of the factors of the double discriminant may be a dramatic
improvement of the computation time. This example also shows that GCD computations may be
needed to compute the factors P , Q , S.
This suggests that these factors might not be able to be computed straightforwardly by means of
multivariate resultants. In fact, the usual multivariate resultant theories may define only principal
ideals. Thus, to eliminate the nonprincipal components of the elimination ideals, one would presum-
ably need some unusual kind of residual resultant. Another difficulty lies in the fact that multivariate
resultants of nonhomogeneous polynomials may be zero even if the iterated discriminant is not zero;
it is especially the case if the degree condition of Theorem 1 is not satisfied. If one gets a nonprinci-
pal elimination ideal, this shows that this degree condition is not satisfied for Theorem 1 and also for
all similar theorems involving other usual resultant theories (classical resultants, sparse resultants,
resultants for weighted degrees, resultants for product of projective spaces, toric resultants, . . . ).
All our examples are specializations of the generic monic polynomial of degree four f = x4+px3+
qx2 + yx + s. As f is monic in x, we have P∞Q∞R∞ = 1 for f as well for any specialization of it. The
first discriminant is discx(f ) = −27y4 + · · · . It follows that S is constant for any specialization of f .
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We first consider some simple specializations of this polynomial.
• For the polynomial f itself we have P = s and the factors Q and R are irreducible. We have
discy(discx(f )) = −256PQ 2R3. Thus the situation is generic in this case.
• If f0 = x4 + qx2 + yx + s, we have P = s, Q = q2 − 4s and R = q2 + 12s, but discy(discx(f )) =
−21633PQ 2R6, showing the double discriminant need not to be equal, up to a constant, to PQ 2R3.
• If fP = x4 + qx2 + yx+ 1, we have P = 1, providing an example where the factor P is a constant.• Similarly, we have Q = 1 for the polynomial fQ = x4 + 2ux2 + yx + u2 + 1 and R = 1 for
fR = x4 + 6ux2 + yx− 3u2 + 1.
Several years ago a problem of quantifier elimination, coming from a stability study in numerical
analysis, was submitted to us by a PhD student named Rozier (around 1999). Wewere unable to solve
it with cylindrical algebraic decomposition (CAD), but we have been able to solve it with an ad hoc
handwrittenmethod. Despite the progress of the algorithms and the power of the computers, it is yet
an unsolved challenge to solve it by an automatic method.
After some reductions, this problem reduces to eliminate the quantifiers in the formula.
∃(a, b, c, d) ∀x (P > 0 ∧ c + d > 0 ∧ d(a− 1) > 0)
where P = (x+ c)(x3 − u)+ (x− d)(bx+ av).
To solve this problem by CAD, one first has to eliminate x by computing the discriminant discx(p),
and then eliminate the variables a, b, c, d one after the other, in any order. The second step consists
mainly in computing and factoring the second discriminant with respect to one of these variables.
As p is monic in x, we have always P∞Q∞R∞ = 1.
• disca(discx(p)) = 256 S4PQ 2R3, with S = v3 and P = (c + d)(d3 − u). In this case, P is not only
reducible, but it has been obtained by a GCD computation, the ideal I1 ∩ K [b, c, d, u, v] being not
principal.5 The factor S is the cube of a polynomial which is a factor of multiplicity 12 of the second
discriminant. On the other hand, Q and R are irreducible and obtained without GCD computation.
The second discriminant has 1046 terms whose coefficients have up to 18 decimal digits, while
P ,Q , R and S have 35 terms togetherwith coefficients not larger than 1296. The direct computation
of P , Q , R and S needs around 0.2 seconds while computing and factoring the double discriminant
needs around 12 seconds.
• discb(discx(p)) = −256 PQ 2R3. Here S = 1 and P , Q and R generate their elimination ideal (no
need of GCD computation), but P is again reducible (it has three factors).
The second discriminant has 2199 terms whose coefficients have up to 22 decimal digits, while
P , Q , R and S have 54 terms together whose coefficients have nomore than four decimal digits. The
direct computation of P , Q , R and S also needs around 0.2 seconds while the double discriminant
is computed in 7 seconds and factored in more than 9min.
• discc(discx(p)) = −4096 S3PQ 2R3. Here S = 27u and P , Q and R generate their elimination ideal
(no need of GCD computation), but P is again reducible (it has two factors).
The second discriminant has 2461 terms whose coefficients have up to 25 decimal digits, while
P , Q , R and S have 54 terms together whose coefficients have no more than three decimal digits.
The direct computation of P , Q , R and S needs around 0.2 second while the double discriminant is
computed in 9 seconds and factored in more than 15min.
7. Conclusion
The examples show that the direct computation of the factors may dramatically improve the
computation of the hypersurface defined by the double discriminant. They also show that the
multiplicity of these factors in the double discriminant may not easily be predicted and that these
factors may not always be defined by multivariate resultants, at least in a straightforward way.
5 Moreover, the variety defined by this ideal is not equidimensional. This implies that the resultant of f , ∂ f /∂x and ∂ f /∂a is
identically zero for any multivariate resultant, we know of.
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Therefore it seems difficult to get a stronger result than Theorem 3, which is true for any
polynomial. Even for the generic polynomials of a given support, general results (i.e. true for any
support) for the multiplicity of the factors or the complete factorization seem difficult.
On the other hand, in all the examples we have encountered, the double discriminant is a multiple
of SPP∞(QQ∞)2(RR∞)3. It would be reasonable to conjecture that this is always the case, but we do not
know how to prove it.
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