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We consider autonomous behaviors over a finite field with charac-
teristic values that do not necessarily belong to the field. The time
domain description of the behavior is given in a suitable field ex-
tension of the base field. The problem that we consider is how to
derive a description completely within the base field. For the case of
behaviors over the reals there is a common splitting field for all irre-
ducible polynomials, the complex field. Complex trajectories induce
real trajectories by restricting coefficients of complex conjugate ex-
ponentials to be complex conjugate as well. For the case of finite
fields the situation is more complicated as there does not exist a
single finite field extension in which all polynomials over the base
field split. In this paper we describe a systematic procedure to ob-
tain explicit expressions for all trajectories in the behavior whose
components take values in the base field.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let p(ξ) ∈ R[ξ ] be a nonzero polynomial with, for ease of discussion, simple roots. The general,
real-valued, solution of the difference equation p(σ )w = 0 is well-known and given by
w(k) =
N∑
i=1
aiλ
k
i , k ∈ Z+.
where λi, i = 1, . . . ,N, are the (distinct) complex roots of p(ξ). The coefficients ai are elements of
C that come in complex conjugate pairs, that is, if λ¯i = λj then a¯i = aj . This ensures that the values
w(k) are elements ofR. Furthermore ai ∈ Rwhenever λi ∈ R.
< A preliminary version of this paper was presented at the MTNS 2008, see [1].
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We conclude that to derive a general solution of p(σ )w = 0 with w : Z+ → R we need the
extension fieldC = R(i) ofRwith i2 + 1 = 0 if p(ξ) does not split inR.
In [2] a theorem is presented that describes the behavior over a finite field F for the multivariable
case, i.e., P(ξ) ∈ Fq×q[ξ ], and det P(ξ) splits over F. In this theorem the Hasse derivative is used. The
jth Hasse derivative of a polynomial matrix P(ξ) = ∑ni=0 piξ i is defined byDjHP(ξ) := ∑ni=j (ij)piξ i−j .
Theorem 1.1 [2, Theorem 2.13]. Let P(ξ) ∈ Fq×q[ξ ], let det P(ξ) be a monic polynomial of degree n,
and letB= {w : Z+ → Fq | P(σ )w = 0}. ThenB is an n-dimensional subspace of (Fq)Z+ . If
det P(ξ) =
N∏
i=1
(ξ − λi)mi
with λi ∈ F, then all trajectories inBare of the form
w(k) =
N∑
i=1
mi−1∑
j=0
bijD
j
H(ξ
k)
∣∣
ξ=λi (1)
with bij ∈ Fq satisfying the linear restrictions
mi−1∑
j=l
[
D
j−l
H P(ξ)
∣∣
ξ=λi
]
bij = 0 , l = 0, . . . ,mi − 1, i = 1, . . . ,N. (2)
As we have seen, the behavior B˜ = {w : Z+ → C | p(σ )w = 0} with p(ξ) ∈ R[ξ ] can be
explicitly described. By putting restrictions on the coefficients (such that they are complex conjugates),
the behaviorB= {w : Z+ → R | p(σ )w = 0} is obtained.
The question is now whether we can do something similar for Theorem 1.1. Can we define a field
extensionE of finite field F such that p(ξ) splits overE, derive the general solution from Theorem 1.1
forW = E and then restrict the coefficients such that the values of all solutionsw(k) are elements of
F. This problem is discussed in Section 2.
The next question is if we can do this in the multivariable case. This is answered in Section 3.
It is important to note that every polynomial p(ξ) ∈ R[ξ ] splits overC.C is the algebraic closure of
R. However, for a finite fieldF there does not exist a finite field extensionE such that every polynomial
p(ξ) ∈ F[ξ ] splits over E. That is why we will define a field extension E/F for a given specific
polynomial p(ξ) ∈ F[ξ ], such that p(ξ) splits over E. For a detailed discussion of (finite) splitting
fields we refer to [3].
2. The scalar case
In this section we discuss behaviors that are linear subsets of FZ+ , given by B = {w : Z+ →
F | p(σ )w = 0}. Where F is a finite field and p(ξ) ∈ F[ξ ] is a monic polynomial of degree n.
Factorize p(ξ) as
p(ξ) =
N∏
i=1
pi(ξ)
mi , (3)
where pi(ξ) are the distinct irreducible factors of p(ξ) and mi their respective multiplicities. If we
denote the behaviors corresponding to pi(ξ)
mi byBi, then it is obvious that
B=
N⊕
i=1
Bi. (4)
The problem is therefore reduced to behaviors defined by powers of irreducible polynomials. We first
analyze the case that p(ξ) is irreducible over F. Since finite fields are perfect (see [3, Theorem 2.14]),
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all roots have multiplicity one. In what follows E is the splitting field of p(ξ), the (distinct) roots of
p(ξ) are denoted by λi ∈ E, i = 1, . . . , n.
Crucial in our analysis is the following lemma.
Lemma 2.1. Let p(ξ) = ξ n + pn−1ξ n−1 + · · · + p0 ∈ F[ξ ], with F a field. Let E/F be a finite field
extension such that p(ξ) splits overE, i.e., p(ξ) = ∏ni=1(ξ −λi), λi ∈ E, i = 1 . . . n. For the power sums,
defined by
sk :=
n∑
i=1
λki , k ∈ Z+ (5)
there holds that sk ∈ F for k ∈ Z+.
Proof (See [4]). Let C ∈ Fn×n be a matrix whose characteristic polynomial of C is p(ξ), e.g., a com-
panion matrix of p(ξ). The roots of p(ξ) are the eigenvalues of C, and more generally, the kth powers
of the roots of p(ξ) are the eigenvalues of Ck . There also holds that the power sum sk is the trace of C
k .
Since C ∈ Fn×n, it follows that Ck ∈ Fn×n for k ∈ Z+. Therefore
sk = trace(Ck) ∈ F , ∀k ∈ Z+  (6)
2.1. Multiplicity one
Theorem 2.2. Let F be a finite field. Let p(ξ) ∈ F[ξ ] be a monic irreducible polynomial of degree n, and
letB= {w : Z+ → F | p(σ )w = 0}. ThenB is an n-dimensional subspace of FZ+ .
Let E/F be a finite field extension such that p(ξ) splits over E, i.e., p(ξ) = ∏ni=1(ξ − λi), with λi ∈ E,
i = 1 . . . n the distinct roots of p(ξ). Then there holds w ∈ B if and only if w is of the form
w(k) =
n∑
i=1
(a0 + a1λi + · · · + an−1λn−1i )(λi)k (7)
with am ∈ F, m = 0, . . . , n − 1.
Proof. First we show that the dimension of behavior B equals deg(p(ξ)) = n. A solution of (2.2) is
completely determined by its initial values w(0), . . . ,w(n − 1). Let w¯m denote the solution of (2.2)
with
w¯m(k) =
{
1 if k = m
0 if k = m m = 0, . . . , n − 1 (8)
thenB is spanned by w¯0, . . . , w¯m. The solutions w¯m, m = 0, . . . , n − 1 are obviously linearly inde-
pendent.
Next we prove the if part. We have to show that if w is given by (7) then w(k) ∈ F for all k ∈ Z+.
Expression (7) can be rewritten as
w(k) =
n−1∑
m=0
am
n∑
i=1
λk+mi , with am ∈ F, m = 0, . . . , n − 1. (9)
It follows from Lemma 2.1 that
∑n
i=1 λki ∈ F for all k ∈ Z+. The statement follows.
It remains to show that w satisfies p(σ )w = 0. This is identical to the real or complex case. We
skip the details.
To show the only if part, that is, all trajectories inBare of the form (7), it suffices to prove that the
zero solution in (7) can only be obtained by aj = 0, i = 0, . . . , n − 1. Now, since the trajectories λki
are linearly independent, it follows that to obtain the zero solution there must hold
a0 + a1λi + · · · + an−1λn−1i i = 1, . . . , n. (10)
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In matrix notation:
[
α0 α1 · · · αn−1
]
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 1 · · · 1
λ1 λ2 · · · λn
...
...
λn−11 λn2 · · · λn−1n
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸
V
= 0. (11)
Matrix V ∈ En×n is a Vandermonde matrix and it follows that a0 = . . . an−1 = 0. Hence there exist
n linearly independent solutions of the form (7). Since dimB = n it follows that all solutions are of
the form (7). 
2.2. Multiplicity larger than one
We now study the behavior corresponding to p(ξ)m where p(ξ) ∈ F[ξ ] is irreducible andm ∈ N.
Let E be the splitting field of p(ξ), then the roots λi ∈ E all have multiplicitym.
Theorem 2.3. Let F be a finite field. Let p(ξ) ∈ F[ξ ] be an irreducible monic polynomial of degree n and
with p(0) = 0. LetB= {w : Z+ → F | p(σ )mw = 0}. ThenB is an mn-dimensional subspace of FZ+ .
LetE/F be a finite field extension such that p(ξ) splits overE. Denote the distinct roots of p(ξ) by λi ∈ E,
i = 1 . . . n. Then there holds w ∈ B if and only if w of the form
w(k) =
m−1∑
j=0
kj
⎡
⎣ n∑
i=1
⎛
⎝n−1∑
=0
ajλ

i
⎞
⎠ λki
⎤
⎦ (12)
with aj ∈ F,  = 0, . . . , n − 1, j = 1 . . . n.
Proof. The dimension statement and the claim that all trajectories are of the form (12) follow from [2,
Theorem 2.13]. The only difference between (7) and (12) is the factors kj . As a consequence, just like
in Theorem 2.3 we can conclude that w(k) ∈ F.
What remains to show is that there exist nm linearly independent solutions of the form (12). To that
end it suffices to prove that the zero solution in (12) can only be obtained by taking the coefficients
aj = 0. This follows immediately from the fact that in E the trajectories kjλki , j = 0, . . . ,m − 1,
i = 1, . . . , n are linearly independent. It follows that for j = 0, . . . ,m − 1
n−1∑
=0
ajλ

i = 0.
Just like in the proof of Theorem 2.2 this implies that aj = 0. 
Remark 2.4. At the cost of a more complicated form of (12) involving the Hasse derivative, Theorem
2.3 also holds for the case that zero is a (multiple) root of p(ξ).
3. Multivariable autonomous systems
We consider the multivariable autonomous system  = (Z+,Fq,B) with F a finite field. The
behaviorB is given by
P(σ )w = 0 (13)
with P(ξ) ∈ Fq×q[ξ ] and det P(ξ) = 0. Let χ(ξ) = det(P(ξ)) be the corresponding characteristic
polynomial and n the degree of χ(ξ). Using the Smith form of P(ξ), [5], it is easy to see that the
behavior can be written as a direct sum of sub behaviors corresponding to the irreducible factors of
χ(ξ). So just like for the scalar case we may treat the irreducible factors of χ(ξ) independently and
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we therefore assume that χ(ξ) is a power of an irreducible factor. We first treat the multiplicity one
case, i.e., χ(ξ) is irreducible. Let E be an extension field of F such that χ(ξ) splits over E.
χ(ξ) =
n∏
i=1
(ξ − λi) with λi ∈ E
where the λ1, . . . , λn are mutually distinct.
Since each characteristic value λi is a simple root of χ(ξ) in E, the kernel of P(λi) ∈ Eq×q is
one-dimensional.
Theorem 3.1. There exists a nonzero polynomial vector v(ξ) ∈ Fq[ξ ] such that
kerE P(λi) = spanE{v(λi)}
where λi, i = 1, . . . , n are the distinct roots of det P(ξ).
Proof. Firstweshowthat thereexists apolynomial vectorv(ξ) such thatv(λi) = 0andP(λi)v(λi) = 0
for i = 1, . . . , n. Polynomial matrix P(ξ) can be transformed into Smith form, [5]. That is, there exist
unimodular matrices U(ξ), V(ξ) ∈ Fq×q[ξ ] such that
U(ξ)P(ξ)V(ξ) = D(ξ)
with D(ξ) a diagonal matrix D(ξ) = diag(d1(ξ), d2(ξ), . . . , dq(ξ)), where di(ξ), i = 1, . . . , q are
monic polynomials in F[ξ ] and di(ξ) divides di+1(ξ). Because det P(ξ) = 0, there holds di(ξ) = 0
for i = 1, . . . , q. The roots of det P(ξ) in extension field E are simple. This implies that D(ξ) is given
by
D(ξ) = diag(1, . . . , 1, χ(ξ))
Define v(ξ) as the last column of V(ξ), that is
v(ξ) = V(ξ)u with u =
[
0 0 · · · 0 1
]T
then
P(ξ)v(ξ) = U−1(ξ)D(ξ)V−1(ξ)V(ξ)u = U−1(ξ)D(ξ)u
= U−1(ξ)
[
0 0 · · · 0 χ(ξ)
]T
For every λi, i = 1, . . . , n holds P(λi)v(λi) = 0 and v(λi) = V(λi)u = 0 because V(ξ) is
unimodular. The determinant of V(λi) is nonzero, so the last column of V(λi) has nonzero elements.
Now we show that kerE P(λi) = spanE{v(λi)}.
Let P(λi)v˜ = 0 then U−1(λi)D(λi)V−1(λi)v˜ = 0. So D(λi)V−1(λi)v˜ = 0. This means that
V−1(λi)v˜ =
[
0, . . . , 0, c
]T
and thus v˜ = cv(λi) for some c ∈ E. 
The multivariable version of Theorem 2.2 is:
Theorem 3.2. Let P(ξ) ∈ Fq×q[ξ ],χ(ξ) = det(P(ξ)) irreducible with λ1, . . . , λn the (distinct) roots of
χ(ξ) in some extension fieldE. Let v(ξ) ∈ Fq[ξ ] be a polynomial vector such that kerE P(λi) = {v(λi)}.
Then w ∈ B, i.e., P(σ )w = 0, if and only if w is of the form
w(k) =
n∑
i=1
(a0 + a1λi + · · · + an−1λn−1i )v(λi)(λi)k (14)
with ai ∈ F, i = 0, . . . , n − 1.
Lemma 3.3. Let w be given by (14). If aj ∈ F, j = 1, . . . , n then w(k) ∈ Fq for all k ∈ Z+.
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Proof. Let r be the maximum row degree of polynomial vector v(ξ). Then v(ξ) can be written as
v(ξ) =
r∑
j=0
vjξ
j, with vj ∈ Fq, j = 0, . . . , r
Rewriting (14) yields
w(k) =
n∑
i=1
⎡
⎣
⎛
⎝n−1∑
m=0
amλ
m
i
⎞
⎠
⎛
⎝ r∑
j=0
vjλ
j
i
⎞
⎠ (λi)k
⎤
⎦
=
n∑
i=1
r∑
j=0
n−1∑
m=0
amvjλ
m+j+k
i
=
r∑
j=0
n−1∑
m=0
amvj
⎛
⎝ n∑
i=1
λ
m+j+k
i
⎞
⎠
Because for m = 0, . . . , n − 1, j = 0, . . . , n − 1, and for all k ∈ Z+ holds am ∈ F, vj ∈ Fq and, by
Lemma 2.1,
∑n
i=1 λ
m+j+k
i ∈ F. It follows that w(k) ∈ Fq for all k ∈ Z+. 
Lemma 3.4. Let w be given by (14) then there holds P(σ )w = 0.
Proof.
P(σ )w(k) = P(σ )
n∑
i=1
(a0 + a1λi + · · · + an−1λn−1i )v(λi)(λi)k
=
n∑
i=1
(a0 + a1λi + · · · + an−1λn−1i )P(σ )
(
v(λi)(λi)
k
)
=
n∑
i=1
(a0 + a1λi + · · · + an−1λn−1i )P(λi)v(λi)(λi)k
= 0 
Lemma 3.5. BehaviorBhas dimension n.
Proof. Let U(ξ)D(ξ)V(ξ) be the Smith form decomposition of P(ξ): D(ξ) = diag(1 · · · 1 χ(ξ)) and
U(ξ) and V(ξ) are unimodular matrices. Let B˜be the behavior defined by
B˜= {w˜ : Z+ → Fq |D(σ )w˜ = 0} .
It is obvious that w˜ ∈ B if and only if w˜ = (0, . . . , 0, w˜n) where w˜n is a solution of the scalar
differential equation
χ(σ)w˜n = 0 . (15)
It follows from Theorem 2.2 that B˜has dimension n. Now let w˜ ∈ B˜thenw = V−1(σ )w˜ ∈ Bbecause
P(σ )w = U(σ )D(σ )V(σ )V−1(σ )w˜ = U(σ )D(σ )w˜ = 0 Also if w ∈ B then w˜ = V(σ )w ∈ B˜ be-
causeD(σ )w˜ = U−1(σ )P(σ )V−1(σ )V(σ )w = U−1(σ )P(σ )w = 0. So V(σ ) defines an isomorphism
betweenB and B˜. ThereforeBhas the same dimension as B˜, that is, n. 
We can rewrite Eq. (14) as a linear combination
w(k) =
n−1∑
m=0
amwm(k) with a0, . . . , an−1 ∈ F and (16)
wm(k) :=
n∑
i=1
v(λi)λ
k+m
i m = 0, . . . , n − 1 , k ∈ Z+ (17)
It follows from Lemmas 3.3 and 3.4 that w0, . . . ,wn−1 are elements ofB.
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Lemma 3.6. The trajectories defined by (14) span an n-dimensional sub-space.
Proof. Just like in the scalar case it suffices to prove that the zero trajectory can be obtained from (14)
only by taking the coefficients ai = 0. So let
n∑
i=1
(a0 + a1λi + · · · + an−1λn−1i )v(λi)(λi)k = 0 ∀k (18)
Since for each i v(λi) = 0 we can read the q-dimensional system of equations (18) line by line to
conclude that (a0 + a1λi + · · · + an−1λn−1i ) = 0 for all i. It follows that a0 = · · · = an−1 = 0. 
Proof (Theorem 3.2). The if part follows from Lemmas 3.3 and 3.4.
The only if part goes as follows. From Lemma 3.5 it follows that dimB= n. Lemma 3.6 and (17) show
that w0, . . . ,wn−1 are n linearly independent solutions in B. It follows that B is spanned by those
solutions. So any solution w ∈ B can be written as in (16), that is, as in (14). 
3.1. Higher multiplicity
Key in the multivariable case, multiplicity one, is Theorem 3.1. If the characteristic polynomial of
P(ξ) contains powers of irreducible factors, that is, some of its roots have multiplicity larger than one,
the situation becomes increasinglymore complicated. In principle, however, Theorem 3.1may be gen-
eralized for arbitrary multiplicities. To keep the discussion transparent, we only treat the multiplicity
two case.
Theorem 3.7. Let P(ξ) ∈ Fq×q[ξ ] such that det P(ξ) = p(ξ)2, with p(ξ) ∈ F[ξ ] monic of degree n
and irreducible and p(0) = 0. Denote the distinct roots of p(ξ) by λi ∈ E, i = 1, . . . , n. LetB = {w :
Z+ → Fq | P(σ )w = 0}.
(1) There exists a matrix C(ξ) ∈ F2q×2[ξ ] such that:⎡
⎣P(λi) P′(λi)
0 P(λi)
⎤
⎦ C(λi) = 0, i = 1, . . . , n, (19)
and the columns of C(λi) are linearly independent for i = 1, . . . , n.
(2) Partition C(ξ) as:
C(ξ) =
⎡
⎣C01(ξ) C02(ξ)
C11(ξ) C12(ξ)
⎤
⎦ ,
with C12 ∈ Fq×1[ξ ]. Then w ∈ B if and only if
w(k) =
n∑
i=1
[
(a0 + a1λi + · · · + an−1λn−1i )(C01(λi)λki + C11(λi)kλki )
+(b0 + b1λi + · · · + bn−1λn−1i )(C02(λi)λki + C12(λi)kλki )
]
,
with aj, bj ∈ F.
Proof. (1) Let U(ξ), V(ξ) ∈ Fq×q[ξ ] such that D(ξ) = U(ξ)P(ξ)V(ξ) is the Smith form of P(ξ). As
U(ξ) is immaterial in this context, we assume, without loss of generality, that U(ξ) = Iq. In view of
Theorem 1.1, the elements ofB are of the form (1) where the coefficients satisfy the linear relations
(2). For our case, multiplicity two, the coefficients are related to the kernel of
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⎣P(λi) P′(λi)
0 P(λi)
⎤
⎦ , (20)
where P′(ξ) denotes the formal derivative of P(ξ). It is straightforward to verify that⎡
⎣P(λi) P′(λi)
0 P(λi)
⎤
⎦
⎡
⎣V(λi) V ′(λi)
0 V(λi)
⎤
⎦ =
⎡
⎣D(λi) D′(λi)
0 D(λi)
⎤
⎦ . (21)
Since λi is a root of det(P(ξ)) of multiplicity two, it follows that there are two possibilities for D(ξ):
D(ξ) = diag
[
1 · · · 1 p(ξ)2
]
or D(ξ) = diag
[
1 · · · 1 p(ξ) p(ξ)
]
. (22)
In both cases the right-hand side of (21) has a rank deficiency of two which proves the statement.
Depending in which form D(ξ) takes, we define C(ξ) as
C(ξ) =
⎡
⎣V(ξ) V ′(ξ)
0 V(ξ)
⎤
⎦
⎡
⎣eq 0
0 e2q
⎤
⎦ , C(ξ) =
⎡
⎣V(ξ) V ′(ξ)
0 V(ξ)
⎤
⎦
⎡
⎣eq−1 eq
0 0
⎤
⎦ (23)
respectively. Here ei denotes the ith unit vector in F
2q.
(2) This follows along the same lines as the proof of Theorem 3.2. 
Remark 3.8. Theorem 3.7may be generalized for highermultiplicities without any difficulties, except
that the formulas become highly complicated. Also, it should be noted that in the case of finite fields
the formal derivatives should be replaced by the Hasse derivative. Furthermore, using Hasse derivative
the condition that p(0) = 0 may be relaxed.
Example 3.9. Consider the system (Z+,Zqp,B), with p = 5, q = 2 and the behavior given by
P(σ )w = 0, with P(ξ) =
⎡
⎣ 1 3ξ 2 + 1
3ξ 4ξ + 1
⎤
⎦
The determinant is
det P(ξ) = (4ξ + 1) − (3ξ 2 + 1)(3ξ) = ξ 3 + ξ + 1
This polynomial is monic, the characteristic polynomial is therefore χ(ξ) = ξ3 + ξ + 1. The 3rd
degree polynomial χ(ξ) has no roots in Z5 and hence is irreducible over Z5.
In field extension E = Z5(λ), with λ defined as a root of χ(ξ), the roots of χ(ξ) are given by
λ1 = λ
λ2 = λ5 = λ2(λ3) = λ2(4λ + 4) = 4λ3 + 4λ2 = 4λ2 + λ + 1
λ3 = λ25 = · · · = λ2 + 3λ + 4
The kernel of P(λ) is {v(λ)} with v(λ) =
[
4λ + 1 −3λ
]T ∼ [4λ + 1 2λ]T . To verify this we
calculate P(λ)v(λ).⎡
⎣ 1 3λ2 + 1
3λ 4λ + 1
⎤
⎦
⎡
⎣4λ + 1
2λ
⎤
⎦ =
⎡
⎣6λ3 + 6λ + 1
20λ2 + 5λ
⎤
⎦ =
⎡
⎣λ3 + λ + 1
0
⎤
⎦ =
⎡
⎣0
0
⎤
⎦
Substituting λ1, λ2 and λ3 yields
v(λ1) =
⎡
⎣4λ + 1
2λ
⎤
⎦ , v(λ2) =
⎡
⎣ λ2 + 4λ
3λ2 + 2λ + 2
⎤
⎦ , v(λ3) =
⎡
⎣4λ2 + 2λ + 2
2λ2 + λ + 3
⎤
⎦
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The general solution of P(σ )w = 0 is given by
w(k) =
3∑
i=1
(a0 + a1λi + a2λ2i )v(λi)(λi)k with a0, a1, a2 ∈ Z5.
We could have derived another polynomial v(ξ) by bringing P(ξ) into Smith form, using Theorem 3.1.
There holds that⎡
⎣ 1 0
2ξ 1
⎤
⎦
︸ ︷︷ ︸
U(ξ)
⎡
⎣ 1 3ξ 2 + 1
3ξ 4ξ + 1
⎤
⎦
︸ ︷︷ ︸
P(ξ)
⎡
⎣1 2ξ 2 + 4
0 1
⎤
⎦
︸ ︷︷ ︸
V(ξ)
=
⎡
⎣1 0
0 ξ 3 + ξ + 1
⎤
⎦
︸ ︷︷ ︸
D(ξ)
Take v(ξ) = V∗2(ξ) =
⎡
⎣2ξ 2 + 4
1
⎤
⎦. Note that 2λv(λ) = · · · =
⎡
⎣4λ + 1
2λ
⎤
⎦.
Remark 3.10. All results derived in this paper have counterparts for the case that the time axis is
Z rather than Z+. The underlying polynomial ring then is F[ξ, ξ−1]. The degree of a polynomial
P(ξ, ξ−1) is defined as the difference between the largest and smallest exponent. For instance deg ξ +
ξ−1 = 2. With this definition of degree all results remain valid except that λ = 0 can not be a
characteristic value.
4. Conclusions
We have obtained a complete time-domain description of the behavior represented by systems of
higherorderdifferenceequationsoverfinitefields. Thiswasachievedbyfirst computing thebehavior in
a suitable extensionfield and subsequently restricting the extendedbehavior to the basefield. It should
be noted that alternatively one could also derive expressions through a state space representation of
the behavior. However, this is an indirect way that yields less transparent expressions. In particular
the role of the characteristic values will be somewhat hidden.
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