Abstract-Multicast is a key technology that provides efficient data communication among a set of nodes for wireless multi-hop networks. In sensor networks and MANETs, multicast algorithms are designed to be energy efficient and to achieve optimal route discovery among mobile nodes, respectively. However, in wireless mesh networks, which are required to provide high quality service to end users as the "last-mile" of the Internet, throughput maximization conflicting with scarce bandwidth has the paramount priority. We propose a Level Channel Assignment (LCA) algorithm and a Multi-Channel Multicast (MCM) algorithm to optimize throughput for multi-channel and multiinterface mesh networks. The algorithms first build a multicast structure by minimizing the number of relay nodes and hop count distances between the source and destinations, and use dedicated channel assignment strategies to improve the network capacity by reducing interference. We also illustrate that the use of partially overlapping channels can further improve the throughput. Simulations show that our algorithms greatly outperform the single-channel multicast algorithm. We observe that MCM achieves better throughput and shorter delay while LCA can be realized in distributed manner.
and Seattle Wireless [10] .
Mesh networks are characterized by the use of multiple channels and multiple interfaces to improve the system throughput. Recent research has focused on how to assign channels to different wireless interfaces in unicast routing to improve system throughput in WMNs. However, the multicast communication, which intends to transmit the packets from the source to a set of nodes, draws less attention in the literature of mesh networks. We believe that efficient multicast, which cannot be readily achieved through combined unicast or simplified broadcast, is essential to wireless mesh networks and is worthy of thorough investigation. It Traditional multicast protocols for wireless networks assume that each node is equipped with one interface, while the mesh networks provide the nodes with multiple interfaces that can be used to improve the throughput substantially. However, channel assignment is subject to the number of available channels and interfaces, the network topology, the comnmunication requests, and other factors. Especially, the interference cannot be completely eliminated due to the limited number of available channels. Inappropriate channel assignment strategy will result in throughput reduction due to the multi-channel hidden terminal problem [26] , disconnection of the topology [20] , or unfair bandwidth allocation to various users [27] .
In this paper, we aim to design a multicast protocol for mesh networks that has the following characteristics: i) it improves the system throughput by allowing simultaneous close-by transmissions with multi-channel and multi-interface, and ii) it assigns all the available channels to the interfaces instead of just the non-overlapping channels.
We propose a Level Channel Assignment (LCA) algorithm and a Multi-Channel Multicast (MCM) algorithm to optimize throughput for multi-channel and multi-interface mesh networks. The algorithms first build a multicast structure by minimizing the number of relay nodes The rest of this paper is organized as follows. Section II describes the system model and the design consideration. Section III proposes an intuitive algorithm, the LCA algorithm, which is easy to implement but has drawbacks. Section IV introduces the MCM algorithm to build a more efficient multicast structure, which is followed by the description of how to assign channels on it. Several companion mechanisms for our protocol are presented in Section V. Section VI presents simulation results. Section VII surveys the related work, and the last section concludes this paper. The assignment of channels to interfaces on the multicast structure is also essential to throughput optimization. Inappropriate channel allocation will lead to topology disconnection and exacerbation of multi-channel hidden terminal problems, which reduces the system throughput. Therefore, both efficient multicast structure and effective channel assignment play important roles in mesh network multicast.
III. LEVEL CHANNEL AsSIGNMENT ALGORITHM
A common method for multicast is to build a multicast tree, where the source node is usually the access point in this paper. We first propose the Level Channel Assignment (LCA) algorithm, which can be achieved by the following steps.
First, the nodes obtain their level information. The breadth first search (BFS) is used to traverse the whole network. Based on the BFS, all the nodes are partitioned into different levels according to the hop count distances between the source and the nodes. 
is the parent of p, and it is a tree node) end Algorithm 1: Multicast Tree Construction for LCA the level information.
1) The source node (level 0) only uses one interface, which is assigned channel 0. This interface is responsible for sending packets to the tree nodes in level 1.
2) The internal tree node in level i ' (i > 1) uses two interfaces: one is assigned channel i ' 1, which is used to receive packets from the upper level, the other is assigned channel i', which is used to forward packets to tree nodes at level i ' + 1
3) The leaf in the level i ' (i > 1) uses two interfaces: one uses channel i-1 to receive the packets from level i-1, the other uses channel i ' to forward the packets to the mesh clients within its communication range who desire to receive the packets.
One example is shown in Fig. 2 , where node s is the source, and e, f, g are the multi-receivers. Initially, {s,e,f,g} are included in the multicast tree. At first, since none of g's parents are tree nodes, randomly select one parent d as a tree node and connect g with d. We then choose d's parent b as a tree node and connect d with b. Since b's parent s is a tree node, we connect b with s and stop the process for including g in the multicast tree. Next, we start from the second multireceiver e. Connect e with its parent b and stop since b is already a tree node. Similarly for the third multi-receiver f, we connect f with c, c with a, and then a with s. Now the tree construction is complete since all the receivers are connected to the tree. The constructed multicast tree is shown in Fig. 2(b) .
We can see that in the tree, level 0 = { s}, level 1 = { a, b}, level 2 = { c, d, e}I and level 3 = {ff, g}1. Thus, we get the channel assignment in Fig. 2(c when the number of available channels is more than that of the levels, some channels will not be utilized, which is a waste of channel diversity. Thirdly, the channel assignment does not take the overlap property of the two adjacent channels into account. As we know, Vi', channel i ' and channel i ' + 1 are adjacent in frequency, so they partially interfere with each other. Thus, the channel i ' for level i ' still has some inference effect with the channel i ' + 1 for level i ' + 1.
IV. MULTI-CHANNEL MULTICAST ALGORITHM
To further improve the system throughput, we propose a Multi-Channel Multicast algorithm (MCM) to minimize the number of relay nodes and the hop count distances between the source and the destinations, and further reduce the interference by exploiting all the partially overlapping channels instead of just the orthogonal channels.
A. Multicast Structure Construction
Following the design constraint of WMNs, we aim for a multicast protocol for WMNs, which includes two primary procedures. The first is to build an effective multicast structure, which is detailed in this subsection, and the second tries to allocate channels for minimizing interference in the next subsection.
Broadcast Structure. Some previous work treats broadcast and multicast in a different way. Actually, when all the nodes are multi-receivers, the multicast problem becomes the broadcast problem. We can say that broadcast is a special case of multicast. In order to focus on the basic idea of MCM, we first consider the situation that all the nodes are the multi-receivers.
We then detail how to trim those unnecessary branches based on the broadcast structure when the multi-receivers are only a portion of the nodes. The broadcast structure in the mesh network is built by the following steps.
The first step is realized by BFS, which is similar with the LCA algorithm. After the BFS traversal, all the nodes are divided into different levels. We then delete the edges between any two nodes of the same level, with which we get the elementary communication structure -"tree mesh". Fig. 2(a) and Fig. 2(d We can see that identifying the minimal number of relay nodes at level i ' is equivalent to selecting the minimal number of nodes at upper node set of TG (i) that can cover all the nodes of the lower node set. In fact, it is a variation of the set-cover problem, which has been proved NP-complete. We devise an approximation algorithm, which is detailed in Algorithm 2. We use a simple example to further explain this algorithm. Fig. 3(a) gives a (i, j ' + 1) subtree mesh, from which we can compute the number of parents of each node in level i ' + 1.
The nodes 1, 5, and 7 have the minimal number of parents (1 parent), and their parents are nodes a, c, and d. The number of children of nodes a, c, and d are 3, 2, and 2, respectively.
Since node a has the maximal number of children, a is chosen as a relay node.
We then remove node a and its child nodes 1, 2, and 3 from the subtree mesh. In the new subtree mesh, which is shown in Fig. 3(b) , the node 5 and 7 have the minimal number of parents, and their parents are nodes c and d. We randomly choose node c as one relay node since c and d both have 2 children.
Afterwards, we remove c and its children, then get the subtree mesh shown in Fig. 3(c) . Similarly, with the process above, we select node d as a relay node. After removal of node d and its children, the level i + 1 is empty, thus the algorithm stops. Finally, nodes a, c, and d are chosen as relay nodes at level i', which is shown in Fig. 3(d) .
Algorithm 2 is superior to the Greedy Set Cover algorithm [4] by introducing step 1. We observe that if a node has just one parent, the parent has to be selected as a relay node, while that greedy algorithm recursively selects the node with the maximal number of children in the remained graph. For the above example, that greedy algorithm will select a, b, c, and d as relay nodes.
Multicast Structure. The broadcast structure mentioned above contains some unnecessary branches if the destinations don not involve-all the-nodes., Instead,qc we, propose, to construct a "slim" structure by using the MCM Tree Construction algorithm described in Algorithm 3. We use a simple example to illustrate the process. There is a tree mesh in Fig. 4(a) , where nodes 6, 7, and 8 are multireceivers. First, we select node 4 at level 2 because it covers all the multi-receivers at level 3. Next, we select node 2 at level 1, which covers all the multi-receivers and the relay node at level 2. Finally, we get the multicast tree in Fig. 4(b) .
B. Channel Assignment
The tree node discovery in the previous subsection allows each multi-receiver to connect with the gateway through the minimal hop count distance. In this section, we discuss how to assign channels to the interfaces of the tree nodes by proposing two allocation algorithms: ascending channel allocation, and heuristic channel assignment.
Ascending Channel Allocation. As assumed in Section II, each node has two interfaces. Specially, the interface that a node uses to receive packets from its relay node at the upper layer. termed Receive-Interface (RI). is disjoint from the interface the node uses to forward packets to its children, called Send-Interface (SI). In order to guarantee that the relay node can communicate with its children, each node's RI is associated with the SI of its relay node, i.e., they should be assigned the same channel. Ascending Channel Allocation is proposed to assign channels and described in Algorithm 4. The basic idea of the algorithm is straightforward: from top to down in the tree, the channels are assigned to the interfaces in the ascending order until the maximum channel number is reached, then start from channel 0 again. Although simple, this approach avoids the situation where the same channel is assigned to two nearby links that interfere with each other. We use a simple case to illustrate this algorithm in Fig. 5 , where the the number of the orthogonal channels is 3. Note that the number above the node represents the channel number used for its RI, while the number below the node represents the channel number for its SI.
In the algorithm we only use limited orthogonal channels. In this section, we discuss some companion mechanisms to further improve the MCM algorithm including the failure recovery mechanism and the node j'oin mechanism.
Failure Recovery. Usually, the mesh routers work reliably, but node failure still could happen for various reasons. When a tree node fails, nodes in its subtree lose their connectivity to the root. Our mechanism will reorganize the multicast tree to bypass the failed node and restore the connectivity.
At first, we can safely assume that any node is able to detect the failure of its neighbor quickly since the nodes periodically send "hello" messages to their neighbors. If a node does not receive a hello message from one neighbor for a period of time, it considers the neighbor to have crashed. There are two cases that apply to the node failure: the collapsed node is a leaf or a relay node.
For the first case, if the collapsed node v is a leaf, we propose two approaches. One is j'ust to leave it alone, since the leaf is not responsible for forwarding packets to any other tree nodes. (That means that the mesh clients within the communication range of the failed node restore the connectivity to the network, which is beyond the scope of this paper.) This approach is simple, but the parent of the failure node will continue to receive packets even if it is not a multi-receiver.
The second choice is related with v's parent u on the tree.
If u has only one child on the tree, then it stops forwarding packets. Moreover, if u is not a multi-receiver, it sends out a message to its neighbors, announcing that it is no longer part of the tree. Then, the parent of u will do the same thing as u does. The process continues until one ancestor of v has more than one child or it is a multi-receiver. The first choice is easy to implement, and v is able to join the multicast group again if v recovers from failure after a short period of time. The second choice helps to remove those unnecessary branches, which reduces the interference and saves the bandwidth.
For the second case, when v is a relay node, all its children on the tree should check whether they are physical neighbors of some other relay nodes on the tree. (If two nodes are within each other's transmission range, they are called physical neighbors even if they are not using the same channel.) If they are, the channels of their Rls will be reassigned as that of the "backup" relay node's SI and re-establish the connectivity with the gateway. If they are not physical neighbors of any relay node, each node will randomly choose one neighbor t at the upper layer, requesting t to be its relay nude. If t is the physical neighbor of one relay node, it connects with the relay node by using the same channel, otherwise, t will randomly choose one of its neighbors at the upper layer, asking that node to be a relay node. This process continues until the request arrives at a physical neighbor of any relay node.
We use an example in Fig. 6 to illustrate the repair mechanism. Fig. 6(a) and Fig. 6(b) give the network topology and the responding multicast tree respectively, where nodes 8, 9, 10, and 13 are multi-receivers. If node 13 breaks down, because it is a leaf, we can simply leave it alone. The other choice is that 13 requires its parent 7 to stop forwarding packets. And node 7 realizes that it has one child on the tree, so it also asks its parent 3 to stop forwarding. The resulting multicast tree after failure of node 13 is shown in Fig. 6(c) .
If node 5 breaks down, its children begin to look for other connections to the source. Node 9 finds that it can communicate with relay node 4, so it changes the channel on its RI for packet reception from 4. Node 10 cannot communicate with any relay node on the tree, so it randomly slects one of its physical neighbors at the upper level, such as 6, requesting 6 to be its relay node. Node 6 then tries to communicate with any neighboring relay node, and it sets the channel of its RI the same as the SI of relay node 3. Node 6 then chooses a channel that is not used by any of its neighbors for its SI, and node 10 accordingly sets the same channel for its RI for packet reception. The resulting multicast tree after the failure of node 5 is shown in Fig. 6(d 3) We use Heuristic Channel Assignment to allocate all the partially overlapping channels in the frequency spectrum to the interfaces.
The results in Fig. 11 show that using partially overlapping channels can achieve better throughput than using just orthogonal channels. This is because the orthogonal channels are so scarce that they can not eliminate all the interference, while the partially overlapping channels can further reduce interference. We also observe that the Heuristic Channel Assignment is better than the Ascending Channel Allocation, since it makes a large channel separation for the adjacent wireless links. Our channel assignment is different from previous channel assignment approaches at two aspects: i) we assign channels based on the multicast structure so that we can exploit the broadcast property of wireless nodes, and ii) we make full use of the partially overlapping channels instead of just orthogonal channels, which ultimately reduces the interference and improves the throughput.
VIII. CONCLUSION
In this paper, we investigate the multicast algorithm in wireless mesh networks where the throughput and the delay have the paramount priorities. In order to achieve efficient multicast in WMNs, two multicast algorithms, LCA and MCM, are proposed by using multi-channel and multi-interface. An effective multicast structure is constructed to minimize the number of relay nodes and the communication delay. The dedicated channel assignment helps to further minimize the interference as well. Compared with previous multicast approaches, our algorithms are based on the multi-channel and focus on the throughput maximization. The performance evaluation shows that our algorithms outperform the single-channel multicast in terms of throughput and delay, and more efficient multicast structure and subtle channel assignment can further improve throughput and reduce delay. 
