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We study the effects of externally imposed shear and buoyancy driven flows on the stability of a
solid-liquid interface. By reanalyzing the data of Gilpin et al. [J. Fluid Mech., 99(3), 619 (1980)]
we show that the instability of the ice-water interface observed in their experiments was affected by
buoyancy effects, and that their velocity measurements are more accurately described by Monin-
Obukhov theory. A linear stability analysis of shear and buoyancy driven flow of melt over its solid
phase shows that buoyancy is the only destabilizing factor and that the regime of shear flow here, by
inhibiting vertical motions and hence the upward heat flux, stabilizes the system. It is also shown
that all perturbations to the solid-liquid interface decay at a very modest strength of the shear
flow. However, at much larger shear, where flow instabilities coupled with buoyancy might enhance
vertical motions, a re-entrant instability may arise.
INTRODUCTION
Flow of a melt over its solid phase can profoundly influ-
ence the latter’s evolution and stability [e.g., 1–5]. Exam-
ples abound in both natural [e.g., 6–12] and engineering
[e.g., 13–15] settings. Flows over phase-changing bound-
aries can be grouped into the following two categories:
(1) free flows, which arise due to density differences cre-
ated during solidification [16–20], and (2) forced flows,
which are typically shear driven, and are introduced to
control morphological and/or hydrodynamical instabili-
ties [13–15, 21].
In the absence of an external flow, the rates of freez-
ing are typically sufficiently large so that a planar solid-
binary liquid interface will become highly convoluted,
leading to one of the two components being trapped in
the interstices of the crystals of the other component [5].
In engineering the imposition of a flow was motivated by
controlling the instability, whereas in natural settings it
is often an unavoidable part of the environment [e.g., 13–
15, 21–30]. Here, we focus on understanding the effects
of shear and buoyancy on directional solidification of a
pure melt. However, we shall review the results on direc-
tional solidification of binary mixtures as well as those
for pure melts, because there are some commonalities in
the dynamics of the two systems.
Some of the first studies to investigate the effects of
shear-driven flows on directional solidification of a binary
alloy using linear stability analysis are those of Delves
[13, 14] and Coriell et al. [21]. Delves [13, 14] studied
the effects of a parabolic flow on morphological insta-
bility and found that the flow suppresses the instability,
with the degree of suppression depending on the mate-
rial considered. He also found that the flow gives rise
to travelling waves along the interface. Coriell et al. [21]
studied the effects of Couette flow on the morphological
and thermosolutal instabilities during directional solidi-
fication of a lead-tin alloy. Their findings suggest that
Couette flow suppresses the onset of thermosolutal in-
stability to a larger degree than the onset of morpho-
logical instability. However, the use of Couette flow as
the base-state velocity profile seems incompatible with
the momentum-balance equations [31], which admit the
asymptotic suction boundary-layer profile [32] as their
solution.
Forth and Wheeler [15] studied directional solidifica-
tion of a binary alloy in the presence of an asymptotic-
suction-boundary-layer flow. They focused on (a) un-
derstanding how the fluid flow affects the morphological
instability, and (b) understanding how the freezing in-
terface affects the shear flow instability. Under certain
conditions they find that the shear flow only leads to
the generation of traveling waves along the interface, and
that the speed of these waves varies linearly with the im-
posed flow speed. However, under the same conditions,
the freezing interface was found to have negligible effects
on the hydrodynamic instability.
The structure resulting from the instability of the solid-
binary liquid interface is known as a mushy layer [5], and
is modeled as a chemically reacting porous medium [33].
The most common example of mushy layer is the sea
ice found in Earth’s polar regions [34]. Here, composi-
tional convection can be induced both in the mushy layer,
which contains brine trapped between ice crystals, and
in the sea water, which is gravitationally unstable due to
high concentration of salt – rejected during solidification
– close to the ice-water interface [35]. These modes of
convection are termed mushy and boundary layer modes,
respectively [35], and have been observed in the labora-
tory [18]. It is intuitive that in the presence of a shear
flow, the evolution of any incipient perturbation at the
mush-liquid interface should depend on the interaction
between the flows in the melt and mushy layer.
By neglecting the effects of buoyancy in both the bulk
melt and the mushy layer, Feltham and Worster [25] in-
vestigated the effects of forced flow of inviscid and viscous
2melts on the morphology of a mushy layer. They found
that an external flow over a corrugated mush-liquid inter-
face results in a pressure perturbation along the interface
that drives flow in the mushy layer, and under certain
conditions this leads to the growth of the perturbations
with a wavelength commensurate with the depth of the
mush layer. The perturbed heat flux from the liquid was
found to have no influence on the evolution of the pertur-
bation and was only responsible for introducing traveling
waves at the interface.
Neufeld and Wettlaufer [28, 29] studied the effects of
shear flow on the mushy- and boundary-layer modes of
convection using both theory and experiments. They
found that; (1) Below a critical value of the shear-flow
velocity, both modes of convection are moderately sup-
pressed; (2) Above a critical shear-flow velocity, the sta-
bility of both modes of convection decreases monotoni-
cally with the strength of the flow; (3) For sufficiently
strong shear flow, striations of zero solid fraction trans-
verse to the flow direction are generated. These striations
are quasi-two-dimensional and form because of localized
dissolution and growth of the mushy layer, which in turn
is due to the interplay between shear and buoyancy.
Relative to binary mixtures, there have been far fewer
studies of the influence of external flows on the direc-
tional solidification of pure melts. One of the first ex-
perimental studies was by Gilpin et al. [36], who investi-
gated the evolution of a layer of pure ice in contact with
a turbulent flow in a closed-loop water tunnel with an
upper free surface. A layer of ice rests over a surface
that is maintained at a temperature less than the melt-
ing temperature and a shear flow is maintained over the
ice layer, with the far-field temperature greater than the
melting point. Before starting the flow, the ice-water in-
terface was perturbed by melting a groove into the ice
layer. Under certain conditions, the perturbation at the
ice-water interface was observed to grow, leading to the
formation of a “rippled” surface. They found that the
heat transfer rate over the rippled surface was 30–60%
larger than that on a planar surface and the evolution of
the ice layer was wholly attributed to the overlying shear
flow. Gilpin et al. [36] also performed a linear stability
analysis of their system to explain the observed instabil-
ity. However, instead of solving for the stability equations
in the fluid region, they represented the effects of the flow
using a perturbed “heat-transfer coefficient”, whose am-
plitude and phase were obtained by fits to experimental
data. This approach would be difficult to justify as fluc-
tuations in a turbulent flow cannot be assumed to be
small. However, one crucial point that Gilpin et al. [36]
evidently overlooked is that because the far-field temper-
ature of water was greater than the melting point, the
water column above the ice layer was unstably stratified
due to the 4 ◦C density maximum, which can exert a
controlling influence on heat flux [37, 38].
Here, motivated by the experiments of Gilpin et al.
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FIG. 1. Schematic of the experimental study of [36].
[36], we study the effects of shear and buoyancy on the
phase evolution of a pure melt. Specifically, we study
solidification of a pure melt in the presence of Couette
flow and Rayleigh-Be´nard convection. The reason for
our choice of the Rayleigh-Be´nard-Couette system is two-
fold: (1) To have an analytically tractable system where
the relative effects of shear and buoyancy on the stability
of the phase boundary can be studied; and (2) To ascer-
tain whether the instability observed by Gilpin et al. [36]
can indeed be found in the linear regime of such a system.
Because the velocity profile in the viscous sublayer varies
linearly with the distance from the wall [39] the problem
we study has the key features of that in Gilpin et al. [36].
We also show that the velocity measurements of Gilpin
et al. [36] are better explained by Monin-Obukhov the-
ory [39], which describes turbulent shear flow in stratified
fluids. We then perform a linear stability analysis and
study the effects of shear and buoyancy on the growth of
perturbations at the solid-liquid interface.
RE-ANALYSIS OF THE EXPERIMENTAL
RESULTS OF GILPIN ET AL. [36]
In this section, we use the same notation as did Gilpin
et al. [36] to describe their results.
Details of the experiments
Figure 1 shows a schematic of the experimental study
of Gilpin et al. [36]. The bottom wall is maintained at
a temperature Tw, the ice-water interface is at the bulk
equilibrium temperature Tf , and the far-field tempera-
ture T∞, is such that T∞ > Tf > Tw. The far-field flow
speed is U∞. Because pure water has a density maximum
at 4 ◦C, the water column above the ice layer is unstably
stratified.
3FIG. 2. Velocity measurements from Fig. 4 of Gilpin et al.
[36] for Reδ = 11000, where Reδ is the Reynolds number
based on the thickness of the boundary layer. From left to
right, the positions in the inset are numbered 1, 2, 3, and 4.
The solid line is the Law of the Wall [39].
Monin-Obukhov (M-O) theory for a smooth surface
In wall-bounded turbulent shear flows of neutrally
buoyant fluids, the flow consists of the inner and the outer
regions [39, 40]. The inner region is subdivided into: (1)
the viscous sublayer, which is closest to the wall, where
the effects of viscosity are dominant; (2) the buffer layer,
which is next to the viscous sublayer, where viscous and
inertial effects are equally important; and (3) the log-
layer, where neither the effects of the wall nor that of
the outer region are important. In the limit of asymp-
totically large Reynolds number, scaling arguments for
the behavior of the mean horizontal velocity, U , in the
log-layer lead to [39, 40]:
U+(y+) =
1
ks
log(y+) +B, (1)
where ks = 0.41 is the Ka´rma´n constant, and B = 5.5 is
another constant. The constants ks and B are believed
to be universal, but their values have been determined
only empirically [40]. The superscript + denotes non-
dimensionalization by u∗, the friction velocity, and lv =
ν/u∗, the viscous length scale.
In the case of wall-bounded shear flows of stratified flu-
ids, the stratification affects the mean velocity as follows.
If the flow is unstably stratified, there are more vigorous
vertical motions and thus more vertical mixing. Hence,
the mean velocity at any location is smaller than that for
a neutrally buoyant fluid at the same location. However,
if the flow is stably stratified then vertical motions are
suppressed, leading to a mean velocity that is larger than
that for a neutrally buoyant fluid [e.g., 39, 41].
Figure 2 shows U+(y+) at different locations in the ex-
periments of Gilpin et al. [36]; the mean velocity profiles
show a systematic deviation from the log-layer, indicat-
ing unstable stratification. Moreover, the amplitude of
the rippled interface they observed was small compared
to its wavelength. Hence, we treat the surface as planar
for the purpose of quantifying the effects of stratification,
for which we extend the M-O theory.
The relative effects of inertia and buoyancy are repre-
sented by the M-O length scale, denoted by L [39]. For
stable stratification L > 0 and for unstable stratification
L < 0, with the effects of stratification being important
for distances y > O(|L|) from the wall. Following Monin
and Yaglom [39], we let ξ = y/L and write
∂U
∂y
=
u∗
ks L f (ξ) ≡
u∗
ks y
φ(ξ), (2)
where f is an unknown function of ξ and φ(ξ) = ξf(ξ).
Scaling equation 2 with u∗ and lv, we have:
∂U+
∂y+
=
1
ks y+
φ
(
y+
L+
)
. (3)
For y+/L+ ≪ 1, φ can be expanded in a power series:
φ = 1+ β y
+
L+
+h.o.t. Using this in Eq. 3 and integrating
with respect to y+ gives
U+ =
1
ks
log(y+) + β
y+
ks L+ +A. (4)
In the limit L → ∞, equation 4 should reduce to the
classical law of the wall, which gives A = B = 5.5. As
this analysis is valid for distances ‘far away’ from the
wall, the value of β is taken to be 0.6 [39].
Comparison with the experiments
The velocity profile given by equation 4 can now be fit
to the data of Gilpin et al. [36]. Here, b = β/(ks L+) is
the only fitting parameter, with β and ks already known.
Figure 3 shows the fits of equation 4 to the data in
figure 2. The averaged value of b from the fits to the
data at the four positions is bavg = −0.0011, and hence
L+avg = β/(ks b) = −1330.38. Thus, because Lavg < 0,
we confirm that the water column was unstably strati-
fied. From the range of values given for the free-stream
velocity in the Gilpin et al. [36] experiments, we take
U∞ = 0.5 ms
−1 and use their equation 13,
u∗/U∞ = 0.229Re
−0.132
δ , (5)
to obtain u∗ = 0.033 ms
−1 for Reδ = 11000. Taking
ν = 10−6 m2s−1, we obtain lv = 29.93 µm, and hence
|Lavg| = |L+avg| lv = 0.04 m. The height of the test sec-
tion reported is 0.457 m, which makes |Lavg| about 9%
of the test-section height. However, because of the de-
parture of velocity profiles from the classical log-law at
smaller distances from the ice surface, the value of |Lavg|
estimated here may be larger than the actual value.
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FIG. 3. Comparison of the theory (equation 4) with the mea-
surements of Gilpin et al. [36] at (a) Position 1, (b) Position 2,
(c) Position 3, and (d) Position 4. Circles: Data from Gilpin
et al. [36]; dashed line: U+ = 1
ks
log(y+) + A; solid line:
U+ = 1
ks
log(y+) + b y+ + A. Here, b = −0.00092, −0.0015,
−0.0012 and −0.0008 at positions 1, 2, 3, and 4, respectively.
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FIG. 4. Schematic of the domain considered here.
GOVERNING EQUATIONS
To perform a linear stability analysis, we consider the
domain shown in figure 4. The length of the cell is Lx and
the depth of the cell is Lz. At the initial instant the solid
occupies the region h0 ≤ z ≤ Lz, and the liquid occupies
0 ≤ z ≤ h0. The solid-liquid interface is planar and is at
z = h0. The initial thickness of the solid layer is d0, and
hence Lz = h0 + d0. The upper surface is maintained
at a temperature Tc and the lower surface is maintained
at Th. The temperatures are such that Th > Tm > Tc,
where Tm is the melting temperature of the solid. The
liquid considered has a linear equation of state, hence the
liquid column in unstably stratified. The bottom surface
moves at a constant horizontal velocity U∞, as shown in
figure 4. The governing equations in the different regions
are as follows.
Liquid
The continuity, Boussinesq, and heat-balance equa-
tions are
∇ · u = 0, (6)
∂u
∂t
+u · ∇u = − 1
ρ0
∇p+ g α (Tl − Tm) k+ ν∇2u, (7)
∂Tl
∂t
+ u · ∇Tl = κ∇2Tl, (8)
respectively. Here, u(x, t) = (u, v, w) is the velocity field,
ρ0 is the reference density, p(x, t) is the pressure field, g
is acceleration due to gravity, α is the thermal expan-
sion coefficient, Tl(x, t) is the temperature field, ν is the
kinematic viscosity, and κ is the thermal diffusivity. To
simplify matters, we assume the liquid and solid phases
have the same density (ρ0) and thermal diffusivity (κ).
Solid
The temperature field in the solid, Ts(x, t), is governed
by diffusion viz.,
∂Ts
∂t
= κ∇2Ts, (9)
Solid-liquid interface
At the solid-liquid interface, we have the Stefan condi-
tion
ρ0 Ls
∂h
∂t
= n · [qs − ql]z=h0 , (10)
where Ls is the latent heat of fusion, n is the unit vec-
tor pointing into the liquid, qs = −k∇Ts|z=h+ is the
heat flux away from the interface into the solid and
ql = −k∇Tl|z=h− is the heat flux towards the interface
from the liquid.
Boundary conditions
The boundary conditions for heat equation in the solid
are
Ts(z = Lz, t) = Tc and Ts(z = h0, t) = Tm, (11)
and those for the advection-diffusion equation in the liq-
uid are
Tl(z = 0, t) = Th and Tl(z = h0, t) = Tm. (12)
5The velocity field satisfies
u(z = 0, t) = U∞; v(z = 0, t) = w(z = 0, t) = 0, (13)
and
u(z = h0, t) = v(z = h0, t) = w(z = h0, t) = 0. (14)
We non-dimensionalize these equations by choosing
U∞ as the velocity scale; h0 as the length scale, t0 = h
2
0/κ
as the time scale, p0 = ρ0 U∞ κ/h0 as the pressure scale,
and ∆T = Th − Tm as the temperature scale. Using
these in equations 7, 8, 9 and 10, and maintaining the
pre-scaled notation, we have
∇ · u = 0; (15)
∂u
∂t
+Pe (u · ∇u) = −∇p+ RaPr
Pe
θl k+Pr∇2u; (16)
∂θl
∂t
+ Pe (u · ∇θl) = ∇2θl; (17)
∂θs
∂t
= ∇2θs; (18)
and
∂h
∂t
=
1
ΛS [n · (qs − ql)]z=1 , (19)
where,
θl =
Tl − Tm
∆T
and θs =
Ts − Tm
∆T
. (20)
There are five governing parameters, which are
Ra =
g α∆T h30
ν κ
, Pe =
U∞ h0
κ
, Pr =
ν
κ
, (21)
S = Ls
Cp (Tm − Tc) and Λ =
(Tm − Tc)
∆T
. (22)
where, Ra, Pe, Pr, and S are the Rayleigh, Pe´clet,
Prandtl, and Stefan numbers, respectively. The ratio of
the temperature differences across the liquid and the solid
regions is denoted by Λ.
The thermal and velocity boundary conditions now be-
come
θs(z = 1 + d0, t) = −Λ and θs(z = 1, t) = 0; (23)
θl(z = 0, t) = 1 and θl(z = 1, t) = 0; (24)
u(z = 0, t) = 1; v(z = 0, t) = w(z = 0, t) = 0 and
(25)
u(z = 1, t) = v(z = 1, t) = w(z = 1, t) = 0. (26)
LINEAR STABILITY ANALYSIS
We now perform linear stability analysis on equations
15 – 19, with the boundary conditions 23 – 26.
Base-state solutions
All variables in the base state are assumed to be steady
and horizontally homogeneous.
Liquid
The base-state velocity and temperature profiles are
taken to be u(0)(z) and θ
(0)
l (z). Solving the equations of
motion subject to the boundary conditions gives
u(0)(z) = 1− z and θ(0)l = 1− z. (27)
Solid
The solution to the heat equation for the base-state
temperature field in the solid is given by
θ(0)s =
Λ
d0
(1− z) . (28)
Interface
In the base state, we assume that the heat fluxes away
from and towards the interface balance, so that the initial
thickness of the solid layer is constant. Hence, the Stefan
condition is [
dθ
(0)
s
dz
− dθ
(0)
l
dz
]
z=1
= 0, (29)
which gives
d0 = Λ. (30)
Equations for the perturbation amplitudes
We introduce a normal mode perturbation of the in-
terface given by
h(x, y, t) = 1+ǫ exp (i k x+ im y + σ t1); ǫ≪ 1. (31)
This in turn leads to perturbations in the liquid and solid
layers so that the total velocity, pressure, and tempera-
6ture fields become
u(x, y, z, t)
v(x, y, z, t)
w(x, y, z, t)
p(x, y, z, t)
θl(x, y, z, t)
θs(x, y, z, t)
 =

u(0)(z)
0
0
p(0)(z)
θ
(0)
l (z)
θ
(0)
s (z)

+ǫ

û(z)
v̂(z)
ŵ(z)
p̂(z)
θ̂l(z)
θ̂s(z)
 exp (i k x+ im y + σ t1),
(32)
where t1 =
1
S
t. The range of S in the experiments
of Gilpin et al. [36] was S ≈ [4, 7], and hence we are
interested in the limit S ≫ 1, in which case the rate-
controlling process is the release of latent heat, wherein
the dynamics in the solid and liquid regions become
quasi-steady [e.g., 25].
Liquid
Linearizing equations 16 – 17 and using equation 32,
we obtain the following equations for the amplitudes:
i k û+ im v̂ +Dŵ = 0; (33)
Pe
[
i k u(0) û− ŵ
]
= −i k p̂+ Pr (D2 − γ2) û; (34)
Pe
[
i k u(0) v̂
]
= −im p̂+ Pr (D2 − γ2) v̂; (35)
Pe
[
i k u(0) ŵ
]
= −Dp̂+ Pr (D2 − γ2) ŵ + RaPr
Pe
θ̂l;
(36)
Pe
[
i k u(0) θ̂l − ŵ
]
=
(
D2 − γ2) θ̂l, (37)
where D ≡ ddz and γ2 = k2 +m2. The boundary condi-
tions become
û = v̂ = ŵ = θ̂l = 0 at z = 0, (38)
and
û = 1, v̂ = ŵ = 0; θ̂l = 1 at z = 1. (39)
We now obtain a single equation for θ̂l. Following
Forth and Wheeler [15], we eliminate û and v̂ from equa-
tions 34 and 35 to obtain
Pe
[
i k u(0) (−Dŵ)− i k ŵ
]
= γ2 p̂+Pr
(
D2 − γ2) (−Dŵ) .
(40)
Eliminating p̂ from equations 40 and 36 we obtain
Pe
[
i k u(0)
(
D2 − γ2) ŵ] = Pr (D2 − γ2)2 ŵ−γ2 RaPr
Pe
θ̂l.
(41)
Finally, eliminating ŵ from equations 37 and 41 gives the
following sixth-order ordinary differential equation for θ̂l
0 = PrD6θ̂l −
[
3Pr γ2 + i k u(0) Pe (1 + Pr)
]
D4θ̂l + (4 i k Pr Pe) D
3θ̂l
+
[
3Pr γ4 + 2 i k γ2 u(0) Pe (1 + Pr)− k2 Pe2
(
u(0)
)2]
D2θ̂l
−
(
4 i k γ2Pr Pe− 2 k2 Pe2 u(0)
)
Dθ̂l −
[
Pr γ6 + i k γ4 Pe u(0) (1 + Pr)− k2 Pe2 γ2
(
u(0)
)2
−RaPr γ2
]
θ̂l.
(42)
The boundary conditions at z = 0 are
θ̂l = 0, (43)
D2θ̂l = 0 and (44)
D3θ̂l −
(
i k Pe+ γ2
)
Dθ̂l = 0, (45)
and those at z = 1 are
θ̂l = 1, (46)
D2θ̂l − γ2 = 0 and (47)
D3θ̂l − γ2Dθ̂l = 0. (48)
Equation 42, along with boundary conditions 43 and
48, is solved numerically using Chebfun [42].
Solid
The equation for θ′s is
∇2θ′s = 0. (49)
Using normal modes θ′s = θ̂s exp(i k x+ im y+ σ t1), we
have (
D2 − γ2) θ̂s = 0, (50)
with
θ̂s (z = 1) = 1 and θ̂s (z = 1 + d0) = 0 (51)
as the boundary conditions. Equation 50 has solution
θ̂s = C1 exp(γ z) + C2 exp(−γ z), (52)
where
7C1 = − exp(−2 γ [1 + d0])
exp(−γ)− exp(−γ − 2 γ d0) and C2 =
1
exp(−γ)− exp(−γ − 2 γ d0) . (53)
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FIG. 5. Comparison of Rac(d0) with Davis et al. [16]. Circles
are the values from the present calculations, and the solid line
is from Davis et al. [16].
Interface
At O(ǫ) the Stefan condition becomes
σ =
1
Λ
[
dθ̂s
dz
− dθ̂l
dz
]
z=1
, (54)
from which it is evident that the heat flux from the liquid
has considerable influence on the stability of the inter-
face. Thus, generation of fluid motions with appreciable
vertical velocities can lead to a larger perturbed heat flux,
thereby making the interface unstable.
RESULTS AND DISCUSSION
Phase change with no shear flow
On setting Pe = 0 the present problem reduces to that
of phase change in the presence of an unstably stratified
column of liquid, which has been studied by Davis et al.
[16]. When Pe = 0, equation 42 is independent of Pr
and hence so too is the critical Rayleigh number, Rac, at
which convective motions develop [16, 43]. However, as
shown by Davis et al. [16], Rac and the critical wavenum-
ber, γc, are functions of d0.
In Figures 5 and 6 we compare Rac and γc as func-
tions of d0 with the calculations of Davis et al. [16]. The
decrease in Rac with increasing d0 is due to the fact that
the velocity boundary condition at the top surface for
the liquid is ‘relaxed’ due to the presence of the mov-
ing boundary. The calculations of Davis et al. [16] were
focused on experiments using cyclohexane, for which we
estimate S ≈ 6 − 8, showing good agreement with our
calculations in figures 5 and 6.
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FIG. 6. Comparison of γc(d0) with Davis et al. [16]. Circles
are the values from the present calculations, and the solid line
is from Davis et al. [16].
Effects of shear
Roll structure and its dependence on shear and perturbation
wave-vector
The effects of shear flow on the perturbations at the
interface depend on how the flow is aligned with respect
to the perturbation wave-vector γ = (k,m) [29, 44]. This
dependence can be understood by following Chung and
Chen [44] and performing a Squire transformation of the
base-state velocity. In our notation this is:
u(0)sq =
k
γ
u(0). (55)
Figures 7, 8, and 9 show the perturbed temperature field
for Ra = 1700, Pe = 0.5, γ = 3.021, and k = γ, m = 0
(figure 7), k = m = γ/
√
2 (figure 8), and k = 0, m =
γ (figure 9), respectively. It is clearly seen that when
u
(0)
sq = u(0) (m = 0) the rolls are aligned such that their
axes are perpendicular to the direction of the flow; when
0 < u
(0)
sq < u(0) (m 6= 0) the roll axes are aligned at a
certain angle with the shear flow; and when u
(0)
sq = 0
(m = γ) the roll axes are parallel to the shear flow.
A closer examination of figure 9 reveals that when
k = 0, the roll structure is completely unaffected by
shear. Hence, shear has no effect on perturbations with
wave-vectors perpendicular to it [29, 44]. Noting this de-
pendence on γ = (k,m), we discuss the results in terms
of γ.
Effects on the instability
To understand the effects of shear on the instability
of the convective flow, we solve equation 42 with Pe =
0, 0.5, 2, and 5 and a supercritical Ra of 1700. Figure 10
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FIG. 7. Perturbed temperature field for Ra = 1700, Pe = 0.5,
γ = 3, and k = γ, m = 0 in (a) x-z plane and (b) y− z plane.
This case corresponds to u
(0)
sq = u
(0). The dashed line denotes
the solid-liquid interface.
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FIG. 8. Perturbed temperature field for Ra = 1700, Pe = 0.5,
γ = 3, and k = m = γ/
√
2 in (a) x-z plane and (b) y−z plane.
This case corresponds to u
(0)
sq < u
(0). The dashed line denotes
the solid-liquid interface.
shows the dispersion curve for the real part of the growth
rate (σr) for d0 = 0.1 and different Pe. In the absence of
shear, the most unstable mode has γ = 3.021, and clearly
the interfacial instability is suppressed as the strength of
the shear flow increases, with all modes decaying when
Pe as small as 0.5. For example, in figure 11, we see that
the growth rate becomes negative for Pe ≈ 0.22, and
asymptotes for Pe ≥ 1.
The introduction of shear flow leads to the stabiliza-
tion of the interface, which is evidenced by the smaller
values of σr relative to those for purely convective flow,
and when σr > 0 we find travelling waves along the
solid-liquid interface in the direction of the shear flow.
As shown in figure 12, the σi(γ, Pe) curves display non-
monotonic behaviour. This is because in the absence of
shear flow, there are no traveling waves and the convec-
tive rolls are undistorted. Thus, for small Pe, these rolls
are advected by the shear flow with little or no distor-
tion. However, as Pe increases the convective and shear
motions interact, leading to the excitation of a larger set
of wavenumbers. This causes the convective rolls to lose
their structural coherence. These shear effects can be
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FIG. 9. Perturbed temperature field for Ra = 1700, Pe = 0.5,
γ = 3, and k = 0, m = γ in (a) x-z plane and (b) y− z plane.
This case corresponds to u
(0)
sq = 0. The dashed line denotes
the solid-liquid interface.
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FIG. 10. Real growth rates σr as a function of wavenumber
γ when d0 = 0.1 and Ra = 1700 for different Pe. Shear
has a strong stabilizing effect on the instability of the phase
boundary.
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FIG. 11. The dependence of σr on Pe for d0 = 0.1, Ra = 1700
and γ = 3.021, the most rapidly growing mode in the absence
of shear flow (Pe = 0). The growth rate becomes negative for
Pe ≥ 0.22. (See dotted red line.)
seen in figure 13, which shows the perturbed tempera-
ture field in the liquid and solid regions as a function of
Pe.
We should note here that the values of σ in the experi-
ments of Gilpin et al. [36] may have an additional spatial
dependence: Because the flow is composed of both shear
and buoyancy driven components, the turbulent flow field
is spatially inhomogeneous. Hence, a perturbation origi-
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FIG. 12. Dispersion curves for σi with d0 = 0.1 and different
Pe.
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FIG. 13. Perturbed temperature field in the liquid and solid
regions for γ = 3.021
(
k = m = γ/
√
2
)
when d0 = 0.1 and
Ra = 1700. (a) Pe = 0.0, (b) Pe = 0.5, Pe = 2.0, and (d)
Pe = 5.0. The dashed lines denote the solid-liquid interface.
Qualitatively similar behaviour is also seen for larger values
of d0.
nating at a particular location at the interface may have
the magnitude and/or sign of its growth rate modified as
it propagates along the interface. However, a theoreti-
cal study of the linear stability of the system avoids this
complication.
The results discussed here should be contrasted with
those for mushy layers, where stability of the system is
a non-monotonic function of the strength of the external
shear flow, because of the induced flow within the mushy
layer [28, 29]. Here, there is no such induced flow and
the shear flow only damps perturbations. Namely, the
destabilizing factor here is the convective flow that tends
to melt the solid phase by enhanced heat transport. The
effect of the shear flow is to reduce the strength of vertical
motions and hence the upward heat transport. This leads
to the decay of perturbations for Pe ≥ 0.22.
CONCLUSIONS
We have studied the effects of shear and buoyancy
driven flow of a pure melt over its solid phase. A re-
analysis of the experimental data of Gilpin et al. [36]
shows that the water column in their experiments was
unstably stratified, necessitating the inclusion of buoy-
ancy effects to explain the observed phase boundary in-
stability. Interpreting the experimental velocity profiles
using Monin-Obukhov theory [39] supports the argument
that the effects of buoyancy are important.
A linear stability analysis of the evolution of buoyancy
and shear driven flow of the melt over its solid phase
shows that buoyancy is the only destabilizing factor in
the system. Shear flow stabilizes the system by reducing
the strength of vertical motions and hence vertical heat
transport by the convective flow. Our calculations show
that for Pe as small as 0.22, all modes of perturbation
decay and the growth rate asymptotes to a negative value
for Pe ≥ 1. However, we point out the interesting possi-
bility of a re-entrant interfacial instability at much larger
Pe, where shear flow instabilities coupled with buoyancy
might enhance vertical motions.
There are clearly implications for situations in which
there is a shear flow over a dissolving phase boundary
accompanied by a temperature gradient, so that there
are potentially three interacting fields (momentum, com-
positional and thermal) of influence. Pressure fluctua-
tions associated with interfacial corrugations in mushy
layers exposed to shear flow can be relieved by dissolu-
tion and solidification of the mushy layer itself [28, 29].
However, when the solid phase is pure, as in the case
studied here, imposing a shear flow with impurities and
superheat should lead to interesting phenomena since the
temperature of maximum density of aqueous solutions
depends on impurity concentration.
Finally, because the Re and (estimated) Ra for their
experiments indicate that their flow was in a turbulent
regime, our calculations lead us to speculate that the
instability observed by Gilpin et al. [36] may be ostensibly
nonlinear; a topic for future study.
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