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ABSTRACT
In Bayesian analysis, the “objective” Bayesian approach seeks to select a prior
distribution not by using (often subjective) scientific belief or by mathematical
convenience, but rather by deriving it under a pre-specified criteria. This approach
takes the decision of prior selection out of the hands of the researcher. Ideally, for a
given data model, we would like to have a prior which represents a “neutral” prior
belief in the phenomenon we are studying. In categorical data analysis, the odds
ratio is one of several approaches to quantify how strongly the presence or absence
of one property is associated with the presence or absence of another property. In
this project, we present a Reference prior for the odds ratio of an unrestricted 2× 2
table. Posterior simulation can be conducted without MCMC and is implemented on
a GPU via the CUDA extensions for C. Simulation results indicate that the proposed
approach to this problem is far superior to the widely used Frequentist approaches
that dominate this area. Real data examples also typically yield much more sensible
results, especially for small sample sizes or for tables that contain zeros. An R
package is also presented to allow for easy implementation of this methodology. Next,
we develop an approximate reference prior for the negative binomial distribution,
applying this methodology to a continuous parameterization often used for modeling
over-dispersed count data as well as the typical discrete case. Results indicate that
the developed prior equals the performance of the MLE in estimating the mean of
the distribution but is far superior when estimating the dispersion parameter.
xi
Chapter 1
Introduction
The structure of all statistical approaches generally begins by considering a random
process where we observe data (called x) which can be described by a model f(x|θ)
where θ is an unknown quantity of interest. The behavior of θ is typically the driving
factor in most analysis. For instance, if we are studying the public’s feeling about
a new governmental policy, we may consider x to be a “yes” or “no” response to a
favorable feeling when asked in a survey, and θ to be the proportion of voters which
favor(and thus answer “yes”) this policy. In manufacturing, x could be how long it
takes a component to fail, and θ could be the average time until failure of all such
components. Typically, it is impractical to consider every unit in a population to
determine θ exactly, so we must use properties of the probability model f(x|θ) along
with our understanding about randomness to infer about the nature of θ. There are
many approaches to conduct this inference, and we focus our work on the Bayesian
approach.
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1.1 Overview of Bayesian Analysis
The general framework for Bayesian analysis involves starting from a prior pi(θ)
describing the a priori knowledge about the parameters(θ) of a model to a posterior
distribution pi(θ|x) which summarizes all the information known about θ after
observation of the data x. In a sense, the prior pi(θ) describes our initial understanding
(or guess, if no such knowledge is available) about the behavior of the quantity of
interest and the posterior pi(θ|x) describes the behavior of θ after observation of
data from the process f(x|θ). Formally, the posterior distribution is obtained by an
application of Bayes’ rule as
pi(θ|x) ∝ f(x|θ)pi(θ), (1.1)
where f(x|θ) represents the likelihood after observation of an independent and
identically distributed(i.i.d.) random sample from f(x|θ). Furthermore, x represents
the vector of data observations (x1, . . . , xn) and the parameter θ can be a scalar
quantity or a vector of d parameters θ = (θ1, . . . θd).
Because the prior pi(θ) represents our initial uncertainty of θ’s true value, it
must be specified. There are two schools of thought for defining a prior, the
objective approach and the subjective approach. Subjective priors often assume some
informative structure on θ based on knowledge of the process and/or historical data.
For example, Robust Bayesian Analysis is a general technique which allows the user
to provide some a-priori information for the parameter θ and consider a wide variety
of prior functions pii(θ) each of which conform to this specification, which is typically
derived from scientific knowledge (Berger, 1985). The answer is then reported as
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an interval obtained from a combination of the posteriors pii(θ|x), each of which was
constructed from pii(θ) through (1.1). Goldstein (2006) provides convincing arguments
for the use of subjective Bayesian Procedures, especially when extremely little data is
available or in situations which have exceptionally complicated model structures. Still,
subjective priors are not the focus of this work, but the reader is referred to Ramsey
(1964), French (1982), Lindley (1987), and Berger (2004) for both philosophical as
well as practical discussions and examples.
In summary, subjective Bayesian approaches rely on historical knowledge or
scientific belief, but many times historical data does not exist. Even if it does, many
modern modeling applications are exceedingly complicated, making it unreasonable to
claim enough knowledge to place informative priors on a large number of parameters.
Still, if a subjective prior is to be used, it can easily spawn a debate about the
choice since it could potentially have a large impact on the corresponding posterior
distribution. The objective Bayesian approach seeks to derive a prior which is
determined once the data model f(x|θ) is chosen. The general idea is to create a prior
from the data model such that it has certain mathematical advantages; for example,
the reference prior technique can be applied to maximize the difference between the
prior and posterior distributions in an information-theoretic sense so that the data
can have the maximum possible impact on the resulting posterior.
1.2 Objective Bayesian Analysis
Performing Bayesian analysis according to the objective paradigm is advantageous
in a number of ways. Principally, it takes prior specification out of the hands of the
3
researcher, allowing them to focus on building the data model. Furthermore, it is well
known that statistical software packages are becoming more accessible to researchers
outside the field of statistics. Objective Bayesian inference has the potential to be a
major part of the statistical “machine,” so to speak. That is, once a researcher decides
on a data model, the subsequent analysis has already been laid out by the framework
of the objective prior and corresponding posterior distribution. Most importantly,
since the entire framework only needs to be derived once, the author can (and should)
develop robust and easy-to-use software so that researchers and scientists can apply
their methodology to their data. A few general methods to obtain pi(θ) after model
specification are the Jeffreys prior (Jeffreys, 1961), Reference Priors (Bernardo, 1979)
and Probability Matching Priors. The “hands-off” approach implied by the Objective
Bayesian paradigm has a rich history dating back to Reverend Thomas Bayes original
1763 work.
1.2.1 Non-informative Priors
In his famous essay, Bayes (1763) did not mention the various aspects of Bayesian
analysis that we know and use today. In fact, there was no mention of a “prior”
pi(θ) in this exposition at all; however it was clear that in his proposed methodology
to estimate the unknown probability of some physical phenomenon, we should use
a uniform distribution to represent our neutral prior belief about the nature of
the unknown parameter describing it. Bayes described a series of independent
experiments roughly as follows:
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Say we randomly place a white ball on a pool table of “length” 1, with every
position having equal probability. Our task is to guess the position of the ball on
the table(i.e. the distance to one end of the table). Our method to accomplish
this is to throw another ball on the table, and if it ends up closer to the edge,
we record this as a “success.” We repeat this process, and from the number of
successes we observe we can deduce the position of the white ball.
Bayes considered that the position of the white ball as both random as well as
having an equal chance of originating at any position on the table. In modern terms,
this experiment is a series of Bernoulli trials with probability of success p ∈ (0, 1).
Furthermore, this structure also supposes p to be a uniformly distributed random
variable on the interval (0, 1). Thus, if we toss the second ball n times and observe
x “successes,” this experiment has f(x|p) = (n
x
)
px(1 − p)n−x and pi(p) = 1. The
posterior distribution pi(p|x) would be computed using (1.1)
pi(p|x) = p
x(1− p)n−x · 1∫ 1
0
px(1− p)n−x · 1dp =
px(1− p)n−x
B(x+ 1, n− x+ 1)
which is a Beta(x+1, n−x+1) distribution. If we happen to observe many successes
relative to our trials, p is likely to be large in that it is more likely that we would
observe a success on our n + 1th trial. Bayes essentially considered the conditional
distribution of p, given we have observed our data(successes and failures), and this
is where the modern notion of a posterior distribution comes from. However, the
formalization of this process would come several years later.
As presented in Stigler (1974), Laplace independently formalized this process in
1774. Laplace formed his “Principle” as
P (θi|F ) = P (F |θi)∑n
j=1 P (F |θi)
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where θ1, θ2, . . . , θn represent the n causes (or parameter support in today’s
terminology) and F is the “event.” This is a formalization of Bayes’s earlier work,
and was the first time the Bayesian philosophy was presented in this way. We can see
here that Laplace’s interpretation puts a uniform prior on θi, and this is reasonable
from an axiomatic perspective. This philosophy, later known as the principle of
indifference, states that if we know nothing about the “causes” θ1, θ2, . . . , θn, they
should be assigned a probability equal to 1
n
. In his later work, Laplace formally
declared that the posterior distribution for θ should be proportional to the likelihood
for the data (Feinberg, 2006). In current terminology we represent this as
pi(θ|x) ∝ f(x|θ).
Expressing the posterior in this way is what led to the concept of inverse probability
being the primary approach to statistical analysis up until the invention of the
frequentist machinery (Feinberg, 2006). It is “inverse” in the sense that we use
information from the data observations x to directly infer backwards to the parameter
value θ.
1.2.2 The Jeffreys Prior
The main problem with the inverse probability approach is that assuming a uniform
prior does not actually represent ignorance. In fact, Bernardo and Smith (2000) point
out that “...there is no prior that represents ignorance.” They discuss that every prior
possible carries some information, and this concept will be discussed further in the
section on reference priors. In fact, the uniform prior actually carries a substantial
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amount of information, as the assumption that θ can take any possible value with
equal probability is fairly strong (Bernardo and Smith, 2000). To illustrate this,
consider a model f(x|θ) and choose the uniform prior for θ. In this case, the prior for
ψ = g(θ) would not be uniform. The philosophical justifications for a constant prior
break down almost immediately here, as it is very common to transform a parameter
space even in the simple rescaling of variables and there is no reason our ignorance
on one scale should transform to anything other than ignorance on another scale. In
contrast to the uniform approach, the Jeffreys rule prior (Jeffreys, 1961) is a way of
obtaining the prior for θ based on the Fisher’s Information Matrix Iθ of the model
f(x|θ), which is defined as
Iθ = −Eθ
[
d2
dθ2
log f(x|θ)
]
.
This quantity describes the amount of information about θ that the model carries
because the expectation is with respect to the model f(x|θ) and thus the effect of the
random variable x has been averaged out. Once we have Iθ, the Jeffreys prior is then
defined as
piJ(θ) ∝
√
|Iθ|.
The main advantage of Jeffreys prior is that it is invariant under re-parameterization.
If we have a prior pi(θ) and the re-parameterization ψ = g(θ), this gives us
pi(ψ) ∝ pi(g(θ))|J |, (1.2)
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where J is the Jacobian of the transformation. This property makes Jeffreys prior
especially appealing for scale parameters. Essentially, this property tells us that
once we derive a prior distribution for θ, the prior for ψ is exactly the same after
adjusting the density with the Jacobian to account for the stretching or shrinking of
the parameter space induced by the transformation. This invariance also makes for
an attractive justification for applying this structure because it is not dependent on
the scale of the set of parameters that are chosen to describe parameter space.
1.3 Reference Priors
Recall that the posterior distribution arises as the combination of prior knowledge
about a parameter θ and the information gained by observing the data x through the
likelihood. Therefore, if we had a procedure for quantifying the amount of information
gained about the process through the observation of the likelihood (i.e. the change in
knowledge from prior to posterior), we know that this change must be describing the
change in our knowledge about the parameter θ which is obtained from observation
of the data itself. Recalling that a key philosophy behind the objective Bayesian
paradigm is to obtain a posterior distribution which reflects the data as much as
possible, a concept reinforced by Berger (2004), the key behind the Reference Prior
approach is to select a prior which maximizes the increase in (expected) information
from prior to posterior after observation of the data, so that we can make the “bridge”
representing our gain in knowledge about θ after the observation of the experiment
as large as possible.
8
1.3.1 Quantifying Information
Lindley (1992), building on the work of Shannon (1948), discussed the concept of
how much information is gained about θ after conducting an experiment. Bernardo
(1979) used this idea to formulate the idea of “missing information,” which he then
used to first introduce the concept of a reference prior.
First, consider independent and identically distributed data x = (x1, x2, . . . , xn)
from a statistical model f(x|θ), where θ is an unknown parameter which describes the
nature of the data. The amount of information gained about θ after observation of the
data x could be described as the amount of information gained when we consider the
posterior for θ given the data, pi(θ|x) instead of the prior distribution for θ, pi(θ). The
amount of information gained is given by the Kullback-Leibler divergence from prior
to posterior, DKL(pi(θ|x)||pi(θ)), is defined as the expectation under the posterior of
the difference in the logarithms between the posterior and prior, or
DKL(pi(θ|x)||pi(θ)) =
∫
Θ
pi(θ|x) log pi(θ|x)
pi(θ)
dθ.
We note DKL(pi(θ|x)||pi(θ)) is the divergence between pi(θ|x) and pi(θ) for all θ. It
is one number which quantifies how different two distributions are. If we then take
the expectation of this quantity with respect to the marginal of x = (x1,x2, . . . ,xk),
m(x) =
∫
Θ
f(x|θ)pi(θ), we get the expected gain in information under the prior pi, Ipik ,
expressed as
Ipik = E(x) [DKL(pi(θ|x)||pi(θ))] . (1.3)
Note here that each xi is a sample of size n from f(x|θ), so we would essentially
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interpret the expectation in (1.3) as being how much information we gain on average
across the k data sets. At this point, we seek the prior pi which induces the maximum
possible expected gain in information after observation of many data sets, i.e. for
some large k,
sup
pi
Ipik . (1.4)
In particular, Bernardo (1979) considers the reference prior pi(θ) to be a function
which maximizes this missing information as k →∞. Because Ipik is computed as the
expected KL divergence over all possible data sets, this may explain why Reference
priors tend to perform so well in small sample settings. Now, when we have a one-
dimensional parameter vector θ, Berger and Bernardo (1992a) showed that, as k →
∞, the prior which maximizes the expected gain in information in (1.4) is
pi(θ) ∝
√
|Iθ|,
which is exactly the same as the Jeffreys prior! In fact, under some regularity
conditions (Berger et al., 2009), in the one-dimensional case, reference priors are
exactly the same as the Jeffreys prior. However, when there are multiple parameters,
the reference prior and Jeffreys prior will typically differ, and, unfortunately, the
Jeffreys prior typically performs very poorly in multidimensional problems (Berger
et al., 2009). These multidimensional problems provided the motivation to formalize
a reference prior structure for dealing with “nuisance” parameters. This paved the
way for Berger and Bernardo (1992b), which showed that the multiparameter problem
can be conducted using a series of one parameter steps.
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1.3.2 Reference Priors for Nuisance Parameters
Consider f(x|θ1, θ2) where θ1 ∈ Θ1 and θ2 ∈ Θ2. Under this parameterization, we
may say θ1 is “of interest” and θ2 is a “nuisance” parameter. Furthermore, often
times the parameter of interest may be a reparameterization of another parameter
space, and the nuisance parameters are constructed to facilitate the study of θ1. We
desire a reference prior piR(θ1, θ2) for (θ1, θ2), and the reference prior approach to this
problem is as follows.
1. Noting that f(x|θ1, θ2) only depends on θ2 if we condition on θ1, we begin by
finding a conditional prior pi(θ2|θ1) by choosing any marginal prior pi∗(θ1) for
θ1 and finding the pi(θ2|θ1) which satisfies
sup
pi(θ2|θ1)
E(x,θ1)
[∫
Θ2
pi(θ2|θ1;x) log pi(θ2|θ1;x)
pi(θ2|θ1) dθ2
]
= sup
pi(θ2|θ1)
∫
Θ1
∫
X
f(x|θ1)pi∗(θ1)
∫
Θ2
pi(θ2|θ1;x) log pi(θ2|θ1;x)
pi(θ2|θ1) dθ2 dxdθ1, (1.5)
where
f(x|θ1) =
∫
Θ2
f(x|θ1, θ2)pi(θ2|θ1)dθ2
is the integrated marginal likelihood for θ1. Bernardo (1979) points out that one
could choose pi(θ2|θ1) in a subjective way, contingent on some domain knowledge
of the problem at hand, but as shown by Berger and Bernardo (1992a), Sun
and Berger (1998), and others, we typically obtain it by finding the conditional
reference prior piR(θ2|θ1) which satisfies 1.5.
2. The prior piR(θ2|θ1) is the prior for θ2 given we know θ1, and is called the
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conditional reference prior, and is used to form the marginal model for the
parameter of interest θ1 as
f(x|θ1) =
∫
Θ2
f(x|θ1, θ2)piR(θ2|θ1)dθ2.
We then find the prior pi(θ) which satisfies
sup
pi(θ1)
∫
X
m(x)
∫
Θ1
pi(θ1|x) log pi(θ1|x)
pi(θ1)
dθ1dx, (1.6)
where
m(x) =
∫
Θ1
∫
Θ2
f(x|θ1, θ2)piR(θ2|θ1)pi(θ1)dθ2dθ1,
pi(θ1|x) =f(x|θ1)pi(θ1)
m(x)
.
We call the prior satisfying (1.6) the marginal reference prior and denote it by piR(θ).
It is important to note that the conditional reference prior for pi(θ2|θ1) will typically
not be proper(Berger and Bernardo, 1992a). Because this function is used to find the
marginal likelihood for θ, Berger and Bernardo (1992a) discusses how the conditional
reference priors must be truncated on compact supports in order to induce propriety.
1.3.3 Reference Priors for many Nuisance Parameters
The aforementioned approach for conducting reference analysis with a parameter of
interest and a nuisance parameter can be extended to models where the number
of parameters is greater than two. When we have many nuisance parameters, we
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can find reference priors for multidimensional parameter spaces through a stepwise
procedure. Generally, as previously mentioned, in this setup a subset of parameters
are considered to be “of interest,” and the remaining are considered as “nuisance”
parameters. Berger and Bernardo (1992b) showed that if we have a regular model
(i.e. replicated data f(x|θ) is asymptotically normal) with parameter vector θ =
(θ1, θ2, . . . , θm) which is ordered with respect to inferential interest, we can derive the
joint reference prior for θ using successive corners of the inverse Fisher information
matrix I−1θ . Note that in the overview that follows, it is assumed that the parameters
are not grouped, which is called a “one at a time” reference prior. Even though this
approach is mathematically more tedious and generally more difficult, it simplifies
the exposition in a way relevant to the problems discussed in this work. Despite this,
the notation for this methodology is still cumbersome, and the reader is referred to a
brief example at the end of this section for a concrete demonstration. For notational
convenience, Berger and Bernardo (1992b) first define I−1θ as
I−1θ = S =

s11 s21 . . . sm1
s21 s22 . . . sm2
...
...
. . .
...
sm1 sm2 . . . smm

,
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so that the upper left corners of S can be easily represented as
Sq =

s11 s21 . . . sq1
s21 s22 . . . sq2
...
...
. . .
...
sq1 sq2 . . . sqq

.
Here, Sq is the q × q upper left submatrix of S, so that Sm ≡ S. Furthermore, they
define Hq ≡ S−1q as the inverse of the upper j × j corner of S, and finally, the most
important quantity
hj ≡ lower right most element of Hj, j = 1 . . .m
will be used to successively obtain the conditional prior distributions. First, noting
that θ[j] = (θ1, θ2, . . . , θj), we can begin by defining the prior for the last (least
interesting w.r.t. inferential interest) parameter θm given all other parameters θ[m−1]
as
pilm(θm|θ[m−1]) =
|hm(θ)|1/2∫
Θlm
|hm(θ)|1/2dθm
,
where Θlm is the (typically compact) support of θm. For the remaining parameters
q = m− 1,m− 2, . . . , 1 we would iteratively obtain pilq(θq|θ[q−1]) by
pilq(θq|θ[q−1]) =
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exp
[
1
2
∫
Θlq+1
· · · ∫
Θlm
log |hq(θ)| · pilm(θm|θ[m−1]) · · · pilq+1(θq+1|θ[q])dθm · · · dθq+1
]
∫
Θlq
exp
[
1
2
∫
Θlq+1
· · · ∫
Θlm
log |hq(θ)| · pilm(θm|θ[m−1]) · · · pilq+1(θq+1|θ[q])dθm · · · dθq+1
]
dθq
.
(1.7)
A practical simplification is noted as a result of Lemma 2.1 of Datta and Ghosh
(1996). There, they showed that
|hq(θ)| = |Iθ[∼q−1,q−1]||Iθ[∼q,q]| (1.8)
where Iθ[∼j,j] is defined as the submatrix with elements
((Iθik))i=j+1,...m, k=j+1...m .
In other words, Iθ[∼j,j] represents the lower right corner of the Fisher information
matrix Iθ after the j
th row and column. Furthermore, |Iθ[∼m,m]| is understood to be
1. Obtaining the |hq(θ)| through (1.8) typically makes the successive computations
of (1.7) substantially easier. After all conditional distributions are obtained, the joint
prior of all nuisance parameters can be obtained by
pi(θ) = lim
l→∞
pil(θ)
pil(θ∗)
,
where θ∗ is any interior point of Θ.
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Nuisance parameter Example
Say we have f(x|θ, η), where θ is the parameter of interest and η is the nuisance
parameter. The Fisher information matrix is
Iθ =
 Iθ,θ Iη,θ
Iη,θ Iη,η
 .
We would first define pil2(η|θ) ∝
√|Iη,η|, but note that this function will usually be
improper. To obtain the marginal model and eventually find the reference prior for
θ, we normalize on the compact support Θl2 to get
pil2(η|θ) =
|Iη,η|1/2∫
Θl2
|Iη,η|1/2dη
,
which we note is proper Θl2. Then we find (1.8) as
|hq(θ)| =
∣∣∣∣∣∣∣
 Iθ,θ Iη,θ
Iη,θ Iη,η

∣∣∣∣∣∣∣
|Iη,η| .
This quantity is then applied to (1.7) to get
pil1(θ) ∝
∫
Θl2
log |hq(θ)|pil2(η|θ1)dη.
At this point, one would make a limiting argument on the compact supports and find
the joint prior pi(θ, η).
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1.3.4 Reparameterizations of the Parameter Space
Additionally, the main theorem of Datta and Ghosh (1996) states that the reference
prior for (θ1, θ2, . . . , θm) is invariant to one-to-one transformations of the form

θ1
θ2
θ3
...
θm

7−→

g1(θ1)
g2(θ1, θ2)
g3(θ1, θ2, θ3)
...
gm(θ1, θ2, θ3, · · · , θm)

. (1.9)
This result is similar to that of the Jeffreys prior shown in (1.2), with the additional
restriction that the transformation needs to satisfy the triangular structure shown
in (1.9). The usefulness of this result should not be understated. Typically, the
derivation of reference priors requires considerable effort and can even prove to be
mathematically intractable in many cases. However, once we have obtained the
reference prior for one parameterization, we immediately have the reference prior
for entire classes of reparameterizations of this model.
1.4 Objective Priors for Discrete Parameter
Spaces
Sometimes we wish to obtain a prior for the parameter θ when it is discrete. For
example, the number of trials n in a Binomial model, the number of populations
units R that have a certain property from a Hypergeometric model, or in the case
of this work, the number of failures r before stopping an experiment from a negative
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binomial model. The previously discussed methods for obtaining objective priors
do not apply because of the lack of continuity of θ. Berger et al. (2012) discussed
approaching this problem using four different approaches, and Villa and Walker (2014)
approached this problem from an entirely new loss-based perspective.
1.4.1 Reference Priors for Discrete Parameters
Developing an objective prior for discrete parameters is a difficult and sometimes
inconsistent process. Many priors are developed and studied for different models in
an ad hoc and problem-specific manner. Berger et al. (2012) discussed this lack of
a general methodology to develop prior distributions for discrete parameter spaces,
and presented four approaches which can be used to develop an objective prior for a
discrete parameter θ.
Approach 1: Treat the Discrete Parameter as Continuous
The most straightforward approach to the discrete parameter problem is to simply
treat θ as a continuous parameter and standard apply objective methods. Berger et al.
(2012) mentions that this approach, while convenient, sometimes yields a model with a
new normalizing constant as a function of θ, thus changing the underlying structure
of the problem from the discrete case. For this reason, this is not recommended
approach unless there is no change in the structure of the problem. In Chapter 5, we
will see that the Negative Binomial distribution has a natural representation where
the discrete parameter is treated as continuous.
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Approach 2: Introduce a Continuous Hyperparameter
The second approach outlined in Berger et al. (2012) is hierarchical in nature. The
idea is to embed the discrete problem into a continuous one. For example, Jeffreys
(1961) discussed that for a Hypergeometric(N,R, n) distribution, an unknown
number of “success” elements R arises as the binomial distribution B(R|N, p) with an
unknown p. The problem can therefore, according to Berger et al. (2012), be reduced
to finding an objective prior pi(p) and computing
pi∗(R) =
∫
B(R|N, p)pi(p)dp.
This procedure is appealing; however it is mentioned that it is both exceptionally
uncommon, and different hierarchical structures can be constructed, leading to
different priors for the parameter of interest. In the case of the Negative Binomial
distribution, it is unclear if an underlying structure for the number of failures k exists,
so this method will not be employed.
Approach 3: Use of a Consistent Estimator
This approach relies on the fact that the development of reference priors is based
on considering a sequence of k “imaginary” sets of replications of observations from
the data model as k →∞. Approach 3 analogously proceeds by choosing a consistent
estimator θˆk based on each imaginary random sample x
(k) = (x1,x2, . . . ,xk) which is
continuous as k → ∞. The asymptotic distribution of θˆk is found and the reference
prior is computed. The primary issue with this method, as discussed in Berger et al.
(2012), is that it requires the use of inefficient estimators because efficient estimators
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have no possible continuous embedding. Because the estimators used are inefficient
and also not unique, this method suffers from a philosophical perspective. Still, it is
recommended that it can be used to suggest an objective prior whose behavior under
simulation could be studied.
Approach 4: Using Parameter Based Asymptotics
This approach proceeds by first applying the limiting operation θ → ∞ to the
discrete parameter θ to obtain the limiting asymptotic distribution of the density
under consideration. Then consider θ as continuous and apply reference prior methods
to the asymptotic distribution. The main drawback of this approach is that it yields
a prior for large values of θ, and the performance of the prior for small values of θ
may not be satisfactory.
1.4.2 A Loss Based Approach
Villa and Walker (2014) proposed a novel approach for computing a prior function
pi(θ) based on the worth of each element θ in the discrete parameter space. This idea
assigns value to each element in the parameter space through the self-information
loss − log pi(θ) (Merhav and Feder, 1998) rather than through probability directly.
Essentially, they examined the loss in information if the true value θ0 is removed
from the parameter space.
The concept of self-information quantifies the relationship between uncertainty
and information for an event e as
I(e) = log
(
1
P (e)
)
= − logP (e).
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This means that the more likely an event, the less information it carries, should
it occur. This means that events with probability one contain no information and
that independent events have joint information equal to the sum of their individual
information values. Following Merhav and Feder (1998), loss is then assigned to each
element of the parameter space by
l(θ) = − log pi(θ)
for the prior pi = {pi(θ), θ ∈ Θ}. The loss l(θ) for each θ ∈ Θ is assigned by linking
this loss function to the “worth” of the elements. Note that according to (Berk 1966),
if the true value θ0 is removed from the parameter space, the posterior distribution
asymptotically accumulates to the value θ′ for which f(·|θ′) is closest to f(·|θ0) with
respect to Kullback-Leibler divergence. Because of this, the worth was defined as a
numerical measure of what is lost when removing a particular θ from Θ should it
be the true value; i.e. how “far away” would our best model be if that model were
misspecified? This means that the loss of each θ would be
l(θ) = −DKL(f(·|θ)||f(·|θ′)).
l(θ) is then linked to the self-information loss so that the prior mass for each θ is
an exercise in finding the θ′ such that the Kullback-Leibler divergence between the
model with θ to the model without θ is minimized. The Villa-Walker prior is given
by
pi(θ) ∝ exp
{
min
θ′ 6=θ∈Θ
DKL(f(·|θ)||f(·|θ′))
}
− 1.
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In this formulation, 1 is subtracted because it has the desirable property of assigning
null mass to elements with null worth. In summary, to obtain the Villa-Walker
prior, one must first find the θ′ that minimizes the aforementioned Kullback-Leibler
divergence and use the above formula to compute the objective prior.
1.5 Outline
In Chapter 2, we introduce the background of the 2× 2 contingency table, sampling
schemes, and a review of current techniques for conducting data analysis. In Chapter
3, we present a reference prior for the odds ratio of an unrestricted 2× 2 table along
with several constructed but interesting nuisance parameters. As we will see, the
derived reference priors have many useful, intuitive properties and many sub-steps
infused into the various proofs have a very elegant construction. In Chapter 4, we
present the posterior distributions and an efficient sampling algorithm. A robust
simulation study is also presented, the results of which indicate that the proposed
approach to this problem is far superior to the straightforward and widely used
Frequentist approaches that dominate this area, as well as other proposed Bayesian
approaches. Additionally, real data examples also typically yield much more sensible
results, especially for small sample sizes or for tables that contain zeros. The accessible
nature of the 2× 2 tables give us the ability to evaluate our methodology on a wide
variety of interesting datasets, such as the Fisher’s tea tasting example. What’s
more, the practical computation of the methodology in this chapter is implemented
in a robust software package which is free to download and use by anyone. The power
of using Graphics Processing Units(GPUs) towards solving statistical problems is also
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demonstrated, with this approach increasing the speed of computation by 200x when
compared to C and over 10,000x when compared to R.
In Chapter 5 we focus on two cases of the Negative Binomial distribution.
First, a parameterization useful for capturing overdispersion is considered. For this
model, because the Fisher information matrix is intractable to work with analytically,
an approximation to the reference prior is developed. This approximation yields
a functional form, which is then studied under simulation, yields much better
performance than the frequentist MLE in estimating the dispersion parameter,
and comparable performance estimating the mean parameter. Even though the
methodology developed here is an approximation to the reference prior, the properties
of this prior are good. This spurs a discussion about the merits of approximate
methods in practice and the potential for this approach to be used in the “black
box” of statistics. Next, we use the discrete approach for obtaining an objective
Bayesian prior outlined in 1.4.2 to develop a joint prior for the negative binomial
distribution using the standard discrete parameterization. Here, the prior and
posterior distribution are successfully obtained and studied. Specifically, they are
compared to the results of the MLE when applied to both real data as well as under
simulation.
Finally, in Chapter 6, we conclude with a discussion on the objective Bayesian
philosophy and its implications for the future of both practical and theoretical
statistics, as well as a discussion on the importance of computational efficiency for
the modern day statistician.
23
Chapter 2
Objective Bayesian Analysis of the
2x2 Contingency Table
2.1 Introduction
In clinical trials and other studies, it is common to evaluate whether a treatment
yields a positive response relative to a control. Each individual in the study will have
either a positive or negative response, and they can further be cross-classified into
their respective treatment group. This cross classified data can be arranged into a
2 × 2 contingency table of counts such as in Table 2.1. This table is a matrix that
Table 2.1: a 2× 2 table
Outcome
- +
Group
Control n1 n2 n1 + n2
Treatment n3 n4 n3 + n4
n1 + n3 n2 + n4 n
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essentially displays the frequency distribution of the variables, and is commonly used
when conducting surveys and clinical trials. In Table 2.1, ni represents the individual
cell counts, and n = n1 + n2 + n3 + n4 the overall total for the table. The sampling
structure present in the data collection process will determine the type of model used,
with different sampling decisions having profound implications for the resulting model
structure. There are four common ways of describing realizations of the cell counts
ni, each of them nested within the former by increasingly restrictive conditioning.
2.1.1 Sampling Schemes
The first type of sampling is called unrestricted sampling. The resulting model
structure for this design requires no conditioning on either the marginal totals or
overall table total. Because of this lack of conditioning, this is the most general
possible design for a 2× 2 table and therefore does not need the researcher to specify
sampling totals prior to the study. This is a liberating structure, as often times
researchers use methodologies developed for restricted sampling even if their sampling
was essentially conducted independent of this condition(Agresti, 2013).
Unrestricted Sampling
When we view the counts ni as independent variables, this is equivalent to sampling
randomly with no stopping criteria for the total n. In this case, each ni is modeled
according to a Poisson distribution with mean λi as
f(ni|λi) = e
−λiλnii
ni!
, (2.1)
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which leads to the joint distribution
`(n|λ) =
4∏
i=1
e−λiλnii
ni!
. (2.2)
To date, there do not seem to be any Bayesian treatments of this data structure, and
this will be the main focus of our work.
Fixed Sample Size n
Consider conditioning the previous structure on the total number of observations n
but allowing the marginal totals to remain random. This is equivalent to considering
each cell count as a Poisson random variable but conditioning on the total sample
size n, which is also a Poisson with mean λ = λ1 + λ2 + λ3 + λ4.
f(n1, n2, n3|n) = P (N1 = n1, N2 = n2, N3 = n3, N = n)
P (N = n)
=
P (N1 = n1, N2 = n2, N3 = n3, N4 = n4)
P (N = n)
=
e−λ1λn11
n1!
e−λ2λn22
n2!
e−λ3λn33
n3!
e−λ4λn44
n4!
e−λλn
n!
=
n!
n1!n2!n3!n4!
(
λ1
λ
)n1 (λ2
λ
)n2 (λ3
λ
)n3 (λ4
λ
)n4
. (2.3)
So that
N1, N2, N3, N4|N = n ∼Multinomial
(
n,
λ1
λ
,
λ2
λ
,
λ3
λ
,
λ4
λ
)
.
Because of this, data collection may be restricted to examine a predetermined
number of subjects due to budgetary considerations or researchers may take a random
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subsample of data. In this fixed total sample size setting, the multinomial distribution
is used. Conducting Bayesian analysis on functions of the parameters under the
multinomial model is also a topic that has not been explored in the literature, and
will be a topic of future work for us.
Fixed Marginal Totals
Another way of conditioning is to take the Poisson counts ni and condition on
knowing both totals of one margin. Each of the marginal totals n1 + n2 and n3 + n4
Are independently Poisson with means λ1 + λ2 and λ3 + λ4. This gives us
f(n2, n4|n1 + n2, n3 + n4) = P (N2 = n2, N4 = n4, N0. = n1 + n2, N1. = n3 + n4)
P (N0. = n1 + n2, N1. = n3 + n4)
=
P (N2 = n2, N4 = n4, N1 = n1, N3 = n3)
P (N0. = n1 + n2, N1. = n3 + n4)
=
e−λ2λn22
n2!
e−λ4λn44
n4!
e−λ1λn11
n1!
e−λ3λn33
n3!
e−λ1+λ2λ1+λ
n1+n2
2
n1+n2!
e−λ3+λ4λ3+λ
n3+n4
4
n3+n4!
=
n1 + n2!
n2!(n1 + n2 − n2)!
(
λ2
λ1 + λ2
)n2 (
1− λ2
λ1 + λ2
)n1+n2−n2
× n3 + n4!
n4!(n3 + n4 − n4)!
(
λ4
λ3 + λ4
)n4 (
1− λ4
λ3 + λ4
)n3+n4−n4
≡ Bin
(
n1 + n2,
λ2
λ1 + λ2
)
×Bin
(
n3 + n4,
λ4
λ3 + λ4
)
.
(2.4)
The practical implication of this method of conditioning is that data may be collected
on a predetermined number of individuals from each category of one of the variables
and classified them according to the other variable(stratified sampling). This is
extremely useful if one category is much more rare than the other and we would like
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to ensure that one category is equally represented. Under this structure, a reference
prior for the log odds ratio was obtained and studied by Sun and Berger (1998).
Both Marginal Totals are Fixed
The fourth rather uncommon sampling setup arises when the marginal totals of
both rows and columns are fixed. In a 2x2 contingency table, when both marginals are
fixed, knowing the value of one element of the table determines the values of all other
elements. Therefore, the distribution of any cell ni in the table can be expressed solely
in terms of any one element according to the hypergeometric distribution (Agresti,
2013). This sampling setup has been immortalized in R.A. Fisher’s “Lady Tasting
Tea” experiment (Fisher, 1971). The experiment provided a lady(Dr. Muriel Bristol)
with 8 randomly ordered cups of tea. 4 of the cups prepared by adding milk before
the tea and the other 4 were prepared by adding the tea before the milk. She was to
select the 4 cups prepared by one method. This offered her the advantage of judging
cups by comparison as she was informed of the setup of the experiment. Under the
independence assumption, we have
f(n1) = P (N1 = n1) =
(
n1+n2
n1
)(
n3+n4
n1+n3−n1
)(
n
n1+n3
) , (2.5)
where the support of n1 is n1 ∈ [max(0, n1 + n2 + n1 + n3 − n),min(n1 + n2, n1 +
n3)]. This formulation was then generalized to Fisher’s noncentral hypergeometric
distribution, which is expressed as
f(n4|ω) =
(
n3+n4
n4
)(
n2.
n2+n4−n4
)
ωx∑xmax
y=xmin
(
n3+n4
y
)(
n2.
n2+n4−y
)
ωy
. (2.6)
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Here, ω represents the noncentrality parameter as well as the odds ratio in the
contingency table. Furthermore, it is clear to see that if ω = 1, (2.6) reduces to
(2.5). The frequentist properties of this distribution were discussed extensively in
Kou and Ying (1996).
Once data are collected under one of these schemes, it is generally of interest to
conduct analysis on some measure of association between treatment and outcome such
as the increased risk, relative risk, or odds or log-odds ratio. The odds ratio is one
of the most common parameters used to assess the relationship in a 2x2 contingency
table, it quantifies how strongly the presence or absence of one property is associated
with the presence or absence of another property. In the unrestricted 2× 2 table, it
is represented by the cross product of the elements θ = λ1λ4
λ2λ3
. We note that without
loss of generality, if a methodology is available to estimate θ in the unrestricted case,
we can apply it to the other cases as well because those other sampling schemes are
special cases of unrestricted sampling.
Lindley (1964) provides a Bayesian framework for estimating the odds ratio and
log odds ratio with Beta and Dirichlet priors for both the Binomial and Multinomial
sampling schemes. Sun and Berger (1998) constructed a reference prior for the log-
odds ratio under binomial sampling assuming independence of this quantity and the
log odds of one group. Erdogan and Dickey (1974) presented a unified analysis to
obtain Bayes factors for association using all 4 models and applying a conjugate
structure. Agresti and Hitchcock (2005) provides an excellent overview of Bayesian
techniques for categorical data analysis. Bayesian approaches to contingency tables
generally take advantage of the mathematical convenience of a conjugate prior
A fundamental issue with the analysis of 2 × 2 data is the possibility of having
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very low or even 0 values for cell counts. As pointed out by Ware (1989), sometimes
cutting edge treatments for rare and serious diseases may offer profoundly positive
benefits to patients. In these cases, we may have a very small amount of data. In
particular, if a zero count for any cell value exists, the frequentist estimator of the
odds ratio, θˆ = n1n4
n2n3
, is either 0 or ∞. The earliest approaches to treating this issue
were treated in Haldane (1955) and Gart and Zweifel (1967), who suggested that in
the presence of a zero cell count, one may simply add a constant c to each cell. They
also demonstrated that c = 0.5 yielded the smallest first-order finite sample bias for
any constant c, achieving a bias of O(n−2) for large samples when estimating log θ.
This may be why this is a common and easily implemented “fix” one can use to solve
this problem. Agresti and Yang (1987) criticized this approach from a philosophical
standpoint, arguing that adding a constant was essentially adding “fake data” to the
table. However, Agresti (1999) showed through simulation that c = .5 yields coverage
close to nominal in small sample settings when the true odds ratio is less than 4. More
recently, Parzen et al. (2002) presented a nonparametric technique to obtain a median
unbiased estimate of θ under an independent binomial setup by fully enumerating
the entire bootstrap distribution of the marginal probability of success in the two
groups. Agresti and Hitchcock (2005) and references therein presented a summary of
many Bayesian techniques for this problem, and most of them consider a multinomial
or binomial sampling structure and use subjective beta priors on the proportion of
success in each group. Each of the discussed methods place some restrictions on the
table in the form of fixing the overall total or the totals of one margin.
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2.2 Objective Bayesian Analysis for Unrestricted
Poisson Sampling
In this work, we focus on deriving the reference prior for the odds ratio θ under the
unrestricted Poisson representation of the 2 × 2 table. When we view the counts ni
as independent variables, this is equivalent to sampling randomly with no stopping
criteria for the total n. In this case, the joint distribution for n = (n1, n2, n3, n4) is
`(n|λ) =
4∏
j=1
e−λjλnjj
nj!
, (2.7)
and the fisher information matrix is given by Iλ = diag(λ1, λ2, λ3, λ4).
The remainder of this chapter is organized as follows. In section 3.1, we present
the core of our work, including the reference prior, reference posterior, and sampling
strategies, including a description of the computational efficiency of the developed
estimation technology. Section 4.3 presents a robust simulation study comparing the
proposed reference structure to established frequentist approaches as well as other
Bayesian methods. Finally, section 4.3.2 applies the methodology to several datasets
and compares the results with frequentist and Bayesian procedures.
The Fisher information matrix of the joint Poisson distribution in (2.7) is
Iλ = diag
(
1
λ1
,
1
λ2
,
1
λ3
,
1
λ4
)
,
Assuming independence of λi, and by theorem 4 of Sun and Berger (1998) the
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independent reference prior, and also the Jeffreys rule prior is given by
pir(λ) ∝
∏
j
λ
−1/2
j , (2.8)
which leads to the joint posterior
pir(λ|n) ∝
∏
j
Gamma(nj + 1/2, 1). (2.9)
It is interesting to note that with λj|nj ∼ Gamma(nj + 1/2, 1), if n1 = n2 = n3 =
n4 = 0, each marginal posterior is proper. This means that we could apply Jeffreys
prior to obtain posterior for λj|nj, as well as any 1-to-1 function of the λj, even with
no data! This is unreasonable, and as we will see, the reference prior approach will
yield much more sensible conditions.
Recall that with the 2 × 2 table, we will typically desire to make inference on
functions of the parameters rather than the λj parameters themselves. As somewhat
of a toy example, the first quantity we will consider is the relative risk of the table.
2.2.1 Relative Risk
The relative risk (also called “risk ratio”) of a table is defined as the probability of
success in the treatment group divided by the probability of success in the control
group. This quantity gives us an idea about how the risks compare between the two
groups. Since we consider sampling as unrestricted, we can consider the proportions
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of ”success” in the row variables as
pj =
λj
λ1 + λ2 + λ3 + λ4
.
The relative risk is therefore defined as
ω =
p4
p2
=
λ4
λ2
.
Say we have θ = (ω, ψ) =
(
λ4
λ2
, λ4λ2
)
where ω is the relative risk and ψ is the nuisance
parameter. We proceed as with the example in 1.3.3 by first noting that the fisher
information of this parameterization is
Iθ =
1
4
 ψ1/2 ω+1ω5/2 ψ−1/2 ω−1ω3/2
ψ−1/2 ω−1
ω3/2
ψ−3/2 ω+1
ω1/2
 .
So pi(ψ|ω) ∝ ψ−3/4, ψ ∈ [ak, bk]. Then we note that
|Iθ|
Iθ[2,2]
=
ω−2ψ−1
ψ−3/2 ω+1
ω1/2
=
ψ1/2
ω3/2(1 + ω)
,
to obtain
pi(ω) ∝ exp
{
1
2
∫ bk
ak
log
[
ψ1/2
ω3/2(1 + ω)
]
pi(ψ|ω)dψ
}
= ω−3/4(1 + ω)−1/2.
which is a beta-prime distribution with α = β = 1
4
.
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Chapter 3
A Reference Prior for the Odds
Ratio of the 2x2 Contingency Table
3.1 Parameterization
The odds ratio is the most common parameter used to assess the relationship in a 2×2
contingency table, it quantifies how strongly the presence or absence of one property is
associated with the presence or absence of another property. In the unrestricted 2×2
table, it is represented by the cross product of the elements θ = λ1λ4
λ2λ3
. The procedure in
section 2.2.1 was rather straightforward because the relative risk is a function of only
two parameters, hence one nuisance parameter needed to be constructed. Because the
odds ratio uses all 4 λi, we must construct a set of 3 nuisance parameters to ensure
that we have a four dimensional 1-to-1 transformation which θ belongs to. Consider
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the joint transformation
θ =
λ1λ4
λ2λ3
, η1 =
λ1
λ1 + λ3
, η2 = λ1 + λ3, η3 =
λ2
λ1
, (3.1)
where η1 ∈ (0, 1), η2 > 0, and η3 > 0 are nuisance parameters. Note that (3.1) is
equivalent to
λ1 = η1η2, λ2 = η1η2η3, λ3 = η2(1− η1), λ4 = θη2η3(1− η1). (3.2)
Generally the choice of nuisance parameters in these problems is a key concern,
as the iterative nature of the integrations presented in (1.7) make the process
difficult in practice. The three ηi in (3.1) were initially chosen by trial and error,
and, using the computer algebra system MAPLE 2017, the Fisher matrix was
obtained in order to subjectively evaluate the mathematical feasibility of the inputted
parameterization. If a parameterization seemed tractable, considerable effort was
spent attempting to derive the reference prior. Much time was spent attempting
to find a parameterization that “worked” mathematically, and finally we obtained
one with remarkable interpretations and properties. We first note that despite
being “nuisance” parameters, the three ηi have highly informative interpretations.
η1 represents the proportion of negative/positive outcomes in the control/treatment
group. η2 represents the total average number of negative/positive outcomes. We
can further note from (3.2) that all four λi tend to grow with η2 when θ, η1, and
η3 remain fixed. Finally, η3 represents the relative risk of a positive outcome in the
control group. As the first step in obtaining the fisher information matrix for the
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parameterization in (3.1). The Jacobian of (3.1) is
J =

0 η2 η1 0
0 −η2 −η1 + 1 0
0 η3η2 η3η1 η1η2
−η3η1η2 + η3η2 −θ η2η3 −θ η1η3 + θ η3 −θ η1η2 + θ η2

. (3.3)
Using (2.7) leads to the transformed likelihood
f(n|θ, η1, η2, η3) =[η1η2]
n1 e−η1η2
n1!
[η1η2η3]
n2 e−η1η2η3
n2!
[η2(1− η1)]n3 e−η2(1−η1)
n3!
×
× [θη2η3(1− η1)]
n4 e−θη2η3(1−η1)
n4!
η1 (1− η1) η23η3
=
1
n1!n2!n3!n4!
ηn1+n21 (1− η1)n3+n4ηn1+n2+n3+n42 ηn2+n43 θn4×
× exp {−η2 [η1(1 + η3) + (1− η1)(1 + θη3)]} . (3.4)
To obtain the fisher information matrix of this model we note that
I(θ,η1,η2,η3) =J
′I(λ1,λ2,λ3λ4)J = J
′diag
(
1
η1η2
,
1
η2(1− η1) ,
1
η1η2η3
,
1
θη2η3(1− η1)
)
J
=

η3η2(1−η1)
θ
−η3η2 η3 (1− η1) η2 (1− η1)
−η3η2 η2(1+η3(1−η1)+θη1η3)η1(1−η1) (1− θ) η3 (1− θ) η2
η3 (1− η1) (1− θ) η3 1+η1η3+θη3(1−η1)η2 θ(1− η1) + η1
η2 (1− η1) (1− θ) η2 θ(1− η1) + η1 η2(θ(1−η1)+η1)η3

.
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Examining the determinants of the submatrices of I(θ,η1,η2,η3) we have
|I∗4 | = |I(θ,η1,η2,η3)| =
η2
2
θ
,
|I∗3 | = |I(η1,η2,η3)| =
η2 (θ η1 − θ η3 − θ − η1)
η1 (η1 − 1) η3 ,
|I∗2 | = |I(η2,η3)| =
θ(1− η1) + η1
η3
, and
|I∗1 | = |Iη3| =
(θ(1− η1) + η1) η2
η3
.
These quantities will be used to successively derive the conditional reference priors
for the nuisance parameters η3, η2, and η1 following the procedure in Datta and
Ghosh (1996). Now, we present the core of our work, the joint reference prior for the
parameterization in (3.1).
Theorem 3.1.1. Consider the functions
H(θ) =
∫ 1
0
ds√
s(1− s)(θ(1− s) + s) and G(θ) =
∫ 1
0
log
√
t(1− t)dt√
t(1− t)(θ(1− t) + t) .
(3.5)
The one at a time reference prior for {θ, η1, η2, η3} is
piR(θ, η1, η2, η3) ∝ piR(θ, η1)piR(η2)piR(η3), (3.6)
where
piR(θ, η1) ∝1
θ
exp
{
G(θ)
H(θ)
}
[H(θ)]−1√
η1(1− η1)
√
θ(1− η1) + η1
, θ > 0, η1 ∈ (0, 1), (3.7)
piR(η2) ∝ 1√
η2
, η2 > 0, (3.8)
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piR(η3) ∝ 1√
η3
, η3 > 0. (3.9)
3.2 Proof of Theorem 3.1.1
3.2.1 Derivation of pi3k(η3|η2, η1, θ) and pi2k(η2|η1, θ)
First, note that |I∗1 | = g(θ,η1,η3)η3 so that
pi(η3|η2, η1, θ) ∝
√
|I∗1 | ∝
1√
η3
.
With the compact support argument, the conditional prior density of η3 given
(θ, η1, η2) is
pi3k(η3|η2, η1, θ) = 1
2(
√
b3k −√a3k)
1√
η3
, η3 ∈ [a3k, b3k]. (3.10)
Next, note that
|I∗2 |
|I∗1 | =
1
η2
to obtain
pi2k(η2|η1, θ) ∝ exp
{
1
2
∫ b3k
a3k
log
[ |I∗2 |
|I∗1 |
]
pi3k(η3|η2, η1, θ)dη3
}
∝ exp
{
1
2
∫ b3k
a3k
log
[
1
η2
]
1
2(
√
b3k −√a3k)
1√
η3
dη3
}
∝ 1√
η2
.
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We similarly define η2 to be defined on its compact support [a2k, b2k] to obtain the
conditional prior density of η2 given (θ, η1) as
pi2k(η2|η1, θ) = 1
2(
√
b2k −√a2k)
1√
η2
, η2 ∈ [a2k, b2k]. (3.11)
3.2.2 Derivation of pi1(η1|θ)
Next, note that
|I∗3 |
|I∗2 |
=
η2 ([θ(1− η1) + η1] + θη3)
η1 (1− η1) (θ(1− η1) + η1)
to obtain
pi1(η1|θ) ∝ exp
{
1
2
∫ b2k
a2k
∫ b3k
a3k
log
( |I∗3 |
|I∗2 |
)
pi3k(η3|η2, η1, θ)pi2k(η2|η1, θ)dη3dη2
}
= exp
{
1
2
∫ b2k
a2k
∫ b3k
a3k
log
[
η2 {[θ(1− η1) + η1] + θη3}
η1 (1− η1) (θ(1− η1) + η1)
]
× 1
2(
√
b3k −√a3k)
1√
η3
1
2(
√
b2k −√a2k)
1√
η2
dη3dη2
}
∝ exp
{
1
2
∫ b3k
a3k
log
[
[θ(1− η1) + η1] + θη3
η1 (1− η1) (θ(1− η1) + η1)
]
1
2(
√
b3k −√a3k)
1√
η3
dη3
}
=
1√
η1(1− η1)
exp
{
1
4
1√
b3k −√a3k
∫ b3k
a3k
log
[
1 +
θ
θ(1− η1) + η1η3
]
1√
η3
}
.
(3.12)
If we let β = θ
θ(1−η1)+η1 , the integrand in (3.12) can be represented as
∫ b3k
a3k
log (1 + βη3)
1√
η3
dη3 = 2η
1
2
3 log (1 + βη3)
∣∣∣b3k
a3k
− 2β
∫ b3k
a3k
η
1
2
3
1 + βη3
dη3. (3.13)
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For the second term of (3.13), consider the substitution s =
√
βη3 to see
2β
∫ b3k
a3k
η
1
2
3
1 + βη3
dη3 =
4√
β
∫ b3k
a3k
s2
1 + s2
ds =
4√
β
[√
βη3 − arctan
(√
βη3
)]∣∣∣∣b3k
a3k
.
so that
pi1k(η1|θ) ∝ 1√
η1(1− η1)
exp
{
η
1
2
3 log
[
1 + βη3
]∣∣∣b3k
a3k
− 2
[√
η3 − arctan(
√
βη3)√
β
]∣∣∣b3k
a3k
2(
√
b3k −√a3k)
}
∝ 1√
η1(1− η1)
exp
{√
b3k log (1 + β · b3k)−√a3k log (1 + β · a3k)
2(
√
b3k −√a3k)
+
+
[
arctan
(√
β · b3k
)− arctan (√β · a3k)]√
β(
√
b3k −√a3k)
}
. (3.14)
Note that arctan(x) is bounded as x→ 0 and x→∞. So, the terms of (3.14) behave
the following way as a3k → 0 and b3k →∞:
√
b3k log (1 + β · b3k)
2(
√
b3k −√a3k)
≈1
2
log (β · b3k),
√
a3k log (1 + β · a3k)
2(
√
b3k −√a3k)
≈1
2
log (1) and
2
[
arctan
(√
β · b3k
)− arctan (√β · a3k)]√
β(
√
b3k −√a3k)
≈ c√
a
√
b3k
for some constant c > 0. Therefore the leading term inside the exponential of (3.14)
is 1
2
log [β · b3k], so we finally arrive at
pi1(η1|θ) = lim
k→∞
pi1k(η1|θ)
∝ 1√
η1(1− η1)
1√
θ(1− η1) + η1
.
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Now, in this case, we can define
H(θ) =
∫ 1
0
1√
η1(1− η1)
1√
θ(1− η1) + η1
dη1 <∞
so that
pi1(η1|θ) = 1
H(θ)
√
η1(1− η1)
1√
θ(1− η1) + η1
, η1 ∈ (0, 1) (3.15)
is a proper density.
3.2.3 Derivation of pi(θ)
To shift our attention back to the final parameter of interest θ and derive the prior
of interest pi(θ), we note
|I∗4 |
|I∗3 |
=
η1(1− η1)η2η3
θ(θ(1− η1) + η1 + θη3) ,
giving us
pi(θ) ∝ exp
{
1
2
∫ 1
0
∫ b2k
a2k
∫ b3k
a3k
log
[
η1(1− η1)η2η3
θ(θ(1− η1) + η1 + θη3)
]
× pi3k(η3|η2, η1, θ)pi2k(η2|η1, θ)pi1(η1|θ)dη3dη2dη1
}
∝ 1√
θ
exp
{
1
2
∫ 1
0
∫ b3k
a3k
log
[
η1(1− η1)
θ(1− η1) + η1 + θη3
]
pi3k(η3|η2, η1, θ)pi1k(η1|θ)dη3dη1
}
=
1√
θ
exp
{
1
2
∫ 1
0
∫ b3k
a3k
log
[
η1(1− η1)
θ(1− η1) + η1 + θη3
]
pi1k(η1|θ)dη3dη1
2
√
η3(
√
b3k −√a3k)
}
.
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Again letting β = θ
θ(1−η1)+η1 , note that
log
[
η1(1− η1)
θ(1− η1) + η1 + θη3
]
= log [η1(1− η1)]− log [θ(1− η1) + η1]− log [1 + βη3] ,
which yields
pik(θ) ∝ 1√
θ
exp
{
1
2
∫ 1
0
∫ b3k
a3k
[
log
{
η1(1− η1)
θ(1− η1) + η1
}
− log (1 + aη3)
]
× pi1(η1|θ)dη3dη1
2
√
η3(
√
b3k −√a3k)
}
.
Using 3.13, we have
pik(θ) ∝ 1√
θ
exp
{
1
2
∫ 1
0
log
[
η1(1− η1)
θ(1− η1) + η1
]
pi1(η1|θ)dη1
− 1
2
∫ 1
0
log
[
θ
θ(1− η1) + η1
]
pi1(η1|θ)dη1
}
=
1√
θ
exp
{
1
2
∫ 1
0
log
[
η1(1− η1)
θ
]
pi1(η1|θ)dη1
}
=
1
θ
exp
{
1
2
∫ 1
0
log [η1(1− η1)] pi1(η1|θ)dη1
}
=
1
θ
exp
 1H(θ)
∫ 1
0
log
[√
η1(1− η1)
]
√
η1(1− η1)(θ(1− η1) + η1)
dη1

=
1
θ
exp
{
G(θ)
H(θ)
}
. (3.16)
Here, G(θ) is an integration with the dummy variable t
G(θ) =
∫ 1
0
log
√
t(1− t)√
t(1− t)(θ(1− t) + t)dt.
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Note that a closed for is available for G(θ), though its functional form is not helpful
in this case as it depends on a more complex numerical integration. More work can
be done in the future to try to manipulate this into a more manageable form. Still,
the reader is referred to Appendix A.1 for a study of its derivation.
3.3 Behavior of the Normalizing Constant H(θ)
and G(θ)
The functions H(θ) and G(θ) have interesting behaviors that lead us to even more
interesting behavior about the marginal priors piR(θ) and piR(η1|θ). These results are
extremely useful in demonstrating various properties of the reference prior piR(θ) and
piR(η1|θ).
Lemma 3.3.1. The function H(θ) as defined in (3.5) satisfies the following properties
(a) H(1) = pi.
(b) H
(
1
θ
)
=
√
θH(θ), ∀θ > 0.
(c) H(θ) is a strictly monotone decreasing function in θ.
(d) H(θ) can be represented by the following equivalent expressions using the Gauss
Hypergeometric function 2F1(a, b; c; z):
H(θ) =
pi√
θ
2F1
(
1
2
,
1
2
; 1;
θ − 1
θ
)
= pi 2F1
(
1
2
,
1
2
; 1; 1− θ
)
.
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(e) We have the following limits for H(θ):
lim
θ→0
H(θ)
− log (θ) = 1, limθ→∞
H(θ)
log θ√
θ
= 1.
Proof. For (a), simply substitute θ = 1 and note that H(1) is the beta integral. For
(b), we have
H
(
1
θ
)
=
∫ 1
0
1√
s(1− s) [1
θ
(1− s) + s]ds
=
√
θ
∫ 1
0
1√
s(1− s) [(1− s) + θs]ds,
which is equal to
√
θH(θ) after the substitution t = 1− s.
For (c), simply note that for any 0 < θ1 < θ2 and s ∈ (0, 1),
1√
θ1(1− s) + s
>
1√
θ2(1− s) + s
.
For (d), we note that the Gauss hypergeometric function 2F1(a, b; c; z) is represented
by the series
2F1(a, b; c; z) =
∞∑
n=0
(a)n(b)n
(c)n
zn
n!
, (3.17)
where (a)n is called the rising Pochhammer symbol and when |z| < 1 and by
analytic continuation (Bateman, 1953) elsewhere. As presented in Bateman (1953),
Euler(1748) showed that
B(b, c− b) 2F1(a, b; c; z) =
∫ 1
0
xb−1(1− x)c−b−1(1− zx)−a dx, (3.18)
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provided that z ∈ IR < 1 and c > b. Noting that θ − 1 < θ ⇒ θ−1
θ
< 1 ∀ θ > 0, and
choosing a = 1
2
, b = 1
2
, and c = 1, this gives us
H(θ) =
∫ 1
0
1√
η1(1− η1)
1√
θ(1− η1) + η1
dη1
=
1√
θ
∫ 1
0
η
1
2
−1
1 (1− η1)1−
1
2
−1
[
1− θ − 1
θ
η1
]− 1
2
dη1
=
pi√
θ
2F1
(
1
2
,
1
2
; 1;
θ − 1
θ
)
. (3.19)
Furthermore, the Pfaff transformation for the hypergeometric function is defined by
2F1 (a, b; c; z) = (1− z)−a 2F1
(
a, c− b; c; z
z − 1
)
, (3.20)
which yields the alternative form
H(θ) = pi · 2F1
(
1
2
,
1
2
; 1; 1− θ
)
. (3.21)
Beyond aiding in finding the asymptotic behavior of H(θ), this alternative
parameterization is extremely useful for computation, as practical numerical
evaluation of 2F1(a, b; c; z) can be unstable for |z| > 1, even though mathematically
there is no problem analytically continuing the function into this region(Bateman,
1953). Now, to show (e), note that equation (15.4.21) in Olver et al. (2010) states
that, if c = a+ b,
lim
z→1−
2F1(a, b; a+ b; z)
− log(1− z) =
Γ(a+ b)
Γ(a)Γ(b)
. (3.22)
Applying this to (3.21) and noting that θ → 0+ is equivalent to z = (1 − θ) → 1−,
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we have
lim
(1−θ)→1−
2F1
(
1
2
, 1
2
; 1; 1− θ)
− log θ =
1
pi
⇐⇒ lim
θ→0
H(θ)
− log θ = 1, (3.23)
which is the first part of (e). Next, noting that (1 − 1
θ
) = θ−1
θ
→ 1− is the same as
θ →∞, we apply Lemma 3.3.1 to (3.23) and see that
lim
θ→∞
H(θ)
log θ√
θ
= 1, (3.24)
thus proving the second part of (e). Because of the strictly decreasing nature of H(θ)
as well as the stable and positive tail behavior, we can conclude that H(θ) is a positive
and strictly decreasing function of θ.
Now we look at G(θ), which also has some very interesting and helpful properties.
Lemma 3.3.2. The function G(θ) as defined in (3.5) satisfies the following properties
(a) G
(
1
θ
)
=
√
θG(θ), ∀θ > 0.
(b) G(θ)is a strictly monotone increasing function of θ.
(c) We have the following limits for G(θ):
lim
θ→0
G(θ)
− log2 θ = 1, limθ→∞
G(θ)
− log2 θ√
θ
= 1.
Proof. The proof of (a) is similar to lemma 3.3.1 part (a). The proof of (b) is similar
to lemma 3.3.1 part (b) after noting that for t ∈ (0, 1), log [t(1− t)] < 0. Recall that
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if z = θ−1
θ
G(θ) =
∫ 1
0
log
[√
t(1− t)
]
√
t(1− t)(θ(1− t) + t)dt
=
1√
θ
∫ 1
0
log
[√
t(1− t)
]
√
t(1− t)(1− zt)dt
=
1
2
√
θ
(∫ 1
0
log t√
t(1− t)(1− zt)dt+
∫ 1
0
log (1− t)√
t(1− t)(1− zt)dt
)
Now, θ →∞ ≡ z → 1. From an application of equation 4.254(6) in Gradshteyn and
Ryzhik (2007) with q = 1/2, we can see that as θ →∞, we have
∫ 1
0
log t√
t(1− t)(1− zt)dt→
∫ 1
0
log t√
t(1− t)dt = −
pi2
2
,
and therefore,
G(θ) ≈ 1
2
√
θ
(∫ 1
0
log (1− t)√
t(1− t)(1− zt)dt−
pi2
2
)
. (3.25)
Using (3.18), we can choose a = 1
2
, b = 1
2
, and c = T + 1, we have
B
(
1
2
, T +
1
2
)
2F1
(
1
2
,
1
2
;T + 1; z
)
=
∫ 1
0
(1− η1)T√
η1(1− η1)(1− zη1)
dη1. (3.26)
If we differentiate the RHS of (A.5) with respect to T then set T = 0 we see that
d
dT
∫ 1
0
(1− η1)T√
η1(1− η1)(1− zη1)
dη1 =
∫ 1
0
(1− η1)T log(1− η1)√
η1(1− η1)(1− zη1)
dη1
∣∣∣∣∣
T=0
=
∫ 1
0
log(1− η1)√
η1(1− η1)(1− zη1)
dη1. (3.27)
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Using differentiation rules for the Gamma function, we have
d
dT
[
B
(
1
2
, T +
1
2
)
2F1
(
1
2
,
1
2
;T + 1; z
)]∣∣∣∣
T=0
=
2F1
(
1
2
,
1
2
; 1; z
){
B
(
1
2
,
1
2
)[
ψ
(
1
2
)
− ψ(1)
]}
+B
(
1
2
,
1
2
)
d
dT
2F1
(
1
2
,
1
2
;T + 1; z
)∣∣∣∣
T=0
.
Using the definition of the hypergeometric series in (3.17), we have
d
dT
2F1
(
1
2
,
1
2
;T + 1; z
)
=
d
dT
∞∑
n=0
(
1
2
)
n
(
1
2
)
n
(T + 1)n
zn
n!
=
∞∑
n=0
Γ2
(
n+ 12
)
Γ2
(
1
2
) zn
n!
d
dT
[
Γ (T + 1)
Γ (T + n+ 1)
]∣∣∣∣
T=0
=
∞∑
n=0
Γ2
(
n+ 12
)
Γ2
(
1
2
) zn
n!
ψ (1)− ψ (n+ 1)
Γ (n+ 1)
.
Then,
∫ 1
0
log(1− η1)√
η1(1− η1)(1− zη1)
dη1 =
− 2pi log 2 · 2F1
(
1
2
,
1
2
; 1; z
)
+
∞∑
n=0
Γ2
(
n+ 12
)
Γ (n+ 1)
zn
n!
(ψ (1)− ψ (n+ 1)) . (3.28)
To deal with the second term, note that
ψ(1)− ψ(n+ 1) = −Hn ≈ − [γ + log(n)] ,
where Hn =
∑n
k=1
1
k is the n
th Harmonic Number and γ = −ψ(1) is the Euler-Mascheroni
constant. This tells us that (A.7) is
∫ 1
0
log(1− η1)√
η1(1− η1)(1− zη1)
dη1 ≈ −(2pi log 2 + γ) 2F1
(
1
2
,
1
2
; 1; z
)
−
∞∑
n=1
Γ2
(
n+ 12
) · log n
Γ2 (n+ 1)
zn
(3.29)
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From here, we can apply Stirling’s formula to the second term of (3.29) and reduce to see
that
∞∑
n=1
Γ2
(
n+ 12
) · log n
Γ2 (n+ 1)
zn ≈
∞∑
n=1
log n
n
zn (3.30)
To evaluate the sum on the RHS of (3.30), we apply lemma 3 of Vargas (2014), which states
that for a given function ψ : [N,∞) → R+ suppose that the map t 7→ ψ(t)xt is unimodal
with maximum at t = tx ≥ N , 0 < x < 1. Then
∑
n≥N
ψ(n)xn =
∫ ∞
N
ψ(t)xt dt+O
(
ψ(tx)x
tx
)
+O(1)
as x→ 1−. Now, the map t 7→ log tt zt is indeed unimodal, and log tt zt ≤ 1/e for all 0 ≤ z ≤ 1.
Thus
∞∑
n=1
log n
n
zn =
∫ ∞
1
log t
t
zt dt+O(1).
as z → 1−. If we set λ = −1/ log z (so that λ→∞ as z → 1−) and make the substitution
s = t/λ, the integral becomes
∫ ∞
1
log t
t
zt dt =
∫ ∞
1
log t
t
e−t/λ dt = log λ
∫ ∞
1/λ
e−s
s
ds+
∫ ∞
1/λ
e−s log s
s
ds. (3.31)
Evaluating the terms individually, we have,
∫ ∞
1/λ
e−s
s
ds ∼
∫ 1
1/λ
e−s
s
ds ∼
∫ 1
1/λ
1
s
ds = log λ
and
∫ ∞
1/λ
e−s log s
s
ds ∼
∫ 1
1/λ
e−s log s
s
ds ∼
∫ 1
1/λ
log s
s
ds = −(log λ)
2
2
, as λ→∞.
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By substituting these into (3.31) we get
∫ ∞
1
log t
t
zt dt ∼ (log λ)
2
2
=
[− log(− log z)]2
2
∼ [log(1− z)]
2
2
,
and hence by (3.31) we have
∞∑
n=1
log n
n
zn ∼ [log(1− z)]
2
2
, as z → 1−.
Recalling the limiting behavior of 2F1(.) in (3.22), we now have that
∫ 1
0
log(1− η1)√
η1(1− η1)(1− zη1)
dη1 ≈ (2pi log 2 + γ) log(1− z)− [log(1− z)]
2
2
. (3.32)
Noting the leading term of [log(1−z)]
2
2 , substituting z =
θ−1
θ back into into (3.32) and
substituting this into (3.25), gives the result
lim
θ→∞
G(θ)
− log2 θ√
θ
= 1.
Further, as a result of the symmetry of G(θ), we also have that
lim
θ→0
G(θ)
log2 θ
= 1. (3.33)
Both H and G are non-autonomous Schro¨der functional equations, monotonic,
and behave as relatively simple functions near 0 and ∞. We further note that the
properties in lemma 3.3.1(b) and 3.3.2(a) should hold for any function of t(t− 1) in
the numerator of H(θ).
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3.4 Behavior of the Marginal Reference Prior piR(θ)
Now we will study some properties of piR(θ) and piR(η1|θ). These properties are
remarkable.
Theorem 3.4.1. The marginal reference prior piR(θ) in (3.7) for the odds ratio θ is
piR(θ) =
c
θ
exp
{
G(θ)
H(θ)
}
,
1
c
=
∫ ∞
0
1
θ
exp
{
G(θ)
H(θ)
}
dθ, (3.34)
and has the following properties:
(a) The following limits hold for piR(θ)
lim
θ→0
piR(θ)
θ−3/4
= 1, lim
θ→∞
piR(θ)
θ−5/4
= 1.
(b) It is a proper distribution with normalizing constant c ≈ 3.585
(c) piR
(
1
θ
)
= θ2piR(θ), θ > 0.
(d) The prior density of 1
θ
and θ are identical.
(e)
∫ 1
0
piR(θ)dθ = 0.5. That is, the median of piR(θ) is 1.
(f)
∫∞
0
θpiR(θ)dθ =∞. That is, the mean of piR(θ) does not exist.
Proof. For (a), we first note that as a result of part lemma 3.3.1 (e) and 3.3.2 (c), we
can see
lim
θ→0
G(θ)
H(θ)
1
4
log θ
= 1 and lim
θ→∞
G(θ)
H(θ)
−1
4
log θ
= 1. (3.35)
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Combining this with 1
θ
completes the proof. (b) is a direct result of (a) demonstrating
integrability of pi(θ) at 0 and∞, with the approximation of the normalizing constant
being given by numerical integration. (c) can be shown in the same way as in the
proof of lemma 3.3.1, without the substitution.
To show (e), Consider the integration
∫ 1
0
1
θ
exp
{
G(θ)
H(θ)
}
dθ,
and perform the substitution γ = 1
θ
⇒ θ = 1
γ
⇒ dθ
dγ
= − 1
γ2
, so that
∫ 1
0
1
θ
exp
{
G(θ)
H(θ)
}
dθ =
∫ 1
∞
γ exp
{
G(1/γ)
H(1/γ)
}(
− 1
γ2
)
dγ =
∫ ∞
1
1
γ
exp
{
G(γ)
H(γ)
}
dγ.
This gives us
∫ 1
0
pi(θ)dθ =
∫∞
1
pi(θ)dθ, proving the result.
For (d), we apply property (c) of this Theorem as well as the corresponding Jacobian
ω = 1
θ
⇒ dθ
dω
= ω−2 to see
pi∗(ω) = pi
(
1
ω
)
ω−2 = ω2pi (ω)ω−2 = pi(ω).
For (f), we apply (3.36) and note that
lim
θ→0
θpi(θ)
θ1/4
= 1 and lim
θ→∞
θpi(θ)
θ−1/4
= 1. (3.36)
Thus,
∫ ∞
0
θpi(θ)dθ >
∫ ∞
1
θpi(θ)dθ =∞.
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Wee note that piR(θ) ≈ θ−3/4 and piR(θ) ≈ θ−5/4 for small and large θ,
respectively. Since
∫ ε
0
θ−3/4dθ <∞ and ∫∞
M
θ−5/4dθ <∞ for large M , this shows that∫∞
0
piR(θ)dθ <∞. It is curious to note that an initial approach to find piR(θ) was to
apply the numerical reference prior algorithm in Berger et al. (2009). The result of the
algorithm suggested that pi(θ) ∝ 1
θ
, which is improper. Indeed, the analytical solution
is very close to 1
θ
, however it is remarkable that the factor exp
{
G(θ)
H(θ)
}
pushes this
density below 1
θ
at both boundaries of the parameter space thus making it a proper
density. This is illustrated in Figure 3.1 where we can see a plot of the reference
prior for θ piR(θ) and overlaid on pi∗(θ) ∝ 1/θ over the range θ ∈ [0.1, 4] in the left
panel. They are almost indistinguishable, but in the right side of Figure 3.1 we can
see that piR(θ)/pi∗(θ) > 1 in a neighborhood around θ = 1 and less than one at the tails.
Also from (a) we note that this prior is exceptionally heavy tailed. As θ → ∞, it’s
behavior of θ−5/4 is much heavier than even a Cauchy prior for a location parameter,
which behaves as θ−2 for large θ. Noting that 1
θ
= λ2λ3
λ1λ4
, property (d) tells us that
piR(θ) is invariant to what we consider “positive” and “negative” outcomes. Finally,
(e) and (f) demonstrate that the median of this prior density corresponds to θ = 1,
which is the quantity of θ which indicates no relationship between the row and column
variables, and despire having this reasonable value for the median, the mean still does
not exist.
3.4.1 Reference Prior for the Log odds Ratio
Often it is of interest to study the log odds ratio of a 2 × 2 table. Because we have
the marginal reference prior for the odds ratio, we can apply a simple transformation
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obtain the reference prior for the log odds ratio as well. As we will now see, this prior
has remarkable properties, as well.
Theorem 3.4.2. The marginal reference prior piRξ (ξ) for the log odds ratio ξ = log(θ)
can be obtained from the reference prior for the odds ratio piR(θ) in (3.34) as
piRξ (ξ) = pi
R(eξ) · eξ, (3.37)
and has the following properties:
(a) For any ξ ∈ R, piRξ (ξ) = piRξ (−ξ), that is, the prior is symmetric.
(b) The following limits hold for piRξ (ξ)
lim
ξ→−∞
piRξ (ξ)
e−ξ/4
= 1, lim
ξ→∞
piRξ (ξ)
eξ/4
= 1.
Proof. For (a), we have piRξ (−ξ) = piR(e−ξ)e−ξ, but piR(e−ξ) = e2ξpiR(eξ) by Theorem
3.4.1(c). Therefore piRξ (−ξ) = e2ξpiR(eξ)e−ξ = piR(eξ) · eξ = piRξ (ξ). To show (b),
note the limiting behavior of pi(θ) in Theorem 3.4.1(a) and apply the transformation
ξ = log θ as in (3.37).
Theorem 3.4.2(a) is a desirable property, giving equal probability for the log odds
to be above or below 0. This symmetry of the prior for the log odds ratio was also
observed in Sun and Berger (1998), where they derived the reference prior for the log
odds ratio under joint binomial(fixed marginal) sampling. Combining this with (b)
shows that the unbalanced tail behavior of the prior for the odds ratio pi(θ) becomes
balanced on log scale. Further, we can see from (b) that the tail behavior of the
reference prior on log scale is exactly the same as a Laplace(0,4) distribution. Figure
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3.2 shows the priors on the odds ratio scale as well as on the log odds scale. On
log scale, the Laplace prior has much more weight at 0 than the reference prior, and
pi∗(θ) ∝ 1/θ is not shown on log scale because it is constant. The behavior of the
Laplace prior on ξ = log θ is apparent after transformation to θ = eξ space as well.
The Laplace prior puts more prior mass on θ = 1, which indicates no relationship.
This behavior is often used in problems where we would like to induce sparsity into
the solutions of high dimensional problems like the “large p” regression setup.
3.5 Behavior of the Conditional Reference Prior
piR(η1|θ)
Theorem 3.5.1. The conditional reference prior piR(η1|θ) for the proportion of
successes in the treatment group η1 takes its form from (3.7) as
piR(η1|θ) = [H(θ)]
−1√
η1(1− η1)
√
θ(1− η1) + η1
, (3.38)
and has the following properties:
(a) For any θ > 0, it is a proper distribution.
(b) piR(1− η1|θ) = piR
(
η1|1θ
)
and piR(1− η1|1θ ) = piR (η1|θ), ∀ η1 ∈ (0, 1) and θ > 0.
(c) piR(η1|θ = 1) is the Beta(1/2, 1/2) distribution.
Proof. (a) is shown in the proof for Theorem 3.1.1. (b) can be shown in the same
way as in the proof of lemma 3.3.1, without the substitution. (c) is trivially obtained
by substituting θ = 1 into (3.38).
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Points 2 and 3 illustrate that piR(η1|θ) is a weighted beta distribution, of sorts.
As θ increases, the diagonal elements λ1 and λ4 tend to grow. With η1 =
λ1
λ1+λ3
,
this pushes the mass of piR(η1|θ) towards 1, this is illustrated in Figure 3.3. Finally,
when this conditional prior is combined with the marginal prior for the parameter of
interest, we have one more interesting prior property.
Lemma 3.5.2. The joint prior piR(θ, η1) in (3.7) has the property
piR
(
1
θ
, 1− η1
)
= θpiR (θ, η1) . (3.39)
Proof. This immediately follows as a result of Theorem 3.4.1 (b) and Theorem 3.5.1
(b).
As a result of this, when we examine a plot of (3.7), we can see that in a sense,
the relationship in Lemma 3.5.1(b) reverses (see Figure 3.4). When we factor in the
parameter of interest θ, we can see that for θ > 1, there is slightly more mass on
η1 < .5, which is not what we would “expect” as large values of θ would tend to
increase the values of λ1 and λ4. Further, note that the in the middle region for η1,
the marginal prior for θ approaches 0 considerably slower. Recalling that η1 =
λ1
λ1+λ3
,
this may tell us that when λ1 and λ3 are well balanced, we are more unsure of θ, but
when either λ1 or λ3 is much bigger than the other(i.e. η1 is close to 0 or 1), the
prior for θ is strong. Furthermore, note that for values of θ less than 1, this joint
prior places more mass on values of η1 greater than 0.5, and vice versa for values of
θ > 1. This is curious, because since θ = λ1λ4
λ3λ2
, large values of θ would mean that
η1 =
λ1
λ1+λ3
would tend to be closer to 1 because λ1 would tend to be greater than
λ3. Of course this is not true in general, however the fact that this joint prior is
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reflecting the opposite of this indicates that in some sense, it is a prior which is “least
favorable” to the data.
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3.6 Figures and Tables
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Figure 3.1: Plot of piR(θ) compared to pi∗(θ) ∝ 1/θ.
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Chapter 4
Reference Posterior Analysis and
Computation for the Odds Ratio of
the 2x2 Contingency Table
Let (ni1, ni2, ni3, ni4), i = 1, . . . N be a random sample of tables each having the joint
Poisson model given by (2.7). Since nij ∼ Poisson(λj),
∑N
i=1 nij ∼ Poisson(Nλj) is
a sufficient statistic for the means of each of the j = 1, . . . , 4 cells of the sum of the N
tables. Using the same joint transformation in (3.1) on the means of the parameters
of this summary table yields
θ′ =
N2λ1λ4
N2λ2λ3
= θ, η′1 =
Nλ1
Nλ1 +Nλ3
= η1, η
′
2 = N(λ1 + λ3), η
′
3 =
Nλ2
Nλ1
= η3.
(4.1)
This means that with respect to θ, η1, and η3, one table is sufficiently able to represent
the information in these parameters. On the other hand, η2 is related to N , so
it, in a sense, is a scale parameter for this model and can be used as a proxy for
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studying “sample size” in the simulation study later. Note that, despite all three
nuisance parameters having informative interpretations, it likely is the case that only
η1, the proportion of negatives in the control group, would be of interest. It is indeed
convenient that the joint posterior piR(θ, η1, η2, η3|n) which arises when combining
the results of theorem 3.1.1 with the transformed likelihood can be marginalized
marginalized η2 and η3 in the following result.
4.1 Posterior Distributions
Theorem 4.1.1. Consider the likelihood in (3.4) under the reference prior (3.6).
(a) Recalling that n = n1 + n2 + n3 + n4,
piR(η2|θ, η1, η3; n) ∼ Gamma
(
n+
1
2
, η1(1 + η3) + (1− η1)(1 + θη3)
)
. (4.2)
(b) If n1 + n3 ≥ 1,
piR(η3|θ, η1;n) d= 1
η1 + θ(1− η1)
γ
1− γ , γ ∼ Beta (n2 + n4 +
1/2, n1 + n3) . (4.3)
(c) If n1 + n3 ≥ 1, the marginal likelihood for (θ, η1) is
L1(θ, η1) =
∫ ∞
0
∫ ∞
0
L(θ, η1, η2, η3)pi
R(η2, η3) dη2dη3 (4.4)
=
Γ(n2 + n4 + 1/2)Γ(n1 + n3)
n1!n2!n3!n4!
θn4ηn1+n21 (1− η1)n3+n4
(η1 + θ(1− η1))n2+n4+1/2 . (4.5)
(d) If n1 ≥ 1, L1(θ, η1) is bounded by Γ(n2+n4+1/2)Γ(n1+n3)n1!n2!n3!n4! so that the joint posterior
piR(θ, η1, η2, η2|n) is proper.
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(e) If n1 ≥ 1, we have
piR(θ, η1|n) ∝θ
n4−1
H(θ)
exp
{
G(θ)
H(θ)
}
η
n1+n2−1/2
1 (1− η1)n3+n4−1/2
(η1 + θ(1− η1))n2+n4+1 . (4.6)
(f) As a result of (e), if n1 ≥ 1, we have
piR(η1|θ; n) ∝η
n1+n2−1/2
1 (1− η1)n3+n4−1/2
(η1 + θ(1− η1))n2+n4+1 . (4.7)
(g) If n1 ≥ 1,
piR(θ|n) ∝
2F1
(
n2 + n4 + 1, n1 + n2 +
1
2
;
∑4
j=1 nj + 1;
θ−1
θ
)
θn2+2H(θ)
exp
{
G(θ)
H(θ)
}
.
(4.8)
(h) If n2 and n3 are both at least m ≥ 1, the mth moment of θ exists, i.e.,
E (θm|n) =
∫ ∞
0
θm piR(θ|n)dθ <∞, (4.9)
Proof. From the likelihood (3.4) and results of Theorem 3.1.1, we can immediately
conclude
pi(η2|θ, η1, η3, n) ∼Gamma
(
n1 + n2 + n3 + n4 +
1
2
, η1(1 + η3) + (1− η1)(1 + θη3)
)
First, note that the joint conditional prior for (η2, η3|θ, η1) is
pi(η2, η3|θ, η1) ∝ 1√
η2η3
. (4.10)
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Next, combining (3.4) with (4.10) and integrating η3 and η2, we have
L(θ, η1) =
ηn1+n21 (1− η1)n3+n4θn4
n1!n2!n3!n4!
∫ ∞
0
η
n2+n4−1/2
3
∫ ∞
0
η
n1+n2+n3+n4−1/2
2 ×
× exp {−η2 [η1(1 + η3) + (1− η1)(1 + θη3)]} dη2dη3. (4.11)
Using the properties of the Gamma density, we can rewrite the inner integral to get,
∫ ∞
0
η
n1+n2+n3+n4−1/2
2 exp {−η2 [η1(1 + η3) + (1− η1)(1 + θη3)]} dη2 =
=
Γ(n1 + n2 + n3 + n4 + 1/2)
[η1(1 + η3) + (1− η1)(1 + θη3)]n1+n2+n3+n4+1/2
.
This gives us
L(θ, η1) =
Γ(h2)
n1!n2!n3!n4!
θn4ηn1+n21 (1− η1)n3+n4
∫ ∞
0
ηh1−13 (1 + η3ξ)
−h2dη3, (4.12)
where h1 = n2 + n4 + 1/2, h2 = n1 +n2 +n3 +n4 +1/2, and ξ = η1 +θ(1−η1). Then,
consider the change of variables t = ξη3
1+ξη3
∈ (0, 1), we therefore have η3 = tξ(1−t) and
dη3 =
1
ξ(1−t)2 , which gives
∫ ∞
0
ηh1−13 (1 + η3ξ)
−h2dη3 =
1
ξh1
∫ 1
0
(
t
1− t
)h1−1(
1 +
t
1− t
)−h2 1
(1− t)2dt
=
1
ξh1
∫ 1
0
th1−1(1− t)h2−h1−1dt. (4.13)
In (4.13) note that h1 > 0, so if h2 − h1 = n1 + n3 ≥ 1 the integrand in (4.12) finally
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becomes
∫ ∞
0
ηh1−13 (1 + η3ξ)
−h2dη3 =
1
(η1 + θ(1− η1))n2+n4+1/2
Γ(n2 + n4 + 1/2)Γ(n1 + n3)
Γ(n1 + n2 + n3 + n4 + 1/2)
.
(4.14)
Also, note that as a result of (4.13), we can say define t = ξη3
1+ξη3
so that
t ∼Beta (n2 + n4 + 1/2, n1 + n3) .
Therefore, we can show (c) by noting η3 =
t
ξ(1−t) ∼ pi(η3|θ, η1, n). Continuing from
(4.14), we have
L(θ, η1) =
Γ(n2 + n4 + 1/2)Γ(n1 + n3)
n1!n2!n3!n4!
ηn1+n21 (1− η1)n3+n4θn4
(η1 + θ(1− η1))n2+n4+1/2 if n1 + n3 ≥ 1,
which completes the proof for part (a). Now, note that
ηn1+n21 (1− η1)n3+n4θn4
(η1 + θ(1− η1))n2+n4+1/2 =
ηn11 (1− η1)n3√
η1 + θ(1− η1)
(
η1
η1 + θ(1− η1)
)n2 ( θ(1− η1)
η1 + θ(1− η1)
)n4
.
(4.15)
The second two factors are clearly less than or equal to 1. for the first factor, we have
ηn11 (1− η1)n3√
η1 + θ(1− η1)
≤ ηn1−
1
2
1 (1− η1)n3 ≤ 1 if n1 ≥ 1,
which proves part (b). Recalling (3.7), the posterior pi(θ, η1|n) is therefore
pi(θ, η1|n) ∝m(n|θ, η1)pi(θ, η1) (4.16)
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∝η
n1+n2−1/2
1 (1− η1)n3+n4−1/2θn4−1
(η1 + θ(1− η1))n2+n4+1
1
H(θ)
exp
{
G(θ)
H(θ)
}
Finally, we integrate η1 from (4.16) to obtain pi(θ|n)
pi(θ|n) ∝θ
n4−1
H(θ)
exp
{
G(θ)
H(θ)
}∫ 1
0
η
n1+n2−1/2
1 (1− η1)n3+n4−1/2
(η1 + θ(1− η1))n2+n4+1 dη1
∝θ
−n2−2
H(θ)
exp
{
G(θ)
H(θ)
}
×
∫ 1
0
η
n1+n2−1/2
1 (1− η1)n3+n4−1/2
(
1− θ − 1
θ
η1
)−(n2+n4+1)
dη1
Choosing a = n2 + n4 + 1, b = n1 + n2 +
1
2
, and c = n1 + n2 + n3 + n4 + 1, applying
(3.18) yields the result. To prove (h), we can demonstrate that (4.8) is integrable at
0 and ∞, this is sufficient to show that ∫∞
0
θpi(θ|n)dθ <∞.
As θ → 0, recall that H(θ) ≈ − log(θ). We can again use the Pfaff transformation in
(3.20) to rewrite the marginal posterior (4.8) in the form
pi(θ|n) ∝
θn4−1 2F1
(
n2 + n4 + 1, n3 + n4 +
1
2
;
∑4
j=1 nj + 1; 1− θ
)
H(θ)
exp
{
G(θ)
H(θ)
}
(4.17)
Next, Note that equations 15.4.20 and 15.4.23 in Olver et al. (2010) tell us
lim
z→1− 2
F1 (a, b; c; z) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) if c− a− b > 0 and (4.18)
lim
z→1−
2F1 (a, b; c; z)
(1− z)c−a−b =
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
if c− a− b < 0. (4.19)
Considering the numerator of (4.17), c− a− b = n1−n4− 12 , and this quantity being
greater or less than 0 is equivalent to considering n1 > n4 and n1 ≤ n4, respectively.
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Recalling that z = θ−1
θ
and that z → 1− ≡ θ → ∞, we can see that as θ → ∞ we
have
2F1
(
n2 + n4 + 1, n3 + n4 +
1
2
;n1 + n2 + n3 + n4 + 1; 1− θ
)
→ C if n1 > n4
and
2F1
(
n2 + n4 + 1, n3 + n4 +
1
2
;n1 + n2 + n3 + n4 + 1; 1− θ
)
≈ θn1−n4− 12 if n1 ≤ n4.
Recalling the behavior of G(θ)
H(θ)
noted in (3.36). This tells us that for n1 > n4, we have
lim
θ→0
θm pi(θ|n)
− θn4−
3
4+m
log θ
= 1
and when n1 ≤ n4
lim
θ→0
θm pi(θ|n)
− θn1−
5
4+m
log θ
= 1.
Since
∫ ε
0
− θn4−
3
4+m
log θ
dθ < ∞ for any n4 ≥ 0, m ≥ 1 and
∫ ε
0
− θn1−
5
4+m
log θ
dθ < ∞ for any
n1 ≥ 0, m ≥ 1, we conclude that
∫ ε
0
θmpi(θ|n)dθ < ∞ with no restrictions on the
data.
As θ → ∞, recall that H(θ) ≈ log θ√
θ
. Further we also know the behavior of G(θ)
H(θ)
from (3.36). We can now proceed similarly to the case when θ → 0 by considering
the numerator of (4.8) directly and apply equations (4.18) and (4.19). In this case,
c − a − b = n3 − n2 − 12 , and this quantity being greater or less than 0 is equivalent
to considering n3 > n2 and n3 ≤ n2, respectively. Recalling that z = θ−1θ and that
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z → 1− ≡ θ →∞, we can see that as θ →∞ we have
2F1
(
n2 + n4 + 1, n1 + n2 +
1
2
;n1 + n2 + n3 + n4 + 1;
θ − 1
θ
)
→ C if n3 > n2
and
2F1
(
n2 + n4 + 1, n1 + n2 +
1
2
;n1 + n2 + n3 + n4 + 1;
θ − 1
θ
)
≈ θn2−n3+ 12 if n3 ≤ n2
So noting the behavior of the other factors in (4.8), for n3 > n2,
lim
θ→0
θm pi(θ|n)
1
θn2+
7
4−m log(θ)
= 1
Similarly, for n3 ≤ n2, we have
lim
θ→0
θm pi(θ|n)
1
θn3+
5
4−m log(θ)
= 1.
Now,
∫∞
M
1
θa log(θ)
dθ < ∞ if a > 1, this means that ∫∞
M
1
θn2+
7
4−m log(θ)
dθ < ∞ for any
n2 ≥ m and
∫∞
M
1
θn3+
5
4−m log(θ)
dθ <∞ for any n3 ≥ m. So, n2 must be at least m when
it is less than n3, and n3 must be at least m when it is less than or equal to n2, so
we can equivalently conclude that
∫∞
M
θmpi(θ|n)dθ < ∞ when both n2 and n3 are at
least m.
It is important to note that the posteriors in Theorem 4.1.1 are expressed in a
hierarchical manner. That is, we know the posterior of θ conditioned on only the
data in the table, we know η1 conditioned on only θ and the data, and so on. This
rare structure allows us to study the posterior of θ using the data and none of the
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nuisance parameters and will be exploited when posterior sampling is conducted. It
is remarkable that even with the four parameter problem here, the only condition for
all the posteriors in Theorem 4.1.1 to exist and be proper is that n1 ≥ 1. Generally
speaking, when a statistical problem has p parameters, we need at least p observations
to estimate those parameters, but in this problem we only need one value in the table!
This is especially interesting when we consider that the priors for both η3 and η2 are
improper.
4.2 Posterior Sampling and Computation
Because of the hierarchical structure of the posteriors presented in Theorem 4.1.1 (a),
(b), (f), and (g), we do not need to conduct Markov Chain Monte Carlo(MCMC)
to sample from the parameters. Instead, we provide an efficient Monte Carlo(MC)
algorithm for obtaining posterior samples from the parameters (θ, η1, η2, η3) in (3.1).
We can conduct Monte Carlo sampling by iterating through the following steps.
1. Sample θ∗ ∼ piR(θ|n);
2. Sample η∗1|θ∗; n ∼ piR(η1|θ∗; n);
3. Sample η∗3|θ∗, η∗1; n ∼ piR(η3|θ∗, η∗1; n) by first generating a value γ∗ from the
distribution γ∗ ∼ Beta (n2 + n4 + 1/2, n1 + n3) and then compute
η∗3 =
1
η∗1 + θ∗(1− η∗1)
· γ
∗
(1− γ∗) ; (4.20)
69
4. Sample
η∗2|θ∗, η∗1, η∗3;n ∼ Gamma
(
n1 + n2 + n3 + n4 +
1
2
, η∗1(1 + η
∗
3) + (1− η∗1)(1 + θ∗η∗3)
)
.
For each sample, θ∗ was sampled with the ratio of uniforms method (Kinderman
and Monahan, 1977). Functional evaluations of the hypergeometric function were
conducted by numerically evaluating the integral representation of 2F1 (a, b; c; z)
(Bateman, 1953). A sample from piR(η∗1|θ∗, n) can then be obtained by using the
simulated value from θ∗ from Step 1 and conducting ratio of uniforms again to sample
from (4.7). η∗3 can then be sampled using θ
∗ and η∗1, and finally η
∗
2 can easily be
sampled by using θ∗, η∗1, and η
∗
2. This procedure can be conducted at whatever depth
a practitioner desires. Of course, if one only desires samples from piR(θ|n)(usually
this would be the case), no other steps need to be conducted. If one desires samples
of θ and η1, they may stop at Step 2, etc, stopping whenever they have obtained
the desired number of samples. Because we are able to sample in this way, we can
avoid the often computationally inefficient MCMC algorithm, which must sample
sequentially from the full conditional posteriors, and must converge before analysis
can be done.
4.3 Numerical Examples
4.3.1 Simulation Study
The values of the parameters in (3.1) were fixed to be θ∗ = (.5, 1, 2), η∗1 = (.25, .5, .75),
η∗2 = (5, 10, 20, 50), and η
∗
3 = (1/2, 1, 2/1). For all 108 combinations of parameter values,
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1000 random 2 × 2 tables were generated by sampling ni ∼ Poi(λi) for i = 1, 2, 3, 4
where the λi were fixed by solving (3.1) for each λi. Quantiles of the posterior under
the reference prior can easily be found using numerical integration. For comparison,
these results are compared to those found using the Jeffreys prior, The results under
the Laplace prior transformed to θ scale, as well as Fisher’s exact test. The details
for posterior analysis using Jeffreys prior is presented in Appendix A.2. Quantiles
from the transformed Laplace Prior were found using numerical integration. For
Fisher’s exact test, the R function fisher.test() was used for the generated table. The
posterior median for θ∗|n under the Reference prior was compared to that of the
transformed Laplace prior, Jeffreys Prior, as well as the odds ratio as computed by
Fisher’s exact test by evaluating the mean absolute deviation(MAD) of the estimate
compared to the true value for the various combinations of parameter values. 95%
one sided frequentist coverage was also evaluated by computing
P (θ∗ ≤ θ.95(n)|θ∗, η∗1, η2, η∗3) .
Aggregate results across all nuisance parameters are shown in Tables 4.9 and 4.10.
Deviation and coverage results aggregated across η3 are shown in tables 4.11 - Table
4.18. These tables are interesting after recalling that from 3.2, we can see that as η2
grows, all of the λj parameters tend to grow together. So we can study the effect of
“sample size” on the analysis of θ. Finally, fully expanded deviation and coverage
results are shown in Tables, 4.19 and 4.20, respectively.
With respect to the deviation from θ, the reference prior is clearly superior to all
other candidates. Coverage is slightly below nominal in some cases, which is likely
due to the posterior under the reference prior yielding medians that are smaller than
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all the others, however we note that it is much closer to nominal most of the time.
4.3.2 Data Analysis
Fisher’s Tea Tasting
A classic problem in the study of experimental design is the “lady tasting tea”
experiment presented in Fisher (1937). As the story goes, psychologist Muriel Bristol
claimed to have the ability to tell whether tea or milk was added to a cup first. Fisher
gave her eight cups, four of each variety, in random order. Additionally, she was made
aware of the design, so this is an example of both margins of the 2 × 2 table being
fixed. In other words, this table, shown in Table 4.1 essentially has one degree of
freedom, in that if we know one value(say n1) we know the rest of the table. This
Table 4.1: Fisher’s Tea Tasting Experiment
Guess
Milk Tea
Poured First
Milk n1 4− n1 4
Tea 4− n1 n1 4
4 4 8
was the keynote example for Fisher’s exact test, and to attempt to verify her ability,
we would conduct the one sided hypothesis test on the odds ratio θ as Ha : θ > 1. To
compare this to our proposed Reference Prior, we could compute the Bayes Factor
BF using the entire table as
BF =
P (θ > 1|n)
P (θ < 1|n)
P (θ > 1)
P (θ < 1)
=
P (θ > 1|n)
P (θ < 1|n) , (4.21)
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because
∫ 1
0
pi(θ)dθ = 0.5. Now, noting that n1 can take values of 0, 1, 2, 3, 4,
we have the results in Table 4.2. We can see that Fisher’s Exact Test is overly
Table 4.2: Comparison to Fisher’s Exact Test
n1 0 1 2 3 4
p-value for testing Ha : θ > 1 1 .986 .757 .243 .014
Bayes Factor for θ > 1 .0005 .031 .555 6.523 364.978
conservative here, with the only way to demonstrate her ability being to obtain a
perfect result(which would still not be significant with α = .01). On the other hand,
using the Reference prior, a perfect result provides decisive evidence for her ability,
and correctly identifying 6 out of 8(n1 = 3) still allows us to say that she is 6 and a
half times as likely to have the ability than to not. Perhaps acknowledging the overly
conservative nature of the p-value, Fisher followed up with a discussion on the virtues
of repeated trials in experiments.
A Clinical Trial
Parzen et al. (2002) considered data from a randomized phase II clinical trial
evaluating whether two new chemotherapy treatments differed with respect to patient
responses,
Response
Normal Life-Threatening
Treatment 1 10 1
Treatment 2 12 2
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We compare the modified median unbiased estimator(MMUE) of Parzen et al.
(2002), the odds ratio as according to Fishers exact test, as well as the posterior for
θ under both Jeffreys prior and the Reference prior.
Estimate 2.5% Quantile 97.5% Quantile
MMUE 1.53 0.1042 12.4456
Fisher’s Exact Test 1.63 0.0745 107.9371
pi(θ|n) under piJ(θ) 1.54 0.1528 23.2051
pi(θ|n) under piR(θ) 1.06 0.1043 12.9026
We can see that the MMUE and posterior under the proposed reference prior have
the tightest and similar credible intervals.
ECMO
Over the last 20 years, Extra Corporeal Membrane Oxygenation (ECMO) therapy
has become an incredibly successful treatment for individuals experiencing significant
cardiac and/or pulmonary dysfunction (Makdisi and Wang, 2015). As pointed out
by Ware (1989), because of the clear and significant practical benefit of ECMO
therapy, ethical concerns were raised over the implementation of a clinical trial where
infants would receive a clearly less effective control therapy. Because of this, even
though the practice was around since 1977, Ware (1989) provided the first clinical
trial to demonstrate its effectiveness. In their study, 10 patients received a control
therapy, with 6 surviving, and 9 received ECMO therapy, with all surviving. Kass
and Greenhouse (1989), later provided a Bayesian analysis of this problem using
84 different proper priors, some informative and some “diffuse.” Under a Binomial
sampling scheme, they examined the probability that the log odds ratio δ was positive,
74
indicating that the ECMO therapy was an effective treatment. Ultimately, they
provided justification for an informative prior which resulted in P (δ|data > 0) = 0.95.
In this case, their examining of the probability that δ is greater than 0 is equivalent
to examining the probability that the odds ratio θ is greater than 1. Using the
techniques outlined in section 4.2, we can quickly arrive at the conclusion that
P (pi(θ|n) > 1) = 0.972. It is remarkable to note that, using the posterior obtained
from the reference prior, this result can be obtained without conditioning on the
marginal totals as is required by the binomial sampling scheme. Additionally, based
on 10, 000 posterior samples for pi(η1|θ), we find that the posterior median is 0.8674
and the credible interval formed the 2.5% and 97.5% quantiles is (0.5611, .9923).
Because in this case η1 represents the proportion of survivals which are in the ECMO
group, by borrowing strength from the odds ratio θ, we have further evidence that
ECMO treatment improves survival.
Tables with 0 counts
As a final example, in a junior level statistics class, data were collected on the type
of phone students use (Iphone or Android) as well as the operating system (Mac or
Windows) of their primary computing device. The data were cross classified into the
table below:
Table 4.3: Data on Cell phone Computer types
Windows Mac
Android 5 0
Iphone 8 15
First, note that there were no subjects who use an android phone and a mac
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computer, so the frequentist odds ratio
θˆ =
n1n4
n2n3
,
is undefined. Using the fisher.test() function in R gives a 95% CI for θ as (1.29,∞).
1,000,000 samples from pi(θ, η1|n) were obtained using the procedure outlined in
section 4.2. Despite the 0 count for n2, the marginal posterior for θ|n under the
reference prior is still able to be sampled from, and yields a reasonable median of
16.97, indicating that if someone owns an Iphone, the odds of owning a Mac are
about 17 times larger than if they own an Android phone. The 95% credible interval
for this quantity is (1.59, 928.39), which is obviously much more precise than the
Fisher’s Exact Test. We can also easily compute the Bayes factor for testing θ > 1 via
numerical integration of the posterior, yielding 120.2424, which is very strong evidence
in favor of a relationship between phone type and computer type. It is also interesting
to note the very large posterior mean for θ of 248.62, this is due to the condition
for a finite first moment in Theorem 4.1.1 part (h) not being satisfied(n2 = 0). If
n2 is artificially adjusted to be 1 in this problem, the posterior mean immediately
stabilizes to a much more reasonable value of 12.53(median 5.77). Furthermore, the
posterior distributions for η1, η2, and η3 are shown in Figure 4.2. Based on Table
4.3, the reported estimates in Figure 4.2 for η1 and η2 seem reasonable. From the
posterior of η3 we can see that, even though we did not observe any Android users
with a Mac computer, we can infer that they are 11% as likely to own one. It is
also interesting to note that a histogram of log transformed posterior samples of θ is
remarkably symmetric (Figure 4.3). This will most likely be an area of future study.
Finally, the CUDA C implementation of the posterior sampling for this dataset yielded
76
phenomenal speedups. Computation time in R was 40644.67 seconds(over 11 hours!),
a C program completed in 481.68 seconds, and the CUDA implementation finished
in .0901 seconds. This is a concrete example of a statistical application showing the
tremendous potential that GPU computing could have on the field of Statistics.
4.4 A Note on the Requirement n1 ≥ 1
Recall from the properties of Theorem 4.1.1 that the only condition needed to
guarantee the existence and propriety of all posteriors is that n1 ≥ 1. This result is
especially interesting because the conditional priors for η3 and η2 are both improper,
but we only need to observe one count to have a proper posterior. Table 4.7 is an
example of a table where n1 = 1 and all other table entries n2 = n3 = n4 = 0.
We note that the results for the reference prior in Table 4.5 are very reasonable.
Table 4.4: A “Table” with one value
1 0
0 0
Because this table has virtually no information, the posterior median of the odds
ratio θ is very close to 1, but slightly greater than 1 due to the entry being on the
diagonal. We similarly examine adding 0.1 to all cells as well. Furthermore, the
95% credible interval is very wide, which reinforces the fact that we have almost no
information. On the other hand, the “standard” of adding 0.5 to all cells yields a
very unreasonable result, with .5 introducing far too much information and artificially
pushing the confidence interval towards 1. When we add 0.1 to all cells instead, the
estimate becomes even more unreasonable and the upper bound of the confidence
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Table 4.5: Comparison of Techniques
Estimate 95% CI
Fishers Exact Test ∞ (0,∞)
Add 0.5 to all cells 3 (0.019, 473.058)
Add 0.1 to all cells 11 (0.0002, 593, 920.3)
Reference Bayesian Analysis 1.064 (0.000105, 151, 297)
interval is much larger. For ease of interpretation, Table 4.6 shows the results of Table
Table 4.6: Comparison of Techniques on log-scale
Estimate 95% CI
Fishers Exact Test ∞ (−∞,∞)
Add 0.5 to all cells 1.099 (−3.962, 6.159)
Add 0.1 to all cells 2.398 (−8.499, 13.295)
Reference Bayesian Analysis .062 (−9.161, 11.927)
4.5 on a log scale. This reinforces the reasonable values obtained by the Reference
Prior, as the posterior credible interval is roughly symmetric but shifted slightly to
the right of 0, again because the only non-zero entry is on the diagonal. The condition
n1 > 1 is in fact the minimal possible restriction on the dataset. However, if n1 = 0
but some other nj ≥ 0, j 6= 1, we can simply permute the table and adjust θ as
needed. These simple permutations show that the methodology can be applied to
any table with at least one count.
• Case 1: n4 = 1, θ = λ1λ4λ2λ3 = λ4λ1λ3λ2 is the same.
0 0
0 1
⇒ 1 0
0 0
• Case 2: n3 = 1, ξ = 1θ = λ2λ3λ1λ4 .
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0 0
1 0
⇒ 1 0
0 0
For this case, we can compute the posterior of ξ as
piR(ξ|n) ∝
2F1
(
n2 + n4 + 1, n3 + n4 +
1
2
;
∑4
j=1 nj + 1;
ξ−1
ξ
)
ξn4+1H(ξ)
exp
{
G(ξ)
H(ξ)
}
.
• Case 3: n2 = 1, conduct the permutations for case 1 and 2.
0 1
0 0
⇒ 0 0
0 1
⇒ 1 0
0 0
Of course, when an open source software package implementing this structure is
developed, this procedure can be conducted automatically.
4.4.1 One large value in only one cell
In a conversation with Scott Holan, a faculty member of the MU stat department,
it was discussed that a table with only n1 = 1 contains basically no information,
and that the results shown in Table 4.6 may be the result of the posterior “falling
back” on the prior. To study this, consider Table 4.7, which an example of a table
where n1 = n and all other table entries n2 = n3 = n4 = 0. The results, shown in
Table 4.7: A “Table” with one value
n 0
0 0
Table 4.8, show a very curious pattern indeed. First, note that the width of a 95%
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confidence interval on the prior piR(θ) is around 22.6 on log scale. When we increase
n to 1, as was the case in Table 4.6, we can see the width of the posterior confidence
interval is 21.089 on log scale. So, observing only n1 = 1 makes our knowledge about
θ to be e22.602−21.089 ≈ 4.5 times more precise. However, note that as c is increased,
the width of the credible intervals stay relatively similar on log scale! The intuition
behind this curious result presents itself if we recall the elementary interpretation of
an odds ratio in a 2× 2 table. The odds ratio θ allows us to quantify the relationship
between the row and column variables of this table. If we have only observed counts
for one combination of table variables, conceptually it doesn’t matter how many we
have observed, because we have no information across any of the other categories to
assess this potential relationship. Plots of these posteriors are shown in Figure 4.4
The following theorem provides a general result as the n in Table 4.7.
Table 4.8: Log-scale Posterior results for θ for piR(θ) as well as piR(θ|n) for various n
Median 95% CI Width
piR(θ) 0 (−11.301, 11.301) 22.602
n = 1 .062 (−9.161, 11.927) 21.089
n = 10 2.711 (−8.119, 13.338) 21.456
n = 100 4.809 (−6.247, 15.682) 21.928
n = 1000 6.945 (−4.564, 17.964) 22.527
n = 10000 8.857 (−3.113, 19.277) 22.389
n→∞ 9.287 (−1.912, 20.686) 22.597
Theorem 4.4.1. Consider Table 4.7. We have the following asymptotic behavior for
the marginal posterior pi(θ|n) in (4.8).
(a)
lim
n→∞
piR(θ|n) = 1
0.284
piR(θ)
H(θ)
, θ ∈ (0, 1) (4.22)
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(b)
lim
n→∞
piR(θ|n) = 1
0.284
piR(θ)√
θH(θ)
, θ ∈ [1,∞) (4.23)
Proof. For (a), substitution of n1 = n and n2 = n3 = n4 = 0 into (4.8) gives
piR(θ|n) ∝ 2F1
(
1, n+ 1
2
;n+ 1; θ−1
θ
)
θ2H(θ)
exp
{
G(θ)
H(θ)
}
.
Now, the behavior of the hypergeometric function 2F1 (a, b; c; z) for large parameters b
and c has been studied at length in the mathematical literature since Watson (1918)
first explored them 100 years ago. The most complete and approachable modern
explanation appears in Temme (2003), who demonstrates that
2F1 (a, b+ n; c+ n; z) = (1− z)−a
[
1 +
a(c− b)
c+ n
ζ +O (n−2)] ,
as λ → ∞ with ζ = z
z−1 fixed and |ζ| < 1 being required for series convergence.
Noting a = 1, b = 1/2, c = 1, 1− z = 1/θ, and ζ = 1− θ, we have
2F1
(
1, n+
1
2
;n+ 1;
θ − 1
θ
)
= θ
[
1 +
1− θ
2(1 + n)
+O (n−2)] . (4.24)
Now, since |1− θ| < 1, the leading term of (4.24) is simply θ, so we therefore have
piR(θ|n) ∝ 2F1
(
1, n+ 1
2
;n+ 1; θ−1
θ
)
θ2H(θ)
exp
{
G(θ)
H(θ)
}
≈ θ
θ2H(θ)
exp
{
G(θ)
H(θ)
}
=
1
θH(θ)
exp
{
G(θ)
H(θ)
}
=
piR(θ)
H(θ)
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For (b), we can conduct the transformation ξ = 1
θ
with Jacobian J = ξ−2 to see
piR(ξ|n) ∝ 2F1
(
1, n+ 1
2
;n+ 1; 1− ξ)
H(ξ)
exp
{
G(ξ)
H(ξ)
}
. (4.25)
From the definition of the hypergeometric function in (3.17), we have
2F1
(
1, n+
1
2
;n+ 1; 1− ξ
)
=
∞∑
s=0
(1)s(n+ 1/2)s
(n+ 1)ss!
(1− ξ)s =
∞∑
s=0
(n+ 1/2)s
(n+ 1)s
(1− ξ)s.
Expanding this sum, we can see
∞∑
s=0
(n+ 1/2)s
(n+ 1)s
(1− ξ)s = 1 + n+
1
2
n+ 1
(1− ξ) + (n+
1
2
)(n+ 3
2
)
(n+ 1)(n+ 2)
(1− ξ)2 + · · · .
Therefore, as n→∞, by the Dominated Convergence Theorem, we can see that
2F1
(
1, n+
1
2
;n+ 1; 1− ξ
)
=1 + (1− ξ) + (1− ξ)2 + · · ·
=
1
1− (1− ξ) =
1
ξ
Substituting this into (4.25) we finally get
piR(ξ|n) ∝ 1
ξH(ξ)
exp
{
G(ξ)
H(ξ)
}
=
piR(ξ)
H(ξ)
. (4.26)
which is the same as (4.23) after transforming back to θ space.
A particularly interesting interpretation about this result is that (4.22) and (4.26)
together indicate that the posterior densities of θ|n and 1
θ
|n are the identical if we
have only observed one very large value in the table.
82
4.5 Software Implementations
As discussed in section 1.5, it is the author’s firm belief that robust and efficient
software should be developed and provided with any developed objective Bayesian
methodology. This is in line with the “default” nature of this approach to statistics
and allows applied researchers to easily use the results of research that take, in many
cases, years to develop. Here, we present the two key developments with respect
to the software implementations of the work in this chapter, an easy to use software
package downloadable from within R using the “devtools” package as well as a cutting
edge approach to posterior sampling using a Graphics Processing Unit(GPU).
4.5.1 R Package: OBayes2by2Table
The program “R” (https://www.r-project.org/) is a programming language used
for data based computing which is widely used by statisticians, data scientists and
applied researchers from many disciplines. Its high and growing popularity likely
depends on its ease of use, high level of community support, and ability produce
publication-quality graphics. Furthermore, a large quantity of downloadable libraries
are available to extend its functionality in a seemly unlimited number of ways. R
is freely available under the GNU General Public License, and easily installable
software is provided for most operating systems. At its core, R is a command line
interface, however several graphical user interfaces are available. The most popular
of them being “RStudio”(https://www.rstudio.com/), which adds, among many
other things, syntax highlighting and other “quality of life” upgrades to help make
coding much easier. Here, we detail the install process of the developed R package for
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the methodology of this chapter, and walk through several examples on usage. Code
will be provided here.
Package Installation and Use
The initial release of this software is on “GitHub,” which is a hosting service for
computer code that uses the protocol “git” for version control. Installing the software
can be accomplished easily using the R package “devtools.”
> in s ta l l . packages ( ” dev too l s ” )
Once the devtools library finishes installing, we can load it and connect to the author’s
github repository to download and install the package.
> l ibrary ( dev too l s )
> devtoo l s : : in s ta l l github ( ”John−Snyder/OBayes2by2Table” )
This will install the package and all its dependencies. Now, say we would like to
conduct analysis on the data in Table 4.3. We can load the software, load the data
into R, and use the “OR Ref” function to conduct analysis.
> l ibrary ( OBayes2by2Table )
> MyTable <− rbind ( c ( 5 , 0 ) ,
c ( 8 , 1 5 ) )
> dimnames(MyTable ) <− l i s t ( Phone = c ( ”Android” , ” Iphone ” ) ,
Computer = c ( ”Windows” , ”Mac” ) )
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> MyTable
Computer
Phone Windows Mac
Android 5 0
Iphone 8 15
> Ref Resu l t s <− OR Ref (MyTable , conf . i n t = TRUE,
post . sample = FALSE)
Computing CI v ia numerica l i n t e g r a t i o n . . .
2.5% quantile f i n i s h e d
97.5% quantile f i n i s h e d
>
> Ref Resu l t s$CI
[ 1 ] 1 .590054 1049.888803
Several options are currently available, with more on the horizon. In the preceding
example, we can see that an exact equal tailed 100(1− α)% credible interval can be
obtained via numerical integration. If the “post.sample” argument is set to TRUE,
we can also conduct posterior sampling. Because of the hierarchical nature of the
sampling setup of this problem, we can control the depth of the sampling. This
depth is adjusted by the user via the “sampling.depth” argument. This argument
controls the sampling in a way that is identical to the 4 step process outlined in
section 4.2. It we set this argument to 1, we will only sample θ, if we set it to 2,
we will sample θ and η1, etc. When posterior sampling is conducted, messages and a
progress bar informs us on the status of the Monte Carlo samplers. For example:
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> Ref Resu l t s <− OR Ref (MyTable , conf . i n t = FALSE,
post . sample = TRUE,
num. samples = 1000 ,
sampling . depth = 4)
Generat ing 1000 p o s t e r i o r samples from theta | data
|======================================================| 100%
Generating 1000 p o s t e r i o r samples from eta1 | theta , data
|======================================================| 100%
Generating 1000 p o s t e r i o r samples from eta3 | theta , eta1 , data
Generating 1000 p o s t e r i o r samples from eta2 | .
> quantile ( Ref Resu l t s$Theta . Samples , c ( . 0 2 5 , . 5 , . 9 7 5 ) )
2.5% 50% 97.5%
1.776729 15.968372 808.415745
> quantile ( Ref Resu l t s$Eta1 . Samples , c ( . 0 2 5 , . 5 , . 9 7 5 ) )
2.5% 50% 97.5%
0.1439363 0.3607117 0.6394058
> quantile ( Ref Resu l t s$Eta2 . Samples , c ( . 0 2 5 , . 5 , . 9 7 5 ) )
2.5% 50% 97.5%
6.871325 12.665737 20.440763
> quantile ( Ref Resu l t s$Eta3 . Samples , c ( . 0 2 5 , . 5 , . 9 7 5 ) )
2.5% 50% 97.5%
0.002471525 0.117761900 0.934028943
The posterior samples in the “Ref Results$Theta.Samples” object can be used in
many ways. We could compute quantiles as in the code example, posterior odds of
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θ > 1, make plots, etc.
Currently, this software implementation is usable by researchers, but many
significant improvements are planned. Options will be enhanced, with the user being
able to specify arbitrary posterior quantiles, conduct Bayesian model comparison with
Bayes factors, and automatically display plots of the posterior. Performance will be
improved as well. Currently, the source of the package is coded completely in R. C
modules for core functions have been developed, and, in the very near future will be
integrated into the production version of the software. This will take computation
time from a minute or so to becoming nearly instant. Finally, accessibility will improve
as well. After the integration of the C modules, the package will be obtainable without
the devtools package but rather from R’s CRAN repository. When this happens, a
user could simply type the following into the R console.
in s ta l l . packages ( ”OBayes2by2Table” )
For the current list of options available, interested parties may install the package
the examine the help menu by typing ?OR Ref into the R console window. The
current version of this software is released freely under the GNU General Public
License(https://www.gnu.org/licenses/gpl.html), making the source and all
potential derivatives of it available to the public.
4.5.2 GPU Computation
Since many θ∗ can be sampled independently, this structure presented the potential
to be computed in a parallelized way. The posterior sampling algorithm was
implemented in CUDA, a set of extensions for C used for programming directly on
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Nvidia GPUs. The structure of the program breaks the problem into a number of
parallel “blocks,” and within each block, we can run a loop to generate a small number
of θs, and if we desire, use this value to progress through the other parameters as
shown above. This structure took posterior computation time for a test dataset from
around 5 minutes in R to under 0.1 seconds on the GPU.
Computation on the GPU Device
Driven by the tremendous demand for high-definition 3D graphics by the video game
industry, the Graphics Processing Unit(GPU) has become a highly parallel processor
with many computing units that has a mind-boggling amount of computational power.
While a standard computer CPU may have 2, 4, or even 8 cores, modern GPUs
often have several thousand cores capable of computing many simple mathematical
computations in parallel.
CUDA is a set of extensions for the C language which allows programmers to
use General-Purpose computing on Graphics Processing Units(GPGPU) to conduct
scientific computation on Nvidia graphics cards. To program in CUDA, we write
kernals which execute on the GPU. When a CUDA program calls a kernel, a collection
of “blocks” each of which has a programmer specified number of threads is launched.
The kernal is then launched on these blocks in parallel and loop through the threads
however the programmer specifies. For our problem, each of the parallel blocks is
built to sample up to the four parameters in sequence, depending on the sampling
depth the user would like.
Figure 4.1 illustrates the structure of the parallel blocks. The number of blocks
that can run at once is hardware dependent, and there is significant room for
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Use the data to generate samples of θ in parallel
If desired, use the data and θ to generate samples of η1 in parallel
If desired, use the data, θ, and η1 to generate samples of η3 in parallel
If desired, use the data, θ, η1 and η3 to generate samples of η2 in parallel
Figure 4.1: Illustration of a CUDA Block
optimization.
Structure of the CUDA program GPUs provide programmers a mind
boggling amount of computational power. But what we gain in power, we lose in
flexibility due to the architecture of the GPU being completely different than CPUs.
Because of this, the many years of libraries available for C are unavailable for GPU
computing. This became an issue when we desired to evaluate the marginal posterior
in (4.8) as well as H(θ) and G(θ). For evaluations of the Gauss hypergeometric
function in H(θ) and (4.8), the source code for the function “gsl sf hyperg 2F1”
from the GNU scientific library(https://www.gnu.org/software/gsl/) was ported
to CUDA. Computation of G(θ) was less straightforward, as porting a numerical
integration routine to handle the singularities in the integrand was not feasible.
Fortunately, as shown in Appendix A.3, the functional form of the integrand in G(θ)
can be approximated very well for t ≈ 0 and t ≈ 1. After the development of the
CUDA program, R’s .Call() function is evoked to call the external function which is
compiled as a shared-object(*.so). This structure is similar to how most functions in
base R are developed. Generally, the R user will have access a high level function
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which takes in data, performs various checks and processing steps, and finally submits
it to an external precompiled function using .Call(). In the future, this software will
be integrated into the “OBayes2by2Table” R package via a GPU option if needed.
4.6 Discussion and Future Work
In this work, we provided an Objective Bayesian structure to conduct analysis on the
odds ratio of a 2× 2 table using reference priors. The priors have a large number of
very intuitive and elegant properties, lending credibility to this methodology being a
reasonable answer to the 2×2 contingency table problem. We also demonstrated that
under a robust simulation, its performance exceeded those of Frequentist methods as
well as the Jeffreys prior and Laplace prior. Furthermore, the provided real data
examples demonstrate that the results of this structure provide reasonable and more
precise answers to the proposed questions. What’s more, all of the real data examples
were traditionally analyzed using methodologies which assumed some conditioning on
the 2×2 table, so we have demonstrated that we can use the reference prior to obtain
more precise analysis even when we do not take advantage of our knowledge of the
totals. This has profound implications for sampling, where in the real world often
times issues arise that suggest we can never truly know the totals. An easy R-package
was also provided and will be updated continuously and supported long term.
In the future, using the main results of Datta and Ghosh (1996), this work can
be extended to consider transformations of the joint reference prior. Because the
odds ratio θ is the first (most interesting) parameter in our ordering, the reference
prior for any 1 to 1 function g(θ) can be trivially obtained. We also feel that it may
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be interesting to try to transform to some other parameterizations of the nuisance
parameters. For example, we may consider transforming η1 as
η∗1 = g2(θ, η1) = θ
1− η1
η1
=
λ4
λ2
, or g2(θ, η1) = 1− η1 = λ3
λ1 + λ3
.
η3 could also be transformed to have the space (0, 1) by
η∗3 = g4(θ, η1, η2, η3) =
1
1 + η3
=
1
1 + λ2
λ1
=
λ1
λ1 + λ2
.
Other parameterizations may be related to the sum of the entire table, such as
changing η2 to η
∗
2 = λ1 + λ2 + λ3 + λ4. A next step in the development of Bayesian
theory for 2×2 contingency tables would be to derive the reference prior for the odds
ratio of a 2 × 2 table under multinomial sampling. This would be a major step in
completing the story of this simply stated data structure.
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4.7 Figures and Tables
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Posterior Samples of pi(η2|θ,η1,η3,n)
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Figure 4.2: Posterior samples of parameters for the Cell phone data
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Marginal Posterior Density of log(pi(θ|n))
mean=3.04, median=2.83, 95 % CI = ( 0.46 , 6.83 )
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Figure 4.3: Histogram of 1,000,000 samples from pi(θ|n)
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θ piR(θ|n) piL(θ|n) piJ(θ|n) Fisher
0.50 0.4170 0.4921 0.5165 0.5256
1.00 0.7100 0.8924 0.8237 0.8357
2.00 1.3162 1.5826 1.4840 1.4944
Table 4.9: Mean Absolute Deviation
θ piR(θ|n) piL(θ|n) piJ(θ|n) Fisher
0.50 0.9589 0.9719 0.9898 0.9875
1.00 0.9513 0.9701 0.9876 0.9860
2.00 0.9470 0.9685 0.9835 0.9842
Table 4.10: 95% Frequentist Coverage
95
θ η1 pi
R(θ|n) piL(θ|n) piJ(θ|n) Fisher
0.5 0.25 0.4438 0.5204 0.6459 0.6394
0.5 0.5 0.5264 0.6734 0.7382 0.7292
0.5 0.75 0.6602 0.8798 0.9253 0.895
1 0.25 0.8484 0.9832 1.1461 1.0996
1 0.5 0.8747 1.0932 1.0701 1.0327
1 0.75 0.8627 1.1408 1.0583 1.0129
2 0.25 1.6471 1.7957 2.1171 1.9894
2 0.5 1.7756 2.1182 2.1063 1.9874
2 0.75 1.4379 1.5959 1.5599 1.479
Table 4.11: Mean Absolute Deviation: η2 = 5
θ η1 pi
R(θ|n) piL(θ|n) piJ(θ|n) Fisher
0.5 0.25 0.988 0.9973 0.992 0.998
0.5 0.5 0.9813 0.9967 0.989 0.9987
0.5 0.75 0.988 0.9993 0.9917 0.9997
1 0.25 0.9757 0.994 0.9897 1
1 0.5 0.9703 0.991 0.9903 0.9993
1 0.75 0.9757 0.9927 0.9883 0.999
2 0.25 0.97 0.9897 0.9893 0.998
2 0.5 0.95 0.975 0.9813 0.9983
2 0.75 0.9613 0.9833 0.9863 0.9977
Table 4.12: 95% Frequentist Coverage: η2 = 5
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θ η1 pi
R(θ|n) piL(θ|n) piJ(θ|n) Fisher
0.5 0.25 0.3925 0.4086 0.4894 0.5125
0.5 0.5 0.5058 0.5468 0.6224 0.6357
0.5 0.75 0.6681 0.7274 0.8017 0.8097
1 0.25 0.7474 0.803 0.91 0.9395
1 0.5 0.881 1.0263 1.0332 1.0511
1 0.75 1.0201 1.1854 1.1299 1.1504
2 0.25 1.5109 1.6067 1.8383 1.8836
2 0.5 1.6367 1.8861 1.8602 1.8652
2 0.75 1.7583 1.9867 1.8702 1.8942
Table 4.13: Mean Absolute Deviation: η2 = 10
θ η1 pi
R(θ|n) piL(θ|n) piJ(θ|n) Fisher
0.5 0.25 0.9587 0.986 0.9827 0.9967
0.5 0.5 0.9493 0.982 0.966 0.9887
0.5 0.75 0.973 0.9957 0.9767 0.9967
1 0.25 0.937 0.9797 0.9777 0.9963
1 0.5 0.939 0.9813 0.9623 0.9883
1 0.75 0.9657 0.989 0.977 0.9937
2 0.25 0.937 0.9797 0.973 0.9927
2 0.5 0.942 0.9743 0.9633 0.9863
2 0.75 0.9617 0.9867 0.976 0.9913
Table 4.14: 95% Frequentist Coverage: η2 = 10
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θ η1 pi
R(θ|n) piL(θ|n) piJ(θ|n) Fisher
0.5 0.25 0.317 0.3549 0.3713 0.4003
0.5 0.5 0.333 0.3878 0.3733 0.3909
0.5 0.75 0.4976 0.5685 0.5381 0.5608
1 0.25 0.6243 0.759 0.7318 0.7857
1 0.5 0.6247 0.821 0.695 0.7265
1 0.75 0.8181 1.0325 0.8379 0.8811
2 0.25 1.2167 1.4538 1.4333 1.5408
2 0.5 1.1156 1.5002 1.2271 1.2723
2 0.75 1.4825 1.9076 1.4771 1.5644
Table 4.15: Mean Absolute Deviation: η2 = 20
θ η1 pi
R(θ|n) piL(θ|n) piJ(θ|n) Fisher
0.5 0.25 0.9257 0.9777 0.964 0.989
0.5 0.5 0.9517 0.985 0.963 0.9797
0.5 0.75 0.96 0.9867 0.9633 0.9847
1 0.25 0.9347 0.977 0.9627 0.9837
1 0.5 0.9427 0.9853 0.9597 0.979
1 0.75 0.9443 0.986 0.9563 0.9827
2 0.25 0.9367 0.9753 0.9633 0.9857
2 0.5 0.9437 0.9833 0.962 0.9757
2 0.75 0.9353 0.9793 0.949 0.9757
Table 4.16: 95% Frequentist Coverage: η2 = 20
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θ η1 pi
R(θ|n) piL(θ|n) piJ(θ|n) Fisher
0.5 0.25 0.2141 0.2656 0.2325 0.2489
0.5 0.5 0.1975 0.2556 0.2054 0.2163
0.5 0.75 0.248 0.3167 0.2541 0.2685
1 0.25 0.413 0.6046 0.4495 0.4813
1 0.5 0.3555 0.566 0.3679 0.3855
1 0.75 0.4506 0.6935 0.4549 0.4816
2 0.25 0.801 1.067 0.8758 0.9381
2 0.5 0.6441 1.0439 0.6693 0.7048
2 0.75 0.7677 1.0293 0.7738 0.8137
Table 4.17: Mean Absolute Deviation: η2 = 50
θ η1 pi
R(θ|n) piL(θ|n) piJ(θ|n) Fisher
0.5 0.25 0.943 0.9883 0.9577 0.9723
0.5 0.5 0.9417 0.9927 0.9587 0.9707
0.5 0.75 0.946 0.9897 0.958 0.9757
1 0.25 0.943 0.9877 0.957 0.969
1 0.5 0.9403 0.995 0.96 0.9687
1 0.75 0.947 0.9923 0.96 0.9727
2 0.25 0.9367 0.988 0.9557 0.967
2 0.5 0.945 0.9937 0.9627 0.9697
2 0.75 0.9447 0.9933 0.9603 0.9727
Table 4.18: 95% Frequentist Coverage: η2 = 50
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η3
piR(θ) piJ (θ) piL(θ) Fishers Exact Test
θ η1 η2 .5 1 2 .5 1 2 .5 1 2 .5 1 2
0.5 0.25 5 0.382 0.399 0.550 0.493 0.581 0.864 0.412 0.472 0.677 0.492 0.584 0.842
0.5 0.25 10 0.356 0.394 0.427 0.420 0.514 0.534 0.352 0.412 0.462 0.439 0.545 0.553
0.5 0.25 20 0.336 0.333 0.282 0.411 0.397 0.307 0.358 0.378 0.329 0.453 0.427 0.321
0.5 0.25 50 0.267 0.209 0.166 0.305 0.222 0.171 0.323 0.259 0.215 0.333 0.234 0.180
0.5 0.50 5 0.540 0.540 0.499 0.858 0.756 0.600 0.715 0.674 0.631 0.833 0.739 0.616
0.5 0.50 10 0.539 0.561 0.417 0.748 0.670 0.450 0.575 0.599 0.466 0.753 0.680 0.474
0.5 0.50 20 0.400 0.335 0.265 0.483 0.363 0.274 0.450 0.391 0.322 0.508 0.377 0.288
0.5 0.50 50 0.234 0.201 0.158 0.248 0.207 0.161 0.291 0.258 0.217 0.261 0.217 0.171
0.5 0.75 5 0.871 0.678 0.432 1.376 0.932 0.468 1.169 0.902 0.568 1.290 0.903 0.492
0.5 0.75 10 0.968 0.599 0.437 1.301 0.674 0.430 1.036 0.665 0.481 1.249 0.705 0.475
0.5 0.75 20 0.688 0.454 0.351 0.807 0.464 0.343 0.775 0.515 0.416 0.812 0.495 0.376
0.5 0.75 50 0.304 0.242 0.198 0.319 0.246 0.198 0.380 0.310 0.260 0.335 0.260 0.211
1.0 0.25 5 0.767 0.775 1.003 0.822 1.030 1.586 0.750 0.878 1.321 0.777 0.995 1.526
1.0 0.25 10 0.707 0.747 0.789 0.787 0.945 0.998 0.689 0.798 0.921 0.811 0.985 1.023
1.0 0.25 20 0.638 0.649 0.586 0.772 0.769 0.654 0.704 0.795 0.778 0.851 0.822 0.684
1.0 0.25 50 0.482 0.409 0.348 0.552 0.437 0.360 0.661 0.603 0.550 0.603 0.462 0.379
1.0 0.50 5 0.825 0.887 0.912 1.024 1.128 1.059 0.970 1.109 1.201 0.961 1.075 1.063
1.0 0.50 10 0.939 0.872 0.833 1.210 1.009 0.881 1.045 1.024 1.010 1.207 1.024 0.922
1.0 0.50 20 0.785 0.604 0.485 0.931 0.653 0.501 0.982 0.797 0.684 0.977 0.677 0.526
1.0 0.50 50 0.422 0.348 0.296 0.444 0.360 0.299 0.617 0.571 0.510 0.464 0.379 0.314
1.0 0.75 5 0.924 0.883 0.782 1.337 1.049 0.788 1.316 1.159 0.948 1.225 1.007 0.807
1.0 0.75 10 1.290 1.004 0.766 1.603 1.048 0.738 1.477 1.173 0.906 1.537 1.099 0.815
1.0 0.75 20 1.006 0.766 0.683 1.102 0.759 0.653 1.243 0.953 0.902 1.118 0.805 0.720
1.0 0.75 50 0.535 0.437 0.380 0.548 0.438 0.379 0.760 0.670 0.650 0.573 0.464 0.408
2.0 0.25 5 1.423 1.550 1.968 1.328 2.061 2.962 1.218 1.696 2.473 1.240 1.934 2.794
2.0 0.25 10 1.326 1.429 1.777 1.461 1.825 2.229 1.251 1.513 2.057 1.495 1.890 2.266
2.0 0.25 20 1.178 1.381 1.091 1.463 1.676 1.161 1.307 1.701 1.354 1.632 1.788 1.203
2.0 0.25 50 0.955 0.808 0.640 1.096 0.878 0.654 1.096 1.054 1.052 1.199 0.932 0.683
2.0 0.50 5 1.554 1.781 1.992 1.751 2.173 2.395 1.618 2.106 2.631 1.605 2.022 2.335
2.0 0.50 10 1.655 1.718 1.537 1.976 1.966 1.638 1.773 1.990 1.895 1.940 1.959 1.697
2.0 0.50 20 1.268 1.125 0.954 1.492 1.202 0.987 1.617 1.506 1.378 1.553 1.229 1.035
2.0 0.50 50 0.756 0.614 0.563 0.804 0.632 0.572 1.059 1.033 1.040 0.844 0.664 0.606
2.0 0.75 5 1.466 1.530 1.317 1.691 1.708 1.280 1.593 1.731 1.464 1.531 1.610 1.297
2.0 0.75 10 2.110 1.741 1.424 2.490 1.775 1.346 2.359 1.963 1.638 2.367 1.832 1.484
2.0 0.75 20 1.668 1.414 1.365 1.750 1.392 1.289 2.052 1.823 1.847 1.781 1.481 1.431
2.0 0.75 50 0.924 0.724 0.655 0.944 0.727 0.650 1.067 1.036 0.985 0.979 0.764 0.697
Table 4.19: Simulation Results: Fully Expanded Mean Absolute Deviations
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η3
piR(θ) piJ (θ) piL(θ) Fishers Exact Test
θ η1 η2 .5 1 2 .5 1 2 .5 1 2 .5 1 2
0.5 0.25 5 0.993 0.991 0.980 0.997 0.997 0.982 0.999 0.999 0.994 0.998 1.000 0.996
0.5 0.25 10 0.969 0.958 0.949 0.994 0.984 0.970 0.994 0.986 0.978 1.000 0.999 0.991
0.5 0.25 20 0.945 0.915 0.917 0.970 0.962 0.960 0.978 0.976 0.979 0.994 0.984 0.989
0.5 0.25 50 0.942 0.942 0.945 0.953 0.959 0.961 0.986 0.987 0.992 0.979 0.969 0.969
0.5 0.50 5 0.998 0.977 0.969 0.998 0.990 0.979 1.000 0.998 0.992 1.000 0.997 0.999
0.5 0.50 10 0.976 0.944 0.928 0.983 0.959 0.956 0.992 0.980 0.974 0.995 0.985 0.986
0.5 0.50 20 0.965 0.952 0.938 0.968 0.964 0.957 0.987 0.988 0.980 0.982 0.980 0.977
0.5 0.50 50 0.950 0.929 0.946 0.964 0.951 0.961 0.992 0.991 0.995 0.982 0.962 0.968
0.5 0.75 5 0.996 0.990 0.978 0.993 0.988 0.994 1.000 1.000 0.998 1.000 1.000 0.999
0.5 0.75 10 0.976 0.975 0.968 0.971 0.980 0.979 0.996 0.998 0.993 0.995 0.998 0.997
0.5 0.75 20 0.968 0.966 0.946 0.961 0.968 0.961 0.988 0.984 0.988 0.986 0.983 0.985
0.5 0.75 50 0.959 0.950 0.929 0.964 0.966 0.944 0.992 0.993 0.984 0.985 0.980 0.962
1.0 0.25 5 0.974 0.974 0.979 0.998 0.992 0.979 0.996 0.991 0.995 1.000 1.000 1.000
1.0 0.25 10 0.929 0.928 0.954 0.981 0.975 0.977 0.976 0.975 0.988 0.998 0.997 0.994
1.0 0.25 20 0.951 0.931 0.922 0.977 0.956 0.955 0.983 0.972 0.976 0.992 0.984 0.975
1.0 0.25 50 0.951 0.948 0.930 0.958 0.957 0.956 0.985 0.988 0.990 0.974 0.969 0.964
1.0 0.50 5 0.985 0.960 0.966 0.999 0.984 0.988 0.998 0.983 0.992 1.000 0.999 0.999
1.0 0.50 10 0.958 0.930 0.929 0.975 0.956 0.956 0.989 0.974 0.981 0.995 0.983 0.987
1.0 0.50 20 0.947 0.938 0.943 0.956 0.960 0.963 0.991 0.988 0.977 0.986 0.981 0.970
1.0 0.50 50 0.944 0.936 0.941 0.959 0.960 0.961 0.992 0.996 0.997 0.973 0.968 0.965
1.0 0.75 5 0.995 0.981 0.951 0.995 0.994 0.976 0.998 0.998 0.982 1.000 1.000 0.997
1.0 0.75 10 0.982 0.959 0.956 0.983 0.975 0.973 0.997 0.986 0.984 0.998 0.992 0.991
1.0 0.75 20 0.960 0.941 0.932 0.971 0.954 0.944 0.991 0.985 0.982 0.988 0.984 0.976
1.0 0.75 50 0.947 0.949 0.945 0.962 0.958 0.960 0.995 0.991 0.991 0.980 0.968 0.970
2.0 0.25 5 0.956 0.979 0.975 0.998 0.993 0.977 0.983 0.995 0.991 1.000 0.999 0.995
2.0 0.25 10 0.928 0.941 0.942 0.982 0.977 0.960 0.973 0.980 0.986 0.998 0.997 0.983
2.0 0.25 20 0.949 0.926 0.935 0.975 0.949 0.966 0.975 0.973 0.978 0.990 0.980 0.987
2.0 0.25 50 0.948 0.931 0.931 0.968 0.943 0.956 0.992 0.982 0.990 0.984 0.955 0.962
2.0 0.50 5 0.956 0.956 0.938 0.992 0.982 0.970 0.978 0.978 0.969 1.000 0.998 0.997
2.0 0.50 10 0.947 0.943 0.936 0.972 0.965 0.953 0.973 0.984 0.966 0.991 0.993 0.975
2.0 0.50 20 0.954 0.942 0.935 0.964 0.963 0.959 0.984 0.981 0.985 0.984 0.973 0.970
2.0 0.50 50 0.949 0.947 0.939 0.965 0.961 0.962 0.994 0.994 0.993 0.973 0.968 0.968
2.0 0.75 5 0.980 0.949 0.955 0.996 0.981 0.982 0.996 0.975 0.979 0.999 0.995 0.999
2.0 0.75 10 0.966 0.967 0.952 0.980 0.980 0.968 0.990 0.988 0.982 0.994 0.992 0.988
2.0 0.75 20 0.944 0.934 0.928 0.953 0.948 0.946 0.981 0.972 0.985 0.982 0.968 0.977
2.0 0.75 50 0.930 0.956 0.948 0.947 0.969 0.965 0.989 0.996 0.995 0.968 0.978 0.972
Table 4.20: Simulation Results: Fully Expanded 95% Frequentist Coverage
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Chapter 5
Objective Bayesian Analysis of the
Negative Binomial Distribution
5.1 Continuous Dispersion Parameterization
In the statistical analysis of count processes, overdispersion often leads practitioners
to consider the Negative Binomial distribution as a robust alternative to the Poisson
distribution because it has the advantage of having variance that is not equal to its
mean in general. In this chapter, we study the negative binomial distribution in the
context of a continuous dispersion parameter α as well as the standard discrete case.
Currently, there is no reference prior for the negative binomial distribution when
both parameters are unknown, making objective Bayesian analysis difficult. We first
present the specific form of the parameterization used for this distribution. In section
5.1.1, we demonstrate that the common approach of modeling overdispersed count
data with a Poisson-Gamma mixture yields an improper posterior when objective
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hyperpriors are applied to the Gamma distribution in the lower level of the hierarchy.
In section 5.1.5, we use the methodology of Berger et al. (2009) to numerically
approximate the marginal prior for the dispersion parameter. The approximate prior
which is obtained is likely not exactly the reference prior, however its properties are
studied anyway, and its performance is superior to the frequentist MLE. In section
5.2, we use the method of Villa and Walker (2014) to obtain an objective prior
for the negative binomial distribution under the standard discrete parameterization.
A proper posterior for the discrete parameter is obtained for known p, but a lack
of literature about this topic prevents us from considering a robust comparative
simulation study as we did in Chapter 4.
The negative binomial distribution is a relatively common two parameter discrete
distribution. In elementary considerations, it is interpreted as the distribution of the
number of “successes” which we will observe in a sequence of independent bernoulli
trials before we observe a prespecified number of “failures.” This leads to the pdf
f(k; r, p) =
(
k + r − 1
k
)
(1− p)rpk (5.1)
were k is the number of successes, r is the number of failures and p is the probability of
a success on each trial. In addition to this, there are many other alternative variations
in the interpretation and form of (5.1). The definition in (5.1) can be extended to
consider the parameter r as a positive real value. Although we can not conceptualize
a non-integer number of “failures”, we can still define the pdf (5.1) by extending the
binomial coefficient
(
k+r−1
k
)
to the equivalent form written with the gamma function.
To represent the continuous nature of this space, we use α in place of r and further
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consider the transformation p = µ
µ+α
to get the formulation
p(y;α, µ) =
Γ(y + α)
Γ(y + 1)Γ(α)
(
α
µ+ α
)α(
µ
µ+ α
)y
, y = 0, 1, .... (5.2)
The negative binomial distribution as parameterized by (5.2) can be used as an
alternative to the Poisson distribution. This is especially useful for discrete data
whose support is unbounded and positive and the sample variance s2 greatly exceeds
the sample mean x¯. In this case, the observations are said to be overdispersed with
respect to the Poisson distribution. Because the Poisson distribution only has one
parameter λ, all moments are restricted to be functions of this one parameter. In fact,
the first two theoretical moments of the Poisson distribution are equal, and therefore
it should not be used to model data where the variance is much higher than the mean.
The parameterization in (5.2) is of particular interest because it yields the centered
moments
E(Y ) = µ
V ar(Y ) = µ+
µ2
α
. (5.3)
We can see that here, µ controls the mean and α controls how large the variance is in
relation to that mean. This gives a very nice framework for modeling overdispersed
count data, as smaller values if α represent data that are more overdispersed. We can
also note that
lim
α→∞
p(y;α, µ) = µ
y
y!
e−µ ≡ Poi(µ).
So, for very large values of α, the distribution approaches a Poisson distribution.
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This parameterization is useful, then, for models for which we wish to account
for overdispersion. These models have been studied reasonably extensively in the
frequentist framework(see Lawless (1987) and references therein).
Even though this elementary distribution only has two parameters, analysis is
not straightforward when both parameters are unknown. Even the frequentist MLE
requires numerical methods like the EM algorithm or Newton’s method to find a
solution for both µ and α, and asymptotics or bootstrapping will need to be used
to construct confidence intervals or do hypothesis testing. Currently, there is no
known objective prior for the negative binomial distribution when both parameters
are unknown. We desire an objective prior for (µ, α) so that we are able to assess
both and mean as well as the amount of over-dispersion present in the data.
5.1.1 Hierarchical Objective Prior
We first note that the negative binomial distribution in (5.2) may be obtained by
considering a poisson-gamma mixture. We have
yi|λi ∼Poi(λi),
λi|α, µ ∼Gamma
(
α,
α
µ
)
. (5.4)
The marginal distribution of yi is therefore
p(yi|α, µ) =
∫ ∞
0
λyii e
−λi
Γ(yi + 1)
ααλα−1i e
−α
µ
λi
µαΓ(α)
dλi
=
(α/µ)α
Γ(yi + 1)Γ(α)
(
µ
µ+ α
)yi+α ∫ ∞
0
λyi+α−1i e
−λidλi
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=
Γ(yi + α)
Γ(yi + 1)Γ(α)
(
α
µ
)α(
µ
µ+ α
)yi+α
, y = 0, 1, ....
which is the same as (5.2). Because the negative binomial distribution can be obtained
from a Poisson-Gamma mixture, an initial approach to obtain an objective prior
for the negative binomial distribution may be to use established methods for the
gamma distribution on (α, µ). This hierarchical structure was explored at length in
Berger et al. (2005), which demonstrated that for a normal hierarchical model with
yj|θj ∼ N(θj, 1) and θj ∼ N(µ, τ 2), using the reference prior for (µ, τ) yields an
improper posterior. As we will see, the same thing happens in this case if we use
established methods to construct an objective prior for (µ, α) in (5.2) through the
gamma distribution in (5.4).
5.1.2 Hierarchical Priors
Objective priors for the gamma distribution were presented in Sun and Ye (1996).
The Jeffery’s, Reference, and the H prior of Liseo (1993) are
piJ(α, µ) ∝
√
αΨ′(α)− 1
µ
,
piR(α, µ) ∝
√
αΨ′(α)− 1
µ
√
α
,
piH(α, µ) ∝αΨ
′(α)− 1
µ
√
α
,
where Ψ′(x) = d
2
dx2
log Γ(x) is the trigamma function. We note that the prior for µ for
each of the above priors is proportional to 1
µ
, a fact which will make the derivations
that follow much easier.
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5.1.3 Integrated Likelihood for α
First, the likelihood for equation 5.2 is
p(y|µ, α) =
n∏
i=1
[
Γ(yi + α)
Γ(yi + 1)
]
1
Γ(α)n
(
α
µ+ α
)nα(
µ
µ+ α
)∑ yi
. (5.5)
Because the prior for µ in each of the above is proportional to 1
µ
, the integrated
likelihood for α is as follows for each of the priors defined in section 5.1.2.
L∗(y|α) =
∫ ∞
0
n∏
i=1
[
Γ(yi + α)
Γ(yi + 1)
]
1
Γ(α)n
(
α
µ+ α
)nα(
µ
µ+ α
)∑ yi 1
µ
dµ
=
n∏
i=1
[
Γ(yi + α)
Γ(yi + 1)
]
αnα
Γ(α)n
∫ ∞
0
µ
∑
yi−1
(µ+ α)
∑
yi+nα
dµ.
Now consider the transformation p = µ
µ+α
, we have
L∗(y|α) =
n∏
i=1
[
Γ(yi + α)
Γ(yi + 1)
]
αnα
[Γ(α)]n
∫ 1
0
p
∑n
i=1 yi−1
√
1− p
αp
(
1− p
α
)nα+ 1
2 α
(1− p)2dα
=
n∏
i=1
[
Γ(yi + α)
Γ(yi + 1)
]
1
[Γ(α)]n
∫ 1
0
p
∑n
i=1 yi−1(1− p)nα−1dp
=
n∏
i=1
[
Γ(yi + α)
Γ(yi + 1)
]
Γ(nα) · Γ(∑ yi)
Γ(α)n · Γ(∑ yi + nα)
∝
∏n
i=1 Γ(yi + α)
Γ(α)n
Γ(nα)
Γ(
∑
yi + nα)
. (5.6)
Unfortunately, the gamma functions make the form of 5.6 much too difficult to work
with analytically. Because of this, we study the behavior of the function as α → 0
and α→∞, and proceed similarly for other formulations with many functions later.
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5.1.4 Posterior Impropriety
Because the integrated likelihood in (5.6) is difficult to work with, the posterior
distribution which would be obtained by mixing the priors in 5.1.2 with the integrated
likelihood (5.6) must be studied as α → 0 and α → ∞ as it cannot be obtained
analytically. By studying the behavior of the priors as well as the integrated likelihood
we can determine the behavior of the posterior at each boundary. As it turns out,
the posterior would be improper for all the priors in Sun and Ye (1996).
Posterior Behavior as α→ 0
Lemma 5.1.1. The integrated likelihood L∗(y|α) is constant as α→ 0
Proof. First note that Γ(α + 1) = αΓ(α)⇒ Γ(α) ≈ 1
α
as α→∞.
We consider 3 cases:
1. If yi = 0 ∀ i,
L∗(y|α) ≈
∏n
i=1 Γ(yi + α)
Γ(α)n
· Γ(nα)
Γ(
∑
yi + nα)
= 1.
2. If yi 6= 0 for a single i,
L∗(y|α) ≈
∏n
i=1 Γ(yi + α)
Γ(α)n
· Γ(nα)
Γ(
∑
yi + nα)
=
Γ(y1 + α)
Γ(α)
Γ(nα)
Γ(y1 + nα)
.
As α→ 0,
Γ(y1 + α)
Γ(α)
Γ(nα)
Γ(y1 + nα)
≈ Γ(yi)α
nαΓ(yi)
=
1
n
.
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3. If yi, yj 6= 0 for a pair i 6= j,
L∗(y|α) ≈
∏n
i=1 Γ(yi + α)
Γ(α)n
· Γ(nα)
Γ(
∑
yi + nα)
=
Γ(yi + α)Γ(yj + α)
Γ(α)
Γ(nα)
Γ(yi + yj + nα)
≈ Γ(yi)Γ(yj)α
nαΓ(yi + yj)
=
Γ(yi)Γ(yj)
nΓ(yi + yj)
.
So the likelihood is constant as α→ 0.
Finally, say yi 6= 0 ∀ i, we have
L∗(y|α) ≈
∏n
i=1 Γ(yi + α)
Γ(α)n
Γ(nα)
Γ(
∑
yi + nα)
→
∏n
i=1 Γ(yi)
1/αn
1/nα
Γ(
∑
yi)
=
∏n
i=1 Γ(yi)
Γ(
∑
yi)
αn−1
n
,
which is 0 as α→ 0.
Lemma 5.1.2. As α→ 0, the order of the priors for (µ, α) from Sun and Ye (1996)
are
piJ(α, µ) ∝
√
αΨ′(α)− 1
µ
≈ 1√
α
,
piR(α, µ) ∝
√
αΨ′(α)− 1
µ
√
α
≈ 1
α
,
piH(α, µ) ∝αΨ
′(α)− 1
µ
√
α
≈ 1
α3/2
.
Proof. We note that Ψ′(x) has the expansion.
Ψ′(x) =
∞∑
j=0
1
(α + j)2
=
1
α2
+
∞∑
j=1
1
(α + j)2
,
so that Ψ′(x) has order 1
α2
as α → 0. Combining this with the forms of piJ , piR, and
piH yield the aforementioned orders.
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Theorem 5.1.3. The posterior obtained using the integrated likelihood (2) and piJ
from Sun and Ye (1996) is integrable as α→ 0.
Proof. Because Lemma 5.1.4 showed that the likelihood is constant, we have that
the posteriors under piJ , piR, or piH have the same order as shown in Lemma 5.1.5 as
α→ 0, hence only the posterior obtained under piJ is integrable.
Posterior Behavior as α→∞
Lemma 5.1.4. The integrated likelihood L∗(y|α) is constant as α→∞
Proof. First we recall Stirling’s approximation, which gives
Γ(x+ 1) ≈
√
2pixxx
ex
⇒ Γ(x) ≈
√
2pi(x− 1)(x− 1)x−1
ex−1
=
√
2pi
(x− 1)x−1/2
ex−1
.
We then note
√
2pi
(x− 1)x−1/2
ex−1
→ x
x−1/2
ex
as x→∞.
So we use Γ(x) ≈ xx−1/2
ex
as x→∞.
L∗(y|α) ∝
∏n
i=1 Γ(yi + α)
Γ(α)n
· Γ(nα)
Γ(
∑
yi + nα)
≈
n∏
i=1
(
(yi + α)
yi+α−1/2
eyi+α
)
enα
αnα−n/2
(nα)nα−1/2
enα
e
∑
yi+nα
(
∑
yi + nα)
∑
yi+nα−1/2
=c
∏n
i=1(yi + α)
yi+α−1/2
(
∑
yi + nα)
∑
yi+nα−1/2 · n
nαα
n−1
2 .
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Examining the first term of the exponents in the first fraction, we have
(
yi + α∑
yi + nα
)yi
→
(
1
n
)yi
≈ c as α→∞,
giving us
L∗(y|α) ∝ c
∏n
i=1(yi + α)
α−1/2
(
∑
yi + nα)nα−1/2
· nnααn−12 as α→∞.
Next note that
n∏
i=1
(yi + α)
α = αnα
n∏
i=1
(yi + α)
α
αα
= αnα
n∏
i=1
(
1 +
yi
α
)α
→ αnαe
∑
yi as α→∞,
which tells us
L∗(y|α) ∝ c
∏n
i=1(yi + α)
−1/2
(
∑
yi + nα)nα−1/2
· (nα)nααn−12 as α→∞.
Now,
(∑
yi + nα
nα
)nα
=
(
1 +
∑
yi
nα
)nα
→ e
∑
yi as α→∞,
which further reduces the likelihood to
L∗(y|α) ∝ c
∏n
i=1(yi + α)
−1/2
(
∑
yi + nα)−1/2
· αn−12 as α→∞,
which is constant as α→∞.
Lemma 5.1.5. As α→∞, the order of the priors for (µ, α) from Sun and Ye (1996)
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are
piJ(α, µ) ∝
√
αΨ′(α)− 1
µ
= O(1),
piR(α, µ) ∝
√
αΨ′(α)− 1
µ
√
α
= O(α−1/2),
piH(α, µ) ∝αΨ
′(α)− 1
µ
√
α
= O(α−1/2).
Proof. First, note that Ψ′(x) is a special case of the polygamma function
ψ(m)(x) =
dm+1
dxm+1
ln Γ(x),
with m = 1. For large values of x, ψ(m)(x) has the series expansion
ψ(m)(x) ∼ (−1)m+1
∞∑
k=0
(k +m− 1)!
k!
Bk
xk+m
,
where Bk are the Bernoulli numbers with B1 =
1
2
and m ≥ 1. Therefore
Ψ′(x) ∼
∞∑
k=0
Bk
xk+1
⇒ Ψ′(x) ≈ 1
x
+
1
x2
+
1
x3
+ . . . ,
so that Ψ′(x) = O(x−1). When Ψ′(α) ≈ α−1 is substituted into the priors, the result
follows.
Theorem 5.1.6. The posterior obtained using the integrated likelihood (2) and any
prior from Sun and Ye (1996) is not integrable as α→∞
Proof. Because Lemma 5.1.4 showed that the likelihood is constant, we have that the
posteriors under piJ , piR, or piH have the same order as shown in Lemma 5.1.5 and are
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thus not integrable at ∞.
Because the posterior is not integrable at ∞ under any prior, the posterior is
improper under any of the priors from Sun and Ye (1996).
5.1.5 Direct Computation of pi(µ, α)
Exact Marginal Reference Prior Method Berger et al. (2001) detailed a
procedure to find a marginal reference prior based on conditioning. To obtain the
joint reference prior for µ and α we begin by factoring it as piR(µ, α) ∝ piR(µ|α)piR(α).
We then take piR(µ|α) to be the Jeffery’s rule prior, which is the standard reference
prior for the univariate case. We then obtain the integrated likelihood
L(α|y) =
∫
Θ
L(µ, α|y)piR(µ|α)dµ,
and take the marginal reference prior piR(α) to be the Jefferey’s rule prior for this
marginal likelihood. The method with respect to this problem proceeds as follows.
The log of the p.m.f in (5.2) is
log p(y;α, µ) = c+ log Γ(y + α)− log Γ(α) + αlog(α) + y log µ− (y + α) log (µ+ α),
which yields the first and second derivatives
d
dµ
log p(y;α, µ) = y
µ
− y+α
µ+α
,
d
dα
log p(y;α, µ) = Ψ(y + α)−Ψ(α) + log(α) + 1−
[
y+α
µ+α
+ log(µ+ α)
]
,
d2
dµ2
log p(y;α, µ) = − y
µ2
+ y+α
(µ+α)2
,
d2
dα2
log p(y;α, µ) = Ψ′(y + α)−Ψ′(α) + 1
α
−
[
(µ+α)−(y+α)
(µ+α)2
+ 1
µ+α
]
, and
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d2
dµdα
log p(y;α, µ) = − (µ+α)−(y+α)
(µ+α)2
.
Where Ψ(x) = d
dx
log Γ(x) and Ψ′(x) = d
2
dx2
log Γ(x) are the digamma and trigamma
functions.
Recall that for (5.2) we have E[Y ] = µ and thus obtain the fisher information
matrix as
I(µ, α) =
 αµ(µ+α) 0
0 Ψ′(α)− E [Ψ′(y + α)]− µ
α(µ+α)

. We can see that if α is known, the reference prior µ is just pi(µ|α) ∝ 1√
µ(µ+α)
.
However if we desire a joint prior pi(µ, α) using the asymptotic method of Berger
and Bernardo (1992a), the expectation required to evaluate I22(µ, α) for |I(µ, α)|
is analytically difficult. An approximation to the marginal reference prior will be
needed. The likelihood for equation 5.2 is
p(y|µ, α) =
n∏
i=1
[
Γ(yi + α)
Γ(yi + 1)
]
αnα
Γ(α)n
(
µ
µ+ α
)∑ yi
(µ+ α)−nα.
Recall that pi(µ|α) ∝ 1√
µ(µ+α)
is the Jeffery’s rule prior when α is known and obtain
the marginal likelihood for α by integrating over µ as follows
p(y|α) =
∫ ∞
0
n∏
i=1
[
Γ(yi + α)
Γ(yi + 1)
]
αnα
Γ(α)n
(
µ
µ+ α
)∑ yi
(µ+ α)−nα
1√
µ(µ+ α)
dµ
=
n∏
i=1
[
Γ(yi + α)
Γ(yi + 1)
]
αnα
[Γ(α)]n
∫ ∞
0
(
µ
µ+ α
)∑ yi 1
√
µ(µ+ α)nα−
1
2
dµ.
Consider the transformation p = µ
µ+α
and the corresponding Jacobian, we have
p(y|α) =
n∏
i=1
[
Γ(yi + α)
Γ(yi + 1)
]
αnα
[Γ(α)]n
∫ 1
0
p
∑n
i=1 yi
√
1− p
αp
(
1− p
α
)nα+ 1
2 α
(1− p)2dα
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=
n∏
i=1
[
Γ(yi + α)
Γ(yi + 1)
]
1
[Γ(α)]n
∫ 1
0
p
∑n
i=1 yi+
1
2
−1(1− p)nα+ 12−1dp
=
n∏
i=1
[
Γ(yi + α)
Γ(yi + 1)
]
Γ(nα) · Γ(∑ yi + 1)
Γ(α)n · Γ(∑ yi + nα + 1) .
This likelihood, in addition to being difficult to work with analytically as before,
is improper due to the impropriety of piR(µ|α), so calculating the Jeffery’s prior for
this is not an option. A solution is to truncate the prior piR(µ|α) at c, so we may
induce propriety in the marginal likelihood for α, and then approximate the reference
prior using the method of Berger et al. (2009) since we are now in the univariate case.
Truncating piR(µ|α) at c yields the following density and normalizing constant.
piR∗(µ|α) ∝ 1√
µ(µ+ α)
, µ ∈ (0, c). (5.7)
The normalizing constant is
∫ c
0
1√
µ(µ+ α)
dµ = 2 log
(√
c+ α +
√
c
)− logα.
So we then use
piR∗(µ|α) = 1
2 log
(√
c+ α +
√
c
)− logα 1√µ(µ+ α) , µ ∈ (0, c)
to compute p∗(α|y), the truncated marginal likelihood. This proceeds by first
integrating µ over the truncated space. We have
p∗(α|y) =
∫ c
0
L(µ, α|y)piR∗(µ|α)dµ
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=∫ c
0
n∏
i=1
[
Γ(yi + α)
Γ(yi + 1)
]
αnα
Γ(α)n
(
µ
µ+ α
)∑ yi
(µ+ α)−(nα)×
× 1
2 log
(√
c+ α +
√
c
)− logα 1√µ(µ+ α)dµ
=
B
(
c
c+α
;
∑
yi + 1, nα
)
2 log
(√
c+ α +
√
c
)− logα
n∏
i=1
[
Γ(yi + α)
Γ(yi + 1)
]
1
Γ(α)n
,
where B(x; a, b) =
∫ x
0
pa−1(1− p)b−1dp is the incomplete beta function, with x = 1
giving us the beta function B(a, b). Note that the calculations are similar to the
above and are not detailed. The truncated marginal likelihood, while proper, is still
very difficult to work with analytically. Instead, since the problem is now univariate
in nature, the reference prior can be approximated with the numerical algorithm
described in Berger et al. (2009, pg. 920), which is a numerical procedure designed
to mimic theorem 7 in the article.
The algorithm with respect to this problem, proceeds as follows: For each α over a
grid for with the approximation is desired, repeat the following steps from j = 1, ...,m.
1. Simulate a random sample {y1j, ...,ykj} of size k from p(y|µ, α).
(a) Generate µ from piR
∗
(µ|α) given in (5.7).
(b) Use the generated µ and the fixed α to generate k random samples of size
n from the negative binomial distribution in (5.2).
2. Numerically evaluate
cj =
∫ ∞
0
k∏
i=1
p(yij|α)pi∗(α)dα.
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3. Compute
rj(α) = log
[∏k
i=1 p(yij|α)pi∗(α)
cj
]
.
4. Compute and store pi(α) = exp
[∑m
j=1 rj(α)
m
]
.
This is done over a grid of α values for which the estimate of the prior pi(α)
is desired. Note that piR
∗
(α) is an arbitrary choice, so it can be chosen to aid
computation. To facilitate computation of steps 2, 3 and 4, the ”Rmpfr” library
in R was used because the products in these steps often induce overflow to ∞ or
underflow to 0. The Rmpfr library is an R package which interfaces to the LGPL’ed
MPFR (Multiple Precision Floating-Point Reliable) Library which itself is based on
the GMP (GNU Multiple Precision) Library. Specifically, MPFR is a C library which
provides the ability to conduct accurate software based multiple-precision floating-
point computations (Lefevres, 2011). This R package allows the use of an arbitrary
level of precision to avoid both overflow and underflow in the computations at the
expense of computation time(Machler, 2012). Here, octuple (256-bit)precision was
used in all intermittent calculations in steps 2, 3, and 4, and the resulting estimations
of pi(α) were converted to doubles(64-bit) for analysis. After the approximated
pi(α)values are computed, standard interpolation techniques can be used to provide
a functional approximation to pi(α).
Results
First, it was desired to examine if the shape of the distribution for pi(α) changed for
different values of the truncation constant c used for pi(µ|α) as well as the sample
size n used in the algorithm. For this portion of the study, k = 100 and m = 250
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were used due to the complexity of the algorithm and the desire for a broad range
of results. Furthermore, c = 100, 500, and 1000 and n = 20, 30, 40, and 50 were
used to estimate pi(α) for α between .1 and .65, in steps of .05. The normalized
results can be seen in Figure 5.1 and indicate that the shape of the density does not
change for different values of c or n. We focus on smaller values of α because in the
parameterization shown in (5.2), smaller values indicate more over-dispersion, which
is the case we would like to focus on with this problem.
After this, the algorithm was finally run with m = 750, k = 1000, n = 90,
and c = 1000. pi(α) was computed over 11 points for α between .1 and 70 which
were equally spaced on the log scale. Figure 5.2 shows the plot of these (α, pi(α))
estimates. It appears that there is infinite mass at 0, so the functional form of the
prior should have this quality as well. To arrive at a functional form for pi(α), a
polynomial regression was fit to g(α)pi(α). The signs of these regression coefficients
always seemed to alternate, and after some experimentation, the taylor series for
ψ′(α + 1),
ψ′(α + 1) =
∞∑
k=0
(−1)k+2 (k + 1)!
k!
ζ(k + 2)zk,
where ζ() is the Riemann zeta function, seemed to match the coefficients of this
polynomial fit very well. In Table 5.1, we can see the polynomial coefficients for the
first three terms of a polynomial fit to
√
αpi(α) are very close, therefore it appears that
pi(α) has the form pi(α) ∝ ψ′(1+α)√
α
. Note that Maple 17 gives the result
∫∞
0
ψ′(1+α)√
α
dα =
∞, therefore we define and normalize on the compact support α ∈ [b0, c0], which yields
pib0,c0(α) =
1
m(pib0,c0)
ψ′(1 + α)√
α
, α ∈ [b0, c0], (5.8)
118
where a closed form for the normalizing constant m(pib0,c0) is not needed.
Using (5.8) and proceeding as in Berger et al. (2009) we take the limits of the
compact supports defined for pic1(µ|α) and pic0(α)
pi(α, µ) = lim
ci→∞
pic1(µ|α)pib0,c0(α)
pic1(µ
∗|α∗)pib0,c0(α∗)
,
where µ∗ and α∗ are any interior points of the supports of µ and α. Using µ∗ = 1,
α∗ = 1, and noting that ψ′(2) = pi
2
6
− 1 we have
pi(α, µ) = lim
c→∞
pic(µ|α)pic(α)
pic(µ∗|α∗)pic(α∗) = limc→∞
2 log
(√
c+ 1 +
√
c
)− log 1
2 log
(√
c+ α +
√
c
)− logα (5.9)
×
√
1(1 + 1)√
µ(µ+ α)
ψ′(1 + α)(
pi2
6
− 1)√α
=
√
2√
µ(µ+ α)
ψ′(1 + α)(
pi2
6
− 1)√α
× lim
c→∞
2 log
(√
c+ 1 +
√
c
)
2 log
(√
c+ α +
√
c
)− logα.
Now, note that
lim
c→∞
2 log
(√
c+ 1 +
√
c
)
2 log
(√
c+ α +
√
c
)− logα = limc→∞ log
(√
c+ 1 +
√
c
)
log
(√
c+ α +
√
c
)
= lim
c→∞
log
(√
c+1√
c
+ 1
)
+ log(
√
c)
log
(√
c+α√
c
+ 1
)
+ log(
√
c)
= 1,
which gives us
pi(α, µ) =
√
2ψ′(1 + α)(
pi2
6
− 1)√αµ(µ+ α) . (5.10)
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This prior, while not necessarily the reference prior, still may be an approximation
to it, and may yield good properties under simulation. Therefore, we next obtain the
posterior and proceed with simulation.
Posterior
Combining the joint prior in (5.10) with the likelihood in (5.5) we obtain
p(µ, α|y) ∝pi(y|µ, α)pi(µ, α)
=
n∏
i=1
[
Γ(yi + α)
Γ(yi + 1)
]
1
Γ(α)n
(
α
µ+ α
)nα(
µ
µ+ α
)∑ yi √2ψ′(1 + α)(
pi2
6
− 1)√αµ(µ+ α)
∝
∏n
i=1 Γ(yi + α)
Γ(α)n
ψ′(1 + α)αnα−1/2µ
∑
yi− 12 (µ+ α)−(
∑
yi+nα+
1
2). (5.11)
We have
∫∞
0
pi(α)dα =∞, so we must verify p(y) <∞ so that the posterior in (5.11)
is a proper distribution.
Theorem 5.1.7. The posterior distribution in (5.11) is a proper distribution.
Proof. First, obtain the marginal likelihood for y as
p(y) =
∫ ∞
0
∫ ∞
0
∏n
i=1 Γ(yi + α)
Γ(α)n
ψ′(1 + α)αnα−1/2µ
∑
yi− 12 (µ+ α)−(
∑
yi+nα+
1
2)dµdα
=
∫ ∞
0
ψ′(1 + α)
∏n
i=1 Γ(yi + α)
α1/2Γ(α)n
∫ ∞
0
αnαµ
∑
yi− 12 (µ+ α)−(
∑
yi+nα+
1
2)dµdα
=
∫ ∞
0
ψ′(1 + α)
∏n
i=1 Γ(yi + α)
α1/2Γ(α)n
∫ ∞
0
(
α
µ+ α
)nα
µ
∑
yi− 12 (µ+ α)−
∑
yi− 12dµdα.
Considering the transformation p = α
µ+α
∈ (0, 1)⇒ dµ =
(
α
µ+α
)−1
(µ+α)dp we have
p(y) =
∫ ∞
0
ψ′(1 + α)
∏n
i=1 Γ(yi + α)
α1/2Γ(α)n
∫ 1
0
pnα−1(1− p)
∑
yi− 12dpdα
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=∫ ∞
0
ψ′(1 + α)
∏n
i=1 Γ(yi + α)
α1/2Γ(α)n
B
(
nα,
∑
yi +
1
2
)
dα
∝
∫ ∞
0
ψ′(1 + α)
∏n
i=1 Γ(yi + α)
α1/2Γ(α)n
Γ(nα)
Γ(nα +
∑
yi +
1
2
)
dα
=
∫ ∞
0
p(α|y)dα. (5.12)
There is likely no analytical solution to (5.12). However p(y) < ∞ if p(α|y) is
integrable as α→ 0 and as α→∞
Behavior of p(α|y) as α→ 0 Examining each factor of p(α|y) we have
lim
α→0
∏n
i=1 Γ(yi + α)
Γ(nα +
∑
yi +
1
2
)
=
∏n
i=1 Γ(yi)
Γ(
∑
yi +
1
2
)
as α→ 0,
and
lim
α→0
ψ′(1 + α)Γ(nα)
α1/2Γ(α)n
≈ lim
α→0
ψ′(1)
1/nα
α1/2 · 1/αn = ψ
′(1) lim
α→0
αn−3/2
n
= 0 if n > 1,
so p(α|y) is integrable as α→ 0 provided we have more than 1 observation.
Behavior of p(α|y) as α→∞ First we have the following Lemma.
Lemma 5.1.8. As α→∞
∏n
i=1 Γ(yi + α)
Γ(α)n
Γ(nα)
Γ(nα +
∑
yi +
1
2
)
= O
(
α−
1
2
)
.
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Proof. It is sufficient to show
α
1
2 ·
∏n
i=1 Γ(yi + α)
Γ(α)n
Γ(nα)
Γ(nα +
∑
yi +
1
2
)
→ c as α→∞.
We have
lim
α→∞
α
1
2 ·
∏n
i=1 Γ(yi + α)
Γ(α)n
Γ(nα)
Γ(nα +
∑
yi +
1
2
)
= lim
α→∞
α
1
2
+
∑
yi ·
n∏
i=1
[
Γ(yi + α)
αyiΓ(α)
]
Γ(nα)
Γ(nα +
∑
yi +
1
2
)
=
1
n
∑
yi+1/2
lim
α→∞
n∏
i=1
[
Γ(yi + α)
αyiΓ(α)
]
(nα)
∑
yi+1/2Γ(nα)
Γ(nα +
∑
yi +
1
2
)
=
1
n
∑
yi+1/2
lim
α→∞
{
n∏
i=1
[
Γ(yi + α)
αyiΓ(α)
]}
lim
α→∞
{
(nα)
∑
yi+1/2Γ(nα)
Γ(nα +
∑
yi +
1
2
)
}
.
We note that because yi is an integer each factor in the first limit has the form
Γ(yi + α)
αyiΓ(α)
=
f(α)Γ(α)
αyiΓ(α)
,
where f(α) = o(αyi). Hence,
lim
α→∞
{
n∏
i=1
[
Γ(yi + α)
αyiΓ(α)
]}
= 1,
with the second limit proceeding similarly. With this, we have
α
1
2 ·
∏n
i=1 Γ(yi + α)
Γ(α)n
Γ(nα)
Γ(nα +
∑
yi +
1
2
)
→ 1
n
∑
yi+1/2
as α→∞.
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When combining this with ψ
′(1+α)√
α
and noting that ψ′(1 + α) = o(α−1), we have
that p(α|y) = o(α−2), therefore p(α|y) is integrable as α → ∞. Combining results,
we have that p(α|y) is integrable at 0 and ∞.
Posterior Visualization
To visualize the posterior distribution for a dataset y, a random sample of n = 500
from a negative binomial distribution with known µ and α was generated. In Figure
5.3, µ was fixed to be 5, and α was varied between 2, 5, 10, and ∞ to represent high,
moderate, low, and no over-dispersion, respectively. To simulate y for the case of
α → ∞, a sample of n = 250 was taken from the Poisson distribution. Once y was
obtained the joint posterior was evaluated and plotted on a grid with a resolution of
.01. The posterior behaves in an expected way. When there is data which is highly
over-dispersed (i.e. α→ 0), the marginal posterior for α becomes highly concentrated
on the true value. As the data becomes less and less overdispersed, we notice that
the posterior of α becomes much less concentrated, and much more mass is located
at large values of α. To study this further, note that equation (5.12) tells us that the
marginal posterior of α|y is
pi(α|y) ∝ ψ
′(1 + α)
∏n
i=1 Γ(yi + α)
α1/2Γ(α)n
Γ(nα)
Γ(nα +
∑
yi +
1
2
)
. (5.13)
This marginal posterior was plotted with random Poisson data which were generated
for various n and µ. Results are shown in Figures 5.4, 5.5, and 5.6. Note that for a
given n, the shape of the marginal posterior is roughly the same for different µ when
considering the larger plot range. This may be an important fact, as we may later be
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able to derive properties of this marginal posterior
Posterior Simulation
Adaptive Rejection Metropolis Sampling(ARMS) was used to sample from the
posterior distribution. This method, introduced by Gilks et al. (1995), introduces
rejection sampling into the Metropolis algorithm by adapting an envelope function
to the density when and where proposals are rejected, with successful proposals
being used as proposals in the Metropolis-Hastings algorithm. This technique, while
inefficient at sampling from higher dimensional densities, works well in this case and
does not require log concavity of the density. The ”arms” function in the R package
”HI” was used to facilitate simulation. In this methodology, strictly speaking, the
support of the target density must be a bounded convex set, however it can be
restricted to a bounded set having probability of practically one to achieve satisfactory
results. In the following plot, simulated posterior values are generated for the same
setup as in the previous section. For the three negative binomial cases, 1000 samples
was adequate to see that ARMS can effectively be used to sample from the posterior
(5.11).
Simulation Study
To study the performance of the Bayesian structure, we compare it to the MLE in
a simulation study. The following tables examine the relative performance in MSE
between the posterior mean and median and the MLE. Vectors of count data were
created using sample sizes of n = 10, 30, 200 to represent small, moderate, and large
datasets. The mean µ was varied between 10, 50, and 200. To represent a range of
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over-dispersion situations, α was varied not according to fixed values, but to represent
prespecified levels of over-dispersion. Recall from (5.3) that the variance of the data
Y is inflated by µ2/α, so µ and α work together to determine the over-dispersion.
For example, say µ = 10, α = 1 yields V (Y ) = 10 + 100 = 110, so the variance is
V (Y )/E(Y ) = 11 times larger than the mean. However for µ = 200, α = 1 gives
V (Y ) = 200 + 40, 000 = 40, 200, making the variance 40, 200/200 = 201 times larger
than the mean. So instead of specifying α directly, an over-dispersion factor F is
specified and α is computed according to the formula
α =
µ
F − 1 ,
which results in a value for α which can be used to generate data Y such that E(Y ) =
µ and V (Y ) = Fµ. Factors of over-dispersion were set at F = 10, 5, 2, 1.1 so as to
represent very high, high, moderate, and low levels of overdispersion.
For each (n, µ, α) combination, K = 500 datasets were generated. For each
dataset, 5000 posterior samples were obtained from (5.11). The MSE of the posterior
means and medians for µ were obtained by
1
K
K∑
j=1
(E[µ|yj]− µ∗)2,
1
K
K∑
j=1
(median[µi|yj]− µ∗)2,
and similarly for α. These were compared to the MSE of the MLE as computed by
the “fitdistr” function in R’s MASS library with a ratio. The results, which are in
Tables 5.2, 5.3, 5.4, and 5.5, indicate that the proposed prior in (5.10) performs no
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worse at estimating µ compared to the frequentist method, but substantially better
than the frequentist method when estimating α, particularly when sample sizes are
small and/or overdispersion is minimal.
Frequentist coverage was also computed by numerically evaluating
1
K
K∑
j=1
1
(∫ µ∗
0
pi(µ|yj) < α∗
)
,
for µ and s similar expression for α. This was done for a range α∗ between 0 and 1.
The results are shown for n = 5 in Figure 5.7, for n = 25 in 5.8, and for n = 100 in
Figure 5.9. We can see that, despite superior performance in estimation, frequentist
coverage for α can be quite bad, especially for smaller sample sizes. Coverage for µ is
great for all sample sizes, and all coverage is good as the sample size becomes large.
5.2 Discrete Parameterization
The negative binomial distribution is a sequence of Bernoulli trials often
parameterized as
f(x; r, p) =
(
x+ r − 1
x
)
(1− p)rpx. x = 0, 1, . . . ; r = 1, 2, . . . ; p ∈ (0, 1),
(5.14)
where r is the number of failures until the experiment is stopped, p is the
probability of a success at each trial, and x is the number of successes observed. This
distribution can be used in sequential experiments, and an objective prior distribution
has been developed in the case where r is a known constant (Sun and Berger, 2008).
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As we proceed with the methodology outlined in 1.4.2, let fr represent f(x; r, p).
5.2.1 Objective Bayesian Analysis
The Kullback-Leibler divergence between fr and fr′ is
DKL(fr||fr′) =Efr
{
log
(
fr
fr′
)}
=Efr
{
log
[(
x+ r − 1
x
)]
− log
[(
x+ r′ − 1
x
)]}
+
+ (r − r′) log (1− p)
=Efr
{
log
[ Γ(x+r)
Γ(x+1)Γ(r)
Γ(x+r′)
Γ(x+1)Γ(r′)
]}
+ (r − r′) log (1− p)
=Efr
{
log
[
Γ(x+ r)
Γ(x+ r′)
]}
+ log
[
Γ(r′)
Γ(r)
]
+ (r − r′) log (1− p). (5.15)
The next step is to find the value of r′ that minimizes DKL(fr||fr′). As we
will see, this value is r′ = r + 1. To demonstrate this, it must be shown that
DKL(fr||fr+1) < DKL(fr||fr+2) so that r′ = r + 1 is the closest for r′ > r,
DKL(fr||fr−1) < DKL(fr||fr−2) so that r′ = r− 1 is the closest for r′ < r, and finally
DKL(fr||fr+1) < DKL(fr||fr−1). We demonstrate the first two with two lemmas, and
the last one numerically.
Lemma 5.2.1. For any r ≥ 1, DKL(fr||fr+1) < DKL(fr||fr+2).
Proof.
DKL(fr||fr+1) =Efr
{
log
[
Γ(x+ r)
Γ(x+ r + 1)
]}
+ log
[
Γ(r + 1)
Γ(r)
]
+ (r − r − 1) log (1− p)
=− Efr {log(x+ r)}+ log
[
r
1− p
]
.
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DKL(fr||fr+2) =Efr
{
log
[
Γ(x+ r)
Γ(x+ r + 2)
]}
+ log
[
Γ(r + 2)
Γ(r)
]
+ (r − r − 2) log(1− p)
=− Efr {log(x+ r)(x+ r + 1)}+ log [r(r + 1)]− 2 log(1− p).
So we wish to show DKL(fr||fr+1)−DKL(fr||fr+2) < 0,
DKL(fr||fr+1)−DKL(fr||fr+2) = −Efr {log(x+ r)}+ log (r)− log(1− p)+
+ Efr {log(x+ r)(x+ r + 1)} − log [r(r + 1)] + 2 log(1− p)
=Efr
{
log
[
(x+ r − 1)
(x+ r − 1)(x+ r − 2)
]}
+ log(r − 2)− log(1− p)
=− Efr {log [(x+ r − 2)]}+ log(r − 2)− log(1− p).
Lemma 5.2.2. For any r ≥ 3, DKL(fr||fr−1) < DKL(fr||fr−2).
Proof. First noting
DKL(fr||fr−1) =Efr
{
log
[
Γ(x+ r)
Γ(x+ r − 1)
]}
+ log
[
Γ(r − 1)
Γ(r)
]
+ (r − r + 1) log (1− p)
=Efr {log(x+ r − 1)} − log(r − 1) + log(1− p),
and
DKL(fr||fr−2) =Efr
{
log
[
Γ(x+ r)
Γ(x+ r − 2)
]}
+ log
[
Γ(r − 2)
Γ(r)
]
+ (r − r + 2) log (1− p)
=Efr {log[(x+ r − 1)(x+ r − 2)]}
− log(r − 1)− log(r − 2) + 2 log(1− p).
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So we wish to show DKL(fr||fr−1).DKL(fr||fr−2) < 0
DKL(fr||fr−1)−DKL(fr||fr−2) = Efr {log(x+ r − 1)} − log(r − 1) + log(1− p)−
− Efr {log[(x+ r − 1)(x+ r − 2)]}+ log(r − 1) + log(r − 2)− 2 log(1− p)
=Efr
{
log
[
(x+ r − 1)
(x+ r − 1)(x+ r − 2)
]}
+ log(r − 2)− log(1− p)
=− Efr {log [(x+ r − 2)]}+ log(r − 2)− log(1− p).
Applying Jenson’s inequality, we have
Efr {log [(x+ r − 2)]} ≥ log {Efr [x+ r − 2]} = log
{
pr
1− p + r − 2
}
= log
(
r − 2 + 2p
1− p
)
.
so that
−Efr {log [(x+ r − 2)]} ≤ log(1− p)− log(r − 2 + 2p).
This, along with noting that p ∈ (0, 1)⇒ r − 2 + 2p > r − 2, gives us
DKL(fr||fr−1)−DKL(fr||fr−2) < log(r − 2)− log(r − 2 + 2p) < 0.
Lemma 5.2.3. For any r ≥ 2, DKL(fr||fr+1) < DKL(fr||fr−1).
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Proof. This is the same as showing that DKL(fr||fr+1)−DKL(fr||fr−1) < 0.
DKL(fr||fr+1)−DKL(fr||fr−1) = −Efr {log(x+ r)}+ log(r)− log(1− p)−
− Efr {log[(x+ r − 1)]} − log(r − 1) + log(1− p)
=− Efr {log [(x+ r)(x+ r − 1)]}+ log [r(r − 1)]− 2 log(1− p)
=− Efr
{
log
[
x2 + x(2r − 1) + r(r − 1)]}+ log [r(r − 1)]− 2 log(1− p). (5.16)
Jenson’s inequality says that
Efr
{
log
[
x2 + x(2r − 1) + r(r − 1)]} ≥ log {Efr(X2) + Efr(X)(2r − 1) + r(r − 1)} .
Noting that E[X2] = V ar(X) + E[X]2 = pr
(1−p)2 +
(pr)2
(1−p)2 =
pr(1+pr)
(1−p)2 , we have
log
{
Efr(X
2) + Efr(X)(2r − 1) + r(r − 1)
}
= log
{
pr(1 + pr) + (1− p)pr(2r − 1)
(1− p)2
}
+ log(r(r − 1)),
so that
−Efr
{
log
[
x2 + x(2r − 1) + r(r − 1)]} ≤− log{pr(1 + pr) + (1− p)pr(2r − 1)
(1− p)2
}
− log(r(r − 1)),
and therefore
DKL(fr||fr+1)−DKL(fr||fr−1) ≤ − log {pr(1 + pr) + (1− p)pr(2r − 1)} .
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Unfortunately, pr(1 + pr) + (1 − p)pr(2r − 1) is not aways greater than 1 for
r ≥ 2, but it is rather close. For example, if r = 2, p must be larger than
2−√14
2
≈ .129 for the inequality to be true. If r = 3, p > 9−5
√
3
6
≈ .057
satisfies it, and for r = 4, it drops to p > 8−
√
61
6
≈ .032. Note, however, that
the conjecture DKL(fr||fr+1) − DKL(fr||fr−1) < 0 may still be true as Jenson’s
inequality only provides an upper bound for this quantity. To explore this, it was
evaluated numerically, with the expectation in (5.16) being evaluated over the support
x ∈ [0, 106]. First, all combinations of r ∈ [2, 500] and p ∈ [.01, .99] in steps of .01
were run and for all combinations the numerical results indicated that the difference
represented by (5.16) was never non-negative. Furthermore, an infinite loop was run,
where r was sampled from a discrete uniform distribution from 2 to 500, and p was
sampled from a Unif(0, 1) distribution. The loop was set to ”break” if a non-negative
value for (5.16) was ever computed. After 24 hours and approximately 16× 106 total
computations, no non-negative values were found. From this numerical evaluation,
we believe that the conjecture DKL(fr||fr+1) < DKL(fr||fr−1) is true.
Now, recalling that the objective prior for the discrete parameter θ will have the
form
pi(θ) ∝ exp
{
min
θ′ 6=θ∈Θ
DKL(f(·|θ)||f(·|θ′))
}
− 1,
we find the prior for r|p as
pi(r|p) ∝ exp {DKL(fr||fr+1)} − 1
=
r
1− p exp
{
Efr
[
log
(
1
x+ r
)]}
− 1
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=
r
1− p exp
{
−
∞∑
x=0
log (x+ r)
Γ(x+ r)
x!Γ(r)
(1− p)rpx
}
− 1. (5.17)
We note that the sum in (5.17) may not have a closed form, however, this is a
E [log(g(x))] and instead, a second order Taylor expansion can be used to approximate
the expectation in the exponent of the prior. This approach was used in Teh et al.
(2006) with great success. A second order Taylor expansion of E[f(x)] around the
point x0 = E[x] is
E[f(x)] ≈ f (E[X]) + f
′′ (E[X])
2
V ar (X) . (5.18)
Here, f(x) = log(x+ r), so that log[E(x+ r)] = log
(
pr
1−p + r
)
= log
(
r
1−p
)
. We also
have f ′′ (x) = − 1
(x+r)2
which gives us f ′′ (E[x]) = − (1−p)2
r2
. Noting that V ar(X) =
pr
(1−p)2 and substituting into (5.18) gives us
pi(r|p) ∝ r
1− p exp
{
p
2r
− log
(
r +
pr
1− p
)}
− 1
= exp
{ p
2r
}
− 1. (5.19)
Lemma 5.2.4. The approximation of pi(r|p) given by (5.19) is improper.
Proof. Expanding the sum and noting the series definition of the exponential function,
we have
∞∑
r=1
[
exp
{ p
2r
}
− 1
]
=
p
2
(
1 +
1
2
+
1
3
+ . . .
)
+
+
p2
2!
((
1
2
)2
+
(
1
4
)2
+
(
1
6
)2
+ . . .
)
+ . . . .
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Note that
(
1 + 1
2
+ 1
3
+ . . .
)
=∞, and all other terms in this expression are positive,
therefore the entire sum diverges.
This gives us the posterior
pi(r|x1, p) =
(
exp
{ p
2r
}
− 1
) n∏
i=1
(
xi + r − 1
xi
)
(1− p)rpxi . (5.20)
It turns out that this posterior is proper!
Lemma 5.2.5. The posterior distribution in (5.20) is proper after only one
observation.
Proof. We have
∞∑
r=1
pi(r|x1, p) =
∞∑
r=1
(
exp
{ p
2r
}
− 1
)(x1 + r − 1
x1
)
(1− p)rpx1 .
Each term in the distributed sum can be shown to be finite by noting that
(x1 + r − 1)!
(r − 1)! = (x1 + r − 1) · (x1 + r − 2) · . . . · (r) ≤ (x1 + r − 1)
x1 ,
which gives us,
∞∑
r=1
exp
{ p
2r
}(x1 + r − 1
x1
)
(1− p)rpx1 ≤ p
x1
x1!
∞∑
r=1
exp
{ p
2r
}
(x1 + r − 1)x1(1− p)r. (5.21)
Applying the ratio test to the terms in the sum of the RHS, we have
∣∣∣∣an+1an
∣∣∣∣ =exp
{
p
2(r+1)
}
(x1 + (r + 1)− 1)x1(1− p)r+1
exp
{
p
2r
}
(x1 + r − 1)x1(1− p)r
= exp
{ −p
2r(r + 1)
}
(1− p)
(
x1 + r
x1 + r − 1
)x1
.
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Taking the limit, we have
lim
r→∞
∣∣∣∣an+1an
∣∣∣∣ = limr→∞
{
exp
[ −p
2r(r + 1)
]
(1− p)
(
x1 + r
x1 + r − 1
)x1}
=(1− p) · lim
r→∞
exp
[ −p
2r(r + 1)
]
· lim
r→∞
(
x1 + r
x1 + r − 1
)x1
=(1− p) · 1 · 1.
Because p ∈ (0, 1)⇒ 1−p < 1, the sum found in (5.21) for the upper bound of (5.20)
converges.
The posterior distribution in 5.20 was combined with a uniform prior for p and
plotted for a random dataset where r = 5 and p = .3. The result is in Figure 5.10.
We can see that there is considerable correlation between r and p. This makes the
use of this prior potentially questionable.
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5.3 Discussion and Future Work
In this chapter, we explored an application of the numerical method in Berger et al.
(2009) to obtain an approximation to the reference prior pi(α). We note that this prior
is likely not equal to the true reference prior for α, but that it ended up having good
properties anyway. A similar result was found in an application of the numerical
method in Berger et al. (2009) on the model U(θ, θ2). The numerical algorithm
resulted in a ‘guess” for the reference prior for θ as
piR(θ) ∝ 1
θ − 1
But the analytical solution turned out to be
piR(θ) ∝ 2θ − 1
θ(θ − 1) exp
{
ψ
(
2θ
2θ − 1
)}
.
Over their computed range, the two functions were almost identical to one another,
and may not yield significantly different results in real data or simulated applications.
Finally, with the popularity of Integrated Nested Laplace Approximations(INLA) in
recent years, the numerical procedure to obtain estimates for pi(α) may be able to be
used to input into the popular R-INLA package directly.
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5.4 Figures and Tables
Table 5.1: Polynomial coefficients of
√
αpi(α) and taylor series coefficients of ψ(α+1)
Intercept α α2
Polynomial Regression 1.485342 -2.4952 4.204111
Taylor Series 1.644934 -2.40411 3.24697
Table 5.2: Ratio of MSEs for E[µ|y] and µˆ
(smaller is better)
n = 5 n = 25 n = 100
µ = 5 µ = 25 µ = 100 µ = 5 µ = 25 µ = 100 µ = 5 µ = 25 µ = 100
F
20 48.52 99.71 99.99 99.92 100.97 100.80 100.38 99.88 99.53
5 100.59 99.27 99.88 100.67 100.16 100.75 100.06 100.65 100.09
2 100.01 100.17 99.57 99.90 100.73 100.31 100.74 100.08 100.09
1.5 99.89 99.37 99.69 99.17 100.22 100.10 100.30 99.20 100.01
1.25 99.04 99.21 99.07 100.46 99.86 99.90 100.37 99.45 99.31
Table 5.3: Ratio of MSEs for median[µ|y] and µˆ
(smaller is better)
n = 5 n = 25 n = 100
µ = 5 µ = 25 µ = 100 µ = 5 µ = 25 µ = 100 µ = 5 µ = 25 µ = 100
F
20 53.01 100.26 100.86 100.07 99.41 100.84 99.09 100.67 100.58
5 95.16 100.43 99.91 100.58 100.72 100.27 100.85 100.21 100.10
2 100.87 99.83 100.01 100.80 100.17 100.17 100.19 100.01 100.11
1.5 99.96 100.95 100.23 100.40 100.02 100.00 100.09 99.10 99.95
1.25 100.97 100.96 100.42 100.16 99.70 99.91 100.15 99.38 99.38
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Table 5.4: Ratio of MSEs for E[α|y] and αˆ
(smaller is better)
n = 5 n = 25 n = 100
µ = 5 µ = 25 µ = 100 µ = 5 µ = 25 µ = 100 µ = 5 µ = 25 µ = 100
F
20 92.37 79.80 77.43 98.71 95.55 94.16 99.92 99.06 98.31
5 77.63 73.50 70.80 98.97 99.82 99.59 100.08 99.56 100.04
2 25.06 24.94 25.74 100.11 100.57 100.20 99.88 99.32 100.28
1.5 6.04 12.17 27.78 86.89 87.87 98.30 100.67 99.67 99.11
1.25 10.95 24.21 34.87 57.41 66.09 66.41 99.21 98.29 91.80
Table 5.5: Ratio of MSEs for median[α|y] and αˆ
(smaller is better)
n = 5 n = 25 n = 100
µ = 5 µ = 25 µ = 100 µ = 5 µ = 25 µ = 100 µ = 5 µ = 25 µ = 100
F
20 68.35 70.40 76.05 97.22 94.49 94.22 100.46 98.14 97.82
5 63.34 67.26 66.29 93.87 97.91 98.03 100.16 98.21 99.57
2 23.36 28.05 31.65 84.99 89.66 90.72 95.83 98.11 99.89
1.5 10.73 22.82 47.85 66.32 70.58 87.25 96.19 95.43 100.30
1.25 19.14 36.36 47.59 59.17 68.22 69.58 79.62 86.69 85.15
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Figure 5.1: Plot of estimated prior pi(α) for n = 90, c = 1000, m = 750, and k = 1000138
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Figure 5.2: Plot of estimated prior pi(α) for n = 90, c = 1000, m = 750, and k = 1000
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Figure 5.3: Contour plot of pi(λ, α|y) for various levels of overdispersion with λ = 5
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Figure 5.4: Plots of the Marginal Posterior of α for n = 50 generated from a Poisson
distribution with various λ
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Figure 5.5: Plots of the Marginal Posterior of α for n = 250 generated from a Poisson
distribution with various λ
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Figure 5.6: Plots of the Marginal Posterior of α for n = 500 generated from a Poisson
distribution with various λ
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(b) µ = 25, n = 5
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(c) µ = 100, n = 5
Figure 5.7: Frequentist Coverage for µ and α with various levels of overdispersion factor
F for n = 5
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(c) µ = 100, n = 25
Figure 5.8: Frequentist Coverage for µ and α with various levels of overdispersion factor
F for n = 25
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Figure 5.9: Frequentist Coverage for µ and α with various levels of overdispersion factor
F for n = 100
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Figure 5.10: Plot of pi(r, p|x) using the objective prior for pi(r|p) and a uniform prior for p
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Chapter 6
Summary and Concluding Remarks
In this dissertation, we studied Objective Bayesian approaches to several commonly
used statistical procedures which have been untouched by the Objective Bayesian
Community. As was seen, Objective Bayesian Analysis often outperforms frequentist
procedures when evaluated by typically frequentist metrics, even for very simple
statistical structures which have been well established for a very long time. In
Chapter 3, we developed an elegant Bayesian structure for reference analysis of various
measures of association for a 2 × 2 and discovered a wide variety of interesting
properties for the various pieces of the puzzle. In Chapter 4 we presented a
hierarchical posterior structure which led to the development of a highly efficient
posterior sampler. We also demonstrated our priors superiority to the frequentist
procedure both under simulation and also real examples, with a chief advantage
being the powerful ability to not let 0 cell counts in our table stop us from conducting
analysis. Posterior sampling on a GPU via CUDA demonstrated that, despite the
lack of flexibility available to the programmer, GPUs have a mind boggling amount
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of computational power, and could represent a new chapter for all of scientific
computing. The simple structure of the 2 × 2 table also allowed us to consider a
wide array of interesting datasets. From a motivating(and silly) example the author
took from his undergraduate students, to a table with only one value, to Fisher’s tea
tasting experiment. Furthermore, an easy to use R package has been developed to
apply the reference prior theory to any 2×2 table. The author believes that the almost
“automatic” nature of Objective Bayesian Analysis is a cornerstone of statistics and is
excited about the potential for this elegent and powerful structure. The future of this
project is likely to be rich mathematically and philosophically, with new discoveries
about the structure of the problem being made often. We note that special functions
such as the hypergeometric function appeared a lot in this chapter, and it is the
authors belief that the statistical focus of this work is only scratching the surface of the
mathematical structure of this problem. In particular, recall that G(θ) andH(θ) share
the property f
(
1
x
)
=
√
xf(x). This exact type of symmetry is present in the Jacobi
Θ function, and this is used to prove the canonical reflection formula for the Reimann
ζ function. In the future, we may be able to find some deeper mathematical meanings
from these results. Also in this Chapter, an effort was made to conduct sampling in an
extremely efficient way. In Chapter 5, we overcame the analytical difficulties with the
function form of a mean and dispersion parameterization of the Negative Binomial
distribution to derive an approximation to the reference prior which allowed us to
more efficiently estimate the dispersion parameter α, and also used a new method to
obtain an objective prior for discrete parameter spaces to work with the typical form
of the Negative Binomial Distribution. The main challenge of the Objective Bayesian
approach is that objective priors are often very difficult to compute analytically,
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requiring considerable effort from a specialized group of researchers. As we saw in this
dissertation, even very simply stated statistical structures can lead to a mountains of
mathematical challenges. The advantage to overcoming these challenges, however, is
that the Bayesian structure is now defined for anyone who wishes to apply a Bayesian
approach to these methodologies. In the future, we believe that the numerical method
used to approximate the reference prior in this chapter could be somehow programmed
into the “black box” of statistics and used to conduct objective Bayesian Analysis.
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Appendix A
Miscellaneous Results
A.1 Closed Form for G(θ)
Note that (3.16) can be written as
=
1
θ
exp
{
G(θ)
2
1√
θ
∫ 1
0
log [η1(1− η1)]√
η1(1− η1)(1− zη1)
dη1
}
where z = θ−1
θ
. Using (3.18) and choosing a = 1
2
, b = T + 1
2
, and c = T + 1, we
have
B
(
T +
1
2
,
1
2
)
2F1
(
1
2
, T +
1
2
;T + 1; z
)
=
∫ 1
0
ηT1√
η1(1− η1)(1− zη1)
dη1 (A.1)
If we differentiate the RHS of (A.1) with respect to T then set T = 0 we see that
d
dT
∫ 1
0
ηT1√
η1(1− η1)(1− zη1)
dη1 =
∫ 1
0
ηT1 log η1√
η1(1− η1)(1− zη1)
dη1
∣∣∣∣∣
T=0
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=∫ 1
0
log η1√
η1(1− η1)(1− zη1)
dη1 (A.2)
To differentiate the LHS of (A.1), note that
d
dx
Γ(x) = Γ(x)ψ(x)
where ψ(x) is the digamma function, and by extension of this we have
d
dx
B(x, y) = B(x, y)[ψ(x)− ψ(x+ y)].
Using these two facts, we have
d
dT
[
B
(
T +
1
2
,
1
2
)
2F1
(
1
2
, T +
1
2
;T + 1; z
)]∣∣∣∣
T=0
=
2F1
(
1
2
,
1
2
; 1; z
){
B
(
1
2
,
1
2
)[
ψ
(
1
2
)
− ψ(1)
]}
+B
(
1
2
,
1
2
)
d
dT
2F1
(
1
2
, T +
1
2
;T + 1; z
)∣∣∣∣
T=0
Using (3.17), we have
d
dT
2F1
(
1
2
, T +
1
2
;T + 1; z
)
=
d
dT
∞∑
n=0
(
1
2
)
n
(
T + 1
2
)
n
(T + 1)n
zn
n!
=
∞∑
n=0
Γ
(
n+ 1
2
)
Γ
(
1
2
) zn
n!
· d
dT
[
Γ
(
T + n+ 1
2
)
Γ
(
T + 1
2
) Γ (T + 1)
Γ (T + n+ 1)
]
.
Noting that
d
dT
[
g1(T )g2(T )
g3(T )g4(T )
]∣∣∣∣
T=0
=
g1(T )g2(T )
g3(T )g4(T )
∣∣∣∣
T=0
· d
dT
log
[
g1(T )g2(T )
g3(T )g4(T )
]∣∣∣∣
T=0
152
we have
d
dT
[
Γ
(
T + n+ 1
2
)
Γ
(
T + 1
2
) Γ (T + 1)
Γ (T + n+ 1)
]∣∣∣∣∣
T=0
=
=
1√
pi
Γ
(
n+ 1
2
)
Γ (n+ 1)
[
d
dT
log Γ
(
T + n+
1
2
)∣∣∣∣
T=0
− d
dT
log Γ
(
T +
1
2
)∣∣∣∣
T=0
+
+
d
dT
log Γ (T + 1)
∣∣∣∣
T=0
− d
dT
log Γ (T + n+ 1)
∣∣∣∣
T=0
]
=
1√
pi
Γ
(
n+ 1
2
)
Γ (n+ 1)
[
ψ (1)− ψ
(
1
2
)
+ ψ
(
n+
1
2
)
− ψ (n+ 1)
]
Noting that ψ
(
1
2
) − ψ(1) = −2 log 2, the differentiation of the LHS of (A.1) with
respect to T and then setting T = 0 yields
∫ 1
0
log η1√
η1(1− η1)(1− zη1)
dη1 =
− 2pi log 2 · 2F1
(
1
2
,
1
2
; 1; z
)
(A.3)
+
∞∑
n=0
Γ2
(
n+ 12
)
Γ (n+ 1)
zn
n!
(
ψ (1)− ψ
(
1
2
)
+ ψ
(
n+
1
2
)
− ψ (n+ 1)
)
(A.4)
Proceeding similarly we can choose a = 1
2
, b = 1
2
, and c = T + 1, we have
B
(
1
2
, T +
1
2
)
2F1
(
1
2
,
1
2
;T + 1; z
)
=
∫ 1
0
(1− η1)T√
η1(1− η1)(1− zη1)
dη1 (A.5)
If we differentiate the RHS of (A.5) with respect to T then set T = 0 we see that
d
dT
∫ 1
0
(1− η1)T√
η1(1− η1)(1− zη1)
dη1 =
∫ 1
0
(1− η1)T log(1− η1)√
η1(1− η1)(1− zη1)
dη1
∣∣∣∣∣
T=0
=
∫ 1
0
log(1− η1)√
η1(1− η1)(1− zη1)
dη1 (A.6)
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Using the derivative equations from earlier, we have
d
dT
[
B
(
T +
1
2
,
1
2
)
2F1
(
1
2
, T +
1
2
;T + 1; z
)]∣∣∣∣
T=0
=
2F1
(
1
2
,
1
2
; 1; z
){
B
(
1
2
,
1
2
)[
ψ
(
1
2
)
− ψ(1)
]}
+B
(
1
2
,
1
2
)
d
dT
2F1
(
1
2
,
1
2
;T + 1; z
)∣∣∣∣
T=0
Again using (3.17), we have
d
dT
2F1
(
1
2
,
1
2
;T + 1; z
)
=
d
dT
∞∑
n=0
(
1
2
)
n
(
1
2
)
n
(T + 1)n
zn
n!
=
∞∑
n=0
Γ2
(
n+ 1
2
)
Γ2
(
1
2
) zn
n!
· d
dT
[
Γ (T + 1)
Γ (T + n+ 1)
]
Using the same approach as was used to compute (A.5), we have
d
dT
[
Γ (T + 1)
Γ (T + n+ 1)
]∣∣∣∣
T=0
=
ψ (1)− ψ (n+ 1)
Γ (n+ 1)
which yields so that
∫ 1
0
log(1− η1)√
η1(1− η1)(1− zη1)
dη1 =
− 2pi log 2 · 2F1
(
1
2
,
1
2
; 1; z
)
+
∞∑
n=0
Γ2
(
n+ 12
)
Γ (n+ 1)
zn
n!
(ψ (1)− ψ (n+ 1)) (A.7)
combining (A.3) and (A.7) we have
∫ 1
0
log[η1(1− η1)]√
η1(1− η1)(1− zη1)
dη1 =
− 4pi log 2 · 2F1
(
1
2
,
1
2
; 1; z
)
(A.8)
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+∞∑
n=0
Γ2
(
n+ 12
)
Γ (n+ 1)
zn
n!
(
2ψ (1)− ψ
(
1
2
)
+ ψ
(
n+
1
2
)
− 2ψ (n+ 1)
)
(A.9)
Continuing from (3.16) and recalling the form of G(θ) presented in (3.19), and
inserting the value of the expectation in (A.8), we have
pi(θ) ∝1
θ
exp
{
G(θ)
2
1√
θ
∫ 1
0
log [η1(1− η1)]√
η1(1− η1)(1− zη1)
dη1
}
=
1
θ
exp
{
−2 log 2 + 1
2pi 2F1
(
1
2 ,
1
2 ; 1; z
) ∞∑
n=0
Γ2
(
n+ 12
)
Γ (n+ 1)
zn
n!
×
×
(
2ψ (1)− ψ
(
1
2
)
+ ψ
(
n+
1
2
)
− 2ψ (n+ 1)
)}
=
1
θ
exp
{
−2 log 2 + 1
2 2F1
(
1
2 ,
1
2 ; 1; z
) ∞∑
n=0
(
1
2
)
n
(
1
2
)
n
(1)n
zn
n!
×
×
(
2ψ (1)− ψ
(
1
2
)
+ ψ
(
n+
1
2
)
− 2ψ (n+ 1)
)}
(A.10)
Furthermore, note that the digamma function has the following useful properties,
among others
ψ(n+ 1) =ψ(1) +
n∑
k=1
1
k
,
ψ
(
n+
1
2
)
=ψ
(
1
2
)
+
n∑
k=1
2
2k − 1
so that
2ψ (1)− ψ
(
1
2
)
+ ψ
(
n+
1
2
)
− 2ψ (n+ 1) =
n∑
k=1
2
2k − 1 − 2
n∑
k=1
1
k
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So that
pi(θ) ∝ 1
θ
exp
{
1
2 2F1
(
1
2 ,
1
2 ; 1; z
) ∞∑
n=0
(
1
2
)
n
(
1
2
)
n
(1)n
zn
n!
[
n∑
k=1
2
2k − 1 − 2
n∑
k=1
1
k
]}
(A.11)
Now, note that we have
n∑
k=1
2
2k − 1 −
n∑
k=1
1
k
= 2 log 2 +Hn−1/2 −Hn = 2 log 2− 2
∫ 1
0
t2n
1 + t
dt
where Hn =
∑n
k=1
1
k
represents the n-th harmonic number. This tells us that the
summation in (A.11) can be written as
∞∑
n=0
(
1
2
)
n
(
1
2
)
n
(1)n
zn
n!
[
n∑
k=1
2
2k − 1 − 2
n∑
k=1
1
k
]
=2 log 2
∞∑
n=0
(
1
2
)
n
(
1
2
)
n
(1)n
zn
n!
+
+
∞∑
n=0
(
1
2
)
n
(
1
2
)
n
(1)n
zn
n!
(
−2
∫ 1
0
t2n
1 + t
dt
)
−
−
∞∑
n=0
(
1
2
)
n
(
1
2
)
n
(1)n
zn
n!
Hn (A.12)
The middle term can be rearranged as
∞∑
n=0
(
1
2
)
n
(
1
2
)
n
(1)n
zn
n!
(
−2
∫ 1
0
t2n
1 + t
dt
)
=− 2
∫ 1
0
∞∑
n=0
(
1
2
)
n
(
1
2
)
n
(1)n
(zt2)n
n!
· 1
1 + t
dt
=− 2
∫ 1
0
2F1
(
1
2
, 1
2
, 1, zt2
)
1 + t
dt
Recalling the definition of the hypergeometric function in (3.17), we can see that the
quantity in (A.12) exactly equals
2 log 2 2F1
(
1
2
,
1
2
, 1, z
)
− 2
∫ 1
0
2F1
(
1
2
, 1
2
, 1, zt2
)
1 + t
dt−
∞∑
n=0
(
1
2
)
n
(
1
2
)
n
(1)n
zn
n!
Hn
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A.2 The Jeffreys Rule Prior for the Odds Ratio θ
Recall from (2.9) that the posteriors for λi|ni are Gamma(ni+ 12 , 1) for the Reference
prior on (λ1, λ2, λ3, λ4). Because for the joint independent Poisson model the
Fisher information matrix is diag(λ−11 , λ
−1
2 , λ
−1
3 , λ
−1
4 ), the Jeffreys prior is identical.
Furthermore, recall that Jeffreys prior is invariant to 1-1 transformations. Because of
this, we have the following theorem.
Theorem A.2.1. The marginal posterior for θ|n under Jeffreys prior is
pi(θ|n) = B(n2 + n4 + 1, n1 + n3 + 1)
B(n1 + 1/2, n2 + 1/2)B(n3 + 1/2, n4 + 1/2)
× θn4−1/2 2F1 (n3 + n4 + 1, n2 + n4 + 1;n.+ 2; 1− θ) (A.13)
Proof. First let Xj ∼ Gamma(nj + 1/2, 1) so that we can express θ by
θ = R1R2
where R1 =
X1
X2
and R2 =
X4
X3
. By the properties of the gamma distribution, R1 and
R2 each have a standard beta prime distribution with pdfs
fR1(r1) =
r
n1−1/2
1 (1 + r1)
−(n1+n2+1)
B(n1 + 1/2, n2 + 1/2)
, r1 > 0
fR2(r2) =
r
n4−1/2
2 (1 + r2)
−(n3+n4+1)
B(n3 + 1/2, n4 + 1/2)
, r2 > 0
Now, to find the distribution of the odds ratio θ = R1R2, we use the standard way to
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find the formula of a product distribution
piJ(θ) =
∫ ∞
−∞
fR1(r1)fR2(θ/r1)
1
|r1|dr1
=c
∫ ∞
0
r
n1−1/2
1 (1 + r1)
−(n1+n2+1)(θ/r1)n4−1/2(1 + θ/r1)−(n3+n4+1)dr1
=c · θn4−1/2
∫ ∞
0
rn1−n4−11 (1 + r1)
−(n1+n2+1)(1 + θ/r1)−(n3+n4+1)dr1
=c · θn4−1/2
∫ ∞
0
rn1+n31 (1 + r1)
−(n1+n2+1)(θ + r1)−(n3+n4+1)dr1, (A.14)
where c = [B(n1 + 1/2, n2 + 1/2)B(n3 + 1/2, n4 + 1/2)]
−1. The result now follows
from an application of (3.18) to the integral in (A.14).
It is remarkable to note that this marginal posterior is always proper for all nj ≥ 0,
even when n1 = n2 = n3 = n4 = 0! In particular, note the following form.
Lemma A.2.2. If n1 = n2 = n3 = n4 = 0,
pi(θ|n) = 1
pi2
log(θ)√
θ(θ − 1) (A.15)
Proof. Substituting n1 = n2 = n3 = n4 = 0, we can quickly see
pi(θ|n) = B(1, 1)
B(1/2, 1/2)B(1/2, 1/2)
θ−1/2 2F1 (1, 1; 2; 1− θ) (A.16)
Next, from the properties of of the hypergeometric function, we have that
log(1 + z) = z 2F1 (1, 1; 2;−z) (A.17)
Using (A.17) with z = θ − 1 in (A.16) proves the result.
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If we desire to obtain a posterior sample for the odds ratio θ under the Jeffreys
prior, we can conduct the following two steps:
1. For a given 2× 2 table, sample λi ∼ Gamma(ni + 12) for i = 1, 2, 3, 4, and
2. Compute θ = λ1λ4
λ2λ4
.
This straightforward procedure provides a good baseline for comparison against other
Bayesian procedures.
A.3 Numerical Computation of G(θ)
Recall that G(θ) is defined as
G(θ) =
∫ 1
0
log
[√
t(1− t)
]
dt√
t(1− t)(θ(1− t) + t) .
Because there is no numerical integration procedure is available for the GPU
architecture, computation of G(θ) was an issue due to the singularities of the
integrands.
log
[√
t(1− t)
]
√
t(1− t)(θ(1− t) + t) ≈

log
√
t√
θt
t ∈ (0, ε)
log
[√
t(1−t)
]
√
t(1−t)(θ(1−t)+t) t ∈ (ε, 1− ε)
log
√
1−t√
1−t t ∈ (1− ε, 1)
when then gives us
G(θ) ≈
∫ ε
0
log
√
t√
θt
dt+
∫ 1−ε
ε
log
[√
t(1− t)
]
√
t(1− t)(θ(1− t) + t)dt+
∫ 1
1−ε
log
√
1− t√
1− t dt
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=√
ε(log ε− 2)√
θ
+
√
ε(log ε− 2) +
∫ 1−ε
ε
log
[√
t(1− t)
]
√
t(1− t)(θ(1− t) + t)dt
=
√
ε(log ε− 2)1 +
√
θ√
θ
+
∫ 1−ε
ε
log
[√
t(1− t)
]
√
t(1− t)(θ(1− t) + t)dt (A.18)
The second term in (A.18) has no singularities, so it can be integrated numerically
with relatively simple techniques.
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