Abstract. Motor production may play an important role in learning to recognize facial expressions. The present study explores the influence of facial production training on the perception of facial expressions by employing a novel production training intervention built on feedback from automated facial expression recognition. We hypothesized that production training using the automated feedback system would improve an individual's ability to identify dynamic emotional faces. Thirty-four participants were administered a dynamic expression recognition task before and after either interacting with a production training video game called the Emotion Mirror or playing a control video game. Consistent with the prediction that perceptual benefits are tied to expression production, individuals with high engagement in production training improved more than individuals with low engagement or individuals who did not receive production training. These results suggest that the visual-motor associations involved in expression production training are related to perceptual abilities. Additionally, this study demonstrates a novel application of computer vision for real-time facial expression intervention training.
Introduction
Facial expression production and perception are crucial components of social functioning. Disruptions in these processes limit an individual's ability to interact with others, which has negative consequences on health and quality of life [1, 2] . Neurophysiological disorders such as autism spectrum disorders (ASD) are associated with reduced ability to produce [3] and perceive [4] facial expressions [5] . Recent advances in automated facial expression recognition technology open new possibilities for clinical interventions that target these deficits. The broader goal of this project is to develop an intervention based on facial expression production by leveraging automatic facial expression recognition technology to provide real-time feedback on the participants own expressions.
The present study employs the automated expression recognition intervention to explore the link between facial expression perception and production. We examine the effect of emotional facial expression production training on the perception of dynamic facial expressions. To the best of our knowledge, this is the first paper to address the question of whether training facial expression production influences perception. Previous computer-based interventions focused on expression recognition [6, 7] , but not production, and the link between facial production and perception remains unclear. Practice with expression production may not only influence production itself, but may also influence perception due to possible associations between recognition and motor production.
Exploring the expression perception and production link
The recruitment of the motor system for perceptual learning is a theme that has become widespread in cognitive science, dating back to the motor theory of speech perception [8] . The theory posits that motor production plays an important role in the development of perceptual recognition capabilities. More recent evidence suggests that perceptual recognition itself involves dynamic interaction through a network of brain areas including the motor system. Neurons in a visual-motor system, called "mirror neurons," have been reported to activate during the production of specific muscle movement and also to visual display (perception) of the same muscle movement performed by another [9] . There is evidence from cognitive neuroscience and psychology that perceptual systems for facial expression recognition may be linked with motor as well as somatosensory feedback systems [10, 11] . For example, facial motor interference produced by biting a pen has been shown to impair recognition of certain emotional expressions [12] . Moreover, disrupting sensory feedback from the facial region of somatosensory cortex via TMS impairs discrimination of facial expressions, but not recognition of facial identity [13] .
Together, these studies suggest that perception and production may be linked through a common use of the motor system. The present study explores this link by measuring the impact of facial expression production training on the ability to recognize dynamic facial expressions. We hypothesized that training with facial expression production will improve perceptual ability to recognize dynamic facial expressions.
To study the effects of facial expression production, we employed real-time facial expression recognition within a novel intervention game called the emotion mirror. In this paradigm, subjects receive closed-loop sensorimotor feedback, where they produce facial expressions and simultaneously view their expressions mirrored by interactive animations.
Methods
To measure the effect of production training on perceptual ability, a pre-test post-test design was employed where perceptual ability was measured using the Exploring the Facial Expression Perception-Production Link 3 Dynamic Expression Recognition Task (DERT) before and after the intervention task (Emotion Mirror) or control task (Sushi Cat).
Dynamic Expression Recognition Task ("DERT")
Social interactions demand efficient and accurate interpretations of dynamic facial expressions. However, previous studies of face perception have predominantly used static, high intensity facial stimuli, with which participants are often at ceiling recognition performance. To measure the perceptual ability for dynamic facial expressions, DERT was adapted from [14, 5] .
Participants were shown a human face that gradually morphed over the course of 500 ms from a neutral expression to one of four basic emotions: sad, angry, fearful, and surprised. In order to assess the perceptual limitations for identifying an emotion, the amount of information given for each decision was varied by allowing the morph to reach one of five percentages of completion (intensity): 15 (difficult), 30, 45, 60, and 75 (easy). The lowest intensity is presented first, in a block design. Participants were instructed to identify each expression as quickly and accurately as possible, while response reaction time and accuracy were recorded.
Dynamic stimuli were created by generating morphs of six actors selected from the Radboud database [15] of basic emotional expressions. Each actor's face was morphed from neutral to a high intensity expression using facial action constellations defined in the Facial Action Coding System (FACS) manual [16] as markers. Morphs were rapidly displayed as sequences that lasted a total of one second, beginning with a neutral expression that lasted for 500 msec, followed by a dynamic expression (See Figure 1) .
DERT differs from [14, 5] in that the dynamics are consistent across expression intensities; it does not slow down the frame rate or rate of expression production for the low intensity expressions, nor does it hold a static facial expression at the end of the dynamic display. Because the low intensity expressions had fewer frames, a one second total display time was achieved by increasing the duration of the static neutral expression before the onset of the low intensity morph (See Figure 1 ). 
The Emotion Mirror
The emotion mirror is an intervention game in which an illustrated character responds to the facial expression of the subject in real-time. There are two conditions that govern the direction of the interaction: "it mimics you" and "you mimic it." In the first condition, the participant is audibly prompted to make one of six expressions. If the correct expression is produced, the character mirrors the participant's expression (ie. "it mimics you"), which is rewarding to the participant. In the second condition, the character displays and holds an expression, and participant is instructed to copy the character (ie. "you mimic it"). As the participant approximates the expression of the character, an ice-cream cone grows by increasing in units of scoops and toppings. This playful interaction is designed to appeal to children and adults. The game includes a selection of engaging animated characters that range in visual complexity. It is well known that children with ASD tend to be more comfortable with visually simple displays, and are more comfortable with robots and animals than with human faces. Accordingly, the avatars in the intervention game range from animals, to outer-space creatures, to a more realistic human avatar for which children can choose gender, skin color, and hair color to match their own (See Figure 2) . Each condition cycled through three characters (dog, girl, boy) for six emotions each (two conditions with three repetitions of six emotions). The task knits expressive production and perception as it is the participant's own face that drives the expressions shown on the avatar, and provides feedback and practice in facial expression mirroring behaviors.
The facial expression recognition engine behind the Emotion Mirror is the Computer Expression Recognition Toolbox (CERT). 
The Computer Expression Recognition Toolbox ("CERT")
CERT is a computer vision system for measuring facial expressions in real time [17, 18] (See Figure 3) . CERT automatically codes the intensity of six expressions of basic emotion, three dimensions of head pose (yaw, pitch, and roll, as well as the 20 facial actions from the FACS [8] most related to emotion. FACS is a system for objectively scoring facial expressions in terms of elemental movements, called action units (AUs), which roughly correspond with individual facial muscle movements. FACS provides a comprehensive description of facial expressions, providing greater specificity and diversity than emotion categories. The technical approach to CERT is an appearance-based discriminative approach. Such approaches have proven highly robust and fast for face detection and tracking (e.g. [19] , and take advantage of the rich texture information in facial expression images. This class of approaches achieves a high level of robustness through the use of large data sets for machine learning. This speed and robustness has enabled real-time analysis of spontaneous expressions. Evaluation of CERT on benchmark datasets shows state-of-the-art performance for both recognition of basic emotions and recognition of facial actions. CERT also provides information about expression intensity. See [17] for more information on system design and benchmark performance measures. CERT operates in near real-time at approximately 12-15 frames per second, and is available for academic use.
A softmax competition between CERT's six expressions of basic emotion and neutral mediates the matching signal between the prompted emotion and that of the participant. This matching signal drives the character's expression intensity or the height of the ice cream in proportion to the participant's expression intensity.
Participants
Participants were thirty-four healthy college students (M = 14, F= 19, M(age) = 20.5) who volunteered for course credit. All volunteers were instructed to bring corrective eyewear if needed. No subjects were excluded, although data from four intervention subjects sets were unusable due to recording errors. The study was approved by the Human Research Protections Program at the University of California, San Diego. 
Experimental Design
Each participant was randomly assigned into one of two groups: intervention (N=17) and control (N=17). The intervention group received facial expression production practice, and the control group played a spatial game that does not involve expression perception or production. All participants were assessed for recognition of dynamic facial expressions before and after intervention using the Dynamic Expression Recognition (DERT) task. The intervention group performed facial expression production exercises for 20 minutes, starting first with the Emotion Mirror "it mimics you," followed by "you mimic it," and finally Face-Face-Revolution [7] . The control group played a spatial computer game that does not involve expression perception or production called "Sushi Cat"
[908] for 20 minutes. The object of the game is to drop a cat from an optimal position such that as the cat falls and bounces off obstacles, it can eat the maximum amount of sushi before landing. The control task does not prompt the user to produce facial expressions.
Measures
The primary dependent measures for DERT were accuracy, and reaction time. Pre-test scores were used as a covariate to compare post-test scores across intervention and control groups. Confusion matrices were also analyzed by comparing their similarity to the identity matrix using the Backus-Gilbert spread (BGS) (Equation.
(1)) [20] . The BGS measures the Euclidean distance between two vectorized matrices, normalized by the number of off-diagonal elements.
In order to determine the extent to which participants made an effort to undergo production training with the emotion mirror, a measure of engagement, or compliance, was assessed using the mean accuracy of expression production. To calculate this, a true positive was awarded for a given trial when the peak emotion measured by CERT (integrated across the duration of the trial) matched the target emotion prompted by the Emotion Mirror.
Speed of facial expression production during the emotion mirror exercise was also assessed as the time from the stimulus onset to the peak CERT value for the target emotion (time-to-peak).
Results
We tested the hypothesis that engagement with the emotion mirror intervention (EM) would lead to improvements in expression recognition as measured by the DERT. As predicted, there was a trend for a positive correlation between engagement with the Emotion Mirror and gain scores on the dynamic expression recognition task (r = .517, n = 13, t(1, 11) = 2.01, p < 0.07) as measured by a Pearson product moment correlation. The correlation was stronger for the Emotion Mirror's "you mimic it" condition (r = .612, n = 13, t(1, 11) = 2.57, p < 0.026). Preliminary analyses were performed to ensure no violation of the assumptions of normality, linearity, and homoscedasticity.
To investigate whether the perceptual improvement was related to intervention engagement or chance, the intervention group was split by the median level of engagement into two groups: high engagement and low engagement (abbreviated as "T high" and "T low"). The pre and post-test performance of these new groups were then compared against a control group, who were given the same tests.
Since our main dependent measure of accuracy has a fixed ceiling at 1.00, we employed the ANCOVA method to improve the sensitivity of our between-group comparisons [21] . A two-way mixed analysis of covariance was conducted to assess the effectiveness of the emotion mirror intervention in improving accuracy on the dynamic expression recognition task. The within-subject independent variable was the amount of facial morph (15, 30, 45, 60, 75) and the betweensubject independent variable was group assignment (control, intervention with high EM accuracy, intervention with low EM accuracy). The dependent variable was pos-test DERT accuracy scores, while DERT pre-test scores were used as a covariate to control for individual differences. Checks were conducted to ensure that there were no violations of the assumptions of normality, linearity, homogeneity of variance, homogeneity of regression slopes, and reliable measurement of the covariate. After adjusting for pre-test DERT accuracy scores, there was a significant main effect of treatment group (F (1, 2) = 3.361, p < 0.006). There was also a significant main effect of morph level (F (1, 4) = 13.812, p < .00001), and an interaction of treatment group by morph level (F (1, 8) = 3.357, p < 0.002) (See Figure 4) .
To assess whether the intervention group improved more than the control group, we compared the accuracy improvement (gain score) for each group collapsed across levels of morph. Post-hoc Welch independent two sample t-tests were performed on the adjusted post-test score. These tests revealed that the intervention group with high EM accuracy had significantly greater improvements than did the control group (t(55.8) = −3.03, p < 0.00373, two-sided, mean difference = 0.02, 95% CI: -0.0312 to -0.00635). These tests also revealed that the intervention group with high EM accuracy had significantly greater improvements than did the intervention group with low EM accuracy (t(62.6) = 4.89, p < .00001, two-sided, mean difference = -0.038, 95% CI: 0.02 to 0.05), and the control group had significantly greater improvements than did the intervention group with low EM accuracy (t(48) = 3.02, p < 0.004, twosided, mean difference = -0.019, 95% CI: 0.006 to 0.031). These results suggest that changes in perceptual accuracy from pre-test to post-test is strongly influenced by the accuracy during the emotion mirror task. These findings support the influence of expression practice and visual-motor associations, in expression recognition. The relationship between the latency of production (time-to-peak) and improvement in DERT reaction time was assessed with a Pearson product moment correlation. The quicker an individual was to maximally produce the correct expression was significantly related to quicker reaction times (r = −0.558, n = 13, t(1, 11) = −2.23, p < 0.048). In addition, confusion matrices were quantified by measuring the similarity to the identity matrix using the Baccus-Gilbert Spread (BGS). Improvement in the BGS during the emotion mirror was significantly correlated in improvement in the BGS for recognition as measured by DERT (r = .558, n = 13, t(1, 11) = 2.23, p < 0.048).
Discussion
Consistent with the hypothesis that practice with production leads to improvements in perception, we found that greater engagement with the emotion mirror intervention improves perceptual accuracy for dynamic faces across emotions and varying levels of difficulty. The perceptual benefit was tied to expression production performance during motor training. These findings are consistent with our initial theory that the visual-motor associations gained in production training influence perceptual abilities.
In further support of the role of facial motor practice in perception, we found that the increase in speed of expression production during the Emotion Mirror was correlated with recognition performance improvement in DERT. This result demonstrates a relationship between learning in facial motor production and learning in facial expression perception that cannot be accounted for by practice recognizing facial expressions alone, and supports the hypothesis that the motor production itself contributed to perceptual improvement.
Furthermore, improvements in the confusion matrix (measured by the BGS) for facial expression production during the Emotion mirror were significantly correlated in improvement in the BGS for recognition as measured by DERT, providing further evidence that improvements in production are related to improvements in perception.
Though no significant differences were observed between engagement with the two production conditions, the "it mimics you" condition showed a stronger correlation with perceptual improvement in DERT than did "you mimic it." Though the differences between these two tasks were not explicitly studied, this correlation suggests that there may be a difference in the efficacy between the two methods of training. Further studies are needed to tease apart whether this correlational discrepancy was due to differences in the way each condition trained the participant, or if one condition had a stronger coupling between the subject and the emotion mirror This study is not without limitations. Facial expression production training can be a tiring process, and the current methods were unable to adjust for how tired the participants were when they underwent the second, also tiring, perceptual assessment. Not all participants may have felt comfortable producing facial expressions, and some may have felt embarrassed more so than would children who may be more engaged with the illustrated characters and ice cream. CERT does not necessary work equally well for all participants, and some may have had a harder time engaging that others.
The present study is a product of a multi-disciplinary research effort to develop and evaluate a computer-aided intervention system to enhance the facial expression skills of children with ASD that merges the expertise of researchers in computer vision, face perception, autism, and social neuroscience. Recent advances in computer vision open new avenues for computer assisted intervention programs that target critical skills for social interaction, including the timing, morphology and dynamics of facial expressions. Such systems enable investigations into the learning of facial expression production that were previously not possible. The Emotion Mirror presents pioneering work to develop an engaging intervention system for facial expression processing based on automatic facial expression recognition technology. Such technology contributes not only to potential treatments, but also to the study of learning and plasticity in perception and production systems, and to understanding the cognitive neuroscience of emotion.
