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Mathematical foundations of Accelerated
Molecular Dynamics methods
Tony Lelie`vre
Abstract The objective of this review article is to present recent results on the math-
ematical analysis of the Accelerated Dynamics algorithms introduced by A.F. Voter
in collaborationwith D. Perez andM. Sorensen. Using the notion of quasi-stationary
distribution, one is able to rigorously justify the fact that the exit event from a
metastable state for the Langevin or overdamped Langevin dynamics can be mod-
eled by a kinetic Monte Carlo model. Moreover, under some geometric assump-
tions, one can prove that this kinetic Monte Carlo model can be parameterized us-
ing Eyring-Kramers formulas. These are the building blocks required to analyze the
Accelerated Dynamics algorithms, to understand their efficiency and their accuracy,
and to improve and generalize these techniques beyond their original scope.
1 Introduction
The objective of this article is to review recent works on the mathematical analysis
of the accelerated dynamics techniques introduced by A.F. Voter and co-workers
from the late nineties up to recently (Voter 1997, 1998; Sorensen and Voter 2000;
Perez et al 2015a). The objectives of these methods is to efficiently simulate ther-
mostated molecular dynamics trajectories over very large timescales. The mathe-
matical analysis which has been developed gives the set of assumptions underlying
these algorithms, and a way to assess their accuracy. This helps to understand their
limitations, but also to improve and extend these numerical methods beyond their
original scope.
The aim of statistical computational physics and molecular dynamics is to infer
from a microscopic model of matter its macroscopic properties. At the microscopic
level, the atomic configuration is given by a set of positions of the atoms (or group
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of atoms), and the basic ingredient is a potential energy function:
V : Rd → R. (1)
Here d is the number of degrees of freedom (typically three times the number of
atoms) and the function V associates to a given atomic configuration its energy. We
will not discuss here how to build such a functionV . Let us simply mention that this
is related to the construction of so-called force fields, which requires a lot of chemi-
cal intuition to infer the functional form of the force field, and good parametrization
using either experimental data or ab initio computations to evaluate the electronic
structure associated to given positions of the nuclei. Combining optimally these in-
formations in order to improve the predictive abilities of forces fields is a very lively
research subject, at the interface between physics, chemistry, numerical analysis and
data sciences.
For a given potentialV , at a fixed temperature T , the configurations of the atomic
system at thermal equilibrium are distributed according to the Boltzmann Gibbs
measure (a.k.a. the canonical measure)
µ = Z−1 exp(−βV (q))dq (2)
where q ∈ Rd is the positions of the atoms, β−1 = kBT (kB being the Boltzmann
constant) and Z =
∫
Rd
exp(−βV (q))dq is assumed to be finite. Computing averages
with respect to µ gives access to so-called thermodynamic quantities. Examples
include heat capacity, free energy difference, stress, etc. The focus of this work
is rather to discuss numerical methods to compute dynamical quantities, namely
observables which depend on the trajectories of the molecular system: transition
times, transition paths, reaction mechanisms, etc. This requires to define a dynamics.
The typical dynamics one should have in mind is the Langevin dynamics:{
dqt =M
−1pt dt
dpt =−∇V (qt)dt− γM−1pt dt+
√
2γβ−1dWt
(3)
where (qt , pt) ∈ Rd×d denotes the positions and momenta of the particles at time
t ≥ 0, M is the mass tensor, γ > 0 is a friction parameter and Wt is a standard
d-dimensional Brownian motion. Under loose assumptions on V , this dynamics
is ergodic with respect to the phase-space canonical measure Z exp(−β (V (q) +
pTM−1p/2))dqdp, where Z=
∫
Rd
exp(−β (V (q)+ pTM−1p/2))dqdp. Themarginal
in q of this measure is the measure µ defined above (see (2)). In particular, for any
test function ϕ : Rd×Rd →R,
lim
t→∞
1
t
∫ t
0
ϕ(qs)ds=
∫
Rd
ϕdµ . (4)
In the following, we will also consider the overdamped Langevin dynamics which
is obtained from (3) in the limit γ → ∞ or M → 0 (see for example Lelie`vre et al
(2010, Section 2.2.4)):
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dXt =−∇V(Xt)dt+
√
2β−1dWt (5)
whereXt ∈Rd denotes the positions of the particles. More precisely, the overdamped
Langevin dynamics is for example derived from the Langevin dynamics in the large
friction limit and using a rescaling in time: assuming M = Id for simplicity, in the
limit γ → ∞, (qγt)t≥0 converges to (Xt)t≥0. Again, under loose assumptions on V ,
this dynamics is ergodic with respect to the canonical measure µ . The Langevin and
overdamped Langevin dynamics are thus thermostated dynamics: they describe the
evolution of the system at a given temperature T . Simulating these dynamics over
large timescales in order to have access to macroscopic properties of the system
(both thermodynamic and dynamical quantities) is the objective of molecular dy-
namics simulations with applications in many scientific areas: biology, chemistry,
material sciences, etc. To obtain accurate results, this requires to simulate stochastic
dynamics in large dimension over very large time scales.
The main difficulty when simulating the dynamics (3) or (5) in practice is that
they are metastable. This means that the trajectory of the positions (qt)t≥0 or (Xt)t≥0
remains trapped for very long periods of time in some regions of the configurational
space called metastable states. This is actually expected from a physical viewpoint:
these metastable states typically correspond to some macroscopic conformations of
the system. In material sciences for example, one could think of these metastable
states as positions of some defects in a crystal, or of some ad-atoms on a surface. In
biology, these metastable states can be associated for example with molecular con-
formations of a protein. And it is indeed expected that the residence times in these
metastable states are much larger than the typical timescale of vibration within the
metastable states. In practice, one needs for example to use timesteps of the or-
der of 10−15s to discretize (3), while the typical phenomena of interest occur over
timescales of the order of 10−6s up to seconds or even more ! The numerical coun-
terpart is twofolds: to compute thermodynamic quantities, the convergence of time
averages such as (4) is very slow; and to evaluate dynamical quantities of interest,
namely typically transition paths and transition times between metastable states, one
needs to sample rare events, namely the exit from metastable states, and the transi-
tion to a new metastable state. The objective of the accelerated dynamics algorithms
is indeed to efficiently sample metastable dynamics in order to have access to some
dynamical quantities. Let us make precise that we are here considering numerical
methods to sample the whole dynamics from states to states, and not for example
the ensemble of reactive paths between two given metastable states, for which other
dedicated methods can be used (splitting techniques (van Erp et al 2003; Allen et al
2005; Ce´rou et al 2011), transition path sampling methods (Dellago et al 1999), etc.)
The basic idea of the accelerated dynamics algorithms is the following: if the
stochastic process (qt , pt)t≥0 or (Xt)t≥0 remains trapped for a sufficiently long time
in a metastable state, it forgets the way it entered this state, and this means that the
exit event from this metastable state can be modeled by the exit event of a kinetic
Monte Carlo model, namely a pure jump Markov process. This will be explained in
Section 2. We will then show in Section 3 that, in the small temperature regime, it
is possible to parameterize the kinetic Monte Carlo model modelling the exit event
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using Eyring-Kramers laws, which gives the basis for a rigorous foundation of the
harmonic transition state theory. From these properties, it is then possible to devise
efficient algorithms to simulate metastable dynamics. This is explained in Section 4.
The bottom line is that the details of the dynamics within metastable states are not
interesting: only the exit events from these states need to be simulated.
2 Kinetic Monte Carlo models and quasi-stationary distribution
In this section, we consider a set S ⊂ Rd , which is assumed to be bounded, regu-
lar and open. This set is intended to be associated to one state of a kinetic Monte
Carlo (kMC) model, and we would like to relate the exit event from S using the
Langevin (3) or overdamped Langevin (5) dynamics and a kinetic Monte Carlo
model. We will first present in Section 2.1 how the exit event from a state is modeled
in a kinetic Monte Carlo model. We will then introduce in Section 2.2 the notion of
quasi-stationary distribution (QSD), which is the basic ingredient to connect the
simulation of the exit event from a set S for (3) or (5) with a kMC model, as ex-
plained in Section 2.3. Finally, we will conclude this section with a discussion on
the way to estimate the convergence time to the QSD in Section 2.4.
2.1 Kinetic Monte Carlo models
Kinetic Monte Carlo models (a.k.a. Markov state models, see Bowman et al (2014);
Schu¨tte and Sarich (2013)) are continuous-time Markov processes with values in a
discrete state space, namely a jump Markov process (see Voter (2005) for a nice
introduction to kMC models). They consist of a collection of states that we can
assume to be indexed by integers, and rates (ki, j)i6= j∈N which are associated with
transitions between these states. For a state i ∈ N, the states j such that ki, j 6= 0 are
the neighboring states of i denoted in the following by
Ni = { j ∈N, ki, j 6= 0}. (6)
One can thus represent such a jump Markov model as a graph: the states are the
vertices, and an oriented edge between two vertices i and j indicates that ki, j 6= 0.
Starting at time 0 from a stateY0 ∈N, the model consists in iterating the following
two steps over n ∈ N: Given Yn,
• Sample the residence time Tn in Yn as an exponential random variable with pa-
rameter ∑ j∈NYn kYn, j:
∀t ≥ 0, P(Tn ≥ t|Yn = i) = exp
(
−
[
∑
j∈Ni
ki, j
]
t
)
. (7)
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• Sample independently from Tn the next visited state Yn+1 starting from Yn using
the following law
∀ j ∈Ni, P(Yn+1 = j|Yn = i) =
ki, j
∑ j′∈Ni ki, j′
. (8)
The associated continuous-time process (Zt)t≥0 with values in N defined by:
∀n≥ 0, ∀t ∈
[
n−1
∑
m=0
Tm,
n
∑
m=0
Tm
)
, Zt = Yn (9)
(with the convention ∑−1m=0 = 0) is then a (continous-time) jump Markov process.
The exit event from the state i is thus modeled by the couple of random variables
(T,Y ) where:
1. T and Y are independent ;
2. T is exponentially distributed with parameter ∑ j ki, j ;
3. Y takes the value j ∈Ni with probability ki, j∑ j′∈Ni ki, j′ .
The question we would like to address in the following is: when can one use
such a model to simulate the exit event from a metastable state for the Markov
dynamics (3) or (5) ? The cornerstone to make this connection is the notion of
quasi-stationary distribution, which will be introduced in Section 2.2.
The interest of using a kMC model rather than the Markov dynamics (3) or (5)
to model the evolution of the system is twofold. From a modelling viewpoint, new
insights can be gained by building such coarse-grained models, that are easier to
handle. From a numerical viewpoint, the hope is to be able to build the jumpMarkov
process from short simulations of the full-atom dynamics from states to states. Then,
once the rates have been defined, it is possible to simulate the system over much
larger timescales than the time horizons attained by standard molecular dynam-
ics, either by using directly the jump Markov process, or as a support to acceler-
ate molecular dynamics (see for example Voter (1997, 1998); Sorensen and Voter
(2000) and Section 4 below). It is also possible to use dedicated algorithms to ex-
tract from the graph associated with the jump Markov process the most important
features of the dynamics (for example quasi-invariant sets and essential timescales
using large deviation theory (Freidlin and Wentzell 1984)), see for example Wales
(2003); Cameron (2014).
2.2 Quasi-stationary distribution
In this section, we focus for simplicity on the overdamped Langevin dynamics (5).
Generalizations to the Langevin dynamics (3) are expected to be true, and are the
subject of works under progress (see for example Nier (2018) for a first result in that
direction). Let us consider the first exit time from a fixed set S ⊂ Rd :
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TS = inf{t ≥ 0, Xt 6∈ S}.
The exit event from S is fully characterized by the couple of random variables:
(TS,XTS).
The basic intuition already mentioned in the introduction is that if the process
remains for a sufficiently long time in S, it should be possible to model the exit
event by the exit event of a kMC model. This naturally leads us to consider the
quasi-stationary distribution which is the invariant law for the process conditioned
to stay in S.
Definition 1. A probability measure νS with support in S is called a quasi-stationary
distribution (QSD) for the Markov process (Xt)t≥0 if and only if
∀t > 0, ∀A⊂ S,νS(A) =
∫
S
P(X xt ∈ A, t < T xS )νS(dx)∫
S
P(t < T xS )νS(dx)
.
In other words, νS is a QSD if when X0 is distributed according to νS, for all posi-
tive t, the law of Xt conditionally to the fact that (Xs)0≤s≤t remains in the state S is
still νS.
The QSD satisfies three properties which will be crucial in the following. We re-
fer for example to Le Bris et al (2012) for a proof of these results and to Collet et al
(2013) for more general results on QSDs.
Proposition 1. Let (Xt)t≥0 follow the dynamics (5) with an initial condition X0 ∈ S.
Then, there exists a probability distribution νS with support in S such that
lim
t→∞L (Xt |TS > t) = νS, (10)
where for a given t > 0, L (Xt |TS > t) denotes the law of the random variable Xt
conditioned to the event {TS > t}. The distribution νS is the QSD associated with S.
A consequence of this proposition is the existence and uniqueness of the QSD. In
some sense, the QSD can thus be seen as the longtime limit of the process condi-
tioned to stay in the state S.
Let us now give a second property of the QSD.
Proposition 2. Let L = −∇V ·∇+ β−1∆ be the infinitesimal generator of (Xt)t≥0
(satisfying (5)). Let us consider the first eigenvalue and eigenfunction associ-
ated with the adjoint operator L∗ = div (∇V +β−1∇) with homogeneous Dirichlet
boundary condition: {
L∗u1 =−λ1u1 on S,
u1 = 0 on ∂S.
(11)
The QSD νS associated with S satisfies:
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dνS =
u1(x)dx∫
S
u1(x)dx
where dx denotes the Lebesgue measure on S.
The QSD thus has a density with respect to the Lebesgue measure, which is nothing
but the ground state of the Fokker-Planck operator L∗ associated with the dynamics
with absorbing boundary conditions. The existence, uniqueness and positivity of
this ground state is a standard consequence of the ellipticity of the operator L∗ and
the boundedness of the set S.
Finally, the last property of the QSD concerns the exit event from S, when X0 is
distributed according to νS.
Proposition 3. Let us assume that X0 is distributed according to the QSD νS in S.
Then the law of the couple (TS,XTS) (namely the first exit time and the first exit point
from S) is fully characterized by the following properties:
1. TS is independent of XTS
2. TS is exponentially distributed with parameter λ1 (defined in Equation (11)
above)
3. The law of XTS is given by
1: for any bounded measurable function ϕ : ∂S→ R,
E
νS(ϕ(XTS )) =−
∫
∂S
ϕ ∂nu1dσ
β λ1
∫
S
u1(x)dx
(12)
where σ denotes the Lebesgue measure on ∂S induced by the Lebesgue measure
in Rd and the Euclidean scalar product, and ∂nu1 =∇u1 ·n denotes the outward
normal derivative of u1 on ∂S.
Proposition 3 explains the interest of the QSD. Indeed, if the process is dis-
tributed according to the QSD in S (namely, from Proposition 1, if it remained for
a sufficiently long time in S), then the exit event from the state S can be modeled
using a kinetic Monte Carlo model, since the exit time is exponentially distributed
and independent of the exit point. This will be explained in more detail in the next
section.
Remark 1 (From overdamped Langevin to Langevin). As mentioned above, the ex-
istence of the QSD and the convergence of the conditioned process towards the
QSD for the Langevin process (3) requires extra work compared to the over-
damped Langevin process (5). For results in that direction, we refer to the recent
manuscript Nier (2018). The main difficulties are twofold: (i) even if S is a bounded
set, the associated ensemble in phase-space is not bounded (the velocities are indeed
not bounded) and (ii) the Langevin dynamics is not reversible and not elliptic (noise
1 Here and in the following, the superscript νS in E
νS of PνS indicates that the stochastic process
starts under the QSD: X0 ∼ νS.
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only acts on velocities, not on positions). This implies some difficulties when study-
ing the spectral properties of the infinitesimal generator with absorbing boundary
conditions on ∂S.
2.3 Modeling of the exit event from a metastable state
Using Proposition 1, if the process (Xt)t≥0 remains sufficiently long in the state S,
the random variable Xt is approximately distributed according to the QSD νS. Then,
from Proposition 3, the exit event (TS,XTS) satisfies the basic properties needed to be
modeled by the exit event of a kinetic Monte Carlo model: TS is independent from
XTS and exponentially distributed.
To be more specific, let us consider the domain S, and let us divide its bound-
ary ∂S into subsets (∂Si)i=1,...,J associated to transitions to neighboring states
(Si)i=1,...,J , see Figure 1 for a schematic representation in the case J = 4. The next
visited state is thus defined by the random variable YS with values in {1, . . . ,J} de-
fined by:
YS = i if and only if XTS ∈ ∂Si.
Let us now introduce the rates: for i= 1, . . . ,J,
PSfrag replacements
S
S1
S2S3
S4
∂S1
∂S2
∂S3
∂S4
Fig. 1 The boundary ∂S of the domain S is divided into 4 subdomains (∂Si)1≤i≤4, which are the
common boundaries with the neighboring states (Si)1≤i≤4.
ki = λ1P
νS(XTS ∈ ∂Si) (13)
where from (12)
P
νS(XTS ∈ ∂Si) =−
∫
∂Si
∂nu1 dσ
β λ1
∫
S
u1(x)dx
. (14)
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We recall that (λ1,u1) has been defined in Proposition 2. Now, from Proposition 3,
we obviously have the following properties on the couple of random variables
(TS,YS):
1. TS and YS are independent,
2. TS is exponentially distributed with parameter ∑
J
j=1 k j,
3. YS takes the value i ∈ {1, . . . ,J} with probability ki
∑J
j′=1 k j′
,
which are exactly the properties needed to model the exit event using a kMC model,
see Section 2.1.
PSfrag replacements
S
S1
S2S3
S4
z1
z2
z3
z4
z5
x1
Fig. 2 The points (zi)i=1,...,5 are the five local minima of V on ∂S. The point x1 is the global
minimum of V on S. In a global kMC model, exits through the neighborhood of z1 is associated to
a transition to S1, exits through neighborhoods of z3 and z4 are associated to a transition to S3, etc.
Notice that we have here considered a partition of the boundary ∂S dictated by
the a priori knowledge of neighboring states, having in mind a global kMC model
as defined in Section 2.1. If one is only interested in simulating the exit from S
(without any a priori knowledge of Rd \ S), a natural partition of the boundary is
then
∂S = ∪Ii=1Bzi
where (zi)i=1,...,I are the local minima of V on ∂S, see Figure 2, and for all i ∈
{1, . . . , I}, Bzi is a neighborhood of zi. Indeed, in the small temperature regime,
exits through ∂S occur around the local minima of V on ∂S (this will be discussed
in Section 3.2, see Remark 3). More precisely, for the mathematical analysis in
Section 3.2, we will define Bzi as the basin of attraction of zi for the dynamics
x˙=−∇TV (x) in the boundary ∂S (where ∇TV denotes the tangential gradient of V
along the boundary ∂S):
Bzi =
{
x0 ∈ ∂S, lim
t→∞x(t) = zi, where x(0) = x0 and x˙=−∇TV (x)
}
. (15)
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We will then show that exits through Bzi actually only occur through a neighborhood
of zi in the small temperature regime β → ∞. Using this partition, one can thus
simulate the exit event as explained above through a couple of random variable
(TS,YS), where YS = i if the exit occurs through the neighborhood Bzi of zi (where
i ∈ {1, . . . , I}). The associated rates are those defined above, replacing the partition
(∂Si)i=1,...,J by (Bzi)i=1,...,I :
ki = λ1P
νS(XTS ∈ Bzi) =−λ1
∫
Bzi
∂nu1 dσ
β λ1
∫
S
u1(x)dx
. (16)
As explained above, this is useful to simulate the exit from the state S much more
efficiently than by integrating in time the Langevin (3) or overdamped Langevin (5)
dynamics. It can be used as such in a kinetic Monte Carlo model. It is also the
basic ingredient of the accelerated dynamics that will be discussed in Section 4.
These algorithms aim at accelerating the sampling of the metastable trajectories of
the Langevin or overdamped Langevin dynamics, by efficiently generating the exit
event from a metastable state S when those dynamics get trapped in S.
Notice that the results presented here are very general: they hold for both ener-
getic and entropic traps, and for any Markov dynamics as soon as a QSD exists (non
reversible Markov dynamics, discrete time Markov dynamics, etc).
One practical difficulty to use the results above as such in a kMC dynamics and in
some of the accelerated dynamics algorithms, is that one needs in addition a simple
way to evaluate the rates ki (with a more explicit formula than the integral formu-
lation in (16)). We will come back to this in Section 3, where the Eyring-Kramers
formulas will be introduced to approximate these rates, in the small temperature
regime.
2.4 Estimating the convergence time to the QSD in practice
We have seen in the previous section that if the process (Xt)t≥0 starts from the QSD
in S, one can model the exit event from S exactly using a kMCmodel. In addition, in
view of Proposition 1, the QSD is reached for the process conditioned to stay in S in
the longtime limit. A natural question is then: how long the process (Xt)t≥0 should
remain in S so that one can assume it is sufficiently close to the QSD? In the original
paper (Voter 1998), this time is called the correlation time, denoted by τcorr, and is
typically fixed as a constant for all the states, this constant being estimated using
some physical intuition on the system at hand or an harmonic approximation. When
the dynamics enters a state S, one thus waits for some time τcorr before assuming
that the QSD has been reached: this is called the decorrelation step in Voter (1998).
Let us now discuss two ways to estimate the time needed to reach the QSD: one
theoretical, and one numerical.
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From a theoretical viewpoint, the following result proven in Le Bris et al (2012)
gives a first estimate of τcorr.
Proposition 4. Let (Xt)t≥0 satisfies (5) with X0 ∈ S. Let us consider −λ2 < −λ1 <
0 the first two eigenvalues of the operator L∗ on S with homogeneous Dirichlet
boundary conditions on ∂S (see Proposition 2 for the definition of L∗). Then, there
exists a constant C> 0 which depends on the law of X0, such that, for all t ≥ Cλ2−λ1 ,
sup
f ,‖ f‖L∞≤1
∣∣E( f (TS− t,XTS)|TS ≥ t)−EνS( f (TS,XTS))∣∣≤Cexp(−(λ2−λ1)t). (17)
In other words, the total variation norm between the law of (TS− t,XTS) conditioned
to TS ≥ t (for any initial condition X0 ∈ S), and the law of (TS,XTS) when X0 is
distributed according to the QSD νS, decreases exponentially fast with rate λ2−
λ1. This means that τcorr should be chosen of the order 1/(λ2− λ1). There are
however two difficulties with this result. First, this is not a very practical result
since computing the eigenvalues λ1 and λ2 is in general impossible. Second, the
constant C in the right-hand side of (17) and in the inequality t ≥ Cλ2−λ1 depends
in a complicated way on the initial condition X0 ∈ S. And one indeed expects the
convergence time to the QSD to strongly depend on the initial condition.
A more practical approach to estimate the convergence time τcorr to the QSD has
been proposed in Binder et al (2015). The method uses two ingredients:
• The Fleming-Viot particle process (Ferrari and Maric 2007), which consists in N
replicas (X1t , . . . ,X
N
t )t≥0 which are evolving and interacting in such a way that
the empirical distribution 1
N ∑
N
n=1δXnt is close (in the large N limit) to the law of
the process Xt conditioned on t < TS.
• The Gelman-Rubin convergence diagnostic (Gelman and Rubin 1992) to esti-
mate the correlation time as the convergence time to a stationary state for the
Fleming-Viot particle process.
Roughly speaking, the Fleming-Viot particle process consists in the following: each
replica (X it )t≥0 evolves according to the original dynamics (5) driven by indepen-
dent Brownian motions (starting from the initial conditions X0), and, each time one
of the replicas leaves the domain S, another one taken at random is duplicated. The
Gelman-Rubin convergence diagnostic consists in comparing the average of a given
observable over replicas at a given time, with the average of this observable over
time and replicas: when the two averages are close (up to a tolerance, and for a well
chosen list of observables), the process is considered at stationarity. The interest
of this approach is that it gives a practical way to approximate τcorr which explic-
itly takes into account the initial condition of (Xt)t≥0 in S. Of course, one should
be cautious when using this technique in practice, since bad choices of the observ-
ables may lead to false convergence. We refer to Binder et al (2015) for examples
of applications.
In the following, even though the correlation time τcorr depends in principle on
the state under consideration S and on the initial condition of the process in S, we
do not indicate explicitly this dependency and stick to the simple notation τcorr.
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3 Eyring-Kramers law and the Harmonic transition state theory
In the previous section, we explained that if the process (Xt)t≥0 remains sufficiently
long in the state S, then the exit event can be exactly modeled using a kMC model,
with the definitions (16) for the rates associated with exits through local minima of
V on ∂S. As will become clear below, some accelerated algorithms will require in
addition formulas for the rates, which explicitly depend on the potential V and the
temperature β . This is used in particular in the Temperature Accelerated Dynamics
(see Section 4.4) to infer the exit event at low temperature from exit events observed
at a higher temperature. Such formulas are given by the so-called Eyring-Kramers
laws, which are introduced in Section 3.1. A mathematical result showing that the
exit rates from a state S can indeed be approximated by the Eyring-Kramers laws
will then be presented in Section 3.2, for the overdamped Langevin dynamics (5).
3.1 Eyring-Kramers laws
The Eyring-Kramers laws give formulas which are used in many contexts as ap-
proximations of the rates modeling the exit event from the state S in the small tem-
perature regime (β → ∞). Let us consider again the situation of Figure 2, and let us
introduce the global minimum x1 of V in S, and the local minima (zi)i=1,...,I of V on
∂S. We assume in the following that they are ordered such that
V (z1)≤V (z2)≤ . . .≤V (zI).
Notice that we also assume in the following that all the critical points of V andV |∂S
are non degenerate, which implies in particular that there are a finite number of
local minima of V |∂S. The Eyring-Kramers formula gives estimate for the exit rates
(k j) j=1,...,I through neighborhoods of the local minima (z j) j=1,...,I , namely:
∀ j ∈ {1, . . . , I}, k j = ν j exp(−β [V (z j)−V(x1)]) (18)
where ν j > 0 is a prefactor which depends on the dynamic under consideration and
on V around x1 and z j. Let us give a few examples. If S is taken as the basin of
attraction of x1 for the dynamics x˙ = −∇V(x) so that the points z j are order one
saddle points, the prefactor writes for the Langevin dynamics (3) (assumingM = Id
for simplicity):
νLj =
1
4pi
(√
γ2+ 4|λ−(z j)|− γ
) √
det(∇2V )(x1)√
|det(∇2V )(z j)|
(19)
where ∇2V is the Hessian of V (which, we recall, is assumed to be non degenerate)
and λ−(z j) denotes the negative eigenvalue of ∇2V (z j). This formula was derived
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in Kramers (1940) in a one-dimensional situation. The equivalent formula for the
overdamped Langevin dynamics (5) is:
νOLj =
1
2pi
|λ−(z j)|
√
det(∇2V )(x1)√
|det(∇2V )(z j)|
. (20)
Notice that limγ→∞ γνLj = ν
OL
j , as expected from the rescaling in time used to go
from Langevin to overdamped Langevin (see Section 1). The formula (20) has again
been obtained in Kramers (1940), but also by many authors previously, see the ex-
haustive review of the literature reported in Ha¨nggi et al (1990).
Using the Eyring-Kramers rates (18) in the kineticMonte Carlo model introduced
in Section 2.1, one can then model the exit event from S as follows. The exit event
from S is modeled by the couple of random variables (T,Y ) where T is the first exit
time from S and Y = j if the process exits from S in a neighborhood of z j. This
couple has the following law:
1. T and Y are independent
2. T is exponentially distributed with parameter
n
∑
j=1
k j ∼
(
I0
∑
j′=1
ν j′
)
exp(−β [V (z1)−V(x1)]) (21)
3. Y takes the value j ∈ {1, . . .n} with probability
k j
∑nj′=1 k j′
∼ ν j
∑
I0
j′=1 ν j′
exp(−β [V(z j)−V(z1)]). (22)
where the equivalents∼ are valid in the small temperature regime β →∞, and where
I0 ∈ {1, . . . , I} denotes the number of global minima of V on ∂S:
V (z1) = . . .=V (zI0 )<V (zI0+1)≤ . . .≤V (zI).
The modelling of the exit event using a kMC model parameterized by the Eyring-
Kramers laws is sometimes called the Harmonic Transition State Theory in the lit-
erature. We refer for example to Voter (2005) for an introduction to this theory and
relevant references.
As already explained in Section 2.1, using such a model rather than the Langevin
or overdamped Langevin dynamics to model the exit event from S is useful either to
simulate the evolution of the dynamics over very long time using the kMCmodel, or
to accelerate the sampling of metastable trajectories of the Langevin or overdamped
Langevin dynamics, as will be explained in Section 4.
This raises the following theoretical question: are the Eyring-Kramers rates (18)
a valid approximation to model the exit event from S using a kMC model, for the
Langevin or overdamped Langevin dynamics? To be more precise, let us consider
the Langevin or overdamped Langevin dynamics (5). We have already seen in Sec-
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tion 2.3 that if the stochastic process (Xt)t≥0 remains for a sufficiently long time in
S, then it is indeed valid to use a kMC model to simulate the exit event from S, with
associated rates defined using the eigenvalue-eigenfunction pair (λ1,u1), see Equa-
tion (16). The question is then: can these rates defined by (16) be approximated
using the Eyring-Kramers laws (18)?
3.2 Approximating the exit rates by the Eyring-Kramers laws: a
mathematical framework
Let us consider the dynamics (5) with an initial condition distributed according to
the QSD νS in a domain S. We assume the following:
• The domain S is an open smooth bounded domain in Rd .
• The function V : S → R is a Morse function2 with a single critical point x1.
Moreover, x1 ∈ S and V (x1) =minSV .
• The normal derivative ∂nV is strictly positive on ∂S, andV |∂S is a Morse function
with local minima reached at z1, . . . ,zI with
V (z1) = . . .=V (zI0 )<V (zI0+1)≤ . . .≤V (zI).
• The height of the barrier is large compared to the saddle points heights discrep-
ancies: V (z1)−V(x1)>V (zI)−V(z1).
• For all i ∈ {1, . . . I}, consider Bzi ⊂ ∂S the basin of attraction for the dynamics in
the boundary ∂S: x˙ = −∇TV (x) (where ∇TV denotes the tangential gradient of
V along the boundary ∂S, see Equation (15)). We assume that
inf
z∈Bczi
da(zi,z)>max(V (zI)−V(zi),V (zi)−V(z1)) (23)
where Bczi = ∂S \Bzi .
Here, da is the Agmon distance:
da(x,y) = inf
γ∈Γx,y
∫ 1
0
g(γ(t))|γ ′(t)|dt
where g =
{
|∇V | in S
|∇TV | in ∂S
, and the infimum is taken over the set Γx,y of all piece-
wise C1 paths γ : [0,1] → S such that γ(0) = x and γ(1) = y. The Agmon dis-
tance is useful in order to measure the decay of eigenfunctions away from critical
points. These are the so-called semi-classical Agmon estimates, see Simon (1984);
2 AMorse function is a function such that, at any critical point, the Hessian is non singular. Notice
that this is in particular required to define the prefactors in the Eyring-Kramers laws.
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Helffer and Sjo¨strand (1984). Under the assumptions stated above, the following
result is proven in Di Gesu` et al (2017).
Theorem 1. Under the assumptions stated above, in the limit β → ∞, the exit rate
is
λ1 =
√
β det(∇2V )(x1)
2pi
I0
∑
k=1
∂nV (zk)√
det(∇2V|∂S)(zk)
e−β (V(z1)−V (x1))(1+O(β−1)). (24)
Moreover, for any open set Σi containing zi such that Σ i ⊂ Bzi ,
P
νS(XTS ∈ Σi) =
∂nV (zi)√
det(∇2V |∂S)(zi)
∑
I0
k=1
∂nV (zk)√
det(∇2V |∂S)(zk)
e−β (V(zi)−V (z1))(1+O(β−1)). (25)
Formula (24) (resp. (25)) should be compared with (21) (resp. (22)) introduced
above. We refer to Di Gesu` et al (2017) for a proof, and for other related results
(see also Helffer and Nier (2006) for a proof of (24)). The proof uses techniques
developed in particular in the previous works: Helffer et al (2004); Helffer and Nier
(2006); Le Peutrec (2010); Lelie`vre and Nier (2015). The analysis requires to com-
bine various tools from semiclassical analysis to address new questions: sharp esti-
mates on quasimodes far from the critical points forWitten Laplacians on manifolds
with boundary, a precise analysis of the normal derivative on the boundary of the
first eigenfunction of Witten Laplacians, and fine properties of the Agmon distance
on manifolds with boundary.
Using the two results of Theorem 1 and the formula (16) for the definition of the
exit rates, one obtains that the exit rate associated with an exit in the neighborhood
Σi of zi is
ki = λ1P
νS(XTS ∈ Σi)
= ν˜OLi e
−β (V(zi)−V (x1))(1+O(β−1)) (26)
where the prefactors ν˜OLi is given by
ν˜OLi =
√
β
2pi
∂nV (zi)
√
det(∇2V )(x1)√
det(∇2V|∂S)(zi)
. (27)
This should be compared to the formulas (18)-(20) of the previous section (see Re-
mark 2 below for a discussion on the precise values of the prefactors). This gives
a rigorous framework to use a kMC model parameterized using Eyring-Kramers
laws to model the exit event from S, as introduced in the previous section. Let us
emphasize that Theorem 1 provides estimates on the probability PνS(XTS ∈ Σi), and
not only on the logarithm of these probabilities (as obtained for example using large
deviation results, see Equation (28) below). Notice that Theorem 1 also give error
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estimates (actually, it can be shown that the terms O(β−1) in (24), (25) and (26)
admit full expansions in positive powers of β−1).
Let us finish this section with a few important remarks.
Remark 2 (From generalized saddle points to real saddle points). As stated in the
assumptions, Theorem 1 is proven under the assumption that ∂nV > 0 on ∂S: the
local minima z1, . . . ,zI of V on ∂S are therefore not saddle points of V but so-called
generalized saddle points (see Helffer and Nier (2006); Le Peutrec (2010)). In a fu-
ture work, we intend to extend these results to the case where the points (zi)1≤i≤I
are saddle points3 ofV , in which case we expect to prove the same result (26) for the
exit rates, with the prefactor ν˜OLi being
1
pi
|λ−(z j)|
√
det(∇2V )(x1)√
|det(∇2V )(z j)|
(this formula
can be obtained using formal expansions on the exit time and the Laplace’s method).
Notice that the latter formula differs from (20) by a multiplicative factor 1/2. This
is due to the fact that λ1 is the exit rate from S and not the transition rate to one
of the neighboring state (see the remark on page 408 in Bovier et al (2004) on this
multiplicative factor 1/2 and the results on asymptotic exit times in Maier and Stein
(1993) for example). One way to understand this multiplicative factor 1/2 is that
once on the saddle point, in the limit β → ∞, the process has a probability one half
to go back to S, and a probability one half to effectively leave S. This multiplicative
factor does not have any influence on the law of the next visited state which only
involves a ratio of the rates ki, see Equation (8).
Remark 3 (On the importance of prefactors). The importance of obtaining a result
including the prefactors in the rates is illustrated by the following result, which is
also proven in Di Gesu` et al (2017). Consider a simple situation with only two local
minima z1 and z2 on the boundary ∂S, with V (z1) < V (z2). Compare the two exit
probabilities:
• The probability to leave through Σ2 such that Σ2 ⊂ Bz2 and z2 ∈ Σ2;
• The probability to leave through Σ such that Σ ⊂ Bz1 and infΣ V =V (z2).
By classical results from the large deviation theory (see for example (28) be-
low) the probability to exit through Σ and Σ2 both scale like a prefactor times
e−β (V(z2)−V (z1)): the difference can only be read from the prefactors. Actually, it
can be proven that, in the limit β → ∞,
P
νS(XTS ∈ Σ)
PνS(XTS ∈ Σ2)
= O(β−1/2).
The probability to leave throughΣ2 (namely through the generalized saddle point z2)
is thus much larger than through Σ , even though the two regions are at the same
potential height. This result explains why the local minima of V on the boundary
3 This is indeed natural if S is taken as the basin of attraction of x1 for the gradient dynamics
x˙=−∇V (x), as in Section 3.1.
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(namely in our setting the generalized saddle points) play an important role when
studying the exit event.
Remark 4 (On the geometric assumption (23)). Among the assumptions required to
prove Theorem 1, the geometric assumption (23) involving the Agmon distances
is probably the most unexpected one. Such an assumption indeed never appeared
before in any mathematical works on Eyring-Kramers laws or on the analysis of
the exit event. In Di Gesu` et al (2017), we investigated numerically this assumption,
and we observed in some simple geometric settings that if it is not satisfied, the
results of Theorem 1 indeed do not hold (more precisely, by computing the exit
probabilities (25), we observed that the prefactors are not those predicted by the
Eyring-Kramers formulas).
Remark 5 (From overdamped Langevin to Langevin). The results of Theorem 1
have been obtained for the overdamped Langevin dynamics (5), and it is then
natural to ask whether similar results could be obtained for the Langevin dynam-
ics (3). Indeed such estimates on the rates are actually assumed to be correct for
Langevin dynamics in many models and numerical methods using Harmonic Tran-
sition State Theory, and in particular in the Temperature Accelerated Dynamics al-
gorithm (see Section 4.4). We already mentioned in Remark 1 that the existence of
the QSD for Langevin requires some additional investigations compared to over-
damped Langevin. This is all the more true for the analysis of the exit event starting
from the QSD in the small temperature regime. There is hope to obtain similar prop-
erties by combining results on the operator associated with Langevin dynamics with
absorbing boundary conditions (Nier 2018), and works on the semi-classical analy-
sis of Langevin dynamics (He´rau et al 2011).
Remark 6 (On the mathematical results on the Eyring-Kramers law). Given the im-
portance of the Eyring-Kramers laws in the physics literature, many mathematical
approaches have been proposed in order to justify these formulas. Some authors
adopt a global approach: they look at the spectrum of the infinitesimal generator
of the overdamped Langevin dynamics in the small temperature regime β → ∞, see
for example the work by Helffer et al (2004) based on semi-classical analysis results
for Witten Laplacian and the articles by Bovier et al (2004, 2005); Eckhoff (2005)
where a potential theoretic approach is adopted. These global approaches give the
cascade of relevant time scales to reach from a local minimum any other local min-
imum which is lower in energy. However, they do not give the law of the exit event
from a metastable state.
In the context of this article, we are more interested in a local approach: we
consider the exit event from a state S ⊂ Rd , and we would like to relate conti-
nous state space Markov dynamics such as (5) and (3) and kinetic Monte Carlo
model to describe this exit event. In the mathematical literature, the most famous
approach to study the exit event is the large deviation theory (Freidlin and Wentzell
1984). In the small temperature regime, large deviation results provide the expo-
nential rates (18), but without the prefactors and without precise error bounds. For
the dynamics (5), a typical result on the exit point distribution is the following
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(see Freidlin and Wentzell (1984, Theorem 5.1)): for all S′ compactly embedded
in S, for any γ > 0, for any δ > 0, there exists δ0 ∈ (0,δ ] and β0 > 0 such that for
all β > β0, for all x ∈ S′ such that V (x)<min∂SV , and for all y ∈ ∂S,
e−β (V(y)−V (z1)+γ) ≤ Px(XTS ∈ Vδ0(y))≤ e−β (V(y)−V (z1)−γ) (28)
where Vδ0(y) is a δ0-neighborhood of y in ∂S. The strength of large deviation theory
is that it is very general: it applies to any dynamics (reversible or non reversible)
and in a very general geometric setting, even though it may be difficult in such
general cases to make explicit the rate functional, and thus to determine the exit
probabilities.
Theorem 1 thus differs from all these previous results in the following ways: it
gives precise asymptotic estimates of the distribution of XTS ; the approach is local,
justifies the Eyring-Kramers formula (18) with the prefactors and provides sharp
error estimates.
4 Accelerated dynamics algorithms
The aim of this section is to explain how the mathematical analysis of metastability
and metastable states presented in Sections 2 and 3 can be used to build efficient
algorithms to sample metastable dynamics such as (3) or (5). We present for the sake
of simplicity the algorithms in the setting of the overdampedLangevin dynamics (5).
The algorithms can be generalized to the Langevin dynamics (3), and actually to
many Markov dynamics, under some assumptions that will be discussed below. We
will present four algorithms together with their mathematical foundations: Parallel
Replica (Section 4.1), Parallel Trajectory Splicing (Section 4.2), Hyperdynamics
(Section 4.3) and Temperature Accelerated Dynamics (Section 4.4). Finally, we will
discuss in Section 4.5 how to define in practice the metastable states.
4.1 Parallel Replica
The idea of the Parallel Replica algorithm is to evolve a reference replica follow-
ing (5), and if it remains trapped for a long time in a state, to simulate in parallel the
exit event from this state. The original parallel replica algorithm (see Voter (1998))
consists in iterating three steps:
• The decorrelation step: As already explained in Section 2.4, in this step, a ref-
erence replica evolves according to the original dynamics (5), until it remains
trapped for a time τcorr in one of the states. During this step, no error is made,
since the reference replica evolves following the original dynamics (and there is
of course no computational gain compared to a naive direct numerical simula-
tion). Once the reference replica has been trapped in one of the states (that we
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denote generically by S in the following two steps) for a time τcorr, the aim is to
generate very efficiently the exit event. This is done in two steps.
• The dephasing step: In this preparation step, (N−1) configurations are generated
within S (in addition to the one obtained form the reference replica) as follows.
Starting from the position of the reference replica at the end of the decorrelation
step, some trajectories are simulated in parallel for a time τcorr. For each tra-
jectory, if it remains within S over the time interval of length τcorr , then its end
point is stored. Otherwise, the trajectory is discarded, and a new attempt to get
a trajectory remaining in S for a time τcorr is made. This step is pure overhead.
The objective is only to get N configurations in S which will be used as initial
conditions in the parallel step.
• The parallel step: In the parallel step,N replicas are evolved independently and in
parallel, starting from the initial conditions generated in the dephasing step, fol-
lowing the original dynamics (5) (with independent driving Brownian motions).
This step ends as soon as one of the replica leaves S. Then, the simulation clock is
updated by setting the residence time in the state S to N (the number of replicas)
times the exit time of the first replica which left S. This replica now becomes the
reference replica, and one goes back to the decorrelation step above.
The computational gain of this algorithm is in the parallel step, which (as explained
below) simulates the exit event in a wall clock time N times smaller in average than
the time the reference walker would have spent to leave S. This of course requires a
parallel architecture able to handle N jobs in parallel4. This algorithm can be seen
as a way to parallelize in time the simulation of the exit event, which is not trivial
because of the sequential nature of time.
In view of the results presented in Section 2, the Parallel Replica is indeed a
consistent algorithm (it generates in a statistically correct way the exit event from
metastable states) for the following reasons. First, in view of the first property (10)
of the QSD, the decorrelation step is simply a way to decide whether or not the refer-
ence replica remains sufficiently long in one of the states so that it can be considered
as being distributed according to the QSD, see also Section 2.4 for an analysis of
the error introduced by choosing τcorr too small (see in particular Proposition 4),
and a discussion on how to evaluate τcorr on the fly. Second, by the same arguments,
the dephasing step is simply a rejection algorithm to generate many configurations
in S independently and identically distributed with law the QSD νS in S. Finally,
the parallel step generates an exit event which is exactly the one that would have
been obtained considering only one replica. Indeed, up to the error quantified in
Proposition 4, all the replica are i.i.d. with initial condition the QSD νS. Therefore,
according to the third property of the QSD stated in Proposition 3 (see item 1), their
exit times (T nS )n∈{1,...N} are i.i.d. with law an exponential distribution (T
n
S being the
exit time of the n-th replica) so that
N min
n∈{1,...,N}
(T nS )
L
= T 1S . (29)
4 For a discussion on the parallel efficiency, communication and synchronization, we refer to the
papers Voter (1998); Perez et al (2015b); Le Bris et al (2012); Binder et al (2015).
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This explains why the exit time of the first replica which leaves S needs to be mul-
tiplied by the number of replicas N. This also shows why the parallel step gives a
computational gain in terms of wall clock: the time required to simulate the exit
event is divided by N compared to a direct numerical simulation. Moreover, since
starting from the QSD, the exit time and the exit point are independent (see item 2
in Proposition 3), one also has
X
N0
T
N0
S
L
= X1
T1S
,
where (Xnt )t≥0 is the n-th replica and N0 = argminn∈{1,...,N}(T nS ) is the index of the
first replica which exits S. The exit point of the first replica which exits S is statisti-
cally the same as the exit point of the reference walker. Finally, by the independence
property of exit time and exit point, one can actually combine the two former results
in a single equality in law on couples of random variables, which shows that the
parallel step is statistically exact:(
N min
n∈{1,...,N}
(T nS ),X
N0
T
N0
S
)
L
= (T 1S ,X
1
T 1S
).
We presented the results in the context of the overdampedLangevin dynamics (5)
for simplicity. The mathematical analysis actually shows that the parallel replica is
a very versatile algorithm. In particular, it can be applied to both energetic and en-
tropic barriers, and it does not assume a small temperature regime (in contrast with
the analysis we will present below for Hyperdynamics and Temperature Accelerated
Dynamics). In addition, it can also be used for non equilibrium system (driven by
non conservative forces), and for any Markovian dynamics as soon as a QSD exist.
We refer for example toWang et al (2016) for recent applications to continuous-time
Markov chains.
The only errors introduced in the algorithm are related to the rate of convergence
to the QSD of the process conditioned to stay in the state. The algorithm is efficient
if the convergence time to the QSD is small compared to the exit time (in other
words, if the states are metastable). The Equation (17) gives a way to quantify the
error introduced by the whole algorithm. In the limit τcorr →∞, the algorithm gener-
ates exactly the correct exit event. This implies that the resulting dynamics is exact
in terms of the laws on trajectories (and not only of the time marginals -master
equation- or the stationary state for example). It gives the correct transition times
and trajectories to go from one state to another for example. The price to pay is that
the details of the dynamics within the states are lost.
Remark 7 (Parallel Replica for discrete-time Markov process). As a remark, let us
notice that in practice, discrete-time processes are used (since the Langevin or over-
damped Langevin dynamics are discretized in time). Then, the exit times are not
exponentially but geometrically distributed. It is however possible to generalize the
formula (29) to this setting by using the following fact: if (σn)n∈{1,...N} are i.i.d. with
geometric law, then
N (min(σ1, . . . ,σN)− 1)+min(n ∈ {1, . . . ,N}, σn =min(σ1, . . . ,σN)) L= σ1.
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We refer to Aristoff et al (2014) for more details.
Remark 8 (Generalized Parallel Replica dynamics). In view of the analysis above,
the crucial parameter of the Parallel Replica algorithm is the correlation time
τcorr. As explained in Section 2.4, Binder et al (2015) propose an approach to es-
timate τcorr on the fly by combining the Fleming-Viot particle process to simulate
the law of the process Xt conditioned on t < TS and the Gelman-Rubin conver-
gence diagnostic to estimate the the convergence time to a stationary state for the
Fleming-Viot particle process, which thus gives an estimate of the correlation time.
Using this idea, a generalized parallel replica algorithm is introduced in Binder et al
(2015), as follows. Each time the reference replica enters a new state, a Fleming-
Viot particle process is launched using (N− 1) replicas simulated in parallel (with
initial condition the configuration of the reference replica). Then the decorrelation
step consists in the following: if the reference replica leaves S before the Fleming-
Viot particle process reaches stationarity, then a new decorrelation step starts (and
the replicas generated by the Fleming-Viot particle process are discarded); if oth-
erwise the Fleming-Viot particle process reaches stationarity before the reference
replica leaves S, then one proceeds to the parallel step. Notice indeed that the final
positions of the replicas simulated by the Fleming-Viot particle process can be used
as initial conditions for the processes in the parallel step, since they are (approxi-
mately) distributed according to the QSD. This procedure thus avoids the choice of
a correlation time τcorr a priori: it is in some sense estimated on the fly, depending
on the state under consideration, and on the initial condition within this state. For
more details, discussions on the correlations included by the Fleming-Viot particle
process between the replicas, and numerical experiments (in particular in cases with
purely entropic barriers), we refer to Binder et al (2015).
4.2 Parallel Trajectory Splicing
Parallel Trajectory Splicing (abbreviated as ParSplice) is a variant of the Parallel
Replica algorithm which has been introduced in Perez et al (2015a). The idea of the
algorithm is to generate in parallel many trajectory segments, which spent at least
a time τcorr in one state before the beginning of the segment, and ends in a state
where it again spends at least a time τcorr before the end of the segment. A trajectory
segment ending in a state S is then appended to a trajectory segment starting in the
same state S. The analysis of this algorithm is very similar to the one described above
for Parallel Replica: if τcorr is sufficiently large, the trajectory segments start under
the QSD in a state, and end in a state being again distributed according to the QSD.
Therefore, the exit event from the ending state can be simulated by considering any
segment which starts under the QSD within the same state. This justifies the fact
that these trajectory segments can be appended to form a long molecular dynamics
trajectory.
The main difficulty when implementing this technique is to manage the con-
current generation of the segments from many molecular dynamics instances. A
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database of segments is populated as the simulation proceeds, and this database is
used at the same time to generate the molecular dynamics trajectory. This should
be done carefully in order to introduce no bias. For example, segments generated
from a given state should not be used in increasing order of their generation time,
but using a first-in-first-out queue (otherwise short segments would be favored). In
addition, in order to schedule the production of new segments to be added to the
database, one uses some prediction of the future trajectory, based on the current
knowledge of the visited states. For more details, we refer to Perez et al (2015a).
4.3 Hyperdynamics
As in Parallel Replica, let us assume that a reference replica (Xt)t≥0 following the
overdamped Langevin dynamics (5) remains trapped for a time τcorr is a metastable
state S. If τcorr is sufficiently large, one can assume that the process is distributed
according to the QSD. The principle of the hyperdynamics algorithm is then to raise
the potential inside the state in order to accelerate the exit from S. The algorithm thus
requires a biasing potential δV : S → R, which satisfies appropriate assumptions
detailed below. The algorithm then proceeds as follows:
• Equilibrate the dynamics on the biased potentialV +δV , namely run the dynam-
ics (5) on the process (XδVt )t≥0 over the biased potential conditionally to staying
in the well, up to the time the random variable XδVt has distribution close to the
QSD νδVS associated with the biased potential. This first step is a preparation step,
which is pure overhead. The end point XδVt will be used as the initial condition
for the next step.
• Run the dynamics (5) over the biased potential V + δV up to the exit time T δVS
from the state S. The simulation clock is updated by adding the effective exit time
B×TδVS where B is the so-called boost factor defined by
B=
1
T δVS
∫ T δVS
0
exp(β δV (XδVt ))dt. (30)
The exit point is then used as the starting point for a new decorrelation step.
Roughly speaking, the assumptions required on δV in the original paper (Voter
1997) are twofold:
• δV is sufficiently small so that the exit event from the state S can be modeled by
a kinetic Monte Carlo models parameterized by the Eyring-Kramers laws.
• δV is zero on (a neighborhood) of the boundary ∂S.
The derivation of the method relies on explicit formulas for the laws of the exit time
and exit point, using the harmonic transition state theory, as explained in Section 3.
The algorithm we present here is actually slightly different from the way it is
introduced in the original paper (Voter 1997). Indeed, in th
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local equilibration steps (decorrelation step and equilibration step on the biased po-
tential) are omitted: it is assumed that the states are sufficiently metastable (for both
the original potential and the biased potential) so that these local equilibrations are
immediate. It would be interesting to check if the modifications we propose here
improve the accuracy of the method.
Let us now discuss the mathematical foundations of this technique, and in par-
ticular, a way to understand the formula (30) for the boost factor. We actually need
to compare two exit events. The first one is the exit event for the original process Xt
following the dynamics (5), starting from the QSD νS associated with the state S and
the dynamics with potentialV . The second one is the exit event for the process XδVt
following the dynamics (5) on the biased potential V + δV , starting from the QSD
νδVS associated with the state S and the dynamics with potential V + δV . Referring
to Section 3, one way to justify the algorithm is to use the fact that, both on the
original potential V and the biased potential V + δV , a kMC model with transition
rates defined by (18) with prefactors such as (19), (20) or (27) can be used to model
the exit event, see in particular Theorem 1. Indeed, if this is the case, by using the
biasing potential V + δV , one easily checks that the ratio of exit rates k j/ki (which
gives the relative probability to exit through a neighborhood of z j compared to the
probability to exit through a neighborhood of zi) do not depend on δV since, by
assumption, δV is zero on ∂S: this gives the consistency of the algorithm in terms
of the distribution of the first exit point. Concerning the exit time, we know that it
is exponentially distributed with parameter ∑Ii=1 ki, with explicit dependency on V
(orV +δV for the biased potential) in the small temperature regime thanks again to
the formulas (18) (and (19), (20) or (27)). For example, in the framework of Theo-
rem 1, the parameter of the exponential law is λ1, where the dependency of λ1 on
the potential V is explicitly given by formula (24). In particular, one easily checks
that (indicating the dependency of λ1 on the underlying potential in parenthesis)
λ1(V + δV)
λ1(V )
=
√
det(∇2(V + δV ))(x1)
det(∇2(V ))(x1)
eβ δV (x1)(1+O(β−1))
(we again used the fact that δV is assumed to be zero on ∂S). The right-hand side is
equal, in the regime β → ∞, to
∫
S exp(−βV)∫
S exp(−β (V+δV )) (1+O(β
−1)), which is indeed well
approximated by the boost factor B (in the limit of a sufficiently large residence time
T δVS , using the ergodicity of the dynamics). This shows that Theorem 1 applied to V
and to V + δV justifies the use of hyperdynamics.
Let us mention that in Theorem 1, the relative error on the law of the exit event
scales like O(β−1). It is actually possible to show that the relative error for hyperdy-
namics scales like O(exp(−cβ )) for some positive c, and to prove this result under
less stringent geometric conditions than Theorem 1, see Lelie`vre and Nier (2015).
Again, generalizing these results to the Langevin dynamics (3) is an open problem
that we are currently investigating (see Remark 5 above).
Notice that, contrary to the Parallel Replica method, the hyperdynamics is limited
to energetic barriers and a small temperature regime, at least for our mathematical
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analysis. On the other hand, for very high energetic barriers, hyperdynamics is in
principle much more efficient: the Parallel Replica method only divides the exit
time by N (the number of replicas), while for deep wells, the boost factor B is very
large.
Remark 9 (On the biasing potential). A practical aspect we did not discuss so far is
the effective construction of the biasing potential δV . In the original article (Voter
1997), A.F. Voter proposes a technique based on the Hessian ∇2V . Alternatively, a
well-known method in the context of materials science is the bond-boost method
introduced by Miron and Fichthorn (2003). More recently, some authors proposed
to build the biasing potentiel on the fly, by using adaptive biasing techniques, see
for example Tiwary and Parrinello (2013); Bal and Neyts (2015); Dickson (2017).
Let us also mention the recent variant called local hyperdynamics (Kim et al 2013)
which does not enter the previous framework since the bias is actually a non con-
servative biasing force (which does not derive from a biasing potential).
4.4 Temperature Accelerated Dynamics
Let us finally introduce the TemperatureAcceleratedDynamics (TAD), see Sorensen and Voter
(2000). Let us assume again that a reference replica (Xt)t≥0 following the over-
damped Langevin dynamics (5) remains trapped for a time τcorr is a metastable
state S, so that one can assume that the process is distributed according to the QSD.
The principle of TAD is to increase the temperature (namely increase β−1 in (5)) in
order to accelerate the exit from S. The algorithm consists in
• Simulating many exit events from S at high temperature, starting from the QSD
at high temperature,
• Extrapolating the high temperature exit events to low temperature exit events
using the Eyring-Kramers law (18).
As for the hyperdynamics algorithm, in the original paper by Sorensen and Voter
(2000), no equilibration step is used: it is assumed that the states are sufficiently
metastable at both high and low temperatures so that the convergence to the QSD is
immediate. In particular, in the simulations at high temperature, the replica is simply
bounced back into the state S when it leaves S (and not resampled from the QSD
in S). Let us now describe more precisely how the extrapolation procedure is made.
Let us consider the exit event from S, at a given temperature. Using the results
of Section 2 the exit event can be modeled using a kMC model with transition rates
(ki)i=1,...,I through the local minima (zi)i=1,...,I of V on ∂S. More precisely, let us
consider the process evolving in Swhich is resampled according to the QSDwithin S
after each exit event. For i ∈ {1, . . . , I}, let us denote by τi the first exit time through
a neighborhood of zi for this process. One readily checks that τi is exponentially
distributed with parameter ki, and that the τi’s are independent. Therefore, using the
notation of Section 2.1, the exit time TS and exit local minimumYS (YS = i if the exit
point is in Bzi) satisfies:
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(TS,YS)
L
= (min(τ1, . . . ,τI),argmin(τ1, . . . ,τI)).
Now, using the results of Section 3 (see in particular Theorem 1), namely using
the Eyring-Kramers law to parameterize the kMC model, one can compute, in the
small temperature regime, the ratios
khii
kloi
, where khii (resp. k
lo
i ) denotes the rate at
high temperature β hi (resp. low temperature β lo). For example, if one considers real
saddle points on the boundary, with the prefactors (19) (for Langevin) or (20) (for
overdamped Langevin), one obtains:
khii
kloi
≃ exp(−(β hi−β lo)(V (zi)−V(x1))). (31)
Likewise, in the framework of Theorem 1 (namely for generalized saddle points),
one obtains
khii
kloi
≃
√
β hi
β lo
exp(−(β hi−β lo)(V (zi)−V(x1))). (32)
Using these formulas, one can infer the exit events at inverse temperature β lo from
the exit events observed at inverse temperature β hi, since:
(τ lo1 , . . . ,τ
lo
I )
L
= (Θ 1τhi1 , . . . ,Θ
IτhiI ) (33)
where
Θ i =
khii
kloi
≃ exp(−(β hi−β lo)(V (xi)−V(x0)))
is a multiplicative factor constructed from the ratio of the rates. In the equality in
law in (33) the random variables τ
hi/lo
i are, as described above, exponential ran-
dom variables with parameter k
hi/lo
i . To have analytical formula for the correction
factors Θi and make the algorithm practical, the Eyring-Kramers law is assumed
to be exact and one uses in practice Θ i = exp(−(β hi− β lo)(V (xi)−V (x0))) (or
Θ i =
√
β hi/β lo exp(−(β hi−β lo)(V (xi)−V(x0)))).
The TAD algorithm thus consists in running the dynamics at high temperature,
observing the exit events through the saddle points on the boundary of the state,
and updating the exit time and exit region that would have been observed at low
temperature. More precisely, if, at a given time, exits through the saddle points
{s1, . . . ,sk} ⊂ {1, . . . , I} have been observed, one computes min(Θ s1τhis1 , . . . ,Θ skτhisk )
and argmin(Θ s1τhis1 , . . . ,Θ
skτhisk ) to get the corresponding exit time and exit region at
low temperature.
The interest of TAD compared to a brute force saddle point search is that it is not
required to observe exits through all the saddle points in order to obtain a statistically
correct exit event. Indeed, a stopping criterium is introduced to stop the calculations
at high temperature when the extrapolation procedure will not modify anymore
the low temperature exit event (namely will not modify min(Θ s1τhis1 , . . . ,Θ
skτhisk ),{s1, . . . ,sk} ⊂ {1, . . . , I} being the saddle points discovered up to the time the stop-
26 Tony Lelie`vre
ping criterium is fulfilled). This stopping criterium requires to provide some a priori
knowledge, typically a lower bound on the barriers V (z j)−V (x1) ( j ∈ {1, . . . , I}),
or a lower bound on the prefactors ν j in (18) (see for example Aristoff and Lelie`vre
(2014) for a discussion). In some sense, TAD can be seen as a clever saddle point
search, with a rigorous way to stop the searching procedure.
From the above discussion, the mathematical analysis of the TAD algorithm thus
requires to prove that the exit event from S can be modeled using a kMC model
parameterized by the Eyring-Kramers formulas. This is exactly the content of The-
orem 1 for the overdamped Langevin dynamics (5) with generalized saddle points
on ∂S. See also Aristoff and Lelie`vre (2014), for the case of a one dimensional po-
tential. The generalization of Theorem 1 to real saddle points on ∂S and to the
Langevin dynamics (3) is a work under progress.
Notice that, compared to the hyperdynamics, TAD is really based on the Eyring-
Kramers formulas, with relative error terms which scales like 1/β , while for hyper-
dynamics, one can prove that the error are exponentially small in β . On the other
hand, the interest of TAD compared to the hyperdynamics is that it does not require
a biasing potential, which may be complicated to build in some situation.
4.5 How to choose the metastable states ?
Let us finally make a few comments on how the metastable states can be defined
in practice. As explained above, the overall efficiency of the accelerated dynamics
methods depends on the choice of these metastable states: the algorithms indeed pro-
vide an acceleration after assuming that the QSD has been reached in a metastable
state. The efficiency of the algorithms thus depends on the choice of the states, which
should be metastable regions, so that the stochastic process generically reaches the
local equilibrium (the QSD) before leaving the state. How to define the metastable
states is a difficult question, very much related to the definition of good reaction co-
ordinates (or good reduced degrees of freedom) for molecular dynamics. Notice that
choosing good metastable states also implies being able to estimate the correlation
time τcorr within each state either from some a priori knowledge, or some on the fly
estimates, as already explained in Section 2.4.
In the original papers by Voter (1997, 1998); Sorensen and Voter (2000); Perez et al
(2015a), the states are defined as the basins of attraction of the gradient dynamics
dq
dt
=−∇V (q). (34)
For almost every initial conditions, this dynamics converges to a local minimum
of V : there are thus as many states as local minima of V , and the states define (up
to a negligible set of points) a partition of the state space Rd . This means that in
practice, a steepest descent is performed at regular time intervals to identify the
state in which the system is. One big advantage of this definition is that the states
do not need to be defined a priori: they can be numbered as they are discovered by
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the dynamics, when new local minima of V are identified. Formally, in such a case,
one can introduce a map
S : Rd → N
which to a given position associates a label of a basin of attraction of (34). Acceler-
ated dynamics then aim at efficiently simulating the so-called state-to-state dynam-
ics (S (qt))t≥0 or (S (Xt))t≥0.
For a system with more diffusive or entropic barriers (this is typically the case
for biological applications), one could think of defining the states using relevant
reaction coordinates (see for example Kum et al (2004) where the states are defined
in terms of the molecular topology of the molecule of interest). This requires to
identify the states before starting the simulation.
An important point to make is that since the numerical methods are local
in nature, one does not need a partition of the state space to apply these tech-
niques. Two situations can then be considered. One can first define metastable
states (Si)i≥1 which are disjoint open subsets of Rd (they are called milestones
by Faradjian and Elber (2004), target sets or core sets by Schu¨tte et al (2011)). Each
time the process enters one of these states, one checks if the QSD is reached before
leaving (this is the decorrelation step, see Section 2.4) and then Parallel Replica, Hy-
perdynamics or Temperature accelerated dynamics can be used to efficiently sample
the exit event. Parallel Trajectory Splicing can also be applied in such a situation.
These techniques thus do not require a partition. On the other hand, since one has
to simulate the original dynamics outside ∪i≥1Si, if the time spent outside ∪i≥1Si is
large, the algorithms are less efficient.
Another possibility is to introduce again an ensemble (Ci)i≥1 of disjoint open
subsets of Rd , and to define the state Si as follows
5:
Si = R
d \∪ j 6=iC j.
The dynamics then goes as follows: when the process enters one of the core set Ci
one considers the exit event from the associated state Si, namely the next visited
core set which is different from Ci. In terms of kMC dynamics, this corresponds to
projecting the dynamics (Xt)t≥0 (or (qt)t≥0) onto a discrete state-space dynamics
obtained by considering the last visited core set as in Vanden-Eijnden et al (2008);
Schu¨tte et al (2011). The interest of such an approach is that the time to reach the
QSD starting from ∂Ci in Si should be quite small if the Ci’s are well chosen. In
such a setting, the process thus should decorrelate very quickly before exiting, and
an approximation using a global kMC algorithm becomes relevant. However, one
drawback is that the description of the underlying continuous state space dynamics
may become poor, especially for very small core sets (since the information of the
last visited core set may not be very informative about the actual state of the system).
In summary, one should keep in mind that there is possibly room for improve-
ments in the way the metastable states are defined, compared to the original papers
5 The state is then unbounded, which raises some mathematical question about the existence and
uniqueness of the QSD, which could be addressed under appropriate assumptions on the growth of
the potential V at infinity.
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where a partition of the state space in basins of attraction of the gradient dynam-
ics (34) is considered, see also Perez et al (2015b) for a recent discussion. This is
particularly relevant since there are now techniques to approximate the convergence
time to the QSD which can be applied for sets which are not basins of attractions
of (34) (see Binder et al (2015) and Section 2.4).
5 Conclusion and perspectives
We presented a mathematical analysis of the accelerated dynamics proposed by
A.F. Voter and co-workers in order to efficiently generate exit events frommetastable
states. The analysis is based on the notion of quasi-stationary distribution (QSD),
which gives a natural framework to prove that the exit event from a state S for the
Langevin or overdamped Langevin dynamics can be modeled by a kinetic Monte
Carlo (kMC) model, if the QSD is reached before exiting from S. Moreover, under
some assumptions, we reported on recent mathematical results which show that the
Eyring-Kramers formula can be used to parameterize the kMC model.
From a theoretical viewpoint, we already mention above that the mathematical
analysis proving that the Eyring-Kramers formula are good approximations of the
exit rates is for the moment restricted to the overdamped Langevin dynamics (5),
and to a domain S such that ∂nV > 0 on ∂S, which prevents us from considering real
saddle points zi on ∂S. The generalization of the results presented in Sections 2 and 3
to the Langevin dynamics (3) and real saddle points on ∂S is a work in progress. It
would also be interesting to investigate Langevin or overdamped Langevin dynam-
ics with non gradient forces (non-equilibrium systems).
From a numerical viewpoint, the mathematical analysis shows the versatility and
the limitations of the accelerated dynamics algorithms. The Parallel Replica and the
Parallel Trajectory Splicing algorithms for example are very general, and can be
applied in many contexts: general Markov dynamics, general definitions of states,
etc. Likewise, the principle of the Temperature Accelerated Dynamics algorithm
can be used as soon as formulas approximating the exit rates are available (one
could think for example of versions of TAD where the potential is modified, in the
spirit of Hyperdynamics but without the assumption that the biasing potential is zero
on ∂S). Generally speaking, the investigation of the performance of these algorithms
to new physical settings and general Markov dynamics is a very promising research
direction.
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