In the past, the CFD simulation method ComFLOW has been successfully applied in a wide range of offshore applications, involving wave simulations and impact calculations. In many of these calculations the area of interest comprises a small part of the domain and remains fixed in time, which allows for efficient grid refinement by means of grid stretching or static local refinement. However, when trying to accurately resolve the surface dynamics and kinematics of irregular and breaking waves, the resolution requirements are strongly time-dependent and difficult to predict in advance. Efficient grids can only be obtained by means of time-adaptive refinement. A Cartesian block-based refinement approach is followed which allows for efficient grid adaptation, with moderate overhead. An array-based data structure is employed which exploits the semi-structured nature of the Cartesian block grid. Currently we are testing the method with the simulation of lifeboat drops in regular and irregular wave conditions. This poses several challenges such as accurately imposing the incoming waves and modifying the absorbing boundary conditions to support two-phase flow. To reduce the wall-clock time, the simulation method has been parallelized.
INTRODUCTION
Numerical modeling tools start to have increasing importance in engineering practice, as they can help to provide insight * Address all correspondence to this author.
in flow situations without the need of expensive and often timeconsuming model tests. Given the continuous increase of computational power, the possibilities of numerically simulating entire test setups, e.g. in a wave tank, become more and more feasible. By means of parallelization, clusters of computers can be employed as so-called numerical wave-or towing tanks. Finally, numerical modeling becomes crucial for problems that cannot be fitted in a test basin because scaling effects from full to model scale play a role.
A commonly encountered offshore engineering application involves the calculation of wave impacts on an offshore structure. To obtain details of flow around complicated structures, or in otherwise complicated environments, one has to resort to simulation of the full Navier-Stokes equations (the "CFD" or hydrodynamic modeling approach). The present work concentrates on this last type of applications and is performed in the context of the CFD solver ComFLOW [1] [2] [3] .
In ComFLOW, the flow variables are discretized on a staggered Cartesian grid. A second-order accurate and energyconservative finite-volume discretization of the flow equations is used to minimize the amount of artificial diffusion [4] . The boundaries are accounted for by means of a Volume-of-Fluid method [5] for the modeling of the free surface, and a cut-cell discretization for the geometry [6, 7] in symmetry-preserving formulation [8, 9] .
The simplest solution for obtaining more accurate results is to apply mesh refinement across the entire computational do-main. For flow problems that are characterized by a large variation of localized physical phenomena this approach is not practical, because of its high computational cost. Given the limitations of current computer architectures, in many complex problems a sufficient resolution can only be obtained by implementing some form of local grid refinement, in which the grid resolution is only increased in areas where this is required either by physics or numerics. Local refinement provides an efficient tool to capture more details around boundaries where the solution has large gradients, but it also allows for low-cost expansion of the solution domain by coarsening the grid towards the boundaries. Grid refinement methods are therefore also grid coarsening methods.
In the paper, we will give a short overview of our grid refinement approach. In particular, the discretization around refinement interfaces receives attention. After a presentation of the underlying mathematical model in Sec. 2, Sec. 3 gives a sketch of the discrete treatment of the various terms in the flow equations. Finally, in Sec. 4 two examples are presented of applications from the offshore industry: a dambreak problem simulating green-water impact on deck, and a falling life boat.
FLOW MODEL
Incompressible, turbulent fluid flow can be modelled by means of the Navier-Stokes equations.
Here M is the divergence operator, which describes conservation of mass. Conservation of momentum is based on the convection operator C(u)v ≡ ∇(u ⊗ v), the pressure gradient operator G = ∇, the viscous diffusion operator V (u) ≡ ∇ · ν∇u and a forcing term f. The kinematic viscosity is denoted by ν. Turbulence is modelled by means of large-eddy simulation (LES) using a lowdissipation model [10, 11] . The free-surface location is indicated by the Volume-ofFluid method [5] and is reconstructed by means of Youngs' PLIC-VOF method [12, 13] .
The Navier-Stokes equations (1) are discretized on a staggered Arakawa C-grid [14] . The second-order finite-volume discretization of the continuity equation at the 'new' time level · n+1 is given by
where M 0 acts on the interior of the domain and M Γ acts on the boundaries (with u Γ denoting the velocity at the boundary). In the momentum equation, convection C(u h ) and diffusion V are discretized explicitly in time. The pressure gradient is discretized at the new time level. In this exposition, for simplicity reasons the first-order forward Euler time integration will be used. In the actual calculations, a second-order Adams-Bashforth method is being applied. With the diagonal matrix Ω containing the geometric size of the control volumes, the discretized momentum equation becomes
For divergence-free velocity fields u, the conservative discrete convection operator is skew-symmetric, such that convection does not contribute to the energy balance [4] . To make the discretization fully energy-preserving, the discrete gradient operator and the divergence operator are each other's negative transpose, i.e. G = −M T 0 , thus mimicking the analytic symmetry ∇ = −(∇·) T . In this way, also the work done by the pressure vanishes discretely.
The solution of the discrete Navier-Stokes equations is split into two steps. Firstly, an auxiliary variableũ is defined through
with which the discrete momentum equation (3) can be reformulated as
Secondly, by imposing discrete mass conservation (2) at the new time level, substitution of (5) results in a discrete Poisson equation for the pressure:
DISCRETIZATION NEAR REFINEMENT INTER-FACES
At refinement interfaces it is no longer possible to apply the regular discretization as indicated above. Modifications have to be introduced, which will be described in some detail below. The treatment of the refinement interfaces is complicated by the fact that the equations are discretized on a staggered grid: different variables will have different offsets with respect to one another. Most of the grid refinement methods encountered in the literature are applied on collocated grids. Yet, methods for staggered grids do exist [15] [16] [17] . A choice has to be made concerning the discretization stencils around the refinement interface. One option is to extend the regular stencils in one subdomain into the adjacent domain. Virtual grid points are introduced at the other side of the interface which are found from interpolation between the local grid points. This keeps the structure of the discretization stencils regular, at the cost of interpolation activities. Such an approach fits in naturally with overlapping subgrids as in [16] , and with multilevel grids [18, 19] .
The virtual grid points can be considered as auxiliary variables built from combinations of the local points. We prefer to express the discretization stencil directly in these local variables, which makes the stencils irregular. This facilitates the analysis of the schemes, as the diffusive interpolation step is avoided. Therefore, we opt for a non-overlapping choice for the subdomains.
Accuracy
Symmetry properties Ideally, the interface treatment should result in a discretization that has the same order of accuracy and the same conservation properties as that of the existing discretization on regular grids; for a discussion see e.g. [17, Ch. 2] . The discretization in ComFLOW discretely conserves mass and momentum. It is also conserves energy when combined with an appropriate time integration method, like the midpoint rule [20] . It is highly desirable to maintain mass-and momentum-conservation across the refinement interfaces, with mass-conservation clearly being the very minimum requirement. For stability of the method it is also convenient if the discretization is energy-conservative across refinement boundaries, but not at all costs: accuracy and robustness as well as ease of implementation also play a role.
Reflections The discretization at the interface should reduce as much as possible the occurrence of spurious reflections. Within the ComFLOW project, research regarding this topic has already been performed in relation to the discretization at open boundaries [13, 21, 22] . Theoretical investigation of reflections on non-uniform grids mostly concerns the one-dimensional linear advection equation; research on this topic can be traced back to the early eighties, e.g. [23] . More recently, in [24] it is argued that second-order accurate interpolation reduces reflections in the discrete wave equation. In [25] it is shown for the discretized shallow-water equations that avoiding reflection of under-resolved wave components is only possible by introducing some form of dissipation, i.e. by sacrificing energy conservation.
Accuracy near refinement interfaces Traditionally the accuracy of a numerical scheme is investigated by determining the order of magnitude of the local truncation error. Generally, a second-order local truncation error is sufficient for obtaining a second-order accurate solution, but it may not always be necessary: the actual order of global accuracy may be higher than the order of the local truncation error, especially on non-uniform grids, e.g. [26] . Schemes that achieve higher-order accuracy than the order of their local truncation error have been called supraconvergent by Kreiss et al. [27] .
Following [28] , several local grid refinement schemes were introduced based on compact, symmetric discretization schemes, e.g. [29, 30] . A large number of basic discretization schemes are seemingly first (or zeroth) order in the vicinity of non-uniform grid spacing, but are actually second (or first) order accurate [26] . This suggests that a compact discretization scheme with firstorder local truncation error could already be enough to obtain an effectively second-order accurate interface treatment.
Conservation properties
It is non-trivial to design a conservative and at the same time second or higher-order accurate discretization scheme around refinement interfaces. This holds for the discretization of the divergence operator (mass conservation) but also for the discretization of the pressure gradient, convection and diffusion (momentum conservation). Let us assume that on the regular part of the grid the spatial derivatives are approximated using central difference schemes. Consider, for example, the discretization of the first-order derivative ∂ /∂ y around the point x − 1 in the same figure, and v 0,0 is located at x = 0.
FIGURE 2. INTERPOLATION OF MISSING VELOCITIES AT A REFINEMENT INTERFACE WITH RATIOS r = 2. THE MISSING VELOCITIES (OR FLUXES) ARE INDICATED BY
If the variable v − 1 4 ,0 were directly available, the central scheme for the first-order derivative in y-direction would be second-order accurate
In the presence of a refinement interface the velocity v − 1 4 ,0 has to be approximated, leading to the virtual velocity v − 1 4 ,0 which, in turn, is approximated by interpolation along the interface (here in x-direction). Let us denote the interpolation error by ε, in order to write v − 1 4 ,0 = v − 1 4 ,0 + ε. Let n denote the order of accuracy of the interpolation, in order to write ε = O (δ n ). Then, for the central discretization of ∂ v/∂ y we get
Hence, for a consistent discretization of first-order derivatives (e.g. divergence, gradient, convection) the interpolation of missing variables should be at least second-order accurate. When applying linear interpolation, the standard approach is to use a weighted average of the direct neighbours as shown in Fig. 3a :
This interpolation is non-symmetric because the linear slope is approximated differently in the left and right part of the underlying coarse cell. Because of this asymmetry, the two interpolated values do not add up to the value of the underlying coarse variable, more precisely 
. This makes the interpolation non-conservative.
A better approach is to use symmetric linear interpolation in which a single linear slope is used for the interpolation on both sides of the point x 0 , as illustrated in Fig. 3b . The same interpolant v(x) is used to approximate both v + 1 4 ,0 and v − 1 4 ,0 , resulting in
This interpolation leads to an interface discretization scheme for ∂ v/∂ y that is first-order accurate (n = 2, q = 1). Moreover, it is directly seen that it is conservative, i.e. the refined fluxes add up to the underlying coarse flux
We can conclude that it is difficult to obtain a conservative flux difference scheme at interfaces that is both conservative and second or higher-order accurate, as was also observed in [15] . Only a limited number of authors tries to obtain a higher-order energy-conservative treatment for refinement interfaces, e.g. [17, [31] [32] [33] , but these concern only one-or two-dimensional grids.
Thus, in the current work, for the divergence and pressure gradient a first-order accurate approach is followed based on linear interpolation, therewith ensuring mass conservation (see Section 3.4). For most industrial applications this is sufficient and poses no problem if the interfaces are located in relatively smooth regions of the flow.
Interface schemes for divergence and gradient
The first decision that has to be made concerns the variable arrangement at the refinement interface. Due to the staggered grid layout, a refinement boundary contains a velocity (gradient) interface and a pressure (divergence) interface; cf. the discussion in Sect. 3.1. The refinement interface can be designed in two fashions:
• Use an interface with refined velocities and coarse pressure variables. At the interface the momentum equation is discretized at the refined level.
• Use an interface with coarse velocities and refined pressure variables. At the interface the momentum equation is discretized at the coarse level.
As motivated in [34] by testing a large number of flow situations, we have a (slight) preference for the second option. Several methods found in the literature apply higher-order (typically quadratic) interpolation of missing variables in order to ensure a certain local truncation error of the divergence and/or gradient operator. In [35] the missing pressure is approximated by means of bi-quadratic interpolation; another example of higher-order bi-directional interpolation can be found in [15] . In all cases additional non-zero coefficients are introduced and the Poisson matrix is no longer symmetric. 
CONSISTS OF THE PRESSURE VARI-ABLES •. NOTE THAT THE VARIABLES AND ARE USED TO INTERPOLATE THE 'MISSING' MASS FLUXES IN THE FINE STENCIL.
Skipping many technical details, it is illustrative to show the stencils that result for the discrete pressure Poisson equation in Fig. 4 . To solve it, the resulting Poisson matrix is preferrably symmetric positive definite to guarantee convergence of the solvers as currently implemented in ComFLOW: Krylov solvers with grid-point dependent preconditioning and parallelized with grid partitioning based on orthogonal recursive bisection (ORB) [36, 37] . It is not straightforward to find a theoretical proof of the (non)existence of this matrix property. The discretization scheme is diagonally dominant in coarse interface cells and away from interfaces, but this is not the case for fine interface cells. However, in all test cases considered so far, the presence of refinement interfaces did not cause the solvers to diverge.
OFFSHORE APPLICATIONS 4.1 Dambreak
Green water loading is characterized by strongly varying free-surface dynamics and therefore a good test for a local refinement method. Once the water starts to hit the ship, high grid resolution is required to capture all relevant flow details, whereas during the initial phase a coarse-grained approximation may already be sufficient.
For current purposes, we consider an idealized problem based on experiments that were performed at MARIN [1] . The flow domain consists of a closed box with dimensions 3.25 × 1.0 × 1.0 m. A reservoir in the right part of the domain is filled with water up to a level of 0.55 m. The water is released by almost instantaneously opening a hatch. In the middle of the domain a small block ('box on deck') is placed that will be impacted by the released water mass. Eight pressure transducers were attached to the object and the relative water height probes were placed at four locations in the domain as shown in Fig.5 . For experimental data see [38] .
FIGURE 5. MEASUREMENT POSITIONS FOR WATER HEIGHTS (LEFT) AND PRESSURES (RIGHT) IN THE DAMBREAK EXPERIMENT
The setup of the experiment is fairly simple. Before hitting the object at around t = 0.45 s, the flow is essentially two-dimensional (e.g. Fig. 6b ). During the first second of the experiment a 2-D model may therefore provide reasonable results. After impact the flow becomes three-dimensional in nature and demonstrates a violent sloshing behaviour (e.g. Fig. 6d ). The dambreak experiment has been considered in previous studies [1, 13] and good overall agreement was observed between experiment and CFD simulations.
In the present study we re-investigate the simulation setup and aim at higher grid resolutions by exploiting local grid refinement. First, a 2-D study is described of the first moments of the flow, to study the influence of including the moving door in the simulations. Because these simulations are relatively cheap we can thoroughly investigate grid convergence and assess the performance of the local grid refinement method. Thereafter, the simulations of the full experiment have been carried out with a 3-D model. 
FIGURE 6. ILLUSTRATION OF THE SIMULATION SETUP AND A NUMBER OF SNAPSHOTS. A UNIFORM RESOLUTION OF 5 [MM] WAS USED AROUND THE BOX AND THE RESER-VOIR DOOR. FOR VISUALIZATION PURPOSES THE GRID IS DE-PICTED AT A TWO TIMES COARSER RESOLUTION.
With and without door The video recordings show that only after about a quarter second the door is fully detached from the water. Yet, at that moment, a significant amount of water has already entered the left part of the domain. In previous studies a door was not included and the water was simply released instantaneously. The question arises whether this simplification is justified. Thus, simulations were performed with and without inclusion of a moving door in order to study its influence. Only the first 0.75 s of the experiment were considered, and these simulations were performed on a 2-D grid to make high grid resolution feasible. The door positions recorded during the experiment are used for modeling the door and for time synchronization. Freeslip conditions are applied along all solid boundaries. The algorithm for inclusion of moving rigid bodies is described in [39] . The simulations were performed on uniform grids with resolutions ranging between 5 mm (100k grid cells) and 1.25 mm (1.6M cells).
FIGURE 7. NUMERICAL RESULTS OF 2-D SIMULATIONS WITH AND WITHOUT RESERVOIR DOOR.
To assess the effect of modeling the moving door, we look at water height probe H2 and pressure sensor P1 (see Fig. 5 ). The numerical results, outlined in Fig. 7 , show that the solution does not change much upon grid refinement from 5 mm to 1.25 mm. This justifies to use the grid with 5 mm resolution for the three-dimensional simulations discussed below.
Whether or not the door is modelled makes a much larger difference. The solution series without door under-predicts the water height in front of the object but over-predicts the pressure peak of the first impact (red graphs in Fig. 7 ). After inclusion of the reservoir door, the results improve considerably in comparison with the experiment (blue graphs in Fig. 7) . In particular the pressure peak is predicted well and only a small time lag is observed. One has to keep in mind that there exist experimental uncertainties of the order of 1 cm in the actual shape and position of the door as well as in the shape and volume of the initial water column.
Local grid refinement / coarsening As a starting point a stretched reference grid is produced with uniform resolution h = 1.25 mm in the areas of interest. The reference grid is locally coarsened up to three times using the local grid refinement method (as illustrated in Fig. 6) . From the results shown in Fig. 8 , it can be seen that the numerical solution is hardly affected by the coarsening of the grid. In comparison with the experimental results, none of these grids can be called better that the others. Yet the difference in comptational effort is significant. The grid with the most levels of grid coarsening (fn-lgr3) has about 10 times less grid points inside the fluid, and is over 5 times as 'cheap' in wall-clock time (the code runs parallel on 24 cores), as can be inferred from Table 1a . For the three-dimensional case a similar setup procedure is followed. A lower resolution is chosen and to reduce computational time refinement zones are made smaller, which is equivalent to selecting larger coarsening zones. Only up to two levels of local coarsening were applied, since at that point the number of cells hardly reduces anymore. It was seen that above a grid resolution of h = 5 mm the results do not change much anymore. Note that this resolution is already 2 to 3 times higher than that of the finest grid used in the original study of 2005 [1] . As in the two-dimensional case, the results during the initial phase are only mildly affected by local coarsening. The gain in computational effort in three dimensions is much higher: 30 times less fluid cells and more than 100 times less wall-clock time; see Table 1b.
The present case study focused on accurately modeling the first impact, and the fine grid zones were chosen to comply with the interesting flow features during this initial phase. After approx. t ≈ 0.5 s the water passes the obstacle. Then it enters coarse grid regions again, before it hits the opposite wall and the wave returns. Not surprisingly, the solutions start to deviate more, suggesting that finer grids are desirable in those regions. In fact, in almost all parts of the domain high grid resolution is desirable at some moment during the simulation. This asks for adaptive grid refinement that changes over time, a feature that will be demonstrated in the next example.
Falling life boat
As a second demonstration example, we consider the simulation of a free-fall life boat drop. Measurements were performed at MARIN, to be used for comparison. Adaptive grid refinement is used to facilitate grid setup and reduce computational time. Currently we only consider life boat drops in still water, but ultimately it can be combined with incoming (irregular) waves (e.g. [40] ). Snapshots of the simulations are shown in Fig. 10 . The dynamics of the life boat is modelled by means of a 6-DOF mechanical model [41] . The fluid flow is modelled with the Navier-Stokes equations and solved on a series of grids, ranging from 35 k to 320 k active (i.e. within the fluid) grid points, including local grid refinement [34] around the life boat and the free surface (Fig. 10) .
We present results obtained with the one-two-phase flow models and a second-order upwind convection. A comparison with experimental data reveals that the results with the one-phase model, which uses first-order upwind, are clearly inferior to those of the two-phase model; see Fig. 11 . This is probably due to the entrained air bubble that forms behind the life boat upon water entry. It was concluded that two-phase flow effects play a crucial role that cannot be neglected. Furthermore, it was observed that second-order upwind discretization of convection significantly improves results. We hope to further investigate the role of turbulence modeling in the near future.
Of critical importance is the grid resolution around the object and the free surface. Various grid configurations were investigated with local resolutions ranging between 0.5 m and 0.06 m. The properties of three simulations are listed in Table 2 . In the far-field, both in horizontal direction and towards the bottom of the domain, the grid resolution is coarsened down to a resolution of 2 m. The dependence of the results on the grid properties is investigated in a grid refinement study shown in Fig. 12 . The obtained numerical results are shown in Fig. 12 , together with the measurements from experiment. Overall, a good agreement is observed between the numerical simulation and the measurements from experiment. Given the small differences between the solutions on the medium and fine grids it is expected that further grid refinement will only have minor effect on the solution. The remaining differences are most visible after 1.5 to 2 seconds, which is when the life boat is almost totally submerged and detaches from the air gap (see steps 2 and 3 in Fig. 10 ). It is thought that the results may improve further, by modeling more of the physical aspects at play. One could think of turbulence modeling (in particular behind the life boat), surface tension, as well as compressibility (in particular in the region of air inclu- sion).
Discussion
The paper has presented a strategy for local grid refinement. Firstly, numerical discretization issues near refinement interfaces have been discussed, in order to prevent excessive reflections at those interfaces. Discrete energy conservation plays an essential criterium here. Thereafter, two examples of simulations have been presented, for which experimental validation data is available. Not surprisingly, the results show that grid coarsening in 'quit' regions in the flow does not significantly change the outcome of the simulations, wheres the computational effort is strongly reduced. Hence, local grid refinement provides an effective tool for free-surface impact problems. On the other hand, the dambreak case also shows that in more violent regions near the free surface fine grids are necessary. Thus, for this case the resolution equirements vary strongy in time, which suggests that the computational efficiency can benefit largely from adaptive refinement. We have demonstrated this in a further example of a falling life boat. Further applications of adaptive local grid refinement in free-surface problems can be found in the PhD thesis [34] .
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