Earth observation has rapidly evolved into a state-of-the-art technology providing new capabilities and a wide variety of sensors; nevertheless, it is still a challenge for practitioners external to a specialized community of experts to select the appropriate sensor, define the imaging mode requirements, and select the optimal classifier or retrieval method for the task at hand. Especially in wetland mapping, studies have relied largely on vegetation indices and hyperspectral data to capture vegetation attributes. In this study, we investigate the capabilities of a concurrently acquired very high spatial resolution airborne hyperspectral and lidar data set at the peak of aquatic vegetation growth in a nature reserve at Lake Balaton, Hungary. The aim was to examine to what degree the different remote-sensing information sources (i.e. visible and near-infrared hyperspectral, vegetation indices and lidar) are contributing to an accurate aquatic vegetation map. The results indicate that de-noised hyperspectral information in the visible and very near-infrared bands (400-1000 nm) is performing most accurately. Inclusion of lidar information, hyperspectral infrared bands (1000-2500 nm), or extracted vegetation indices does not improve the classification accuracy. Experimental results with algorithmic comparisons show that in most cases, the Support Vector Machine classifier provides a better accuracy than the Maximum Likelihood.
A comparison of airborne hyperspectral-based classifications of emergent wetland vegetation at Lake Balaton, Hungary
Introduction
In situ data are the most reliable source of information for aquatic species vegetation mapping; however, a proximate field collection scheme for a large geographic area at frequent intervals is a cumbersome task, if not impossible. Earth observation, synergistically with field measurements, is the only efficient way of monitoring a large wetland or land areas covered by vegetation patches. However, the high biodiversity encountered in the ecotone between terrestrial and aquatic ecosystems can result in a complex investigating aquatic reed, Gilmore et al. (2009) reported high classification accuracies due to unique high near-infrared reflectance in early autumn.
Along hyperspectral reflectance, the plant height can be a distinguishing factor between homogeneous patches of macrophytic vegetation, and between macrophytes and other vegetated/non-vegetated objects in the scene. Lidar can provide information about the height and structure of the canopy, which is an independent and complementary source of information to spectroscopy. Lidar has been used in forestry due to the ability to penetrate into the canopy, allowing estimation of height and volumetric distribution of trees (e.g. Miller 2001; Bradbury et al. 2005; Hinsley et al. 2006; Balzter et al. 2007; Puttonen et al. 2010; Jones, Coops, and Sharma 2010; Pedergnana et al. 2011) . However, despite the fact that tree canopies are composed of plants which vary in species, height, size, and texture, macrophytes are encountered most often in assemblages of species with more homogeneous spatial characteristics. Anderson et al. (2010) have stressed the usefulness of lidar data in mapping habitat architecture in a range of ecosystems by capturing fine spatial patterns. Downward-looking lidar from airborne platforms has recently been used in the context of wetlands for discriminating vegetation species from marsh components (Rosso, Ustin, and Hastings 2006) , classifying wetland elements based solely on lidar data (Brennan and Webster 2006) , estimating the inundation level below forest canopy based on the amplitude of the lidar signal (Lang and McCarty 2009) , synergistically with high-resolution satellite data to improve wetland distinction (Maxa and Bolstad 2009 ) and categorizing vegetation and alkali grassland associations in Lake Balaton, Hungary (Zlinszky et al. 2014) .
With satellite data available at increasingly high spatial resolutions and decreasing cost, recent research has focused on fusing optical satellite images with airborne lidar data in order to increase the classification accuracy. The underlying idea is that data acquired from different sensors provide information on different properties of the vegetation (for instance, hyperspectral provide information on the biochemistry and lidar on the structure of canopy properties (Koetz et al. 2007) ), which to an extent are independent from and complementary to each other. Dalponte, Bruzzone, and Gianelle (2008) presented a methodology for fusing hyperspectral and lidar data in vegetation studies and urged to develop advanced classification systems integrating these two data sources. A few studies have used hyperspectral and lidar data sets synergistically (e.g. Hunter et al. 2010; Onojeghuo and Blackburn 2011; Mewes, Franke, and Menz 2011; Lausch et al. 2013) . Several authors have reported increased classification accuracy as a result of data integration from multiple sensors. Jones, Coops, and Sharma (2010) mapped 11 tree species in a coastal region and report an increase in users' accuracy by 8.4-18.8% after data fusion in comparison to using solely hyperspectral data. Johansen et al. (2010) presented an automatic feature extraction of biophysical properties from lidar data and suggest that similar applications can be employed by natural resource management agencies. Swatantran et al. (2011) concluded that these two data types have many potential applications in ecological and habitat studies. Klemas (2011) recommended that the combined use of lidar and hyperspectral imagery can improve the accuracy of wetland species discrimination. Onojeghuo and Blackburn (2011) optimized the synergistic use of lidar and AISA hyperspectral data for mapping reed bed habitats and report a significant accuracy improvement by 11% when a lidar-derived mask is incorporated. Finally, Niculescu et al. (2016) reported an increase in mean accuracy of 14% when combining lidar with Satellite Pour l'Observation de la Terre or Earth-observing Satellites (SPOT) multispectral satellite images compared to using only SPOT images.
The increasing availability of Earth observation data has resulted in rapidly growing data archives; however, more data does not necessarily translate into better analysis (FernandezPrieto et al. 2006) unless the methods of turning data to information are optimized. Appropriate image processing is an essential aspect of any classification of remotely sensed data to a meaningful categorical map (Lu and Weng 2007) . Pixel-based classifiers have traditionally been the means to classify remote-sensing imagery. These classifiers are making categorical judgements based solely on the spectral information of each individual pixel (Gong and Howarth 1990) . The most widely used supervised classifier in remote sensing has historically been the Maximum Likelihood (ML) classifier which assumes Gaussian distributions of the spectral reflectance values within each class and for each spectral band.
Another supervised non-parametric statistical learning technique that has gained popularity over the last years (e.g. Brown, Lewis, and Gunn 2000; Keramitsoglou et al. 2006; Chi, Feng, and Bruzzone 2008) is the Support Vector Machine (SVM), developed originally by Vapnik (1995) . SVM performs well in cases with a small number of training samples, which is a frequent problem in remote-sensing classifications. Several authors have confirmed this superiority of SVM over alternative classifiers when applied to hyperspectral data (Melgani and Bruzzone 2004; Pal and Mather 2004; Camps-Valls and Bruzzone 2005; Oommen et al. 2008; Dalponte, Bruzzone, and Gianelle 2008; Hunter et al. 2010; Bahria, Essoussi, and Limam 2011 ; for a review the reader is directed to Mountrakis, Im, and Ogole (2011) ) and for land-use/land-cover classifications (Pal and Mather 2005; Boyd, Sanchez-Hernandez, and Foody 2006; Keramitsoglou et al. 2006; Dixon and Candade 2008; Dalponte et al. 2009 ). In the framework of reed detection, Yang et al. (2012) compared six classifiers for airborne hyperspectral imagery for mapping giant reed and confirmed the suitability of SVM. Furthermore, SVM seems to eliminate the Hughes effect (the predictive power reduces as the spectral dimensionality increases, see Hughes 1968) , which is crucial for high-dimensional hyperspectral data (Pal and Mather 2004; Oommen et al. 2008) as, for instance, it has been shown to affect other classifiers, such as ML, when dealing with a large number of bands (Pandey, Tate, and Balzter 2014) .
The above review of the scientific literature presents the challenges of mapping macrophytes based on remote sensing arising mainly from the fine spatial scale and radiometric accuracy required to unveil the complex structure of the ecosystem and the vegetation cover at species level. A variety of data sets, fusion of data sets, classification algorithms, and methods have been proposed to increase the mapping accuracy. As a consequence, it remains a challenge to investigate the means with which information at high spatial resolution can be translated to accurate information about aquatic vegetation. This study aims to devise a suitable classification scheme for lakeshore vegetation mapping with high spatial resolution airborne data and to quantify its accuracy.
It presents an evaluation of different remotely sensed data sets for classifying lakeshore vegetation classes using two classification algorithms that are common in wetland mapping, namely ML and SVM.
Study area
The study area is located at the Bozsai Bay on the northwest part of the Tihany Peninsula of Lake Balaton, Hungary (Figure 1) (Somlyody, Herodek, and Fischer 1983) . It encompasses a nature reserve of the Balaton Uplands National Park and as such is relative to other reed beds of Lake Balaton, quasi-undisturbed from human activity. A variety of macrophytes, trees, and grasslands are encountered; however, reed is encountered frequently, especially Phragmites australis (Cav.) Trin. ex Steud, and to a smaller extent Typha angustifolia L., Typha latifolia L. and Carex sp.
In the last decades the stability of the waterward fringe of the reed bed has been deteriorating and the whole ecosystem has been retreating from the deep water, a phenomenon known as the 'reed dieback' (Van Der Putten 1997; Stratoulias et al. 2015) . As a consequence, the reed bed contains not only a diversity of vegetation species but also vegetation patches of different stability. The study area is situated in the vicinity of the Balaton Limnological Institute, providing easy access for fieldwork and assuring familiarity of the authors and experienced researchers with the local vegetation.
Airborne data
A European Facility for Airborne Research (EUFAR) airborne campaign was undertaken from 21 to 26 August 2010 by the NERC Airborne Research Facility by the UK Natural Environment Research Council (NERC). The platform used was a Dornier 228-101 research aircraft which flew at 1550 m above mean sea level and was equipped with an Inertial Measuring Unit/Global Navigation Satellite System providing information on the aircrafts' position and orientation, respectively. The survey covered the whole lakeshore around Lake Balaton and the Kis Balaton, an adjacent wetland to the southwest of the lake. The data set comprised concurrently recorded hyperspectral imagery (400-2500 nm), discrete return lidar data, and orthophotos (Zlinszky et al. 2011) . In this study we use data from two adjacent flight strips (Figure 1 The hyperspectral data set was collected from an airplane-mounted Specim AISA dual system (Spectral Imaging Ltd., Oulu, Finland) integrating the nadir-looking sensors Eagle and Hawk as in similar studies (Artigas and Yang 2005; Jensen et al. 2007; Dalponte, Bruzzone, and Gianelle 2008; Shafri and Hamdan, 2009; Yang and Artigas 2009; Burai et al. 2010; Onojeghuo and Blackburn 2011) . The two sensors record incoming radiation cumulatively in 509 bands from 400 to 2450 nm with a spectral resolution (in full-width half-maximum (FWHM)) 2.20-2.44 nm and 6.32 nm for Eagle and Hawk, respectively, and delivered a spatial resolution of 1.50 and 2.10 m, respectively ( Table 1 ). The instruments are nadir-looking, and therefore, the angle between the line of sight of the sensors and the zenith is 180°.
Lidar data were recorded from a Leica ALS50 compact laser scanning system. A maximum of four discrete returns at 83 kHz (1064 nm) was delivered. At the last calibration before the 2010 campaign, lidar data were judged against ground control points and a mean error of 3.1 cm and standard deviation of 2.2 cm at an altitude of 1350 m was estimated.
True-colour orthophotos were recorded from a 39 megapixel Leica RCD105 medium format digital camera. The charge-coupled device instrument of the camera recorded radiation in three channels in the visible domain and delivered images in 16-bit TIFF format, with approximate ground resolution of 17.5 cm from 1550 m aircraft true altitude. Geometric registration on a projected coordinate system was implemented by the Technical University of Vienna. This data set was visually inspected synergistically with expert knowledge for selecting training and validation data sets from the hyperspectral images in the processes of classification and accuracy assessment, respectively. Further information on the airborne campaign and the sensors' specifications can be found at Zlinszky et al. (2012) .
Methodology

Preprocessing
The hyperspectral and lidar data were preprocessed to derive meaningful information associated with lakeshore vegetation before the classification as illustrated in Figure 2 . The radiance values of the hyperspectral data were corrected for atmospheric effects, georeferenced, and mosaicked to compose a very fine spectral and spatial resolution image. A digital canopy model (DCM) was derived from the lidar data by subtracting the digital terrain model from the digital surface model (DSM), which are represented by the sensor's last and the first return, respectively. Thereafter the DCM of the two adjacent stripes were mosaicked and resampled to 1.5 m pixel size with the nearest-neighbour interpolation method. Focusing on the hyperspectral preprocessing, first a radiometric correction was applied to compensate for the effects of the off-nadir surface reflection and glint. Vignetting effects, instrument scanning, off-nadir view angle, and sun reflection as well as other illumination effects can affect the image non-uniformly and are generally regarded as cross-track illumination effects (ITT Visual Information Solutions 2009). In the used data set, the main contributor has been the sun reflection when solar position was diverging from the aircraft orientation (Table 2 ) and illumination conditions have therefore not been isotropic. As a result, a glitter at the edge of the images is apparent in flights with north-south orientation. Moreover, the bands for Eagle were restricted to the bandwidth 450-900 nm and for Hawk to 1000-2400 nm as if the quality of the data degrades at the boundaries of the recording spectrum. Along-track mean values were then calculated and plotted to stress the variation in illumination differences across the image lines. Cross-track illumination correction was applied on the samples of each image with a second-order polynomial function and an additive correction method. Subsequently, atmospheric correction was implemented in the Fast Line-of-sight Atmospheric Analysis of Spectral Hypercubes (FLAASH), which is part of the Environment for Visualizing Images (ENVI) atmospheric correction module (ITT Visual Information Solutions 2009). FLAASH is a first-principles atmospheric correction tool based on a modified version of the MODTRAN4 radiation transfer code (Matthew et al. 2000) applicable in the visible through near-infrared and shortwave infrared regions up to 3 μm. The FLAASH algorithm was selected (Supplemental material) based on the advantage of accounting for the adjacency effect, meaning the occurrence of optical path interference between reflectances from adjacent surface materials (Burazerović et al. 2013) . This is especially prominent in coastlines, where existence of water and land, two materials with different spectral behaviour, is merging. Moreover, the phenomenon is stronger at short wavelengths in scenes containing large reflectance contrast (Richter et al. 2006) , which is the case for the macrophytes growing in Lake Balaton, the water of which is characterized by high reflectivity in the optical domain due to the suspended sediment, submerged macrophytes, and high chlorophyll concentration of the lake water. Several studies have attempted to develop algorithms for correcting this phenomenon (i.e. Santer and Schmechtig 2000; Sanders, Schott, and Raqueño 2001; Sterckx, Knaeps, and Ruddick 2011) .
Considering the time period of the airborne campaign and the geographical position of the study area, the mid-latitude summer atmospheric model was used. No aerosol model was employed, as in the scene there was a lack of dark pixels, which is necessary for the implementation of aerosol integration (Kaufman et al. 1997) . Instead, the aerosol amount was estimated from the visibility which was set to 50 km in agreement with the atmospheric conditions on the day of the acquisition and confirmed by the local METAR report. The CO 2 mixing ratio was set to 404 ppm. Spectral polishing was used with a width of nine spectral channels. The ground elevation at the lake is approximately 100 m above sea level and can be assumed constant for the purpose of atmospheric correction as the terrain around the lake is quite flat. The rest of the input for FLAASH was taken from the navigation file recorded during the flight campaign for each individual scene. Overall the atmospheric correction provided typical spectral responses for the vegetation contained in the image (Supplemental material). No artefacts were apparent due to the clear sky conditions at the time of image acquisition and the lack of absorbing bodies that qualify as 'open water' in the spectral sense around the mesotrophic and sediment-laden Bozsai Bay.
Last, geometric registration was applied with the open-source Airborne Processing Library (APL) software v3.1.4 (Warren et al. 2014 ). The algorithm is designed to geocode the raw imagery by taking into account bore-sight information recorded during the flight. The DSM extracted from the concurrently acquired lidar data set with missing values filled-in from the Advanced Spaceborne Thermal Emission and Reflection Radiometer Global DEM (NASA LP DAAC 2001) was used to increase the geometric precision. The mean absolute along-track and across-track error (at nadir and measured in pixel size) reported from APL developers is 0.39 ± 0.31 and 0.65 ± 0.42, respectively (Warren et al. 2014) , which translates for the data set used in this study to 0.58 ± 0.46 m (along track) and 0.97 ± 0.63 m (across track) for Eagle and 0.82 ± 0.65 m (along track) and 1.36 ± 0.88 m (across track) for Hawk. The two adjacent hyperspectral images were registered at the UTM projected coordinate system (Zone 33N) of the World Geodetic System 1984 Datum on a 1.5 m × 1.5 m grid (Figure 3 ).
Training and validation sets
Chen and Stow (2002) made a thorough comparison of common training strategies for classification methods used in the literature and reckon that the training approach can affect the classification result. Moreover, they claim that the training has a higher influence on the result when applied on fine rather than coarse resolution images. Information on vegetation species and geolocation of pure areas formed the basis for selecting the training and validation data sets. For the reed-specific vegetation types, ecologists who are familiar with the study area advised on the definition of the classes. A set of polygons was selected from the hyperspectral image representing the seven emergent-vegetation classes of interest and was verified for homogeneity and representation with the orthophotos. A stratified random sampling (probabilistic method of sampling) was followed for the reason of minimising variability within different zones of the image. The sampling area was divided in large zones and each one was assigned a number of sample units. The position of the units then was defined randomly and the size of the samples was proportional to the size of the class they represent. The concurrently acquired aerial photography was used to assure coherency of the polygons. The set was divided into two groups; the first group comprising 18 polygons (total area 147,228 m 2 ) was used for training the classifier and the second group comprising 16 polygons (total area 92,920 m 2 ) for validating the results (Figure 3 ).
Input layers
The input layers for the classification process were prepared from the Eagle, Hawk, and lidar data (Figure 4 ). The first input layer was extracted from the Eagle data set while the second input layer was created in a similar manner from the Hawk data. The third image input for the classification is a layer stack including vegetation indices demonstrating the highest degree of association with reed stability and photosynthetic performance in Lake Balaton as studied by Stratoulias et al. (2015) and popular empirical narrowband indices. These are respectively three reflectance ratios associating to Fs, Fm, and PAR, the photochemical reflectance index (PRI), the normalized difference vegetation index (NDVI), and the first three principal components (PCs) (Figure 4) . Finally, the last input layer is based on the three PCs of the Eagle image and the DCM extracted from the lidar data. Two adjacent hyperspectral scenes were used which comprise the reed bed and neighbouring grasslands, agricultural fields (rape, barley, and wheat), roads, settlements, and trees. The first input layer is solely based on the visible spectrum provided by the Eagle data. Due to the nature of hyperspectral data, the spectral bands are highly correlated and the data set in whole contains a large degree of redundancy. A minimum noise fraction (MNF) transformation (Green et al. 1988 ) can be applied to eliminate the noise, reduce the dimensionality of the data, and hence the computational requirements without important loss of information. Subsequently, the components (i.e. eigenvalues) of the transformation which are unaffected from noise can be inversed back to the real hyperspace. Pandey, Tate, and Balzter (2014) found that the classification accuracy improves in case ML algorithm is applied on the MNF eigenvalues instead of the total number of bands.
Forward MNF transformation was applied on the Eagle image. Based on the eigenvalues and the corresponding MNF bands, the first 14 transformed bands were selected as the threshold where information is still more prominent in the image in comparison to noise (Figure 5) .
The Hawk data are paying in the near-infrared domain and have been acquired simultaneously with the Eagle data; nevertheless, the coverage of the whole reed bed is not complete due to its narrower swath, and adjacent images do not overlap. This appears as a wide missing stripe at the edge of the individual images. Furthermore, Hawk suffers from regular dropped frames, resulting in missing lines in the image. The integration of the Hawk data in the methodology was attempted to evaluate the usefulness of the infrared spectral domain in wetland vegetation mapping. A similar methodology as for Eagle data was followed. Bands between 1336-1462 nm and 1791-1967 nm have been excluded as they are largely affected by atmospheric water vapour absorption. The MNF was then calculated and the first 11 eigenvalues selected in a similar procedure as described in the previous part ( Figure 6 ).
The third data set was based on the assumption that complementary data from lidar and hyperspectral sensors can provide a robust information set. Despite the fact that the DCM derived from moderate-density lidar data underestimates the canopy height (Zlinszky et al. 2012) , it is however associated to the canopy height characteristics. The first three PCs from the Eagle image were extracted and combined with the DCM to enhance the information content. The last data set is based on narrowband empirical indices which are associated with reed physiological stability at the specific area of study. The first three PCs from the Eagle image Figure 5 . Eigenvalues of the Eagle image (a) and depictions of the minimum noise fraction (MNF) transformation corresponding to band numbers 1 (b), 4 (c), 9 (d), 14 (e), and 16 (f). Noise is considerably higher than the information content after band 14 and hence all the bands after this threshold have been dropped.
were calculated. The narrowband empirical indices NDVI (Tucker 1979) and PRI (Gamon, Penuelas, and Field 1992) were extracted. These are indices heavily used in vegetation-related studies as they are associated to vegetation characteristics. Furthermore, the band rations representing the Fs, Fm´, and PAR per findings of the fluorescence analysis of macrophytes in Lake Balaton as suggested by Stratoulias et al. (2015) were used. The individual layers were combined in a composite image.
Reed bed masking and mosaicking
The interest of this study lay in the reed bed of the Bozsai Bay. The macrophytes encountered in this nature reserve inherit a diverse and complex structure, and it was decided to narrow the focus on the emergent macrophytes of this area rather than a broader categorization of vegetation types on the lakeshore. Trees, lake water, bare ground, and man-made materials, some of which are within the nature reserve, were excluded.
A mask from the DCM was derived by selecting all pixels with values between 0.3 and 3 m, range which represents typical macrophytic vegetation. The hyperspectral image was subset with the mask to isolate pixels of macrophytes. Finally, a mosaicking procedure was undertaken to stitch together the two images. No colour balancing was used and a feathering distance of 100 pixels was assumed. Figure 6 . Eigenvalues of the Hawk image (a) and depictions of the minimum noise fraction (MNF) transformation corresponding to band numbers 1 (b), 4 (c), 9 (d), 11 (e), and 12 (f). Noise is considerably higher than the information content after band 11 and hence all the bands after this threshold have been dropped.
Classification
Several processing steps were iteratively tested and led to the consolidated methodological workflow presented in Figure 7 . The classification procedure was conducted identically for the four different input layers developed and using the same training data set. The image was first classified based on the dominant macrophytes encountered in the area. These classes were Phragmites, Typha, Carex, and grassland (this latter constituted by herbaceous (non-woody)) vegetation managed by summer mowing at least once a year. The Phragmites class was used to subset the original input layer again, and this subset image was then classified based on the dominance of Phragmites in the patch according to the classes of dominant, co-dominant, subdominant, and reed dieback. Reed dominant is the category in which Phragmites represents at least 80% of the plant cover density as observed during fieldwork. Reed co-dominant is the category with at least 50% of Phragmites. When other macrophytes such as Typha and Carex are dominant and there is a minor coverage of Phragmites, then this defines the Figure 7 . Workflow of the classification scheme developed through iterative classifications and evaluations for mapping emergent vegetation. The two-step approach involves classification of the image based on the main macrophyte species (Phragmites, Typha, Carex, and grassland) and subsequently isolation of the Phragmites class and classification of the latter based on the dominance of Phragmites (dominant, co-dominant, and subdominant) and reed dieback. At the final stage, the two classification results are merged with the Phragmites-specific classification overlaid over the macrophyte species map. The result is assessed quantitatively based on expert knowledge and concurrently acquired orthophotos. subdominant category. Finally, reed dieback is the area where reed degraded naturally and is typically encountered at the waterfront edge of the reed bed, where only Phragmites is present.
Subsequently, the two classification products were merged with the subclasses of Phragmites substituting the generic class Phragmites in the main classification. This scheme was applied twice, first based on the ML algorithm and a second time based on SVM for each input layer. Image processing and classification were realized with the software ENVI 5.0. The cartographic production was carried out in ArcMAP 10.0 (Environmental Systems Research Institute, Inc.).
Accuracy assessment
Classification of remote-sensing data has no credibility unless its accuracy is assessed (Chen et al. 2004 ). The methodology for accuracy assessment using an error matrix (contingency table) was followed (Congalton 1991 ). An approach presented by Dalponte, Bruzzone, and Gianelle (2008) in a study employing similar data has been adapted. As already mentioned, in situ floristic information synergistically with the concurrently acquired high-resolution orthophotos and expert knowledge were combined to create the validation polygons. The validation polygons were overlaid on the high-resolution orthophotos and were used together with expert knowledge to decide on the vegetation class representation. Given the homogeneity of the polygon, which was taken into account when designing the sample polygons, the ascribed classes were considered the ground truth data. The accuracy assessment was carried out by comparing the thematic map with the validation data using a confusion matrix.
Results
Figures 8 and 9 present the results of the classification based on ML and SVM algorithms, respectively, and for each data source. Tables 3 and 4 present the error matrix of the accuracy assessment for each classification algorithm independently. The maps contain solely classes of emergent macrophytes typically encountered around Lake Balaton. The overall accuracy ranges from 41.79% for the lidar data set with ML classification to 88.64% for the Eagle data set with SVM.
Reed in the central part of the reed bed was classified as co-dominant and botanical surveys support this finding, while at the edges (both terrestrial and waterward) of the reed bed and especially in the thin sliver at the west reed bed seems to compete with other macrophyte species. The main class (i.e. Phragmites) typically grows in the same environment with other macrophyte species and grasses, and hence the dominant class in all classification results is reed co-dominant which occupies the main reed bed.
Co-dominant reed is very accurately classified by SVM in the cases of Eagle and indices layers with 96% and 97% producer accuracy. Pure reed (i.e. reed dominant) is encountered at a small part of the Lake shore east of the Typha island, part which is correctly classified with both ML and SVM in all data sources except lidar; in the case of SVM this part is only slightly containing reed dominant pixels while with ML a large part of the image is classified as reed dominant which is incorrect.
The canopy structure information contained in the lidar does not assist in the classification of this class. SVM shows a higher accuracy for Eagle and indices data sources (84% and 68%, respectively) in comparison to ML; however, when classifying Hawk data ML has an advantage of producer accuracy 60% over 40% for SVM.
It is worth noting that reed dominant has the lowest accuracy across macrophytes as homogeneous and pure patches of Phragmites are not frequently encountered in the Bozsai Bay and to an extent they always contain a degree of other macrophyte species within a pixel. Reed subdominant contains reed as a minority within other macrophytes, and is encountered at the edge of the reed bed, where terrestrial vegetation and grass grow in favourable conditions. ML and SVM are classifying the east part of the reed bed as reed subdominant as well as fringe areas of the reed bed. One important difference is found on the north part of the reed bed where there is a sliver of grassland as indicated by SVM classifications of Eagle image and the indices image; however, ML classifies this part mainly as reed subdominant which is incorrect. ML always provides better producer accuracy than SVM, while the opposite is realized for the case of user accuracy; in essence this means that SVM results show a realistic map of subdominant reed; however, several pixels from the validation set have not been labelled correctly by SVM and therefore some pixels of this class are misclassified as other classes on this map.
Reed dieback is encountered at the waterward edge of the northeast part of the reed bed mainly as fragmented patches of water reed. Reed dieback is confused mainly with reed subdominant and to a lesser extent with Typha as it is mainly neighbouring with the first and the fringe of the Typha island is misclassified as dieback in several cases in regard to the latter. This also means that spectrally, and at 1.5 m spatial resolution, dieback is different than the more homogeneous classes of dominant and co-dominant reed. SVM overestimates the extent of reed dieback in the case of Eagle data in comparison to the ML results, while the opposite is the case for the indices composite image. An ML classification of the lidar data presents unrealistic results while the SVM is able to indicate the extent of the dieback reed.
Studies in the literature are controversial about the capability of imaging spectroscopy for mapping vegetation stress. Swatantran et al. (2011) , for example, mentioned that hyperspectral data can provide information such as stress on canopy state, while Leckie et al. (2005) attempted unsuccessfully to include unhealthy classes of species in a classification of old growth temperate conifer forest canopies. Zlinszky et al. (2012) , using only airborne lidar-based radiometry and structure metrics, reported accuracies of 62% and 76% specifically for reed dieback.
In this study, representative polygons of reed dieback areas were selected; however, reed dieback is a dynamic phenomenon characterizing the physiological condition of a plant and not a vegetation category with concrete boundaries. As such reed dieback areas are indicated by the fragmentation of the reed patch rather than the physiological status of the plant in this classification scheme -this is why lidar proved successful in recognizing the characteristic fragmentation. For a more representative estimation of the physiological status, spectral indices can show the degree to which the area is stable (Stratoulias et al. 2017) . However, integrating the dieback class in a macrophyte classification scheme provides an indication of fragmented and sparse reed patches which are under unfavourable environments at the period of image acquisition and hence potentially associated with reed dieback conditions. Typha, occupying the small island in the centre of the image, is correctly classified in all ML results; however, in the cases of the indices and lidar layers several Typha patches are indicated in the reed bed erroneously as indicated by the relatively higher user's accuracy error in these two data sources (Table 3 ). In the case of the SVM algorithm (Table 4) , the Eagle classification provides similar results to the ML results, and the indices and lidar layers indicate the outer buffer zone as reed co-dominant. Typha is often confused with other assemblages of Phragmites, a fact which is also reported in a similar study from Maheu-Giroux and De Blois (2005) using colour aerial photography and by Zlinszky et al. (2014) using lidar. Carex is encountered at the west of the reed bed, classified correctly only in the case of Eagle data for both algorithms with 82% and 94% user accuracy, respectively; however when using the Hawk data, ML does not classify any pixel as Carex and instead replaces it with Typha. SVM, on the other hand, presents an area restricted in size. In the case of indices and lidar, there is a fragmented distribution in other parts of the image as well as for the ML classification, while SVM does not classify Carex pixels. Again the most representative source for pure macrophytes species is the Eagle instrument.
Grassland is a class differing in foliage height from all the other vegetation types of the study area and hence it would be expected to be distinguished from the lidar composite image; however, this is not the case for ML (producers' accuracy 6%); SVM only partially classifies the sliver on the north part of the image (producers' accuracy 39%). ML in all cases does not perform satisfactorily in the case of grassland as it is most often classified as reed subdominant. This is because the transition from the reed bed to the grassland does not have a crisp boundary but occurs gradually in a buffer zone where the two species coexist in different proportions. SVM applied on the Eagle data set is outperforming considerably for the grass class with 92% producer accuracy and 97% user accuracy.
Regarding the comparison of the two classifiers, overall SVM provides more accurate results than ML, a fact also observed in a similar study mapping submerged macrophytes by Hunter et al. (2010) . However, some errors exist between the different classes of reed and especially the classes encountered at the edge of the reed bed, for instance, reed dieback and sub-dominant reed. Moreover, we observe that ML is not performing well when classifying multisource images while SVM is not confused by this approach. ML seems to underperform when classifying data sets comprising different data types, such as the lidar or the Hawk integrated with the Eagle data. Overall, our study is in agreement with Pal and Mather (2005) , who argued that SVM achieves higher level of classification accuracy. This fact can be attributed to two reasons for the case of mapping aquatic vegetation; first, the fine resolution required to map the small extent of a typical aquatic vegetation patch restricts the number, and most importantly the size, of the training data sets to be used in the classification training; second, the hyperspectral data, required to discriminate the complex vegetation status of these types of ecosystems, is introducing high dimensionality in the input data source. Both constrains have proven to be an advantage of the SVM classifier over ML.
While satellite hyperspectral systems are still limited, very fine spatial resolution satellite imagery has been lately available raising similar classification challenges as addressed in this study. Mapping small-scale phenomena, such as lakeshore vegetation, requires a different approach than the application of traditional classifiers (e.g. ML) on traditionally medium-resolution data sets (e.g. Landsat) and therefore the approach to the problem needs to be refined. In this study, we suggest that for fine-scale vegetation mapping the spectral information in the visible and near-infrared provides the most discriminatory power in comparison to longer wavelengths, lidar or the fusion of these data sets. The SVM classifiers are suggested for small-scale phenomena for compensating for the limitation of small training sampling. Potentially, other classification approaches, such as fuzzy classification and machine learning techniques, could provide robust results on different levels of vegetation class mixing encountered in the study area.
Conclusions
Classification results derived from ML and SVM classifiers with four different airborne input data sources have been presented. Hyperspectral Eagle and Hawk data have been used independently and synergistically with lidar data to map emergent macrophytes in a nature reserve on the shore of Lake Balaton. A detailed representation of most classes was achieved, which can be attributed to the concurrent very high spectral and spatial resolution of the imagery.
Significant preprocessing is required for the airborne hyperspectral data before the classification. While classification techniques can be automated given the availability of a training dataset, preprocessing is site-and image-specific and the intervention of the user is essential. Field data are an important part of mapping aquatic vegetation; a classification based solely on the airborne imagery and without the contribution of information on the ecological status of the training samples would not provide ecologically meaningful results.
Phragmites is growing in the same environment as other macrophytes and grasses, especially in the terrestrial part of the reed bed. Hence, there is an abundance of reed within any single pixel. In this study, a categorical approach of reed abundance and other macrophyte species as well as grasses was chosen. The reed subclasses show a high degree of separability, with the most prominent class (co-dominant reed) exhibiting 96% producers' accuracy and 92% users' accuracy when an SVM is applied to Eagle data. Reed dieback is the most challenging case of vegetation mapping and unique since it refers to a state of deterioration of the vegetation species rather than species or association of species. Nevertheless, fragmentation at the edge of the reed bed is associated to the consequences of the dieback conditions and hence the extent to which the reed bed is affected.
In agreement with other studies, SVM outperforms ML, mainly for the grassland class, and provides higher overall accuracy with any of the data sources, reaching 89% for optical input data together with near-infrared data. The joint classification of a simple lidar-based canopy model with the first three PCs from the Eagle image did not perform satisfactorily (overall accuracy 69%, κ = 0.43), which might be attributed to the fact that different macrophytes have a similar canopy structure to be distinguished from a lidarderived CHM from first and last returns, unlike the high contrast the CHM indicated for more generic classes. However, additional lidar texture indicators such as sigma(z), height variance, or height ranges in a neighbourhood might provide more powerful indicators of vegetation structure (beyond height). Macrophyte associations and species encountered in a typical reed bed on the shore of Lake Balaton are identified using the MNF transformation of high spatial resolution hyperspectral data, especially in the visible and near-infrared spectrum.
The main conclusion of this study is that the classification of solely hyperspectral visible and near-infrared data between 400 and 1000 nm provides the most accurate results in contrast with synergistic classification of hyperspectral data and a CHM or even hyperspectral data extending up to 2500 nm. Moreover, in the case of classification of aquatic resolution at a fine spatial and spectral scale the SVM classifier has overall provided more accurate results in comparison to ML. 
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