Although many cochlear implant (CI) recipients perceive speech very well in favorable conditions, 5 they still have difficulty with music, speech in noisy environments, and tonal languages. Studies show 6 that CI users' performance in these tasks are correlated with their ability to perceive pitch. The spread 7 of stimulation field from the electrodes to the auditory nerve is one of the factors affecting 8
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Cochlear implant (CI) technology has improved significantly during the past three decades. 14 Nowadays, many CI recipients perceive speech very well in quiet conditions. However, implantees 15 still have difficulty with speech in noisy environments and perceiving tones in tonal languages. They 16 also report less satisfaction with music perception compared to normal hearing people. Pitch is 17 important for performing these tasks. Humans use pitch cues to separate target speech from 18 background noise (Qin and Oxenham 2003) . Lexical tone perception relies on pitch contour detection 19 M A N U S C R I P T
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unsurprising that CI users' performance in the above tasks and their ability to perceive pitch are 1 correlated (Gfeller et al. 2007 ). 2 There is large variability in performing pitch-related tasks among CI patients, due to factors such as 3 duration of implant use (Gfeller et al. 2007 requires an insight into how pitch is perceived in a normal and in an implanted ear. 9
There are two principal theories that explain how normal hearing (NH) listeners perceive pitch (Rose 10 et al. 1967; Loeb et al. 1983; Shamma 1985; Plack et al. 2005) . The place or rate-place theory 11 assumes that pitch is coded by the place on the basilar membrane that has the maximum excitation or 12 neuronal firing rate compared to other locations. The second theory proposes that pitch is a temporal 13 code based on the exact timing of the action potentials. That is to say, neurons tend to fire in 14 synchrony with the acoustic stimulus and the subsequent action potentials are separated by intervals 15 equal to the period of the stimulus. Although the two theories seem fundamentally different, it is 16 possible that the central auditory system integrates both cues to perceive pitch. For example, in a 17 study by Oxenham et al. (2004) , it was demonstrated that perceiving the pitch of a complex tone 18 required consistent place and temporal pitch information, and that modifying the place information 19 inhibited pitch perception, even if the temporal information was still correct. This suggests that 20 eliciting a precise pitch percept requires both pitch cues, at least for some types of stimuli. 21
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Although the aforementioned methods have been able to provide some functional gain, though of 1 different degrees, some other studies report no benefit from shaped stimulation currents and narrow 2 excitation patterns in the context of auditory perception. For example, McKay et al. (1996) found that 3 even with extensive overlapping neural excitation patterns in a dual-electrode stimulation experiment, 4 CI users would reliably report consistent percepts. In other words, the perceptual spaces were robust 5 against changing degrees of the overlaps between the two stimulated neural populations. This implied 6 that in sound processing strategies that used multiple adjacent electrodes to represent vowel formants, 7 creating non-overlapping excitation patterns would not necessarily lead to better vowel 8 discrimination. 9
The goal of the current study was to develop a computational model of pitch perception that received 10 as input the activity of the auditory nerve and would accurately reproduce the psychophysical results 11 in pitch ranking tasks. It was hypothesized that such a model could be used as a test platform to 12 investigate the possible effect of stimulation parameters, in particular the spread of the stimulation 13 field, on the pitch performance of CI recipients. 14 The function of the pitch perception model developed in this paper was based on the place pitch cues. 15
Models that apply the place theory generally use a bank of filters to account for the tonotopic behavior 16 of the cochlea. The pitch of the stimuli is then determined by comparing the spectral profile of the 17 sound with predefined pitch templates (Shamma and Klein 2000) or harmonic sieves (Cohen et al. 18 1995) . Temporal pitch models, on the other hand, derive pitch from the timing information of action 19 potentials generated at the site of the auditory neurons. This is usually done by applying self-20 similarity measures to the responses of multiple neurons (Licklider 1951; Slaney and Lyon 1993) to 21 find the phase-locking frequency, which is then interpreted as pitch. Combined place and temporal 22 pitch information are also used in some pitch perception models (Loeb et al. 1983; Shamma 1985; M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT Voutsas et al. 2005 ). These models assume that there is a central pitch processing center that is able to 1 integrate both pitch cues and extract a reliable pitch. 2
In electric hearing, temporal pitch cues alone provide sufficient information to CI users to detect 3 differences as small as one semitone in the stimulation rate (at rates <200 pps) applied to a single 4 electrode (e.g., Blamey et al. 1984 ). Place cues, may not provide sufficient information to represent 5 low pitch stimuli (<500 Hz), mainly due to more distortion that occures in the frequency-to-place 6 mapping at low frequency registers (Schatzer et al. 2014) . However, there is evidence that place cues 7 alone contain adequate information to discriminate pitch directions at intervals as small as one 8 semitone (Maarefvand et al. 2013 ). 9
In the pitch perception model used in this study, place pitch is considered an independent pitch cue 10 that presumably contains sufficient information to perform the pitch ranking tasks. The validity of the 11 model is verified by comparing it to the performance of normal hearing and CI listeners. The model is 12 then used to investigate how generating more or less localized stimulation fields translates into pitch 13 ranking capabilities in CI recipients. 14 This paper is organized as follows: Section 2 describes the database of stimuli used to train and 15 evaluate the model, and explains how normal hearing and hearing with CIs are modelled. Descriptions 16 of the pitch ranking model and the ranking tasks are also provided in this section. Model results are 17 presented in Section 3 and discussed in Section 4. Conclusions are provided in Section 5.
Because training a computational model on pitch categories requires several samples of each category 3 with a precise and reliable pitch, synthetic vowel-like stimuli were used in this study. Synthetic 4 vowels with constant pitch and formant frequencies minimize the real-world acoustic effects such as 5 pitch variations and formant movements in higher pitch stimuli. Also, sustained or sung vowels serve 6 as stimuli with acoustic information on both speech and music, and are desirable for the purpose of 7 this study. To generate the required data, the cascade branch of the KLATT speech synthesizer ( Klatt 8 1980) was used. C-code implementation of this synthesizer (version 3.4) is available at: 9 http://www.cs.cmu.edu/afs/cs/project/ai-repository/ai/areas/speech/systems/klatt (last accessed on 3 10 June 2014). 11
Characteristics of 16 types of vowels, such as the first three formant frequencies and their associated 12 bandwidths, were selected using the reported values of Hawks and Miller (1995) . Depending on 13 whether the formant bandwidths were measured or predicted, there were three different bandwidths . It has been shown that for such relatively large intervals between the F0 pairs, CI users were 3 able to detect the differences between the pairs by using only the place pitch information (Laneau et 4 al. 2004 ). This was particularly important because the pitch perception model described in Section 2.4 5 relied entirely on place pitch cues. The final database consisted of 192 (16 vowels × 3 bandwidths × 4 6 F0s) sung vowels, each with a duration of 500 ms, intensity of 60 dB SPL, and sampled at 16 kHz 7 rate. 8 
Modelling normal hearing 12
The role of a normal or acoustic hearing model is to simulate the activity of the auditory nerve in 13 response to any given acoustic stimulus. The different models suggested for acoustic hearing almost 14 always follow the same structure, including a bank of band-pass filters representing the tonotopic 15 behavior of the basilar membrane (BM) (Meddis et al. 2010) 
2.3
Modelling hearing with the CI 6 Similar to the normal hearing model, a CI hearing model also computed the spatio-temporal response 7 patterns. Instead of acoustic stimuli, the input to the model was a sequence of electrical stimulation 8 pulses generated by a sound processor unit and delivered to the electrodes in the cochlea. 9
The Nucleus® MATLAB® Toolbox (NMT) provides a convenient platform to simulate most of the 10 commercial sound processors efficiently (Swanson 2008) . In this study, the NMT was used to 11 generate electrical stimulation, applying the ACE (Advanced Combination Encoder) strategy with its 12 standard configuration. ACE was implemented on a simulated Nucleus® (Cochlear™) device, with an 13 electrode array of 17 cm, including 22 electrodes spaced at 0.75 mm. The strategy selected 12 maxima 14 and activated 12 electrodes out of the 22 available electrodes in each time frame. The stimulation rate 15 was 900 pps per electrode. 16 The structure of the cochlea and the distribution of the 200 auditory neurons were the same as 17 described in the previous section. However, the depth of electrode insertion varies among implantees 18 (see for example Ketten et al. (1998) ) and the Greenwood frequency-position cannot be presumed for 19 electrical hearing (Blamey et al. 1996; Schatzer et al. 2014 ). Thus, the auditory neurons are 20
represented by their order (1-200, with one being the most apical) and not their CFs. Fig. 3 shows the simulated stimulation patterns -also known as electrodograms -for the ACE 1 strategy in response to the sound stimulus presented in Fig. 1.  2 Spatio-temporal response patterns for electric hearing were computed using a model developed by 3 Cohen (2009-b) . This model describes the peripheral neural responses to electrical stimulation using 4 the elements proposed by Bruce et al. (1999) . However, the basic model is re-formulated to 5 incorporate patients' individual parameters such as electrode distance from the modiolus and neural 6 fiber thresholds. The attenuation of the stimulation field initiated at the site of each activated electrode 7 is described by effective stimulation field (ESF) functions. These functions show the extent to which 8 an electrode's field can propagate and produce neural excitation along the cochlea. ESF functions are 9 derived from CI recipients' evoked compound action potential (ECAP) recordings. In order to match 10 the simulated model outputs to the patients' ESF functions, a scaling factor (SF) is introduced (Cohen 11 2009-a). This parameter describes the width of the spread function and takes values in the range 1-3, 12 with 1 corresponding to the narrowest field spread and 3 the broadest. 13 Simulated neural activities were then averaged over a 100 ms interval, similar to Section 2.2. For the 14 simulations in this paper, the electric model properties were the same as the reported values of Cohen 15 (2009-b) . The benchmark value for SF was set to the patients' average SF (2.015) estimated for the CI 16 users of the Nucleus® device with straight array. For simplicity, this value is shown as 2 in the 17 remainder of this report. However, in order to investigate the effect of having different degrees of 18 neural excitation spread, as a result of delivering more or less localized stimulation currents to the 19 tissue, other SF values in the range [1] [2] [3] were also sampled and employed. Moreover, since the 20 stimulation rate incorporated by the sound processor was higher than 250 pps, refractory behavior was 21 taken into account. In the model, this was done by temporarily increasing the firing threshold of the 22 auditory neuron immediately following an action potential (Cohen 2009-c) . Throughout the course of training, the network learned to associate the higher (lower) pitch with a 16 high (low) output level. For example, if the first input had a higher F0 than the second input, the first 17 output would ideally be 1, and the second output would be 0. Based on this paradigm, the input-output 18 connecting weights were adjusted using an error back-propagation algorithm (Demuth et al. 2008 ). 19 
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Preparing the stimulus pairs 5
The 192 speech samples that were generated as described in Section 2.1 were divided into four 6 quarters (each 48 samples), with each quarter containing a balanced number of pitch classes (12 of 7 each pitch class) and vowel types (2-4 occurrences of each vowel type). The pitch pairs were drawn 8 from a pool of possible combinations within each quarter (i.e., 48×48 combinations) on the condition 9 that the stimulus pairs had to have different F0s. The vowel types could be the same or different 10 within a pair. Therefore, each quarter would generate (4×12) × (3×12) = 1728 non-equal-F0 pairs, 11 from which, 400 pairs were selected randomly. The network was trained on 75% of the pairs (300 12 pairs), from which 10% (30 pairs) were applied as validation data to monitor the training process and 13 to avoid over-learning. The remaining 25% (100 pairs) were used as test data to evaluate the model 14 performance. To introduce more variability, for each data quarter, each simulation was repeated five 15 times, using a different set of random initial conditions, totaling 4 (quarters) × 5 (initial conditions) × 16 100 (test pairs) = 2000 pairs being tested for each experiment. 17
Training the model 18
To determine the number of training iterations, human performances in similar tasks derived from 19 available literature were taken into consideration. that ACE users were able to rank 0.5 Oct. pitch pairs correctly about 73% of the time. All the above 3 studies were performed using sung vowels as stimuli. However, the within-pair vowel type was 4 always kept the same. Considering the aforementioned psychophysical results, performance levels of 5 about 90% and 70% were targeted for the NH and CI models, respectively. Preliminary simulations 6 showed that the model would often asymptote at a desired performance, within three iterations of 7 training. In other words, the training process would automatically stop as a result of no further 8 improvements. However, to ensure a balanced training in all experimental conditions (changing SF), 9 training was terminated manually after three iterations 10
For each test sample, both NN actual outputs (O1 and O2 in Fig. 5 ) and correct/incorrect answers 11
were saved for further analysis. The correct/incorrect answers were derived from the NN outputs by 12 taking the higher output as 1 and setting the other as 0. If the obtained code matched the desired 13 output (D1-D2), the answer would be considered as correct and vice versa. It should be noted that the 14 NN output and the correct/incorrect answers were two different sets of data. The former can be 15 interpreted as a measure of how easy/difficult it was for the model to make a decision, while the latter 16 can be converted into percent correct scores and be treated as the model accuracy. Both results were 17 considered as primary dependent variables in the statistical analyses performed in Section 3. log(output/1-ouput)) was performed to improve the normality of the residual error prior to conduction 2 the ANOVA. Also, it was necessary to incorporate the direction of pitch changes, rather than the 3 absolute interval size, as a factor when analyzing the NN outputs. Therefore, pitch-difference factor 4 with six levels (viz. ±1, ±2, and ± 3, corresponding to 0.5 Oct., 1 Oct., and 1.5 Oct. intervals, 5 respectively, with +/-indicating upward/downward pitch changes) was defined. ANOVA confirmed 6 the strong effect of pitch-difference on the model's outputs (F(5, 1988)=443.45, p<0 .0001) as well. 7
Also, no significant effect of spectral shape variation (F(1, 1988) 
The effect of the stimulation field spread 16
The performance of the CI model vs. different degrees of stimulation field spread (SF) is shown in 17 
2
The general trend observed from Fig. 7 , and also suggested by the main effect analysis, was that SF 3 and interval size (or pitch-difference) had an effect on the model behavior and performance. For more 4 detailed analysis, ANOVA was performed to investigate the level of significance of these factors and 5 their interaction terms. Although the effect of spectral shape variation was less prominent in the initial 6 analysis, it was decided to include this term as a factor in later analyses to probe possible interactions 7 with other terms. Fig. 8 (a) and (b) demonstrate the 11 effect of the two interaction terms on NN outputs. 12 and electric model output for CI, the pitch ranking model was able to generate performance scores 3 similar to NH or CI listeners. That is to say, the configuration shown in Fig. 5 could replicate NH  4 listeners' scores if the neural activities were computed by an acoustic model of hearing. In the 5 acoustic model, the auditory neurons innervated normal-functioning IHCs distributed over a large 6 portion of the cochlear length. The same model was able to simulate the performance of CI listeners 7 when the peripheral neural excitations occurred in a smaller portion of the cochlear length, generated 8 by electrical stimulations. The excitation patterns were calculated by a model of electrical hearing 9 with clinically-estimated parameters. SF was one such parameter. It described the ability of the 10 stimulation field to propagate and produce neural excitation along the cochlea. The outcome of 11 varying this parameter on the pitch ranking performance of a CI model was the subject of this study. 12
Before performing simulations with varying degrees of SF, a control condition was designed to ensure 13 that the model to be used as a test platform was valid. In other words, the performance of the model 14 was verified by comparing it to available human performances from the literature. An SF value of 15 about 2 was used as a benchmark in the control simulations. Therefore, it was expected that the 16 performance of the model with CI data and using SF≈2 would be similar to that of the CI users on 17 average. 18 As shown in Fig. 6 , the model was able to reproduce pitch ranking scores that covered most of the 19 psychophysically-obtained results from both NH and CI listeners. Apart from the average scores, the 20 model was able to replicate other phenomena as well. For example, the model could rank the pitch of 21 widely-spaced pairs (1-1.5 Oct.) more easily than the closely-spaced ones (0.5 Oct.). Near-perfect 22 performance was observed in the model using NH data. A ceiling effect for NH listeners in ranking 1M A N U S C R I P T
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Oct. intervals has also been reported (Looi et al 2004) . An increase in performance with increasing the 1 interval size has been reported by Gfeller et al. (2007) . Interval size was shown to have a significant 2 effect on the model performance when CI data was used as well. This outcome is also supported by 3 psychophysical results (Looi et al. 2004; Gfeller et al. 2007 ). 4
The model's scores in ranking 0.5 Oct. intervals were significantly higher with NH data than with the 5 CI data. This outcome is consistent with data from previous studies (Looi et semitones. Within this range, they showed that the effect of timbre would gradually diminish as the 14 pitch intervals grew. Since the stimulus pairs used in this study were at least six semitones apart, the 15 latter study could explain why having the same/different types of vowels in a stimulus pair did not 16 affect the model's performance. 17
The CI model did not seem to be sensitive to within-pair spectral variations either. However, it was 18 observed that the effect of the interval size was stronger for DV pairs compared to SV pairs, 19 especially in ranking 1.5 Oct. intervals. In other words, the model could rank the pitch of DV pairs 20 more easily at substantial pitch differences. The scores associated with SV and DV pairs were still 21 only slightly different.
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Focused excitation fields proved to be beneficial for simulated CI hearing, especially when SF was 1 reduced from 2 to 1.5. This indicated that the performance of ACE users could greatly improve if 2 neural excitation regions were slightly narrower. While further reductions in the spread of excitation 3 provided increased benefits, the degree of benefits from further reductions was considerably reduced. 
