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Trace of BV -functions on irregular subsets
Yu.D. Burago and N.N. Kosovskiy ∗
1 Introduction.
The purpose of the paper is to generalize all the main results on boundary
trace of the book [5], Chapter 6, to a wider class of sets. This chapter is an
extended version of the earlier publication [3]. Our paper is an extended and
completed version of our publication [2], where some results were presented
without proofs or in a weaken form. In [3], [5], boundary trace was defined
for regions Ω with finite perimeter (in the sense of Cacioppoli–De Giorgi) and
the main results about trace were obtained under an additional assumption
that normals in the sense of Federer exist almost everywhere on ∂Ω. Instead
of that, here we suppose that ∂Ω is a countably (n-1)-rectifiable set, which
is a more general condition. Readers can get acquainted with the theory of
sets of finite perimeter and BV functions in the books [5], [4], [10].
The analytical tools we use are basically the same as in [3], [5]. Rela-
tions between isoperimetric inequalities and integral inequalities (of Sobolev
embedding theorems type) play an essential role. First these relations were
discovered by V. Maz’ya [6]. Almost all results formulated below are valid
not only for regions in Rn but for regions on C1-smooth n-dimensional man-
ifolds as well. This becomes clear from Corollary 2.
In fact, deep knowledge in geometric measure theory, in particular, in
rectifiable currents is not necessary. All necessary (very restricted) informa-
tion from this theory are given below.
Let us explain the reason for our results to generalize those in [3]. It is
known that the boundary ∂E of a set E ⊂ Rn with a finite perimeter consists
of two parts. One of them, so caller reduced boundary ∂∗E, consists of all
points at which normals in the sense of Federer exist. It is known that this
part is a countably (n − 1)-rectifiable set. The perimeter P (E) of a set E
equals Hn−1(∂
∗E), where Hk is k-dimensional Hausdorff measure. So the
requirement, that the normals in the sense of Federer exist a.e. on ∂∗Ω is
equivalent to the condition that ∂Ω = ∂∗Ω. For sure, all sets are considered
up to sets of (n − 1)-dimensional Hausdorff measure zero.
In general, ∂E \ ∂∗E consist of two parts, a countably (n− 1)-rectifiable
set and so called completely unrectified (irregular) set Ir(E). The latter may
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have either finite, or infinite (n − 1)-dimensional Hausdorff measure. The
assumption that ∂Ω is a countably (n− 1)-rectifiable set means that the set
Ir is empty. However even in this case the countably rectifiable set ∂Ω can
be essentially vaster than ∂∗E.
Let us explain this situation by the following example. Consider an open
disk in a plane with a sequence of intervals Ii removed. Suppose that the
union of these intervals is closed. The results of [3] on boundary traces are
not applicable to such a region Ω (the intervals do not belong to the reduced
boundary) but the boundary of Ω is a countably 1-rectifiable set.
Note by the way that even for a smooth function on Ω its limits at the
points of the intervals Ii from right and left can be different, so that it is
reasonable to introduce traces with two different values in some points.
Notations. Denote by A∆B the symmetric difference (A \B)∪ (B \A)
of A and B. Hk denotes the k-dimensional Hausdorff measure and Vol(A)
denotes the Lebesgue measure of A ⊂ Rn or, equivalently, its n-dimension
Hausdorff measure.
The dimension k = n− 1 will play a special role for us and to be short
we denote Hn−1 = µ. From here on words “almost all”, “measurable”, etc,
will be used with respect either to Hn, or to Hn−1 = µ, it will be clear from
the context to which one.
Denote by Bp(r) the open ball of radius r centered at p and by B¯p(r) its
closure.
ΘA(p, k) denotes density with respect the measure Hk of a set A at p;
i.e.,
ΘA(p, k) = lim
r→0
v−1k r
−kHk(A ∩Bp(r)),
where vk is the volume of the unit ball in R
k. Note, that we use basically
not densities, but one-sided densities in the paper, see the next section.
Countably rectifiable sets. There are several equivalent definitions
of countably (k,Hk)-rectifiable sets. One can find a detailed exposition in
H. Federer’s monograph [8], Chapter 3, and more specifically 3.2.19, 3.2.25,
3.2.29.
The following definition is the most convenient for our purposes
Definition 1. The measurable set A ⊂ Rn is called countably (k,Hk)-
rectifiable if there exists a sequence of C1-smooth k-dimensional surfaces
Mi, i = 1, 2, . . . , such that A can be decomposed A =
⋃∞
i=oAi, where
µ(A0) = 0 and Ai ⊂Mi for i > 0. Moreover, the sets Ai can be chosen such
that the following conditions hold:
ΘA(p, k) = 0, Θ(A\Ai)(p, k) = 1 (1)
for almost all p ∈ Ai.
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We need the case k = n−1 only, so we call countably (n−1, µ)-rectifiable
set countably rectifiable to be short.
Any countably rectifiable set A has almost everywhere so called the
approximative tangent (n− 1)-plane TpA, which coincides with the tangent
plane to Mi atp. A point at which TpA exists and, in addition, equality (1)
holds is called the regular point. Thus, almost all (by measure µ) points
of A are regular. We drop a definition of TpA because we need only the
following its property: for every sequence of positive numbers rj → 0, there
exist positive numbers ǫj → 0 such that
lim
rj→0
r1−nµ(Bp(rj) \ Lrjǫj) = 0, (2)
where Lδ is the δ-neighborhood of TpA. If ν is a normal to TpA at p we will
say that ν is a normal to A at p.
Functions. As usually, BV (Ω) means the class of locally summable in
Ω functions such that their gradients are vector charges. Denote by χ(E)
the characteristic function of E and by PΩ(E) the perimeter of E ⊂ Ω; i.e.,
PΩ(E) = ‖χE‖BV (Ω). (We use notation ‖f‖BV (Ω) = var gradf(Ω).) For
more details see [5], [3], [10], [4].
We will need the Fleming–Rishel formula [9]
‖f‖BV (Ω) =
∫ ∞
−∞
PΩ(Et) dt, (3)
where f ∈ BV (Ω), Et = {x | f(x) > t}, and also the following formula
closely connected with it
∇f(E) =
∫ +∞
−∞
∇χEt(E) dt, (4)
where E is ant measurable subset of Ω, see for instance Theorem 14 in [3]
or Lemma 6.6.5/1 in [5].
Remark 1. We will often consider sets E for which PΩ(E) < ∞. For
instance, it can be sets Et of points where a function f greater than t.
If considerations are local then the finiteness perimeter condition can be
replaced by the assumption that a set E∩Ω has locally finite perimeter ; i.e.,
PΩ∩Q(E) <∞ for any bounded region Q.
2 One-sided densities
Let us consider a measurable set E ⊂ Rn. Let ν be a unit vector at a point
x ∈ Rn. Denote Bνx(r) = Bx(r) ∩ {y | (y − x)ν > 0}. The limit
ΘνE(x) = lim
r→0
2v−1n r
−nHn(B
ν
x(r) ∩ E).
3
is called one-sided density of the set E at x with respect to ν.
Upper and lower one-sided densities Θ
ν
E(x), Θ
ν
E(x) are defined analogi-
cally as upper and lower limits. Now let x be a regular point of the countably
rectifiable set A. Then there are two normals to A at x and, correspond-
ingly, it is naturally to consider two one-sided densities with respect to A,
namely ΘνE(x) and Θ
−ν
E (x).
We often consider the boundary of Ω in the capacity of A assuming that
the boundary is a countably rectifiable set. In such cases we suppose usually
that E ⊂ Ω.
Remark 2. It is easy to see that if a set G is measurable and ΘνG(x) = 1
then
ΘνE(x) = lim
r→0
Hn(B
ν
x(r) ∩G ∩E)
Hn(Bνx(r) ∩G)
= lim
r→0
2v−1n r
−nHn(B
ν
x(r) ∩G ∩ E). (5)
The following statement is a simple corollary of the isoperimetric in-
equality for subsets of a ball.
Lemma 1. Let E be an measurable set with a finite perimeter, Q = {x ∈
R
n |
∑
x2i < 1, a < xn < 1}, where a 6 1/2. Then the following isoperi-
metric inequality holds
min{Hn(Q ∩ E), Hn(Q \ E)} 6 cnPQ(E)
n
n−1 , (6)
where cn > 0 depends on dimension only.
Lemma 2. Let the boundary of a region Ω is a countably rectifiable set.
Then either ΘνΩ(x) = 1, or Θ
ν
Rn\Ω(x) = 1 at each regular point x ∈ ∂Ω and
for every normal ν(x) to ∂Ω.
Note that for normals ν, −ν, any combination of values 0 and 1 for
one-sided densities are possible. That can happen even on a set of positive
µ-measure.
Proof. Let ν be a normal at a regular point x ∈ ∂Ω. Consider semi-balls
Bνi = B
ν
x(ri), where ri → +0 as i → ∞. Denote by Ci intersection of
ǫiri-neighborhood of the plane Tx with B
ν
i , Ai = B
ν
i \ Ci. It is clear that
Vol(Ci) < vn−1ǫir
n
i . By (2) the inequalities PAi 6 µ(Ai ∩ ∂Ω) < ǫr
n−1
i hold
for large i and sufficiently small ǫi. Now the lemma follows immediately
from the isoperimetric inequality (6) applied to the region Ai and the set
Ai ∩ Ω.
Example 1. Consider a sequence of small bubbles (disjoint round balls)
Bxi(ri) located in the unit open ball B0(1). It is easy to choose these bub-
bles in such a way that all the points p ∈ S0(1) are the limits of some subse-
quences of the bubbles and, besides, there is no other limit points. In addi-
tion, suppose that the radii of these balls vanish so fast that
∑
i r
n−1
i <∞.
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Define Ω =
⋃
Bxi(ri). Its boundary is rectifiable. This set is not connected
but in dimensions n > 2, one can connect the bubbles by very thin tubules
such that the new set Ω (completed with bubbles) becomes a region with
rectifiable boundary. The sphere S0(1) belongs to the boundary of Ω. So
almost all the points of this sphere are regular points of ∂Ω. However they
do not belong to the reduced boundary of Ω; i.e., the set S0(1)
⋂
∂∗Ω is
empty. Moreover, bubbles can be chosen in such a way that at every point
x of the sphere S0(1), the condition Θ
ν
Ω(x) = 0 holds for every normal.
Denote by Γ the set of all points x ∈ ∂Ω such that ΘνΩ(x) = 1 for at least
one normal ν. It is not difficult to see that ∂∗Ω ⊂ Γ. Indeed, the vector
νF is the normal in the sense of Federer if and only if Θ
−νF
Ω (x) = 1 and
ΘνFΩ (x) = 0.
Remark 3. It is well known that P (Ω) = µ(∂∗Ω). Recall that if P (Ω) <∞,
then var∇χΩ(∂Ω \ ∂
∗Ω) = 0 and
∇χΩ(E) = −
∫
E
νF (x)µ(dx) (7)
for any measurable set E ⊂ ∂∗Ω, see for instance [3], Theorem 6.2.2/1.
Lemma 3. Any countably rectifiable set A can be equipped with measurable
field ν of (unit) normals.
Proof. The set A, up to a subset of measure 0, is located on (n − 1)-
dimensional C1-smooth manifolds Mi of some countable family. It is not
difficult to see that almost each point x ∈ A belongs to only one surface
Mi. Let us orient every manifold Mi by a continuous field of normals. Since
the approximative tangent plane to A at x coincides with the tangent plane
TxMi and the intersection A ∩Mi is measurable, we obtain a measurable
field of normals to A by choosing normals ν(x) to Mi in the capacity of
normals to A.
Remark 4. It is clear that a measurable vector field of unit normals is not
unique, there are infinitely many of such vector fields. Let us fix some vector
field ν constructed in Lemma 3. It is not only measurable but is located
on C1-smooth surfaces Mi from a chosen family and continuous along every
such surface. Besides, if a countably rectifiable set A is the boundary of a
region Ω, A = ∂Ω, then the vector field ν can be chosen so that, at points
x ∈ ∂∗Ω, vectors ν(x) is directed opposite to normals in the sense of Federer.
A vector field having such properties is called standard.
Lemma 4. Let A be a countably rectifiable set, ν be a measurable field of
normals to A, and E be a measurable subset of Rn.Then the sets {x ∈ A |
ΘνE(x) = 1} and {x ∈ A | Θ
ν
E(x) = 0} are measurable.
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Proof. First assume that vector field ν is standard and a family of surfaces
{Mi} is chosen as above, in Remark 4. The sets Mi∩A are measurable. The
functions φri (x) = 2v
−1
n r
−nHn(B
ν
x(r)∩E) defined on Mi∩A are continuous.
In particular they are measurable. Let us extend these functions to all A
by zero. Their sum φr =
∑
i φ
r
i defined on A is measurable too. There-
fore, the functions φ(x) = lim infr→0 φ
r(x) and φ(x) = lim supr→0 φ
r(x) are
measurable and hence the sets
{x ∈ A | ΘνE(x) = 0} = {x ∈ A | φ(x) = 0},
{x ∈ A | ΘνE(x) = 1} = {x ∈ A | φ(x) = 1}
are measurable. The same holds for the field −ν as well. Now let ν˜ be any
measurable unit vector field of normals to ∂Ω. Then the sets {ν = ν˜} and
{−ν = ν˜} are measurable, and thereby the set {x ∈ A | Θν˜E(x) = 0} and
{x ∈ A | Θν˜E(x) = 1} are measurable too.
Let a set A be countably rectifiable, P (E) < ∞, and ν be a normal to
A at x. Denote
∂νAE = {x ∈ A | Θ
ν
E(x) = 1},
∂1AE = (∂
ν
AE) ∪ (∂
−ν
A E), ∂
2
AE = (∂
ν
AE) ∩ (∂
−ν
A E). (8)
Roughly speaking, ∂1AE is the set of points of A such that E “adjoins”
to A with one-sided density 1 at least from one side and ∂2AE is the part of
A such that E “adjoins” with one-sided density 1 from both sides.
Note that the following formulas hold:
Γ = ∂1∂ΩΩ, ∂
ν
∂ΩE = ∂
ν
ΓE. (9)
We will use Lemma 6.6.3/1 from [5] (or, that is the same, Lemma 13
from [3]). The lemma is about the trace of a characteristic function. As the
notion of trace be introduced later, we formulate the lemma in a convenient
form.
Lemma 5. Let P (Ω) < ∞, E ⊂ Ω, PΩ(E) < ∞. Then for almost all
x ∈ ∂∗Ω
χ∂∗E(x) = lim
r→0
∫
Bx(r)
χE dx
Vol(Bx(r) ∩ Ω)
= lim
r→0
Vol(Bx(r) ∩E)
Vol(Bx(r) ∩ Ω)
. (10)
For sure, only the first equality is essential, while the latter one is trivial.
Remark 5. In Lemma 5, the condition E ⊂ Ω can be dropped if one
replaces E to E ∩Ω and the condition PΩ(E) <∞ to P (E) <∞.
The following lemma is the key one for our subsequent considerations.
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Lemma 6. Let A be a countably rectifiable set, ν be a measurable field of
normals along A, and P (E) < ∞. Then µ-almost everywhere on A, one-
sided densities ΘνE(x) equal either 0, or 1.
Proof. It suffices to prove the lemma for standard normal vector fields and
taking into account only regular points of A (see Lemma 3 and Remark 4).
1. First let A be C1-smooth (n− 1)-dimensional manifold M . Since our
statement is local, we can suppose that M divides some its neighborhood
bounded by a smooth hypersurface onto two semi-neighborhoods, Ω1 and
Ω2. Set Ei = Ωi ∩ E, i = 1, 2. It is clear that P (Ei) <∞.
Note that χ∂∗E1(x) equals 1 if x ∈ ∂
∗E1∩M and equals 0 if x ∈M \∂
∗E1.
Therefore, applying Lemma 5 to the sets E = E1 and Ω = Ω1 and Remark
2 for G = Ω1, we see that for almost all points x ∈M the one-sided density
ΘνE1(x) is equal either 0 or 1, where ν is the normal M directed to the side
of Ω1. The same is true for E2 and Ω2. Finally, since
1 > ΘνE(x) = Θ
ν
E1
(x) + ΘνE2(x),
we see that the lemma is proved for A =M .
2. Let us pass to the general case. Let {Mi} be a family of C
1-smooth
submanifolds, mentioned in the definition of standard normal fields. In the
item 1, the lemma was already proved for each Mi. The intersection A∩Mi
is µ-measurable, and one-sided density at a point depends on ν and E only.
Thus ΘνE(x) is equal either 0 or 1 almost everywhere on A ∩Mi. Since A,
up to a set of measure 0, coincides with the union of sets A∩Mi, the lemma
is proved.
Corollary 1. Let Ω be a region such that its boundary is a countably rec-
tifiable set. If E ⊂ Ω and P (E) < ∞, then for any (measurable) field ν of
normals to ∂Ω, one-sided densities ΘνE are equal almost everywhere either 0
or 1.
It is clear now, that, for the reduced boundary of any set E with P (E) <
∞, the following holds:
A ∩ ∂∗E = (∂1AE) \ (∂
2
AE), (11)
in particular
∂∗Ω = (∂1ΓΩ) \ (∂
2
ΓΩ). (12)
Corollary 2. Let x be a regular point of ∂Ω. Suppose that ΘνG1(x) =
ΘνG2(x) = 1 for some sets G1, G2. In addition, assume that there is a
family of sets Bνx(r) such that
Bx(ρ1(r)) ∩G1 ⊂ B
ν
x(r) ⊂ Bx(ρ2(r)) ∩G2, (13)
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where ρ2(r)→ 0 as r → 0. Then the equality
ΘνE(x) = lim
r→0
Hn(B
ν
x(r) ∩ E)
Hn(Bνx(r))
(14)
holds for any set E ⊂ Rn with finite perimeter.
This corollary allows to consider one-sided densities for sets with finite
perimeters in any C1-smooth manifold with a continuous metric tensor.
Therefore further considerations are applicable not only to Rn, but also to
any such a manifold.
3 Trace on a countably rectifiable set
Here we define trace on a countably rectifiable set for a function defined
in Ω. Within this section we do not require function to belong to BV (Ω).
Instead of that we only suppose that the sets Et = {x ∈ Ω | f(x) > t} have
finite perimeters for almost all t. We call functions BV -similar if they have
such property. (As it was mentioned in Remark 1, it would be sufficiently
to suppose that Et has locally finite perimeter.)
Let a countably rectifiable set A is contained in the closure Ω¯ of a region
Ω. Let us define trace1 f ν(x) with respect to normal ν at x ∈ ∂νAΩ for a
BV -similar function f as follows:
f ν(x) = sup{t | x ∈ ∂νAEt}.
We can suppose (this change nothing), that supremum is taken only over t
such that P (Et) <∞. Moreover we assume that sup ∅ = −∞.
Let us emphasize, that trace is defined not everywhere on A. However if
one extend f to all Rn (for instance, by a constant), so that A = ∂νA(R
n \A),
then f ν is defined on A everywhere.
In the case x ∈ ∂2AΩ we also define the upper and lover traces by equa-
tions
f∗(x) = max{f ν(x), f−ν(x)}, f∗(x) = min{f
ν(x), f−ν(x)}.
If x ∈ A ∩ ∂∗Ω = (∂1AΩ) \ (∂
2
AΩ), we put f
∗(x) = f ν(x), where −ν is
the normal in the sense of Federer. In this case we do not define f∗(x) at
all. However, if f is extended on all Rn (for instance, by a constant) then
A = ∂2A(R
n \ A) = ∂1A(R
n \ A) and the upper and lower traces are defined
on all A.
It is clear, that f∗(x) = sup{t | x ∈ ∂1ΓEt}, f∗(x) = sup{t | x ∈ ∂
2
ΓEt}.
1Our terminology is different of one in [3], [5]. Namely, we use terms trace and average
trace instead of rough trace and trace.
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Lemma 7. Let A ⊂ Ω¯ be a countably rectifiable set, ν be a measurable field
of normals to A. Then for any BV -similar function f its trace f ν on ∂νAΩ
is measurable and
µ({x ∈ ∂νAΩ | f
ν(x) > t}) = µ(∂νAEt) (15)
for almost all t ∈ R.
Remark 6. 1) Analogously to Lemma 7, it can be proved that traces f∗
and f∗ are measurable as well and
µ({x ∈ ∂1ΓΩ | f
∗(x) > t}) = µ(∂1ΓEt), (16)
µ({x ∈ ∂2ΓΩ | f∗(x) > t}) = µ(∂
2
ΓEt). (17)
2) In fact, instead of (15), we will prove, that
µ
(
{x ∈ ∂νAΩ | f
ν(x) > t}∆∂νAEt
)
= 0
for all t except a countable subset.
3) Note that in (15)– (17) unstrict inequalities can be replaced by strict
ones.
Proof. Denote Bt = {x ∈ ∂
ν
AΩ | f
ν(x) > t}, Yt = ∂
ν
AEt and Xt = Bt \ Yt. It
is easy to see that Bt ⊃ Yt. Thus, it remains to prove that µ(Xt) = 0.
The sets Yt are measurable, and the sets Xt are disjoint. It is not difficult
to see that the inclusions Yt0 ⊃ Yt1 and Yt0∪Xt0 ⊃ Yt1∪Xt1 hold for t0 < t1.
The latter inclusion implies that Yt0 ⊃ Xt1 . So
(
⋂
t<t1
Yt) \ Yt1 ⊃ Xt1 .
From the other hand the sets (
⋂
t<t1
Yt) \ Yt1 are measurable and disjoint.
Therefore µ
((⋂
t<t1
Yt
)
\ Yt1
)
= 0 for almost all t1 ∈ R. From this it follows
that the sets Xt are subsets of measure zero sets for almost all t ∈ R. In
particular, they are measurable. It follows that the sets Bt are measurable.
Lemma 8. Let A ⊂ Ω¯ be a countably rectifiable set, f be a BV -similar
function. Then the inequality
− f ν(x) = (−f)ν(x) (18)
holds for almost all x ∈ ∂νAΩ.
Proof. Lemma 8 is equivalent to the statement that the equality
sup{t | x ∈ ∂νAEt} = inf{t | x ∈ ∂
ν
A(Ω \ Et)}.
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holds for almost all x ∈ A. The last equality means that
sup{t | ΘνEt(x) = 1} = inf{t | Θ
ν
(Ω\Et)
(x) = 1}.
In its turn, this is equivalent to the equality
sup{t | ΘνEt(x) = 1} = inf{t | Θ
ν
Et(x) = 0}.
Denote by L and R the left and the right parts of the last equality. It is not
difficult to see that the functions Θ
ν
Et
(x) and ΘνEt(x) are not increasing in t.
Therefore L 6 R. Consider the set of the points x such that L(x) < R(x).
It suffices to prove that µ-measure of this set equals zero.
For this let us choose a countable everywhere dense set {ti}
∞
i=1 such that
P (Eti) <∞. If L(x) < R(x) then there exists ti such that L(x) < ti < R(x).
Now our assertion follows from Lemma 6 applied to the set Eti .
Corollary 3. For any BV -similar function f and for almost all x ∈ A the
following equalities hold:
(f ν)+ = (f+)
ν
, (f ν)− = (f−)
ν
. (19)
Proof. The first equality can be derived directly from definitions. The letter
one easily follows from Lemma 8. Indeed,
(f−)ν = ((−f)+)ν = ((−f)ν)+ = (−(f ν))+ = (f ν)−.
Lemma 9. For any BV -similar functions f, g and almost all x ∈ A the
following equality holds:
(f + g)ν(x) = f ν(x) + gν(x). (20)
Proof. First prove that (f + g)ν(x) > f ν(x) + gν(x) for all x ∈ Γ. Indeed,
choose numbers F < f ν(x) and G < gν(x) such that the sets EfF = {x |
f(x) > F} and EgG = {x | g(x) > G} have finite perimeters. Then Θ
ν
E
f
F
(x) =
1 and Θν
E
g
G
(x) = 1.
Denote W = Ef+gF+G. We have
W = {x | f(x) + g(x) > F +G} ⊃ EfF ∩ E
g
G.
Therefore ΘνW (x) = 1 and so
(f + g)ν(x) = sup{t | Θν
E
f+g
t
= 1} > F +G
Passing to the limits as F → f ν(x) and G→ gν(x), we get
(f + g)ν(x) > f ν(x) + gν(x).
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Now we will derive the opposite inequality using Lemma 8.Indeed for
almost all x ∈ A we have:
−(f + g)ν(x) = ((−f) + (−g))ν(x) > (−f)ν(x)+(−g)ν(x) = −f ν(x)−gν(x).
Lemma 10. Let the function φ : R → R be increasing and left-continuous.
If functions f and φ ◦ f are BV -similar then
(φ ◦ f)ν(x) = φ(f ν(x)) (21)
for almost all x ∈ A.
Proof. The lemma easily follows from the equality
{x ∈ Ω | (φ ◦ f(x))) > φ(t)} = {x ∈ Ω | f(x) > t}.
Remark 7. 1) Suppose that Hausdorff measure H1(φ
−1(E)) = 0 for any
set E of measure 0. Then the statement that φ ◦ f is BV -similar implies
that the function f is BV -similar. This assertion holds definitely if (locally)
|φ(x) − φ(y)| > const|x − y|. The last condition obviously holds if φ ∈ C1
and φ′ 6= 0.
2) In the lemma increasing of φ can be replaced by the assumption that
the set φ−1((t,+∞)) is a finite union of intervals and rays for almost all t.
Lemma 11. If functions f , g, and fg are BV -similar then
(fg)ν(x) = f ν(x)gν(x). (22)
for almost all x ∈ Γ.
Proof. It is enough to prove (22) only for f, g > 1. It follows from Lemma
8, Corollary 3 and the equality f = (f+ + 1)− (f− + 1).
In this case Lemma 9, Lemma 10, and Remark 7 imply
(fg)ν = (eln(fg))
ν
= e(ln f+ln g)
ν
= e(ln f)
ν+(ln g)ν = eln(f
ν)+ln(gν) = f νgν .
4 Integral formula for norm of trace
Definition 2. Let us define a norm of the trace on ∂Ω of a function f ∈
BV (Ω) as follows:
||f ||Γ =
∫
∂∗Ω
|f∗| dµ+
∫
∂2
Γ
Ω
(f∗ − f∗) dµ. (23)
If ||f ||Γ <∞ we will say that f has the summable trace.
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Lemma 12.
||f ||Γ = ||f
+||Γ + ||f
−||Γ. (24)
Proof. We have
f∗ − f∗ =|f
ν − f−ν| = |((f)+)
ν
− ((f)−)
ν
− ((f)+)
−ν
+ ((f)−)
−ν
|
=|(f+)
ν
− (f+)
−ν
|+ |(f−)
−ν
− (f−)
−ν
|
=((f+)
∗
− (f+)∗) + ((f
−)
∗
− (f−)∗).
Lemma 13. Suppose that a function f ∈ BV (Ω) is nonnegative and has the
summable trace on ∂Ω. Moreover, let a vector-function η : Γ → Rk, k > 1,
is measurable and bounded. Then∫ +∞
0
∫
Γ∩∂∗Et
η dµ dt =
∫
∂∗Ω
f∗η dµ +
∫
∂2
Γ
Ω
(f∗ − f∗)η dµ. (25)
Proof. Clearly, it suffices to consider only the case k = 1. Define
{x ∈ ∂1ΓΩ | f
∗ > t} = E1t , {x ∈ ∂
2
ΓΩ | f
∗ > t} = E2t
{x ∈ ∂2ΓΩ | f∗ > t} = L
2
t , {x ∈ ∂
∗Ω | f∗ > t} = E∗t .
By (11) and Lemma 7, we have∫ +∞
0
∫
Γ∩∂∗Et
η dµ dt =
∫ +∞
0
(∫
Γ∩∂1
Γ
Et
η dµ −
∫
Γ∩∂2
Γ
Et
η dµ
)
dt
=
∫ +∞
0
(∫
E1t
η dµ −
∫
L2t
η dµ
)
dt
=
∫ +∞
0
(∫
E∗t
η dµ+
∫
E2t
η dµ −
∫
L2t
η dµ
)
dt
=
∫ +∞
0
(∫
E∗t
η dµ+
∫
E2t
η dµ −
∫
L2t
η dµ
)
dt
=
∫
∂∗Ω
f∗η dµ+
∫
∂2
Γ
Ω
(f∗ − f∗)η dµ.
Corollary 4. If a function f ∈ BV (Ω) is nonnegative then
||f ||Γ =
∫ +∞
0
µ(Γ ∩ ∂∗Et) dt. (26)
In addition, f has the summable trace if and only if the right part of (26)
is finite.
Indeed, if ||f ||Γ <∞ then we can obtain (26) substituting η = 1 in (25).
Now let the right part of (26) is finite. Then it suffices to substitute η = 1
in the latter equalities of the proof of Lemma 12 and read them from right
to left to prove (26).
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5 Summability of traces and integral inequalities
In this and the next sections, we are going to show that in fact all the integral
inequalities and other results on traces obtained in [3], [5] can be generalized
to the case when the boundary of a region is a countably rectifiable set. As
the integral inequalities obtained in [5] are various, we restrict ourselves with
only key examples.
For a set A ⊂ Ω¯, denote by τA the infimum of numbers β such that the
inequality µ(∂∗E ∩ Γ) 6 βµ(∂∗E ∩Ω) holds for all E ⊂ Ω satisfying
Vol(A ∩ E) + µ(A ∩ ∂∗E) = 0.
Note that τA goes to infinity as A vanishes. Indeed, we can set E = Ω\A.
The following theorem generalizes Theorem 6.5.3/1 in [5].
Theorem 1. Let the boundary ∂Ω of a region Ω be a countably rectifiable
set, D be a subset of Ω¯. Then for any function f ∈ BV (Ω) satisfying the
condition f(A ∩ Ω) = 0, f∗(A ∩ Γ) = 0 the inequality
||f ||Γ 6 τA‖f‖BV (Ω) (27)
holds and the constant τA is exact.
Proof. We can assume that ‖f‖BV (Ω) <∞. Suppose for a while that f > 0.
Note that Vol(A ∩ Et) + µ(A ∩ ∂
∗Et) = 0 for almost all t > 0. Then by
Corollary (26) and the definition of τA we have
||f ||Γ =
∫ +∞
0
µ(Γ ∩ ∂∗Et) dt 6 τA
∫ +∞
0
PΩ(Et) dt = τA‖f‖BV (Ω). (28)
Let now the function f be not necessary nonnegative. By Lemma 24 we
have
||f ||Γ = ||f
+||Γ + ||f
−||Γ
6 τA(‖f
+‖BV (Ω) + ‖f
−‖BV (Ω)) = τA‖f‖BV (Ω).
(29)
The next theorem generalizes Theorem 6.5.4/1 in [5].
Theorem 2. Suppose that the boundary of a region Ω is a countably rectifi-
able set. Then in order for any function f ∈ BV (Ω) to satisfy the inequality
||f ||Γ 6 k(‖f‖BV (Ω) + ‖f‖L(Ω)) (30)
with a constant k independent on f , it is necessary and sufficient that there
exists a constant δ > 0 such that the inequality
µ(∂∗E ∩ ∂∗Ω) ≤ k1PΩ(E) (31)
holds for every measurable set E ⊂ Ω with diamE 6 δ, where the constant
k1 does not depend on E.
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To prove the necessity of (30) it suffices to insert f = χE in (30). The
sufficiency can be derive from Theorem 1 with the help of a partition of
unity.
Theorem 4 in [3] (or, that is the same, Theorem 6.5.2(1) in [5]) can
be naturally generalized to the case of regions with countably rectifiable
boundary in the following form.
Theorem 3. Let the boundary of a region Ω be a countably rectifiable set.
Then the inequality
inf
c
{||f − c||Γ} 6 k‖f‖BV (Ω) (32)
is satisfied with a constant k independent on f ∈ BV (Ω) if and only if the
inequality
min
{
µ(Γ ∩ ∂∗E), µ(Γ ∩ ∂∗(Ω \ E)} 6 kPΩ(E) (33)
holds for each set E ⊂ Ω having the finite perimeter.
Proof. First note (cf. (11)) that
µ(Γ ∩ ∂∗E) = µ(∂∗Ω ∩ ∂1ΓE) + µ(∂
2
ΓΩ ∩ ∂
∗E), (34)
µ(Γ ∩ ∂∗(Ω \E)) = µ(∂∗Ω \ ∂1ΓE) + µ(∂
2
ΓΩ ∩ ∂
∗E). (35)
Necessity. Let E ⊂ Ω, PΩ(E) < ∞. For the characteristic function χE of
the set E we have
kPΩ(E) = k‖χE‖BV (Ω)
> inf
c
{∫
∂∗Ω
|(χE)
∗(x)− c| dµ(x) +
∫
∂2
Γ
Ω
(
(χE)
∗(x)− (χE)∗(x)
)
dµ(x)
}
= min
c
{|1 − c|µ(∂∗Ω ∩ ∂1ΓE) + |c|µ(∂
∗Ω \ ∂1ΓE) + µ(∂
2
ΓΩ ∩ ∂
∗E)
}
= min
{
µ(∂∗Ω ∩ ∂1ΓE), µ(∂
∗Ω \ ∂1ΓE)
}
) + µ(∂2ΓΩ ∩ ∂
∗E)
}
.
Jointly with (34) and (35) this proves the inequality (33).
Sufficiency. If ‖f‖BV (Ω) <∞ then P (Et) <∞ for almost all t. Taking
into account (33)–(35), by the Fleming–Rishel formula (3) we get
k‖f‖BV (Ω) = k
∫ +∞
−∞
PΩ(Et) dt
>
∫ +∞
−∞
(
min
{
µ(∂∗Ω ∩ ∂1ΓEt), µ(∂
∗Ω \ ∂1ΓEt)
}
+ µ(∂2ΓΩ ∩ ∂
∗Et)
)
dt.
(36)
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Denote t0 = sup
{
t | µ(∂∗Ω∩ ∂1ΓEt) > µ(∂
∗Ω \ ∂1ΓEt))
}
and observe that
µ(∂∗Ω ∩ ∂1ΓEt) does not increase in t and µ(∂
∗Ω \ ∂1ΓEt) does not decrease
in t. Hence, by (26) we obtain
k‖f‖BV (Ω) >
∫ +∞
t0
µ(Γ ∩ ∂∗Et) dt+
∫ t0
−∞
µ(Γ ∩ ∂∗(Ω \Et)) dt
=||(f − c)+||Γ + ||(f − c)
−||Γ = ||f − c||Γ.
So (33) holds and the theorem is proved.
6 Extension of a function in BV (Ω) to all the space
by a constant
In this section we suppose everywhere that P (Ω) <∞ and ∂Ω is a countably
rectifiable set.
Let a function f be defined in a region Ω ⊂ Rn. Denote by fc the
function f : Rn → R, defined by the condition fc(x) = f(x) for x ∈ Ω and
fc(x) = c for x /∈ Ω, where c is a constant.
Lemma 14. The following equality
‖fc‖BV (Rn) = ‖f‖BV (Ω) + ||f − c||Γ (37)
holds.
Proof. Without lost of generality we can assume c = 0; indeed, it is enough
to consider f−c instead of f . The equality (24) allows to assume that f > 0.
As usual we set Et = {x ∈ Ω | f0 > t}. Now by the equalities (3) and (26)
we have
‖f0‖BV (Rn) =
∫ +∞
0
P ({x ∈ Rn | f0 > t}) dt
=
∫ +∞
0
(
PΩ(Et) + µ(Γ ∩ ∂
∗Et)
)
dt
= ‖f‖BV (Ω) + ||f ||Γ.
The question can arise: if it is possible to enlarge Ω by removing ∂2ΓΩ
and thus to reduce our case to one when normals in the sense of Federer
exist almost everywhere on ∂Ω. Sometimes it is possible. For instance, let
Ω = D2 \ ∪∞i=1Ii be the disk with a sequence of intervals removed in such
a way, that the sum of lengths of Ii is finite. Then every f ∈ BV (Ω) such
that ∫
∪∞i=1Ii
(f∗ − f∗) <∞
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can be extended to a function f˜ ∈ BV (D2). Unfortunately a slightly more
complicated example shows that this is not necessary the case.
Example 2. Denote by K ⊂ [0, 1] a Cantor set of positive length. Define
the region Ω as follows:
Ω = B(0,0)(2) \ {(x, y) | x ∈ [0, 1], |y| 6 (dist(x,K))
2}. (38)
It is not difficult to see that both of the one-sided densities equal one at all
points of the setK×{0} and ∂2ΓΩ is just the set of these points. Nevertheless
it is impossible to enlarge Ω so that to include this set in the region.
7 Embedding theorems
The following theorem is a direct generalization of Theorem 6.5.7/1 in [5].
Theorem 4. Suppose that ∂Ω is a countably µ-rectifiable set. Then for
every function f ∈ BV (Ω) the inequality[∫
Ω
f
n
n−1 dx
]n−1
n
6 nc
− 1
n
n
{
‖f‖BV (Ω) + ||f ||Γ
}
(39)
holds and the constant nc
− 1
n
n is exact.
Proof. By Corollary 3 and Lemma 9 we can suppose that f ≥ 0. Just as in
Theorem 7 in [3], we get[∫
Ω
|f |
n
n−1 dx
]n−1
n
6
∫ +∞
0
Hn(Et)
n−1
n dt, (40)
where as usual Et = {x ∈ Ω | f(x) > t}.
It follows from the isoperimetric inequality that
Hn(Et)
n−1
n 6nc
− 1
n
n PRn(Et)
=nc
− 1
n
n [PΩ(Et) + µ(Γ ∩ ∂
∗(Et))] .
(41)
Now the equations (41) and (26) imply
n−1c
1
n
n
[∫
Ω
|f |
n
n−1 dx
]n−1
n
6
∫ +∞
−∞
PΩ(Et) dt+
∫ +∞
0
µ(Γ ∩ ∂∗(Et)) dt
= ‖f‖BV (Ω) + ||f ||Γ.
Note that the multiplicative inequality 6.5.6 in [5] can also be generalized
to our case.
16
8 The Gauss–Ostrogradskiy formula
Theorem 5 (The Gauss–Ostrogradskiy formula). Let the boundary of a
region Γ is a countably µ-rectifiable set. Assume that ∂Ω is equipped with a
standard field ν of unit normals and the trace of a function f ∈ BV (Ω) is
summable. Then
∇f(Ω) =
∫
∂∗Ω
f ν(x)ν(x) dµ(x) +
∫
∂2
Γ
Ω
(
f ν(x)− f−ν(x)
)
ν(x) dµ(x). (42)
Proof. It suffices to prove (42) only for nonnegative functions f . Indeed, to
prove the theorem in the general case it suffices to apply (42) to f+ and f−
and then to use Corollary 3.
Obviously the right part of (42) does not depend on a choice of ν. Note
that if f∗(x) 6= f∗(x) then the normal to Et in the sense of Federer at x
exists for all t ∈ (f∗(x), f
∗(x)) and does not depend on t. Therefore we
can suppose that at each such point x the normal −ν(x) coincides with the
normal to Et in the sense of Federer for f∗(x) < t < f
∗(x). If we choose
normals ν in such a way, the formula (42) can be rewriten in the following
form:
∇f(Ω) =
∫
∂∗Ω
f∗(x)ν(x) dµ(x) +
∫
∂2
Γ
Ω
(
f∗(x)− f
∗(x)
)
ν(x) dµ(x). (43)
Obviously, if P (E) <∞ then ∇χE(R
n) = 0. By applying (4) to the left
part of (43) we obtain
∇f(Ω) =
∫ ∞
0
∇χEt(Ω) dt
= −
∫ ∞
0
∇χEt(R
n \ Ω) dt = −
∫ ∞
0
∇χEt(Γ ∩ ∂
∗Et) dt.
From the other hand, by (7) we get
∇χEt(Γ ∩ ∂
∗Et) = −
∫
Γ∩∂∗Et
νEt(x) dµ(x) = −
∫
Γ∩∂∗Et
ν(x) dµ(x),
where νEt is the normal to Et in the sense of Federer. Here the first equality
follows from the fact that νEt(x) = ν(x) for almost all x ∈ Γ ∩ ∂
∗Et, and
the latter equality is true since µ(Et \ ∪τ>tEτ ) = 0 for almost all t ∈ R.
Therefore, applying (25) for η = ν we obtain
∇f(Ω) =−
∫ +∞
0
∇χEt(Γ ∩ ∂
∗Et) dt
=
∫ +∞
0
∫
Γ∩∂∗Et
ν(x) dµ(x)
=
∫
Γ
f∗(x)ν(x) dµ(x) +
∫
∂2
Γ
Ω
(f∗(x)− f∗(x))ν(x) dµ(x).
The theorem is proved.
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9 Average trace of a function in BV (Ω)
Let Ω be a region with the countably rectifiable boundary ∂Ω. Suppose that
a function f ∈ BV (Ω) is summable in some neighborhood of a point x ∈ Γ.
Let us define the upper and lower average traces of the function f at x with
respect to a normal ν by equations:
f(x, ν) = lim sup
r→0
2v−1n r
−n
∫
Bνr (x)
f(y) dy,
f(x, ν) = lim inf
r→0
2v−1n r
−n
∫
Bνr (x)
f(x) dy.
If f(x, ν) = f(x, ν) then their common value is called average trace
and denoted f˜(x, ν). First we prove some properties of average traces for
nonnegative functions.
Lemma 15. Suppose that a function f ∈ BV (Ω) is nonnegative and locally
summable. Then f(x, ν) > f ν(x).
Proof. (Compare with the proof of Lemma 6.6.2/1 in [5].)
Lemma 15 is obviously true if f ν(x) = 0. Suppose 0 < f ν(x). Pick ǫ > 0
and choose a number t such that 0 < t < f ν(x) and PΩ(Et) < ∞. Then
x ∈ ∂νΓEt. This means that Θ
ν
E(x) = 1. Therefore there exists r0(x) > 0
such that
1− ǫ < 2v−nn r
−nVol(Et ∩B
ν
r (x)) 6 1
for 0 < r < r0(x). Since∫
Bνr (x)
f(y) dy =
∫ ∞
o
Vol(Eτ ∩B
ν
r (x)) dτ,
we obtain
2v−nn r
−nVol(Bνr (x))
∫
Bνr (x)
f(y) dy > 2v−nn r
−n
∫ t
o
Vol(Eτ ∩B
ν
r (x)) dτ
> 2v−nn r
−nVol(Eτ ∩B
ν
r (x))t > (1− ǫ)t.
Since ǫ is arbitrary we finish the proof by passing to the limit as r→ 0, and
then by passing to the limit as t→ f ν(x).
Theorem 6. If f ∈ BV (Ω) and ||f ||Γ < ∞ then the average trace f˜(x, ν)
of the function f exists and equals to the trace f ν(x) almost everywhere on
∂νΓΩ.
18
If the function is bounded, the proof is unexpectedly simple.
Lemma 16. Let a function f ∈ BV (Ω) be bounded. Then the average trace
f˜(x, ν) of the function f exists almost everywhere on Γ and coincides with
f ν(x).
Proof of the lemma. Let |f | < C. By Lemma 20 and the equation 15 it
follows that
f ν(x) = (f + C)ν(x) + (−C)ν(x) 6 (f +C)(x, ν)− C = f(x, ν).
Applying this inequality to −f , we obtain
(−f)ν(x) 6 (−f)(x, ν).
Thus, by Lemma 8 for almost all
f ν(x) > f(x, ν)
for almost all x ∈ Γ. The lemma is proved.
Proof of Theorem 6. As usual we may assume f > 0. Let us extend f ∈
BV (Ω) by zero to Rn. By Lemma 14 the extended function f belongs
to BV (Rn). Suppose that a function f ∈ BV (Ω) is unbounded. Let us
consider the set E = {x ∈ Ω | f(x) > 0} and show that f˜(x, ν) = 0 for
almost all x ∈ Γ \ ∂1ΓE. Recall that almost all points of ∂Ω are located on
C1-smooth (n − 1)-dimensional surfaces Mi and a standard vector field ν
is continuous along each Mi. For a point x ∈ Γ \ ∂
1
ΓE denote by M just
the surface Mi such that x ∈ Mi. For any point p ∈ M , the surface M
divides a small ball centered at p onto two open sets, U1 and U2. Denote
M˜ = ∂U1 ∩ ∂U2 ⊂ M . It suffices to prove that f¯(x, ν) = 0 at all points
x ∈ M˜ such that Θνx(E) = Θ
−ν
x (E) = 0. For the sake of definiteness, let the
normals ν are directed inward of U1.
It is known that for U1 and U2, the average trace of each function f ∈
BV (Ui), i = 1, 2, equals to its trace (see [5], Theorem 6.6.2 or [3], Lemma
13). From the other hand, the trace equals zero at almost all x ∈ M \
(∂∗(E ∩ U1) ∩ ∂
∗(E ∩ U1)). Therefore, for i = 1, 2
0 = lim
r→0
∫
Ui∩Br(x)
f dx
Vol(Ui ∩Br(x))
= lim
r→0
2v−1n r
−n
∫
Ui∩Br(x)
f dx. (44)
Thus
lim sup
r→0
2v−1n r
−n
∫
Bνr (x)
f dx 6 lim sup
r→0
2v−1n r
−n
∫
Br(x)
f dx = 0. (45)
19
Define
fC(x) =
{
f(x) if f(x) < C,
0 if f(x) > C,
fC(x) =
{
0 if f(x) < C,
f(x) if f(x) > C.
(46)
Now for almost all x ∈ Γ \ ∂1ΓEC such that 0 < f
ν(x) < C, we have
f(x, ν) = fC(x, ν) + fC(x, ν) = (fC)
ν(x) + (fC)
ν
(x) = f ν(x) + 0. (47)
Taking into account that µ(∩t>0∂
1
ΓEt) = 0, we see that the theorem is
proved.
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