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Abstract— In many applications erasure correcting codes are
used to recover packet losses at high protocol stack layers. The
objects (e.g. files) to be transmitted often have variable sizes,
resulting in a variable number of packet to be encoded by
the packet-level encoder. In this paper, algorithms for the (on-
line) flexible design of parity-check matrices for irregular-repeat-
accumulate codes are investigated. The proposed algorithms allow
designing in fast manner parity-check matrices that are suitable
for low-complexity maximum-likelihood decoding. The code en-
sembles generated by the proposed algorithms are analyzed via
extrinsic information transfer charts. Numerical results show how
the designed codes can attain codeword error rates as low as 10−5
without appreciable losses w.r.t. the performance of idealized
maximum-distance separable codes. The application of the pro-
posed techniques to the upcoming aeronautical communication
standard is investigated, proving the efficiency and the flexibility
of the approach.
I. INTRODUCTION
The application of error control codes to protocol stack
layers different from the physical one gained a large interest
during the past decade [1], [2]. Such coding techniques deal
with the use of a linear (block) code applied to encoding units
(symbols) that are usually packets with constant size. In this
context, a packet level encoder receives as input a set of k
packets, and produces as output n > k packets. Assuming
systematic encoding, the final set of packets comprises the k
information packets together with m = n − k parity packets.
At the receiver, after the physical layer decoding, the packets
that have been validated (e.g. by an error detection code)
are forwarded to the packet level decoder. The corrupted
packets are marked as lost. Therefore, the upper layers deal
with packet erasures. The packet level decoder may recover
the erased packets by means of the parity packets. Packet
level codes are employed in multimedia wireless broadcasting
systems (see for example the DVB-H/SH standards [3], [4]),
in multicast scenarios [5], and are currently invested in space
communication systems [6].
In [7], [8], a novel approach to the design of low-density
parity-check (LDPC) codes [9] and decoders for the binary
erasure channel (BEC) [10] was proposed, showing how a
judicious code design together with an efficient maximum
likelihood (ML) decoding algorithm permits to achieve near-
optimum performance (i.e., close to those of an idealized
maximum distance separable (MDS) code) down to low error
rates on the memory-less BEC with LDPC codes. The results
were extended to correlated erasure channels in [11]. In [12]
enhancements of the original LDPC ML decoding algorithm
proposed in [13] were introduced, demonstrating decoding
speeds up to several hundreds Mbps on an actual satellite
communication link.
In many applications, the object (e.g., the file) to be trans-
mitted has a variable size, resulting in a variable number of
packets to be encoded. One may design a code with large
input block size k and may perform code shortening for
all the cases where the number of packets to be encoded
is lower. In a similar manner, if the code rate has to be
adapted to specific channel conditions, a low-rate code may
be designed, and higher rates may be obtained by puncturing.
However, shortening does not allow complete flexibility, since
a maximum value of k has to be a-priori selected. Moreover,
the selection of the codeword symbols to be zero-padded has to
be performed in a careful manned to avoid degradations of the
iterative (IT) decoding threshold.1 Puncturing a large fraction
of symbols may pose some complexity issues for the ML
decoder since the size of the system of equations to be solved
is associated with the number of parity equations of the mother
(unpunctured) code. We thus investigate a flexible on-line
code construction technique which allows designing in a fast
(algorithmic) manner reasonably-good parity-check matrices
for an arbitrary set of the (n, k) parameters.2 The code
construction shall be based on a simple algorithm available
at both the receiver and the transmitter. The adaptive packet
level coding scheme may work as follows. Once the encoder
receives the set of k packets to be encoded and the target code
1Recall that a large gap between the IT decoding threshold and the BEC
Shannon limit is responsible on one hand of poor performance under IT
decoding, and on the other hand of a large decoding complexity when ML
decoding is used [8].
2A similar approach has been adopted for the Raptor codes standardized
in the Multimedia Broadcast Multicast Service (MBMS) [5], [14] standard.
rate R is selected, the set of parameters {n, k, κ} is signaled
to the receiver, being κ a compact parameter that drives the
code construction (the significate of κ will be clarified in
the following). On the transmitter side, a code C(n,k,κ) is
generated and used to encode the set of k packets. At the
receiver, the {n, k, κ} parameters are used to reconstruct the
parity-check matrix of C(n,k,κ), which is then used for the
erasure decoding. We propose two code constructions, both
leading to irregular repeat-accumulate (IRA) codes [15] whose
parity-check matrix is built according to specific (code-rate
dependent) degree distributions. The construction of the parity-
check matrix is based in both cases on a pseudo-random
approach. With this respect, the parameter κ is the seed for the
pseudo-random number generator used for the construction of
the code parity-check matrix.
In the next decade, aeronautical communications will be
likely based on the integration of several systems for aeronau-
tical communications into a global heterogeneous communica-
tions network [16]. The overall system composed by a ground
segment, a satellite segment, and a dedicated airport surface
system, will be eventually complemented by ad-hoc networks
between aircrafts [17], answering to the demand of high
availability, robustness, and capacity. Existing infrastructures,
e.g. the satellite communications for The Air Traffic Control
(ATC)/Air Traffic Management (ATM) which are already
available for aeronautical passenger communications (APC),
may be re-used for this purpose. Being the proposed packet-
level coding scheme independent by the underlying system
(e.g., by integration in a dedicated sub-layer), it can in fact
be considered an upgrade on top of the various standards
employed for the different links. As an example, we illustrate
the performance improvement provided by the application
of the proposed scheme to the new (under development) C-
Band Aeronautical Mobile Airport Communications System
(AeroMACS) based on the IEEE 802.16e standard [18], [19].
The paper is organized as follows. In Section II the two
families of flexible IRA codes are described. The performance
on the BEC is analyzed in Section III. The application to the
AeroMACS system is presented in Section IV, together with
numerical results. Conclusions follow in Section V.
II. FAMILIES OF FLEXIBLE IRA CODES
We consider next the construction of the parity-check matrix
of an (n, k) IRA code [15].3 The m×n IRA code parity-check
matrix is partitioned in two parts, i.e. H = [Hu|Hp], with
m = n − k being the number of parity-check equations (and
hence of check nodes (CNs) in the bipartite graph associated
with H). In our construction, Hu is a m × k unstructured
low-density (random) matrix, while Hp is the usual m × m
dual-diagonal matrix. The construction algorithms focus on the
systematic part only (Hu). In the next subsection, we make
use of the following notation. We denote by Λi the fraction of
columns of weight i in H (and hence the fraction of degree-i
3The proposed construction techniques can be easily extended to the case
of generalized IRA codes [20].
variable nodes (VNs) in the bipartite graph associated with
H), whereas Φi denotes the fraction of columns of weight
i in (Hu). We denote by Ψi (Ωi) the fraction of rows of
H (Hu) with Hamming weight i. Clearly, Ψi is also the
fraction of degree-i CNs in the bipartite graph associated
with H. We associate to Λi, Φi, Ψi, Ωi the polynomial
representations Λ(x) =
∑
i Λix
i
, Φ(x) =
∑
i Φix
i
, Ψ(x) =∑
i Ψix
i
, Ω(x) =
∑
i Ωix
i
. We refer to {Λi} ({Φi}) as
the node-oriented VN degree distribution for H (Hu), and
to {Ψi} ({Ωi}) as the node-oriented CN degree distribution
for H (Hu). The edge-oriented degree distributions for the
complete matrix are defined as {λi} and {ρi} for VNs and
CNs respectively. λi represents the fraction of edges in the
bipartite graph representation of H which are connected to
VNs of degree i, while ρi represents the fraction of edges in
the bipartite graph representation of H which are connected
to CNs of degree i. The polynomial representations of λi and
ρi are given by λ(x) =
∑
i λix
i−1
, ρ(x) =
∑
i ρix
i−1
. Due
to the structure of Hp, the relations between node-perspective
degree distributions for the full H matrix and those for the
systematic part Hu are
Λ(x) = Φ(x)R + x2(1−R) (1)
Ψ(x) = Ω(x)x2 (2)
with R = k/n being the rate of the IRA code4.
A. Fully-Random Construction
The first on-line construction technique works as follows.
For a given VN degree distribution Φ(x) of Hu, a vector
u = (u0, u1, . . . , uk−1) of k VN degree values is derived. For
the generic l-th column of Hu, ul indexes q0, q1, . . . , qul−1
comprised between 0 and m − 1 are generated by means
of a pseudo-random number generator (e.g., a simple linear
congruential generator may be used). The elements of the l-th
column of Hu corresponding to the indexes q0, q1, . . . , qul−1
are hence set to 1, i.e. hu(qj ,l) = 1 ∀j = 0 . . . ul. The
construction algorithm is summarized next.
Algorithm 1 fully-random construction (FRC)
1: Calculate the column weights u = (u0, u1, . . . , uk−1) for
the systematic part of H according to Φ(x).
2: for l = 0 : k − 1 do
3: for j = 0 : ul − 1 do
4: Generate a random integer number q ∼ U(0,m−1)
5: while hu(q,l) == 1 do
6: Generate a random integer number q ∼
U(0,m− 1)
7: end while
8: Set hu(qj ,l) = 1
9: end for
10: end for
4In the derivation of the relations (1) and (2) we neglected the presence of
a weight-1 column in the matrix Hp.
This method builds a random matrix Hu whose column
weights fulfill the degree distribution specified by Φ(x). In-
deed, no control at all is performed on the graph girth. Even
more important, there is no control on the final CN degree
distribution. Hence, the ensemble is completely specified by
the distribution Φ(x) and we will denote this code ensemble
by C1(Φ(x), k, R). The ensemble can be analyzed in the
asymptotic setting for k →∞ by extrinsic information transfer
(EXIT) analysis [21]. While the VN degree distribution for
the complete matrix H is already available by (1), we need
to derive the expected degree distribution for CNs. For this
purpose, we define c = Φ′(1) as the average column weight
of Hu, and by r = kδ the average row weight of Hu. It turns
that a generic element of Hu is a 1 with probability δ = c/m.
The probability that a row of Hu possesses i 1s is given by
Ωi =
(
k
i
)
δi(1− δ)k−i.
Hence, the average CN distribution for Hu is
Ω(x) =
∑
i
Ωixi =
∑
i
(
k
i
)
(xδ)i(1− δ)k−i = (1− δx)k .
By letting n →∞,
Ω(x) = lim
n→∞
(
1− r
k
x
)k
= exp(−rx).
The knowledge of Ω(x) allows to derive the CN degree
distribution for H thanks to (2). Out of Λ(x) and Ψ(x), the
iterative decoding threshold for the C1(Φ(x), k, R) ensemble
can be computed and used as cost function for optimization,
e.g. via differential evolution [22]. Being this construction
incapable of controlling the girth of the graph, high error floors
are expected. Nevertheless, we will consider the FRC as a
reference for a more sophisticated construction provided in
the next subsection.
B. Permutation-Based Construction
The construction method presented next does not increase
the matrix generation complexity w.r.t. to the one described
in Section II-A. However, it permits to keep a control on the
CN degree distribution, and to limit somehow the amount of
short cycles. As before, the construction algorithm starts with
the derivation of the vector u = (u0, u1, . . . , uk−1) containing
the k column weights for the matrix u, according to a specific
degree distribution Φ(x). The algorithm proceeds as follows.
The vector v = (0, 1, 2, . . . ,m−1) is permuted according to a
random permutation pattern, leading to the permutation vector
π = (π0, π1, . . . , πm−1). The values of the first u0 elements
of π are then assigned to q0, q1, . . . , qu0−1, i.e. qj = πj for
j = 0 . . . u0 − 1, and the elements of the 0-th column of
Hu corresponding to the indexes q0, q1, . . . , qu0−1 are hence
set to 1, i.e. hu(qj ,0) = 1 ∀j = 0 . . . u0. For the column
with index 1, the next u1 elements of π are extracted, i.e.
qj = πu0+j , for j = 0 . . . u1 − 1, and are used to define
the elements of the column to be set at 1. For the column
with index 2, the next u2 elements of π are extracted, i.e.
qj = πu0+u1+j , for j = 0 . . . u2−1, and are used to define the
elements of the column to be set at 1. The process continues
for l steps, until the number of remaining elements in π is
less than the column weight under consideration, i.e. when∑l
w=0 uw > m. When this happens, a new permutation vector
is generated, and the above described procedure restarts from
the l-column. More specifically, the first ul elements of π are
extracted, i.e. qj = πj , for j = 0 . . . ul − 1, and are used to
define the elements of the column to be set at 1. The procedure
is iterated until the last column of Hu has been filled.
Algorithm 2 permutation-based construction (PBC)
1: Calculate the parity-check matrix column weights u =
(u0, u1, . . . , uk−1) according to Φ(x).
2: Generate a random permutation vector π =
(π0, π1, . . . , πm−1) with m elements
3: Set μ = 0
4: for l = 0 : k − 1 do
5: if μ + ul − 1 > m then
6: Generate a new random permutation vector π =
(π0, π1, . . . , πm−1) with m elements
7: Set μ = 0
8: end if
9: for j = 0 : ul − 1 do
10: Set qj = πj+μ
11: Set hu(qj ,l) = 1
12: end for
13: Set μ = μ + ul
14: end for
The above-described algorithm permits to achieve a nearly-
constant CN degree since, in the block of columns taking their
non-null elements row indexes from the same permutation
vector, the row weight is (almost) uniformly 1. Moreover, no
loops are present among the columns composing such a block.
We refer to this code ensemble as C2(Φ(x), k, R).
The absence of a complete girth optimization may still result
in error floors at moderate error probabilities, especially when
short codes (e.g. k < 500 symbols) have to be designed. We
propose hence an enhancement based on the concatenation
with an outer (k, k′) binary linear random block code. More
specifically, the outer code parity-check matrix Ho is a (k −
k′)×k in the form Ho = [Hou|I] with I being the (k−k′)×
(k− k′) identity matrix and Hou being a (k− k′)× k′ matrix
whose elements are set to 0 or 1 with uniform probability.5 The
parity-check matrix of the code obtained by the concatenation
of the outer random code with the inner IRA one has thus the
5The proposed on-line construction requires that the algorithms discussed
above are implemented at both the transmitter and the receiver. Furthermore,
the transmitter shall signal to the receiver the (n, k) parameters together
with the seed κ used to initialize the random number generator used by the
algorithms. If pre-coding is used, the dimension of the pre-code k′ shall be
signaled too. The degree distribution Φ(x) must be known to the receiver as
well. A possibility is to pre-compute capacity-approaching distributions for a
range of code rates, and to store them in a tables on both the encoder and
the decoder side.
form
H′ =
[
Ho 0
Hu Hp
]
.
III. PERFORMANCE
In this section simulation results on the memory-less BEC
are presented for codes constructed with the methods of
Section II. We will restrict to the case of coding rate 1/2.
For the codes generation we will use the distribution Φ1(x) =
0.543x3+0.102x4+0.008x5+0.020x6+0.008x7+0.008x8+
0.047x9+0.266x10. When used for the FRC, this distribution
leads to the code ensemble characterized by an IT decoding
threshold ∗IT = 0.4788 and to an ML one ∗ML = 0.4869 (see
the ensemble EXIT function [23] in Figure 1(a)). When used
to generate codes according to the PBC, the related ensemble
possesses an IT decoding threshold ∗IT = 0.4673 and an
ML one ∗ML = 0.4954 (see the ensemble EXIT function in
Figure 1(b)). In both cases, the gap between the IT and the ML
thresholds is limited and hence the ML decoding complexity
shall be low [8], [12]. Two block lengths are investigated, i.e
a short one (n = 512) and a moderate-large one (n = 2048).
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Fig. 1. EXIT function for the FRC (left) and the PBC (right) ensembles
based on Φ1(x) with R = 1/2.
The performance for the (512, 256) and the (2048, 1024)
codes generated according to the FRC of Section II-A is
depicted in Figure 2 and in Figure 3 respectively. The per-
formance is presented in terms of codeword error rate (CER)
vs. erasure probability  under ML decoding. We note that in
the n = 512 case the CER performance remains close to the
Singleton bound (representing the performance of an idealized
MDS code) down to CER  10−1, while for the longer block
(Figure 3) the performance curve follows quite closely the
Singleton bound down to CER  10−2. Below those values,
in both cases the CER curves show high error floors.
The PBC permits to limit the presence of loops in the graph
associated with the generated matrix, resulting in lower error
floors w.r.t. the FRC. This can be observed in both Figure 2
and in Figure 3. When the short block size is considered, the
floor reduction is modest (less than one order of magnitude
in the CER), while it is more significant in the case of n =
2048. Here, the CER floor is lowered by almost 2 orders of
magnitude. For sake of completeness, the performance under
IT decoding is provided as well, showing the good behavior of
the code also when decoded with the IT approach. A further
reduction of the error floors is obtained by using an outer
random code according to the approach discussed in Section
II-B. In Figure 2 and in Figure 3 the performance of the PBC
IRA code with different (k, k′) random outer codes is depicted
for ML decoding. For the short block size case (Figure 2), we
investigated the effect of (256, 251) and of (256, 246) random
outer codes. In the first case, the addition of 5 parity-check
equations leads to a code rate reduction to R′ = 0.490, while
in the second case the additional 10 parity-check equations
lower to the code rate down to 0.480. In both cases, we provide
the associated Singleton bounds as reference. The adoption of
the (256, 251) outer code permits to lower the error floor of
the IRA code by more than 1 order of magnitude. A large
improvement is achieved by increasing the redundancy of the
outer code to 10. In this case, no floors are observed down
to CER  10−6. When considering the n = 2048 case, we
applied a (1024, 1014) random out code. Here, the code rate
is reduced to R′ = 0.495. No error floor is observed down to
CER  10−5, with a performance that is tightly approaching
the Singleton bound for (2048, 1014) codes.
For our simulations, we used the efficient ML decoder
described in [13] together with the Maximum Column Weight
pivoting algorithm of [12]. The decoding complexity of the
algorithm of [13] is dominated by the last decoding step, which
consists in solving (via Gaussian elimination) a dense system
of binary linear equations in α unknowns, where α unknowns
are referred to as pivots or reference variables. An indirect
measure of the decoding complexity is given by the average
number of pivots α to be solved at a certain erasure probability.
Focusing on the case with  = 0.5 and on n = 512, the FRC
leads to a lower decoding complexity w.r.t the PBC, α = 10
vs. α = 12, which is in accordance with the ∗ML − ∗IT
argument of [8]. Considering the corresponding PBC case,
the concatenation with an outer code tends to increase the
decoding complexity (i.e., the average number of pivots) by
a factor that is related to the number of rows k − k′ of Ho.
However, even considering the case with k − k′ = 10, the
average number of pivots is kept small, α = 16, and hence
high decoding speeds can be achieved.6
IV. APPLICATION TO AERONAUTICAL COMMUNICATIONS
We analyzed the code construction described in the previous
sections in the context of the forward link (FL)7 of the
airport surface communications, i.e. the upcoming AeroMACS
system. The airport environment may be classified in areas
referred to as apron, taxi, parking and runway [19], character-
ized by different propagation conditions. The taxi and runway
scenarios are related to moderate mobility phases and are
characterized by line of sight (LOS) conditions. The parking
6Recall that for a (2048, 1024) IRA code decoding speeds higher than 1.5
Gbps via software decoder implementation of the ML decoding algorithm
were demonstrated in [12].
7In the aeronautical context, the FL is usually referred to as the link from
the control tower to the aircraft, while the reverse link (RL) represents the
link from the aircraft to the control tower.
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and apron scenarios correspond to areas close to the buildings
and are characterized by limited mobility. The presence of the
buildings may obstruct the LOS w.r.t. the control tower, stress-
ing the performance of the system. While in LOS conditions
the AeroMACS system achieves low bit error probabilities
at moderate signal-to-noise ratios, [19], in non line of sight
(NLOS) scenarios improvements to the system performance
are required. In this context, packet-level coding may enhance
the AeroMACS system by allowing coding on large blocks,
thus exploiting time diversity. Moreover, packet-level coding
may be particulary useful whenever large amounts of informa-
tion have to be broadcasted to several aircrafts. In this case,
rate-compatible (fountain) packet-level codes would efficiently
complement Automatic Repeat reQuest (ARQ) protocols [2].
For the simulations, we considered a system based on the or-
thogonal frequency division multiple access (OFDMA) mode
of the WiMAX standard with 512 sub-carriers and a bandwidth
of 5 MHz. According to the AeroMACS specification, time
division duplex (TDD) is considered. The frame (5 ms long)
includes both FL and RL sub-frames. We considered FL
sub-frames of 24 OFDM symbols, a cyclic prefix (CP) of
1/8 of the symbol length and QPSK sub-carrier modulation.
Convolutional coding with rate 1/2 is applied over 10 slots
(being a slot the minimum amount of information allocable to
a user), corresponding to 960 bits.
We focused on the most critical scenario, i.e. the parking
one. The stochastic airport channel model presented in [19]
has been used, which is based on the wide sense station-
ary uncorrelated scattering (WSSUS) model adapted to the
peculiarities of the airport environment. The main channel
parameters include Rice factor K equal to 0 dB, 12 taps, a
delay spread of 1.25 μs and maximum Doppler spread of
40 Hz. Linear interpolation in the frequency domain for the
channel coefficients, based on the pilot tones and tailored for
the WiMAX frame structure, has been used.
The performance of the scheme (without packet-level cod-
ing) is depicted in Figure 4, in terms of packet error rate
(PER) vs. Eb/N0 (being Eb the energy per information bit and
N0 the one-sided noise power spectral density). The limited
time diversity leads to a lack of steepness in the curve. A
PER  10−2 is achieved at Eb/N0 = 12 dB. Note that
according to simulation parameters, the duration of a FL sub-
frame is 2.5 ms, while the channel coherence time is roughly
50 ms. We hence applied different packet-level codes directly
at the link layer (i.e., considering as encoding symbols the
units encoded by the convolutional code). We selected code
rates between 4/5 and 19/20, and block sizes of 250, 500
and 1000 symbols. Considering a frame duration of 5 ms
(which includes both the FL and the RL sub-frames), the
latency introduced by the packet-level codes spans from 1.25 s
(for n = 250 symbols) to 5 s (for n = 1000 symbols),
bringing sufficient time diversity to counteract moderate-short
outages. The introduced latency is indeed acceptable for file
delivery applications, while it is too large for delay-sensitive
applications (such as voice communications).
PBCs have been considered, with Φ2(x) = x5, which (for
a reference rate R = 9/10) provides an iterative decoding
threshold IT = 0.0733 and a ML one ML = 0.0992. No
outer code has been used.8 In Table I, the performance in terms
of PER after packet-level decoding is provided for several PBC
IRA codes. The Singleton bound9 is provided as reference. The
PBC codes attain in almost all the cases the Singleton bound.
Figure 4 illustrates the PER vs. Eb/N0 for different rate-
9/10 PBC IRA codes of different lengths. Again, the per-
formance achievable with idealized MDS codes (Singleton
bound) is provided as reference. Already with a block length of
250 symbols, the PBC allows tightly approaching the bound.
8For high code rates (e.g., R ≥ 4/5) the optimization of the degree
distributions may leave place to the use of sufficiently-dense near-regular
distributions. In fact, for high code rates near-regular distributions have IT
thresholds close to the Shannon limit, allowing (in the finite length setting)
approaching the Singleton bound while keeping the decoding complexity
limited [8].
9The Singleton bound represents the performance of an idealized MDS code
with a given block length, n, and code dimension k. More specifically, for
each set of (n, k) parameters, we analyzed the sequence of packet erasures
after physical layer decoding, and we assumed that in a block of n packets,
is n− k or less have been erased, the entire block is recovered.
TABLE I
PACKET ERROR RATES FOR VARIOUS (n, k) PBC IRA CODES COMPARED WITH THE SINGLETON BOUND (IN BRACKETS).
(n, k) Eb/N0 = 8 dB Eb/N0 = 9 dB Eb/N0 = 10 dB
- 1.71× 10−1 8.27× 10−2 4.01× 10−2
(250, 225) 1.71× 10−1 (1.71× 10−1) 4.93× 10−2 (4.93× 10−2) 2.20× 10−3 (1.88× 10−3)
(500, 400) 1.17× 10−1 (1.17× 10−1) 1.00× 10−2 (1.00× 10−2) -
(500, 450) 1.71× 10−1 (1.71× 10−1) 4.93× 10−2 (4.93× 10−2) 4.10× 10−4 (4.10× 10−4)
(1000, 800) 1.22× 10−1 (1.22× 10−1) 4.25× 10−3 (4.25× 10−3) -
(1000, 900) 1.71× 10−1 (1.71× 10−1) 5.02× 10−2 (5.02× 10−2) 2.57× 10−4 (2.57× 10−4)
(1000, 950) 1.71× 10−1 (1.71× 10−1) 6.25× 10−2 (6.25× 10−2) 1.45× 10−2 (1.45× 10−2)
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Fig. 4. Packet error rate after physical layer decoding, and after the
application of R = 9/10 packet level IRA codes (various block lengths).
The gain at PER  10−2 w.r.t. the curve without packet-level
coding is ∼ 2.5 dB.
V. CONCLUSIONS
Two algorithms for the on-line design of parity-check
matrices for IRA codes have been introduced. The proposed
algorithms allow a fast design of parity-check matrices that
are suitable for low-complexity ML decoding. The code
ensembles generated by the proposed algorithms have been
analyzed via extrinsic information transfer charts. On of the
proposed constructions can attain codeword error rates as low
as 10−5 without appreciable losses w.r.t. the performance of
idealized MDS codes. The proposed techniques have been
applied to a packet-level coding scheme for the upcoming
aeronautical communication standard, proving the efficiency
and the flexibility of the approach.
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