Abstract. In this article, I develop a useful interpretation of the function group() based on partitions belonging to mathematical set theory, an interpretation that in turn engenders a related command here called group2. In the context of the partitioning of sets, while the function group() creates a variable that generates the coarsest partition that is finer than the finest partition generated by the variables used as arguments, the group2 command will create a variable that generates the finest partition that is coarser than the coarsest partition generated by the variables used as arguments. This latter operation has proven very useful in several problems of database management. An introduction of this new command in the context of mathematical partitions is provided, and two examples of its application are presented.
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Introduction
The egen function group() generates a variable that takes numerical values that indicate "groups" of observations generated by the list of variables in the varlist. In this context, a group is understood to be observations that share the same value for every one of the variables in varlist. In other contexts, however, a group might be understood to be observations that share the same value for any one of the variables in varlist. An alternative interpretation of these two contexts is based on mathematical partitions, where the total number of observations in a database is understood to be a set and each variable is understood to be a partition whose cells are defined by the different values of each variable. Groups in the first context generate the coarsest partition that is finer than the finest partition generated by the variables in varlist; groups in the second context generate the finest partition that is coarser than the coarsest partition generated by the variables in varlist.
In this article, I will introduce a simple command called group2, which generates a variable that takes numerical values that indicate the groups as understood in the latter case. I will do so by relating both the group() function and the group2 command to mathematical set theory and by motivating the use of the new command with two real-life examples. A brief overview of partitions in the context of set theory will come in handy. Let X be a set of elements. The set P of nonempty subsets A, B, . . . is a partition of X if and only if the following two conditions hold for any A, B ∈ P , where A = B:
Subsets A, B, . . . of partition P are usually called cells of P . Simply, a partition of a set X is a fragmentation or grouping of the elements of X; different partitions will generate different fragmentation patterns. Let P 1 and P 2 be two different partitions of X. Partition P 1 is said to be finer than partition P 2 (and P 2 coarser than P 1 ) if every cell of P 1 is a subset of some cell of P 2 . In other words, P 1 is a further fragmentation of P 2 . For example,
Sometimes, such relation cannot be established between two partitions. For example, partitions P 3 and P 4 group the elements of X in a manner such that two cells of one partition overlap with more than one cell of the other partition. Two useful operations in this case are to find the coarsest partition that is finer than the finest of the two original partitions (call this P 5 ) and to find the finest partition that is coarser than the coarsest of the two original partitions (call this P 6 ). Intuitively, P 5 cuts through the cell overlaps, generating a partition whose cells are contained in no more than one cell of the original partitions, and P 6 combines the cell overlaps so that all the cells of the original partitions are contained in no more than one cell of P 6 . For example,
How does this framework relate to the Stata function group()? Consider the total number of observations in a database to be the set X. Each variable of the database can be interpreted to be a partition P of the set X, where the cells of the partition are defined by the different values of each variable. For example, if one of the variables in the database takes the values 0 and 1, this variable generates a partition of X consisting of two cells, one that contains all observations for which this variable is equal to 0 and one that contains all observations for which it is equal to 1.
When the function group() takes two or more variables as arguments, it generates the coarsest partition that is finer than the finest partition generated by these arguments.
The following example serves as illustration. Say that we are working with a database containing survey information on households and that we are interested in two variables: location, indicating whether it is an urban or a rural household, and gender, indicating whether the head of the household is male or female. Each of these variables generates a different partition of the total number of observations, each according to a different criterion. When using these two variables as arguments, the group() function will generate a numerical variable identifying four groups containing all the possible types of households using these two variables: urban-male, urban-female, rural-male, and rural-female.
1 This new variable effectively generates the coarsest partition that is finer than the finest partition generated by the location and gender variables.
3 The group2 command
Syntax
The syntax for the group2 command is as follows:
Exactly two variables must be specified in varlist. No options are allowed.
Description
If we consider the sample of observations in a dataset to be a particular set, the group2 command creates a variable that generates the finest partition (of this set) that is coarser than the coarsest partition generated by the two variables in varlist.
Exactly two variables must be specified in varlist. Both numerical and string variables are allowed. Missing values in varlist (either . or "") are treated as if each one were a unique value, thereby indicating separate partitions. If n variables are needed in varlist, where n > 2, the command needs to be applied n − 1 times, where the third variable will be run with the outcome variable from applying the command to the first two variables, and so forth.
Remarks
The group2 command generates a variable that takes numerical values, each one indicating a different group of observations, just as the egen function group() does. However, while group() understands a group to be all observations that share the same value for 1. Actually, the group() function may generate two, three, or four groups depending on the nature of the original partitions. For example, if all urban households have a male head of the family and all rural households have a female head of the family, then the two partitions generated by these variables are equivalent, and the group() function will only replicate such partitions. On the other hand, if all urban households have a male head of the family but rural households have both male and female heads of household, then the group() function will generate three groups.
group2
every one of the variables in varlist, group2 understands a group to be all observations that share the same value for any one of the variables in varlist. In other words, group() creates a variable that generates the coarsest partition (of the set of observations) that is finer than the finest partition generated by the variables in varlist; group2 creates a variable that generates the finest partition (of the set of observations) that is coarser than the coarsest partition generated by the variables in varlist. 
Example
Several contexts in database management will require the finest partition that is coarser than the coarsest partition generated by two or more variables. The new command group2 will perform such an operation. Let us illustrate two practical applications of this command with two examples that in fact motivated the creation of the program.
Example 1: Generating identification from several sources
Let us imagine a database containing information on employed individuals (henceforth called workers), where each observation is a worker and each variable is a different characteristic of the worker. We know that several workers are duplicated in the database; that is, several observations may be referring to the same worker. This might happen in several contexts. One example is when appending several databases containing different subsets of a population and where the intersection of these subsets might not always be empty. Another example happens in network databases in a panel form, where each principal declares several network members and where one network member might be declared by more than one principal. In a long panel form where the principal is duplicated as many times as the number of network members it has, several network members might be repeated.
We wish to create a unique ID for each worker; note that this ID variable will generate a partition of the database where each cell will contain observations corresponding to the same individual. A simple way of doing this is to identify duplicates in terms of all variables. Unfortunately, if some of the variables that would be useful to identify the worker (for example, home address) have missing values or are likely to be misspelled for some of the observations, none (or very few) of the observations will be an exact duplicate of any other in terms of all the variables.
An alternative way of generating this ID is to take a subset of the variables, one that is certain to uniquely identify a worker, and spot all duplicated observations in terms of this subset. The ID created in this exercise will generate a partition where each cell will contain observations corresponding to the same worker in terms of this subset of variables. The problem with this strategy is that there might be different subsets of variables uniquely identifying a worker that might generate ID assignments not equivalent to one another. If all ID assignments are right, we need an operation that uses the information contained in every assignment to produce an overall unique identification.
Such an operation is performed by the group2 command. Each ID assignment generates a partition over the set of workers in the sample; we know that each cell in every partition contains observations corresponding to a unique individual. If partitions are not equivalent, then at least one cell of one partition will contain, be contained by, or cross one or more cells of another partition. For cells in this situation, one partition, P a , will inform us that individuals contained in two different cells belonging to another partition, P b , are the same worker. This will happen to several cells in every partition available. Therefore, the overall unique identification will emerge when all crossing cells are combined, which is precisely the finest partition that is coarser than the coarsest partition generated by the separate ID assignment.
Say we have four variables that provide information on workers: the name of the institution where the worker is employed (workplace), the worker's full name (name), the city where the worker lives (city), and the worker's home address (homeaddress). We know for certain that two subsets of these variables will uniquely identify every worker in the database: workplace-name and city-homeaddress. Using these two subsets, we generate the variables id1 and id2, which uniquely identify workers in terms of each subset of variables.
2 Table 2 shows an extract of this database.
group2 Table 2 . Generating identification from several sources From table 2, it is clear that observations 1, 2, 6, and 7 are the same person, and observations 3, 4, and 5 are another person. The variable id1 successfully identifies the second individual, yet it fails to fully identify the first one, instead indicating that observations 1 and 2 are one person and 6 and 7 are another because both the workplace's name and the worker's name are spelled differently among those two subsets of observations. On the other hand, because city and homeaddress contain both misspellings and missing values, variable id2 is only able to identify that observations 1 and 6 are the same worker and that observations 3 and 4 are the same worker.
The group2 command combines the information provided from both id1 and id2 to generate a complete identification. First, because id1 shows that observations 1 and 2 are the same worker and id2 shows that observations 1 and 6 are the same worker, then group2 knows that observations 1, 2, and 6 are the same worker. Yet id1 also shows that observations 6 and 7 are the same worker; therefore, observations 1, 2, 6, and 7 must be the same worker. Second, id1 shows that 3, 4, and 5 are the same worker, and even though id2 shows that observation 5 is a different worker, group2 ignores this because any of the matches are sufficient for identification.
The group() function, when using id1 and id2 as arguments, is also shown for comparison.
group2
In the presence of a larger dataset, the group2 command will carry out the identification automatically: the command will group all observations that either share the same individual id or share the same place id. The outcome variable of this identification has been placed in the fourth column of table 3. 
Discussion
In this article, I presented an alternative interpretation of the group() function based on set theory, an interpretation that in turn engenders a related command, here called group2. While the group() function creates a variable that generates the coarsest partition that is finer than the finest partition generated by the variables used as arguments, the group2 command will create a variable that generates the finest partition that is coarser than the coarsest partition generated by the variables used as arguments. The operation performed by this new command has been very useful in a number of database management problems, and sharing it became a natural step.
A future contribution will be to allow for this command to use more than two variables in varlist; in the meantime, the command has to be applied n − 1 times for n variables. An additional contribution will be to add an option that allows the user to choose whether missing values are to be treated as different, unique values (the only current alternative) or as one particular value common to all missing values when
