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This dissertation integrates battery thermal management and aging into the 
supervisory control optimization for a heavy-duty series hybrid electric vehicle (HEV). 
The framework for multi-objective optimization relies on novel implementation of 
Dynamic Programing algorithm and predictive models of critical phenomena. 
Electrochemistry based battery aging model is integrated into the framework to assess the 
battery aging rate by considering instantaneous lithium ion (Li+) surface concentration 
rather than average concentration. This creates a large state-action space. Therefore, the 
computational effort required to solve a Deterministic or Stochastic Dynamic 
Programming becomes prohibitively intense, and a neuro-dynamic programming 
approach is proposed to remove the ‘curse of dimensionality’ in classical dynamic 
programming. 
First, a unified simulation framework is developed for in-depth studies of series 
HEV system. The integration of a refrigerant system model enables prediction of energy 
use for cooling the battery pack. Side reaction, electrolyte decomposition, is considered 
as the main aging mechanism of LiFePO4/Graphite battery, and an electrochemical model 
is integrated to predict side reaction rate and the resulting fading of capacity and power. 
An approximate analytical solution is used to solve the partial difference equations 
(PDEs) for Li+ diffusion. Comparing with the finite difference method, it largely reduces 
the number of states with only a slight penalty on prediction accuracy. This improves 
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computational efficiency, and enables inclusion of the electrochemistry based aging 
model in the power management optimization framework.  
Next, a stochastic dynamic programming (SDP) approach is applied to the 
optimization of supervisory control. Auxiliary cooling power is included in addition to 
vehicle propulsion. Two objectives, fuel economy and battery life, are optimized by 
weighted sum method. To reduce the computation load, a simplified battery aging model 
coupled with equivalent circuit model is used in SDP optimization; Li+ diffusion 
dynamics are disregarded, and surface concentration is represented by the average 
concentration. This reduces the system state number to four with two control inputs. A 
real-time implementable strategy is generated and embedded into the supervisory 
controller. The result shows that SDP strategy can improve fuel economy and battery life 
simultaneously, comparing with Thermostatic SOC strategy. Further, the tradeoff 
between fuel consumption and active Li+ loss is studied under different battery 
temperature.  
Finally, the accuracy of battery aging model for optimization is improved by 
adding Li+ diffusion dynamics. This increases the number of states and brings challenges 
to classical dynamic programming algorithms. Hence, a neuro-dynamic programming 
(NDP) approach is proposed for the problem with large state-action space. It combines 
the idea of functional approximation and temporal difference learning with dynamic 
programming; in that case the computation load increases linearly with the number of 
parameters in the approximate function, rather than exponentially with state space. The 
result shows the ability of NDP to solve complex control optimization problem reliably 
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and efficiently.  The battery-aging conscientious strategy generated by NDP optimization 
framework further improves battery life by 3.8% without penalty on fuel economy, 
compared to SDP strategy.  Improvements of battery life compared to the heuristic 
strategy are much larger, on the order of 65%.  This leads to progressively larger fuel 
economy gains over time. 
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1.1 Research Motivation and Challenges 
Energy security and reduced green-house gas emissions have spurred intense 
research efforts focusing on hybrid electric propulsion systems for cars and trucks.  When 
it comes to military trucks, the research drivers are somewhat different, but equally 
strong. Development of hybrid electric propulsion for military trucks is expected to 
reduce the dependency on foreign oil, to increase the sustainability, to increase force 
protection, and to reduce the logistics tail, i.e. the number of fuel convoys. In addition, 
the military needs a significant level of electric power onboard to meet the requirement of 
warfighter’s reside and weapon operation, and requirement for silent watch and high 
mobility (Khalil et al., 2009). Vehicle electrification has shown great potential for 
reducing fuel consumption and pollutant emissions.  The main mechanisms for improving 
vehicle fuel efficiency are: (i) regeneration, due to the presence of a reversible secondary 
power source and energy storage, (ii) optimization of engine operation, (iii) engine down-
sizing, and (iv) possibility for engine shut-downs. In particular, a series hybrid electric 
vehicle (S-HEV) offers ultimate freedom in controlling engine operation, and maximum 
regeneration capability, due to generous size of traction motors, and high mobility with 
independent wheel propulsion.  
However, there are several challenges to applying the Series HEV concept to 
heavy off-road vehicles. Aggressive driving missions impose extraordinary power 
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requirements and severe load cycles on electric components, such as batteries and electric 
motors, and both require cooling. In case of the battery pack, heat generates during 
battery usage, and the elevated battery internal temperature accelerates battery aging, and 
hence increases the cost for replacement. Further temperature increase will cause damage 
from thermal runaway. Requirement for battery safe operation and guaranteed usage 
lifetime in extreme ambient conditions mandates application of a refrigerant-based 
cooling. This leads to high auxiliary losses. 
From commercial vehicles’ perspective, the depletion of fuel resources and air 
pollution prevention forces the implementation of hybrid electric powertrain system. 
However, limited electric range and battery replacement cost are the main barrier to the 
widespread electrification of passenger cars. Previous studies has shown that battery 
operation temperature and load cycle have great impact on electric cars’ range. Haaren et 
al. (Haaren et al., 2011) made a survey to assess the electric cars’ range; as shown in 
Figure 1.1, in the highway in summer, the electric range is around only half of the ideal 
condition. This leads to more frequent recharging. Full recharging takes longer time than 
refueling, usually ranging from 30 minutes up to 48 hours. Battery life is another 
challenge. As shown in Figure 1.2 and 1.3, years of usage lead to the irreversible loss of 
battery capacity (Smith et al., 2015) and increase of internal resistance (Thomas et al., 
2008). Elevated temperature will accelerate this fading phenomenon. To guarantee the 
performance at the end of battery life, the battery pack used in to be oversized. For 
example, the battery pack used in Chevy Volt is 16 kWh, and only 50% is used. The state 
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of charge (SOC) is not allowed to fall below 40% or to increase above 90%. The 
oversizing was needed to meet the worst-case duty cycle and environments. 
 
Figure 1.1: Range scenarios of the 2011 Nissan LEAF and the vehicle’s EPA Fuel 
Economy sticker value (highlighted) (Haaren et al., 2011) 
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Figure 1.2: Relative capacity loss: Li-ion graphite/nickelate battery, 1cycle/day, 54% 
∆DOD (Smith et al., 2015) 
 
Figure 1.3: Relative Resistance increase (Thomas et al., 2008) 
1.2 Objectives 
The overarching goal of this dissertation is to develop a framework for multi-
variable, multi-objective optimization of the hybrid-electric supervisory control.  The 
impetus is driven by the need for fuel efficient and clean vehicles with endurance and 
resilience. The hybrid propulsion systems enable simultaneously improvements of 
efficiency, mobility, and flexibility in supporting electric devices on-board.  However, 
the systems are complex; the design of supervisory control is critical for achieving 
simultaneous improvements of multiple vehicle attributes. Hence, advanced 
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methodologies are required for systematic optimization of the supervisory control for a 
choice of relevant objectives.   
In this study, we focus on the optimization of supervisory control with objectives 
of fuel economy and battery life. Battery thermal management and vehicle power 
management are integrated, and it takes the advantage of system flexibility to reduce the 
parasitic auxiliary losses. A computationally efficient optimization framework is 
designed capable of generating an optimal policy for multiple objectives. Critical 
elements required to build the framework are: 
 A predictive simulation tool for in-depth analysis of powertrain system 
 Optimal control algorithm suitable for multiple objectives, capable of 
handling large state-action space 
 Able to generate real-time implementable strategy 
1.3 Literature Review 
1.3.1 Hybrid Powertrain Power Management 
Vehicle electrification brings significant benefits for improving vehicle 
efficiency, but increases complexity, since vehicle can be driven by the engine, electric 
system, or their combination. Supervisory controller orchestrates operation of 
components in the powertrain system depending on driver’s command and system states. 
It is critical for achieving the maximum benefits of any given hardware. This section 
reviews the supervisory control strategies that have been applied for the power 
management of HEVs. 
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A significant body of work on supervisory control strategies for hybrids has been 
published, and it can be grouped in several categories. The first category is heuristic-
based strategy (Kim et al., 2007) (Jalil et al., 1997) (Salman et al., 2000) (Hofman et 
al.,2008). In case of the series HEVs, most commonly used heuristic strategy is 
Thermostatic SOC control. In this strategy, the power demand of power pack (engine 
coupled with generator) depends on the value of SOC, the goal is to sustain the SOC 
within reasonable range. Engine operating torque and rotation speed are controlled in a 
manner that ensures optimal efficiency of the engine and generator. It is robust and 
simple to implement, but the efficiency performance relies highly on engineer’s 
experience and vehicle duty cycle. Johri et al. (Johri et al., 2009) has shown that the 
optimal system efficiency requires a more sophisticated strategy than a bang-bang 
controller.   
To explore hybrids’ full potential, optimization algorithms are proposed to solve 
HEV power management as an optimal control problem, with objective of maximizing 
the whole powertrain system efficiency instead of only focusing on engine/generator 
efficiency. The system transient function and objective function is defined as Eq. 1.1 and 
1.2, respectively, with constrained state variables and control inputs.  
 1 ( , )t t tx xf u    (1.1) 
 
0
















  (1.3) 
where xt represents the state variables at time t, and ut are control inputs. g(xt, ut) is the 
instantaneous cost, which is a function of states and control inputs. The objective is to 
minimize the sum of instantaneous cost from t0 to tf. In case of HEV, the state xt is usually 
defined as battery state of charge, and the instantaneous cost is defined as the fuel rate. 
The objective is to minimize the total fuel consumption over a period of driving mission.  
Equivalent consumption minimization strategy (ECMS) was proposed to optimize 
the fuel consumption instantaneously (Musardo et al., 2005) (Serrao et al., 2009) (Onori 
et al., 2011) (Serrao et al., 2011) (Lescot et al., 2010) (Nüesch et al., 2014). The idea is to 
associate the use of the electrical energy buffer to a virtual increase or decrease of fuel 
consumption. The battery power consumption is converted into equivalent fuel 
consumption by an equivalence factor, and the objective is to minimize the sum of the 
real fuel consumption and the equivalent fuel consumption. With this strategy, the global 
minimization over time is simplified to optimize the instantaneous cost at every time step, 
and this assumption leads to sub-optimum. The equivalence factor is highly cycle 
dependent. ECMS was further developed (Musardo et al., 2005) (Gu et al., 2006) (Onori 
et al., 2011) for real-time implementation by adjusting the equivalence factor online using 
the driving cycle prediction or driving pattern recognition. 
Pontryagin’s Minimum Principle (PMP) has been proposed more recently 
(Rousseau et al., 2007) (Chasse et al., 2010) (Namwook et al., 2011) (Kim et al., 2012) 
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(Li et al., 2014) (Maamria et al., 2015). The optimal control solution is obtained by 
minimizing the Hamiltonian equation is defined as Eq. 1.4 
  H g t x     (1.4) 
where λ(t) is time-relevant costate.  
To simplify the computation process and make the PMP as a real-time control 
strategy, the costate is pre-calculated beforehand, and then the instantaneous Hamiltonian 
equation can be solved online (Namwook et al., 2011) (Li et al., 2014).  
Model predictive control (MPC) was proposed by (Borhan et al., 2009) (Minh et 
al., 2012). In this algorithm, a linearized system model is used to predict the future 
responses of a system, and the prediction is used for calculating the optimal control input. 
The linearization calculation compromises the prediction accuracy for system response 
and computation load. In case of a complex system, the nonlinear MPC was proposed 
(Borhan et al., 2010) (Borhan et al., 2012). It requires high computation load; however, 
comparing with linear MPC, a noticeable improvement has been found by nonlinear 
MPC controller (Borhan et al., 2012). 
One of the best known off-line optimization approaches is dynamic programming 
(DP) (Wu et al., 2002) (Neuman et al., 2009) (Lin et al., 2012) (Ebbesen et al., 2012). It 
is a powerful global optimization tool for solving complex problems. With the vehicle 
driving mission as a prior knowledge, the algorithm divides the whole problem into sub-
problems and solves the cost-to-go function by backward iterations. DP strategy is cycle 
dependent, and hence cannot be implemented directly into real time control. It provides 
the benchmark for supervisory controller design. For real-time implementation, two 
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methods have been proposed. The first method is to extract rules from the benchmark, 
and generate rule-base strategies. The second is to replace the known future with a 
probability of driver action and create a stochastic dynamic programming (SDP) 
framework (Lin et al., 2004) (Lars et al., 2007) (Moura et al., 2013). A stochastic driving 
cycle is modeled as Markov chain. SDP strategy is sub-optimal, but can be used for real-
time application, as it is able to obtain time-invariant control strategy by solving an 
infinite-horizon optimization problem over the probability density function of future 
driving mission.  
Fully integrated system with multiple objectives increases the number of states 
and control actions. Classical dynamic programming algorithm suffers from the curse of 
dimensionality (Powell et al., 2011); the computation load increases exponentially with 
the number of states, since the algorithm requires calculation of the cost-to-go function 
(value function) for every combination of discretized grid on state-action space. 
Johri et al. proposed a neuro-dynamic programming (NDP) approach (Johri et al., 
2011) (Johri et al., 2014) to the optimization of supervisory control for series hybrid 
hydraulic vehicle, considering the reduction of fuel consumption and pollutant emissions. 
The algorithm eliminates the requirement to loop over all possible states for calculating 
the exact cost-to-go value, and the computation load increases linearly with the number 
of parameters in the approximate function, rather than exponentially with number of 
states. The result shows the capacity of NDP algorithm to solve large problems and 
significant improvement on emission reduction. 
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1.3.2 Battery Aging Model 
Lithium-ion battery is a promising candidate to provide the second energy source 
for HEV application. It has high volumetric and mass energy density, which is important 
for vehicle weight and volume. However, battery aging poses a challenge for practical 
applications. Complicated aging processes (Vetter et al., 2005) lead to either power fade 
or capacity fade that reduces battery performance. Models for battery aging are required 
to evaluate battery life under different control strategy. A significant number of papers 
have been focused on modeling battery aging. Based on the approaches reviewed in 
(Sauer et al., 2008), these models could be classified into Ah-throughput model and 
electrochemical model. 
The Ah-throughput model is a semi-empirical model. It relates the accumulating 
lifetime reduction with the energy charge passing through battery cell, which is counted 
by ampere hour (Ah). Under standard lab conditions, battery life reduction is equal to the 
physical Ah throughput. Real-world operating conditions usually deviate from standard 
condition, and it either increases or decreases battery life. The impact of operating 
conditions on battery lifetime increase or decrease is described by a severity factor, and 
the battery life reduction is calculated by multiplying the severity factor with the physical 
Ah throughput. The severity factor is calculated by fitting experimental data.  
Wang et al. (Wang et al., 2009) generated cycling induced capacity fade model of 
a LiFePO4 battery that accounts for Ah throughput, C-rate, and temperature. The model 
was validated by a wide range of temperature (-30 to 60 °C), depth of discharge (90 to 
10%), and C-rate (0.5C to 10C), and for each test, the cycling current is constant. 
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Todeschini et al. (Todeschini el al., 2012) proposed a capacity fade model of LiFePO4 
battery that links C-rate and state of charge range. The modeled is validated using 
constant C-rate (2C to 8C) at fixed battery temperature of 55 °C. Onori el al. (Onori et al., 
2012) proposed a capacity fading model of a LiFePO4 battery for plug-in HEV (PHEV) 
application. The model relates aging with battery temperature and depth of discharge 
(DOD). Due to the low c-rate for PHEV application, the C-rate effect can be neglected. 
Cordoba-Arenas et al. (Cordoba-Arenas et al., 2015) proposed a capacity and power fade 
model of Li-ion pouch cells with NMC-LMO positive electrodes for PHEV application. 
The model includes the influenced by the charge sustaining/depleting ratio, minimum 
SOC, charging rate and temperature. Suri et al. (Suri et al., 2016) proposed a capacity 
fade model of LiFePO4 battery related with current, temperature, and state of charge. 
The Ah-throughput model has advantages of high computational speed and ease 
of implementation. It is usually coupled with the equivalent circuit model for system-
level study. Hence it is very useful for the analysis and design of large systems in a short 
time. However, it requires large amount of lifetime measurements, and cannot predict 
aging effects based on electrochemical analysis. 
The second category is electrochemistry-based model, with detailed description of 
chemical reaction kinetics, mass conservation, and mass diffusion. The most established 
mathematical description of batteries with porous electrodes has been developed by 
Newman et al. (Newman et al., 2004) using both concentrated solution theory and porous 
electrode theory. Based on the spatial resolution, the electrochemistry based models can 
be classified into single particle model (Safari et al., 2009) (Guo et al., 2011) (Ning et al., 
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2004) and pseudo two-dimensional model (P2D model) (Ramadass et al., 2004) (Cai et 
al., 2013) (Lin et al., 2013). In the single particle model, each electrode is simplified into 
a single electrode particle, and it considers the lithium ion diffusion in the radial direction 
within each electrode particle. The concentration along electrode is assumed uniformly 
distributed, and the electrolyte concentration is assumed constant. In the P2D model, each 
electrode is modeled as a matrix of particles. The local concentration along electrode is 
calculated, and the variance of electrolyte phase concentration is considered. 
Battery aging is complex, which is caused by many different processes and their 
interactions, for example, electrolyte decomposition, contact loss of active material, and 
metallic lithium plating. Darling et al (Darling et al., 1998) proposed a P2D model of 
Graphite-LixMn2O4 battery by integrating the side reaction kinetics of solvent oxidation 
into the intercalation reaction. It enables predicting the influence of side reactions on the 
current-potential behavior. Christensen et al. (Christensen et al., 2004) proposed a model 
of the solid electrolyte interphase (SEI) for aging. It can be used to estimate the SEI film 
growth rate, film resistance, and the irreversible capacity loss during cycling. Ploehn et 
al. (Ploehn et al., 2004) proposed a solvent diffusion model to predict the capacity loss 
during storage under constant potentials. Ramadass et al. (Ramadass et al., 2004) 
developed a capacity fade model by incorporating solvent reduction reaction at negative 
electrode into intercalation. The model is validated under constant current and constant 
voltage charging. Safari et al. (Safari et al., 2009) proposed a single particle model for the 
aging prediction of LiCoO2/graphite battery. Solvent decomposition that lead to the 
growth of an SEI film is considered as the aging mechanism. Except for the 
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decomposition kinetics, solvent diffusion through the SEI film is also considered.  The 
model enables the prediction of both capacity fade and the increase of SEI resistance in 
different operation modes, namely charge/discharge cycling, constant-voltage, and OCV 
storage. Prada et al. (Prada et al., 2013) proposed a capacity and power fade model of 
LiFePO4-graphite battery that due to SEI growth. The model is validated using dynamic 
current cycles under different temperature.  
Electrochemical models have larger computation requirement comparing with 
Ah-throughput model. Ramadesigan et al. (Ramadesigan et al., 2012) shows the tradeoff 
between computation loads with battery model predictability. Although electrochemical-




Figure 1.5: Computation demands of battery modeling with different predictability 
(Ramadesigan et al., 2012) 
Battery aging has been addressed in battery management system. Hu et al. (Hu et 
al., 2015) uses Ah-throughput aging model for battery charge control optimization. 
Moura et al. (Moura et al. 2012) and Dey et al. (Dey et al., 2014) use single particle 
model for state of health estimation. 
Battery aging is also critical for system-level study. The aging model has been 
used for assessment of control strategies. The Ah-throughout aging model combined with 
equivalent circuit battery model (Serrao et al., 2011) (Ebbesen et al., 2011) (Ebbesen et 
al., 2012) (Sciarretta et al., 2014) (Li et al., 2014) has been studied for parallel HEVs 
including plug-ins, with considering c-rate or SOC. The electrochemical-based battery 
model was first integrated into plug-in HEV system by Moura et al. (Moura et al., 2013). 
In the power management optimization, battery aging model is simplified as a static 
process, and represented as a function of current and battery state of charge (SOC). 
1.4 Technical Challenges 
The design of supervisory controller for heavy-duty series hybrid electric military 
truck is particularly challenging for the following reasons: 
1. In case of heavy off-road vehicles such as tactical trucks, battery thermal 
management has been identified as a critical issue with respect to vehicle 
endurance and reliability. Extreme environment conditions and aggressive 
load cycles mandates the application of refrigeration system to battery 
 15 
cooling. This leads to high ancillary power.  Hence the parasitic cooling loss 
needs to be addressed. 
2. Other than fuel economy, battery life is another important attribute in the 
vehicle design. Heavily dynamic load cycles with elevated temperature 
accelerate battery aging; thus reducing vehicle performance, but also 
introducing the replacement cost. The operation conditions decided by the 
supervisory controller have large impact on battery life.  
3. The hybrid electric powertrain is a complex system consisting of interactive 
components. Multiple vehicles attributes are required to improve 
simultaneously. A predictive simulation framework is needed for systematic 
screening of the optimization of the supervisory control for a choice of 
relevant objectives.  
4. System analysis with objective of battery life increases simulation timescale. 
Model of aging rate needs high computational efficiency, and enables accurate 
prediction of the impact of operation conditions and thermal conditions on 
both system performance and battery life. 
5. Inclusion of battery thermal management and aging in the supervisory 
controller design increases the number of states and control inputs. It 
challenges the optimization algorithms. Classical dynamic programming 
suffers from ‘curse of dimensionality’, and new algorithm is required to 




This dissertation develops a framework to design a supervisory controller for 
series hybrid electric vehicle through multi-variable, multi-objective optimization of the 
vehicle power system. The foundation is established with development of a unified, 
multiphysics hybrid electric vehicle simulation tool for heavy-duty medium trucks, and 
the proposed optimization algorithms enables the improvement of supervisory controller 
on both fuel economy and battery life. The main contributions of this study in the field of 
optimal control for hybrids are: 
 Develop a high-fidelity and computational-efficient simulation tool for in-
depth studies of series HEV system for a heavy vehicle 
1. Integrate a lumped-parameter thermal model and refrigerant-based cooling 
model into system model that enables the evaluation of battery 
temperature and auxiliary power consumption. 
2. Integrate electrochemical based aging model for Lithium-ion battery 
including the thermal effect on aging rate, and enable the prediction of 
both battery capacity fading and power fading 
3. Analyze the impact of battery side reaction and cooling loss on fuel 
efficiency and battery life 
 Develop a framework to optimize the supervisory control of the vehicle power 
system 
1. Apply Stochastic Dynamic Programming (SDP) and generate real-time 
implementable control strategies for uncertain future driving missions. 
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2. Integrate power management and battery thermal management, and 
investigate the benefit of coordinating the power system and cooling 
system 
3. Investigate the tradeoff between fuel economy and battery life  
4. Implement battery aging model with enhanced prediction accuracy under 
dynamic load cycles for optimization procedure. Consider lithium ion 
diffusion to obtain better representation and explore techniques for 
improving computation speed 
5. Demonstrate the optimization of S-HEV system supervisory control with 
large state-action space problem using Neuro Dynamic Programming 
(NDP). 
1.6 Dissertation Overview 
This dissertation is organized as follows. Chapter 2 introduces the powertrain 
configuration, component model, and system model integration. In chapter 3, a baseline 
control strategy with separated battery thermal management and power management is 
embedded into the supervisory controller, and the impact of battery cooling and side 
reaction on system performance is analyzed under different battery temperature. Chapter 
4 applies stochastic dynamic programming to the optimization of supervisory control 
with integration of battery thermal management and battery aging. Chapter 5 proposes 
neuro dynamic programming algorithm, and demonstrates the efficient computation and 
improved result with increased number of states. Finally chapter 6 summarizes the main 




SYSTEM SIMULATION FRAMEWORK FOR SERIES HEV 
 
This chapter describes the high-fidelity system model used in this dissertation. It 
is built based on Simulink/AMESim co-simulation, and is used for systematic analysis 
and control strategy evaluation. The first section introduces the powertrain configuration 
for series hybrid electric vehicle. The second section describes models relevant to battery, 
including electrical model, aging model, thermal model, and cooling model. Next 
describes models of other components. The last section integrates component models into 
powertrain system.  
2.1 Vehicle Configuration 
This study focuses on series hybrid electric powertrain (HEV). Series HEVs have 
great benefit of reducing fuel consumption, improving packaging efficiency, extending 
silent operation, and onboard power (Khalil et al., 2009). Figure 2.1 shows the power 
flow diagram. The primary power source for vehicle traction is the power pack consisting 
of internal combustion engine coupled with generator; engine has no mechanical 
connection with wheels, and this brings full flexibility of engine operation control. 
Battery is integrated to provide bidirectional power flow, and the cooling system keeps 
the battery pack within desired temperature range. Four in-hub electric motors are 
incorporated into wheels and provide traction power exclusively. During braking, electric 
machines work as generators and convert braking power to electric power. All power 
flows are integrated via a powerbus. Supervisory controller aims to minimize the energy 
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consumption by controlling the power flow in the powertrain system. It receives driver’s 
command, and sends commands to all components based the embedded supervisory 
control strategy. Table 2.1 shows the vehicle specifications. The powertrain is designed 
to handle heavy-duty driving missions at 49ºC ambient temperature. 
 
Figure 2.1: Series HEV powertrain configuration. Blue solid lines show the power flow, 
and black dot lines show the control signal flow. 
Table 2.1: Series HEV Specifications 
Component Specification 
Vehicle Hybridized mid-size Truck 
Vehicle Weight 14,000 kg 
Frontal Area 5.72 (Width/Height: 2.49/2.7 m) 
Engine I8 Turbo-Diesel Engine: 330 kW 
Generator Permanent Magnet: 330 kW 
Battery LiFePO4-Graphite battery Pack: 9 kWh 
Motors 




2.2 LiFePO4/Graphite Battery Model 
LiFePO4/Graphite battery is a promising candidate of the bidirectional energy 
device for HEV application. The key advantages include high discharge rating, long cycle 
life, and excellent thermal and chemical stability.  
Figure 2.2 illustrates the schematic diagram of a lithium-ion battery cell. It 
includes a negative electrode, separator, and a positive electrode. The negative electrode 
is composed by active materials of lithium carbon, and the positive is composed by 
lithium metal oxide. The separator separates two electrodes, and it avoids electrical short 
circuits. Electrodes and separator are porous, and the porosity is filled by electrolyte in 
liquid phase. It enables lithium ions (Li+) to diffuse between electrodes. During 
discharging, Li+ deintercalates from the negative electrode, migrate through electrolyte, 
and intercalates into the positive electrode. Correspondingly, electrons flows from the 
negative electrode to positive through external circuit. This is called intercalation process, 
and it is reversible reaction. During charge, Li+ flows in the opposite direction.  
 
Figure2.2: Schematic diagram of a Li-ion battery cell 
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Along with intercalation process, side reactions take place in either electrode or 
electrolyte. It is irreversible reaction, and changes the structure of components and 
materials that degrades battery performance (Vetter et al., 2005). There are a multitude of 
aging mechanisms. In the case of Graphite-LiFePO4 battery, one of the main aging 
mechanisms when cycling in the elevated temperature is associated with electrolyte 
decomposition. It is caused by electrolyte instability under the operation voltage of 
graphite anode. This process causes irreversible consumption of active lithium ions and 
leads to capacity fading. The decomposition products build a solid electrolyte interphase 
(SEI) film that covers the surface of negative electrode (Figure 2.3) (Vetter et al., 2005). 
It decreases the accessible active area and increases internal resistance, which is 
associated with power fading. 
 
Figure 2.3 Growth of Solid Electrolyte Interphase Film at the anode/electrolyte interface 
(Vetter et al., 2005) 
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2.2.1 Model Equations for Side Reaction 
A single-particle aging model of LiFePO4-Graphite Li-Ion batteries (Prada et al., 
2013) has been selected and integrated into vehicle powertrain system. Reductive 
electrolyte decomposition on negative electrode during charging is modeled as the major 
source of aging. It was validated predictions of the fading process with dynamic load 
cycle, and include thermal effect on battery performance (Prada et al., 2013). Hence it 
enables to quantitate the battery aging effect on HEV system. No side reaction is 
considered in positive electrode due to the stabilization of LiFePO4 material. 
The chemical equations for lithium ions intercalation are shown in Eq. 2.1 and 2.2 
















LiC xLi xe Li C       (2.2) 








RT RT R T T
 
       (2.3) 
where is the exchange current density and assumed as a constant.  is the kinetic 
overpotential, and describes as follows: 
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k t





        (2.4) 
The electrolyte reduction is assumed to occur at the interface of negative electrode 
and electrolyte during charge. The reaction scheme is simplified into Eq. 2.5:  
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where S represents solvent in electrolyte, e- is electrons, Li+ is Lithium ion, and P 
represents the reductive products that build SEI layer. And its reaction current density 
and overpotential is represented as: 
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The thermal effect on reaction rate is included in Eq. 2.3 and 2.6 Arrhenius law. 
𝑇𝑟𝑒𝑓 is the reference temperature, 𝑇𝑏𝑎𝑡 is battery temperature, and 𝐸𝑎 is activation energy 
(J mol-1).  
The total current density for negative and positive electrode is represented by Eq. 
2.8 and 2.9, respectively. 
 , , ,t n int n s ni i i    (2.8) 
 , ,t p int pi i   (2.9) 







   (2.10) 
where  is battery current, and  is the electroactive surface of electrode. 
The porous electrode is represented by a single spherical particle, and lithium ions 
diffuses inside of particle. Following Fick’s laws of diffusion, the local concentration of 
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Li+ inside of particle are calculated by Eq. 15. At the particle center, the diffusion is 
considered as symmetrical, which shows in Eq. 16. At the particle surface, the boundary 
condition is impacted by local current density, as shown in Eq. 17. 
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  (2.13) 
The lithium ion concentration in electrolyte phase is assumed constant in this 
study. 
The reductive electrolyte decomposition lead to two fading mechanisms: 1) 
capacity fading due to irreversible Li-ion consumption, 2) power fading due to the 
reduction of electrode porosity and increase of SEI film resistance.  
The variation of irreversible lithium ion loss can be expressed as Eq. 2.14. 




   (2.14) 
where Sn is the electroactive surface of the negative electrode. 
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The SEI film penetrates in the porosity of negative electrode, and available 
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where  is the electroactive surface of the negative electrode,  is SEI layer molar 
mass,  is SEI layer density,   is the SEI ionic conductivity, and  is Faraday’s 
constant. The increase of SEI resistance is added into battery internal resistance. 
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This battery model is able to predict the fading process with dynamic load cycle 
(Prada et al., 2013), and hence enables accurate prediction of battery fading with the 
command from series HEV supervisory control. 
2.2.2 Solution for Lithium Ion Concentration in Spherical Particle 
The lithium ion concentration at the electrode surface is an important factor to 
determine reaction kinetics. The intercalation or deintercalation process at 
electrolyte/electrode interface causes Li+ diffusion inside of electrode, and the Li+ 
concentration is not uniformly distributed as shown in Figure 2.4. Figure 2.5 compares 
the electrode surface Li+ concentration with average Li+ concentration, using dynamic 
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current profile from HEV simulation under urban drive. The average concentration fails 
to capture the peaks and dynamics of surface concentration. Hence the sum of side 
reaction rate per cycle is 9.4% higher than the prediction with average concentration. 
 




Figure 2.5: Compare Surface Li+ concentration with average concentration of electrode. 
To calculate the Li+ surface concentration and hence to determine the side 
reaction rate, the partial differential equations (Eq. 2.11-2.13) described by Fick’s laws of 
diffusion is required to solve along the radius dimension of spherical particle. 
There are several discretization methods to compute the diffusion equations (Rahn 
et al., 2013). For example, the finite difference method (FDM) discretizes the particle 
radius into grids, and the partial differential equation (PDE) is reduced to ordinary 
differential equations (ODE) that needs to solve at each grid point. However, it requires 
long simulation time with a large number of ODEs to solve. The HEV powertrain model 
includes multiple variables from each components, and systematic analysis of vehicle 
performance with prediction of battery life requires simulation under years of usage. A 
battery aging model with computational efficiency is required for integration into the 
vehicle simulation framework.  
Hence an approximate analytical solution (Guo et al., 2012) for spherical 
diffusion equations is adopted to compute the Li+ surface concentration, instead of 
calculating the whole distribution inside of electrode.  
The diffusion equations (Eq. 2.11-2.13) can be rewritten in the dimensionless 



























   (2.23) 
where  is the maximum Li+ concentration in the particle, t is time, R is particle 
radius,  is the local reaction rate which is treated as boundary flux. 
Then the dimensionless analytical solution of lithium ion concentration at the 
particle surface contains the average concentration plus an infinite series of 
eigenfunction, and could be written as: 
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where  is the average Li+ volumetric concentration and is determined by 
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with initial condition: 
 0( 0)C C     (2.26) 
The variation of  is defined as: 
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where is the nth eigenvalue calculated from the following equation: 
 tan 0n n     (2.29) 
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To calculate the value of surface concentration, the infinite series of eigenfunction 
is truncated by N terms, and the following terms is replaced by truncation error,  
and defined as: 
 2 1 12
1
1 1
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Then the approximate solution of surface concentration could be rewritten as  
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To select the number N, the approximate solution with different N values are 
compared with FDM solution (Beers et al., 2007). The r dimension along electrode 
particle is discretized into M intervals with M-1 internal nodes, and the ordinary 
differential equation at mth node is described as: 
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where m=1,2,…,M-1, and  is the length of interval. 
The boundary condition at the particle surface (Mth node) can be expressed as: 
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  (2.33) 
Then the Li+ concentration at each node could be obtained by solving a set of 
linear equations.   
Battery aging model solved by these two methods are integrated into series HEV 
simulation framework, respectively. Figure 2.6 shows the battery model input of current 
profile under urban driving condition. The node M in FDM is selected as 84. As shown in 
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Figure 2.7, the prediction accuracy of approximate analytical method improves by 
increasing the value of N. When N increases to six, the approximate analytic solution get 
close to FDM solution. 
 





Figure 2.7: Compare approximate solution with finite difference method under Urban 
Assault Driving Cycle 
Table 2.2 compares the computation time for 10-cycle simulation of basic 
equivalent circuit model (ECM), single-particle (SP) aging model with approximate 
analytical solution (N=6), and single-particle aging model with implicit FDM solution. It 
can been seen that the approximate analytical solution could largely improve computation 
speed comparing with FDM method. This makes the electrochemical based aging model 
as a promising candidate for system-level simulation with long timescale simulation. 
Table 2.2 Compare computation time of vehicle system model with integration of 
different battery models 
Model ECM 
SP Model with 
analytical solution 




0.40 0.73 18.39 
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2.3 Battery thermal and cooling model 
In case of heavy off-road vehicles such as tactical trucks, battery thermal 
management has been identified as a critical issue with respect to vehicle endurance and 
reliability. Battery generates significant amounts of heat under aggressive duty cycles 
mainly due to its internal resistance. The heat accumulation can cause a rapid increase of 
temperature in battery core; as a minimum this accelerates battery aging, but in the 
extreme it will lead to thermal runaway that may cause the battery cell to catch fire or to 
explode. Certain amount of power is required to remove heat from the battery pack, and 
since recommended safe temperature for the Li-Ion is only 55 oC. The ancillary loss can 
be quite high for extremely hot ambient conditions. In order to capture the effect of 
battery cooling system on both fuel economy and battery life, a lumped battery thermal 
model and refrigeration cooling system is modeled and integrated into vehicle system. 
The mechanism of battery heat generation and cooling model is illustrated in 
Figure 2.8. Cylindrical battery’s thermal behavior is modeled with two states (core 
temperature Tc and surface temperature Ts) (Forgez et al., 2010). Heat (Q1) is generated in 
battery core, transferred to the surface, and rejected into the recirculating cooling air. 
Then the heated cooling air and coolant exchange heat in the evaporator. 
The heat generation is described as: 
 21Q I R   (2.34) 
where  is current and  is internal resistance. 
The state dynamics of battery core temperature (Tc), surface temperature (Ts), and 
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where , , and  is the heat capacity, , , and is thermal resistance, is the 
cooling air mass flow rate. 
 
Figure 2.8: Battery thermal management system structure. 
 
The refrigerant cooling system is built using AMESim shown in Figure 2.9. The 
system contains a compressor, a condenser, a throttle value, and an evaporator. It 
removes heat from cooling air that flows out from battery pack, and expel the heat into 
surrounding, using the refrigeration cycle of compression, condensation, expansion, and 
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evaporation (Moran et al., 2010).  In the cooling system, the compressor and air cooling 
fan consumes power. 
 
Figure 2.9: Refrigeration Cooling System constructed in AMESim (Tao et al., 2014) 
2.4 Models for other components 
2.4.1Power Pack 
The power pack model inputs are the command from supervisory controller and 
the external load torque. As shown in Figure 2.10, the engine fuel-injection controller 
decides the command of fuel injection rate ( ), which has the inputs of desired engine 
torque ( ) and speed ( ) from supervisory controller. Then actual engine actual 
torque is calculated using a lookup table with fuel injection rate ( ) and engine actual 
speed ( ). 
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Figure 2.10: Diesel engine model in Simulink 
The dynamics of engine rotation speed is calculated by: 
 ( ) ee g e g
d
J J T T
dt

     (2.38) 
where and  are the rotational inertia of engine and generator, and  and  are the 
engine torque and generator torque, respectively.  
The generator speed ( ) is the same with engine, and the generator output 
electric torque is calculated by: 
 g e gT T   (2.39) 
where  is generator efficiency calculated by a quasi-steady state efficiency map. 
The electric output power from the power pack is calculated by: 






The four e-motors are incorporated into the hub of wheels. The model built in 
Simulink is shown in Figure 2.11. The motor rotational speed  is related with vehicle 





    (2.41) 
where  is wheel radius, and is the final drive gear ratio. 
The output mechanism power ( ) to wheels is calculated by: 
 , , , , ,( 0) / ( 0)m mech m elec m m elec m elec m m elecP P P P P       (2.42) 
where  is the electric power from powerbus, and  is the efficiency related with 
motor rotational speed and torque. During vehicle braking ( ), the e-motors act 
as generators, and convert the mechanism power from wheels to electric power. 
 
Figure 2.11: E-Motor Model in Simulink 
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2.4.3 Vehicle dynamics 
The longitudinal dynamics of vehicle is calculated as: 
 ( )vehv t a r g b
dV
M F F F F F
dt
       (2.43) 
where  is vehicle mass.  is the traction force,   is aerodynamic friction,  is 











a a f d vehF A c V   (2.45) 
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 sin( )g vF M g    (2.47) 
 
where  is the air density,  the vehicle frontal area,  the aerodynamic drag 
coefficient,  the rolling friction coefficient, and  the road grade. Case studies 
developed in this dissertation consider the road grade to be zero. 
2.5 System Integration 
The key components and their subsystems are integrated into a complete vehicle 
powertrain system model, as shown in figure 2.12. The system model includes vehicle 
dynamics, driver, power pack (a diesel engine mechanically coupled with a generator), 
Li-ion battery and its cooling system, and four in-hub e-motors. The simulation 
framework is established using Matlab/Simulink. The refrigeration cooling system is 
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built using Amesim and embedded into Simulink model through Simulink/Amesim 
interface. The power flows need to satisfy: 
 ,g b comp fan m elecP P P P P      (2.48) 
This integrated simulation framework enables prediction of: (i) auxiliary power 
consumption under a variety of battery cooling load, (ii) side reaction of electrolyte 
decomposition with thermal effect, and (iii) the interaction with components. It has two 
functions in this dissertation. First is to predict fuel efficiency and battery life under 
different driving conditions, and to analyze the impact of cooling loss and side reaction 
on system efficiency in next chapter. Second is to evaluate the supervisory control 
strategies that proposed in Chapter Four and Chapter Five, and to demonstrate the 
improvement by optimization algorithm. 
 




THE IMPACT OF BATTERY THERMAL MANAGEMENT AND SIDE 




This chapter studies the impact of battery cooling and side reaction of electrolyte 
decomposition on fuel efficiency and battery life. A baseline control strategy is 
embedded into the supervisory controller with separated power management and battery 
thermal management module. Several cases are analyzed with a wide range of battery 
temperature and different driving cycles. Each case study includes short-term and long-
term simulation. In the short-term simulation, battery cells are assumed fresh, and it 
focuses the impact of battery cooling loss on system efficiency. In the long-term 
simulation, the side reaction of electrolyte decomposition is additionally considered, and 
its impact on both fuel economy and battery life is analyzed under different battery 
temperature. 
This chapter is organized as follows. The first section describes the baseline 
control strategy for power management and battery thermal management. The second 
part shows short-term simulation results, and the third part is long-term simulation 
results. This chapter ends with summary. 
3.1 Baseline Control Strategy 
In the baseline control strategy, the power management and thermal management 
are designed separately, with target of SOC sustaining and battery temperature 
sustaining, respectively. 
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Thermostatic SOC control strategy is a typical heuristic power management strategy for 
S-HEVs (Kim et al., 2007) (Johri et al., 2009). It is robust and effective in sustaining 
battery state of charge (SOC), and it is combined with rules that keep engine/generator 
operation on the best efficiency line.  
Figure 3.1 shows the thermostatic control logic: the power command is the 
desired electric power output of the engine-generator power pack; it is a function of 
battery state of charge (SOC). When SOC decreases below the low threshold (Target 
SOC), threshold power command is sent to the power-pack to prevent further SOC drop. 
If the vehicle power demand is higher and the SOC keeps dropping below SOCthreshold the 
engine power command linearly increases up to the maximum output power. As SOC 
restores and rises above the high threshold (Target SOC+Deadband), engine is turned off 
or commanded to idle. The dead band is designed to avoid frequent engine shut-downs 
when power demand is fluctuating. To protect battery health, engine also turns on 
whenever the vehicle power demand exceeds battery discharging limit. And engine is set 
as idle if vehicle is braking and SOC does not exceed the maximum limit.  
 
Figure 3.1: Thermostatic SOC control strategy. 
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The power-pack desired operation points are determined by the analysis of 
combined BSFC map (shown in Figure 3.2). Black solid isocontours show the combined 
BSFC, blue dash curve shows power level of power pack output, and the red solid line 
shows optimal combined BSFC for each output power.  
Combined BSFC is defined in Eq. 3.1; it combines the engine fuel efficiency and 












  (3.1) 
where  is engine power and  is the fuel rate. 
The optimal combined BSFC line is the operation with the minimum fuel 
consumption for desired output electric power. It is generated by connecting points of 
minimum combined BSFC for any power level.  Engine command is inferred from the 
SOC control logic illustrated in Figure 3.1. Engine speed ( ) and torque ( ) is 
determined from the crossing of power command line and optimal combined BSFC line 
in Figure 3.2. The red point and dash line illustrate the engine operation at 150kW engine 
power. Thermostatic SOC strategy  
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Figure 3.2: Combined BSFC Map.  
The cooling system is controlled by a model predictive controller designed by Tao 
et al. (Tao et al., 2014). The controller tracks the cooling air temperature, and gives 
power command to the compressor unit. This controller is designed based on given 
battery duty cycle from Thermostatic SOC strategy. The cost function considers the 
battery core temperature stability and temperature magnitude inside of battery cell. 
3.2 Short-term simulation – consideration of battery thermal management 
This section studies the impact of battery temperature on system efficiency using 
short-term simulation. Battery cells are assumed in fresh condition. Two driving cycles 
are simulated, namely Urban Assault Cycle (Figure 3.3) and Convoy Cycle (Figure 3.4), 
and the target of battery average temperature ( ) varies from 20°C to 50°C with step 
size of 10°C. The ambient temperature is set as 49°C. 
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Figure 3.3: Speed profile of Urban Assault Cycle. 
 
Figure 3.4: Speed profile of Convoy Cycle. 
Figure 3.5 plots the MPG under different simulation cases. The blue lines are 
results considering the total power requirement of cooling and propulsion, and the red 
lines only considering vehicle propulsion. The difference between red and blue lines 
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shows that there exists MPG loss due to battery cooling consumption. For the case of 
Assault Cycle with battery temperature of 30°C, the heat generation rate of battery pack 
can be above 10 kW (as shown in figure 3.6), and the maximum cooling power increases 
up to 4.1 kW, which is high enough to cause a 4.8% fuel economy loss.  
 
Figure 3.5: Compare MPG result under difference case studies 
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Figure 3.6: Battery heat generation and cooling consumption with Thermostatic SOC 
strategy over Assault Urban Cycle. 
 
From Figure 3.7, we could also see that MPG drops with battery temperature. 
Two factors cause it. First is battery efficiency loss due to the increase of internal 
resistance (as shown in figure 3.8). This lead to MPG drop (blue lines) with temperature 
even without considering cooling consumption. The second is the increase of cooling 
penalty on fuel economy, as shown in figure 16. This penalty is smaller for convoy cycle 
than with assault, due to its smaller power ratio of cooling to vehicle propulsion larger. 
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Figure 3.7: Fuel Economy Loss due to cooling requirement 
 
Figure 3.8: Ohmic Resistance of battery cell as a function of battery temperature 
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3.3 Long-term simulation- consideration of battery side reaction 
This section runs long-term simulation, and analyzes the impact of battery side 
reaction on fuel efficiency and battery lifetime. Battery temperature varies from 30°C to 
50°C, and the simulation for each case terminates when battery capacity loss reaches to 
30%. Figure 3.9 shows the MPG result as a function of simulation cycle numbers.  
 
Figure 3.9: MPG under different battery temperature for long-term simulation 
First, it was found that battery side reaction can lead to a significant MPG loss. 
For the case of battery temperature target of 40°C, the MPG drops by 9.6 % at the end of 
simulation. Both capacity fading and power fading have a tangible impact on vehicle 
efficiency.  
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The capacity fading is attributed to the irreversible consumption of lithium ions. 
As the capacity drops, the SOC varies quicker with time for the same current input. This 
causes more frequent battery charging and discharging, as shown in Figure 3.10, and 
hence more frequent use of cooling system. Battery power fading is related to the rise of 
ohmic resistance due to the resistivity of the growing SEI layer, and the reduction of the 
electrode effective transport properties. The increase of internal resistance leads to higher 
heat generation rate under the same current, as shown in Figure 3.11. Overall, the total 
generated heat per cycle increases by 29%, and most of that can be attributed to the 
impact of power fading.  
 
Figure 3.10: SOC trajectory with baseline control strategy. Battery temperature is 
targeted at 40°C. 
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Figure 3.11: Heat generation of battery pack. 
Second, battery target temperature impacts both lifetime and system efficiency. 
With fresh battery cells, high temperature could improve MPG. However, it accelerates 
aging rate, and hence the loss of MPG. Comparing with the case of 40 and 50°C, the 
MPG under 50°C drops below 40°C after 300 cycles. 
3.4 Summary 
This chapter studies the impact of battery cooling and side reaction of electrolyte 
decomposition on system performance.  
The short-term result shows that battery thermal management has significant 
impact on fuel economy. When battery temperature is set as 40°C, the penalty due to the 
operation of the refrigerant-based battery cooling system in an S-HEV can be as high as 
5% in case of urban assault driving cycles. Lower battery temperature target increases 
cooling loss. The long-term simulation shows that the side reaction not only reduces 
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battery life. It also causes system efficiency loss of electrified powertrain. Due to the 
thermal effect on reaction rate, battery aging was accelerated at elevated temperature. It 




OPTIMIZATION OF SUPERVISORY CONTROL FOR SERIES HEV WITH 
CONSIDERTION OF BATTERY SIDE REACTION AND COOLING LOSS 
 
 
This chapter develops a methodology to optimize the supervisory controller for 
heavy-duty series hybrid electric vehicles with objectives of fuel economy and battery 
aging. Power management and battery thermal management are integrated in the 
optimization problem. Two objectives, namely fuel economy and battery life, are 
included by weighted sum method. Battery Aging model, thermal model, and cooling 
model are simplified in the optimization procedure with reduced state numbers.  A sub-
optimal but real-time implementable algorithm, stochastic dynamic programming, is 
applied to solve this problem. And the generated control strategy is embedded into the 
controller of high-fidelity model for simulation. 
Several studies have been published that considers battery aging as additional 
objective. The Ah-throughout aging model combined with equivalent circuit battery 
model (Ebbessen et al., 2011) (Serrao et al., 2011) (Ebbessen et al., 2012) (Li et al., 2014) 
(Suri et al., 2016) has been studied for plug-in or parallel HEVs, with considering c-rate 
or SOC. In these studies, the rate of capacity fading is quantized by equivalent Ah 
throughout. The electrochemical based model for solid electrolyte interphase (SEI) 
growth was first used by Moura et al. (Moura et al., 2013) for plug-in HEV. In the power 
management optimization, the electrochemical based aging model is simplified into a 
static map, and the SEI growth rate is represented as a function of current and state of 
charge. In previous work, the thermal effect on aging rate was considered by Sciarretta 
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(Sciarretta el al., 2014) and Suri et al. (Suri et al., 2016), but the cooling power 
consumption was neglected. 
Stochastic dynamic programming (SDP) approach has been proposed in 
supervisory control problem. Lin et al. (Lin et al., 2003 and 2004), and Jahannesson et al. 
(Jahannesson et al., 2007) proposed SDP strategy for the supervisory control of parallel 
HEV. Moura et al. (Moura et al., 2011 and 2013) applied SDP strategy for plug-in HEV. 
Johri el al. (Johri el al., 2009) applied SDP strategy for series hybrid hydraulic vehicle, 
with additional objective of determining the best operating regime for fulfilling the 
optimized power demand. Most studies considered fuel economy as single objective. Lin 
el al. (Lin el al., 2004) considered emissions as additional objective, and Moura et al. 
(Moura et al., 2013) considered battery life as additional objective. 
In this chapter, we propose a SDP approach for the supervisory control of series 
HEV. A static map based on electrochemical-based aging model is used, and the thermal 
effect on aging rate is included. Power management and battery thermal management are 
integrated, and the cooling consumption from compressor is considered in addition to 
vehicle propulsion. This chapter is organized as follows. The first section describes 
problem formulation. The second section describes the optimization procedure. The third 
section compares SDP strategy with baseline strategy for short-term and long-term 
simulation. Next the tradeoff between fuel economy and battery life is studied by 




4.1 Problem Formulation 
The purpose for the optimization of supervisory control is to get a stationary 
control policy that chooses actions based only on the present state, without knowledge of 
future driving mission.  Hence we formulate this problem as a constraint infinite horizon 









   (4.1) 
 Subject to: 
 1 ( , , )t t t tx f x u W    (4.2) 
 x X   (4.3) 
 u U   (4.4) 
where  is time,  is the state vector,  is the control vector, and  is the disturbance 
vector. g is the instantaneous cost function. f is the system model.  
The objective function is to minimize the expected total cost over an infinite 
horizon. λ is the discount factor between 0 and 1. It implies the present cost is more 
important than the cost in the future, and guarantees the convergence of objective 
function.  
The instantaneous function g is defined in Eq.4.5. It constructs a single objective 
by the weighted sum of two objectives, namely fuel consumption rate and active lithium 
ion consumption rate. The fuel consumption rate is computed by the combined BSFC 
map in Figure 3.2. The input, engine power, is one of control action. The active lithium 
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ion consumption rate is related with side reaction rate . The model of side reaction rate 
is simplified in optimization procedure, and the simplification is described in next 
section. In order to avoid scaling issue in computation, the objectives are normalized and 
take value from 0 to 1. The relative weight, w, determines the contribution of fuel 
consumption rate to the total cost, and its value varies between 0 and 1. 
 fuel fuel,min s s,min
k k k
fuel,max fuel,min s,max s,min
m m






  (4.5) 
 
The optimization of supervisory control is a constrained problem that needs to 




























  (4.6) 
These constraints correspond to component safety operation, and are considered 
into the instantaneous cost function by penalty method. 
The disturbance  comes from the driver’s command, and is modeled as a discrete 
Markov process. The probability distribution of power demand at next step is counted 
using the naturalistic driving cycles based on randomly selected drivers. Figure 4.1 shows 
the transition probability matrix for wheel speed of 54 rad/s. It is used to generate the 
next power demand based on current vehicle power and speed.  
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Figure 4.1 Transition probability matrix of power demand (wheel speed 54 rad/s) 
4.2 Model Simplification 
To consider additional objective of battery life, the prediction of battery aging 
rate, which is governed by the reaction rate of electrolyte decomposition, is needed in 
objective function. The electrochemistry-based model used in simulation framework 
achieves the required accuracy, but it is computational expensive. Hence, the number of 
states is reduced by choosing the N value in Eq. 2.31 as zero; the spatial effects of 
diffusion is removed, and the surface Li+ concentration is represented by the average Li+ 
concentration. Figure 4.2 shows the reaction rate of electrolyte decomposition ( ) related 
with C-rate, battery temperature, and normalized average Li+ concentration.  
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Figure 2.2: Normalized reaction rate associated with electrolyte decomposition as a 
function of current, SOC, and battery temperature. 
The battery electrical model is simplified into an ideal open-circuit voltage source 
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    (4.8) 
where  is battery power with positive value under discharging, and negative under 
charging, and  is the ampere-hour (Ah) capacity. 
The target of refrigerant-based cooling system is to sustain the core temperature 
of battery cells by actively varying cooling air temperature. In the simplified thermal 
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model, cell core temperature is set as constant parameter, and the surface temperature 
varies in direct relationship with cooling air. The average temperature of battery core and 
surface is used as the input for determining battery aging rate. The cooling air 
temperature change is modeled based on the difference of heat generation and heat 









   (4.9) 
where  is the heat removed from cooling air by the evaporator in the cooling system, 
and  is the convective heat transfer coefficient for cooling air. The heat generation rate 
( ) is calculated as: 
 2b ohmQ I R   (4.10) 
The other components are modeled using efficiency maps, i.e. engine, generator, 
e-motors and cooling system. The driver’s command is modeled as stochastic dynamic 
process by Markov chain; based on current vehicle speed and power demand, the power 
demand at the next step is generated using a transition probability matrix. After model 
simplification, the powertrain is modeled as a four-state system with two control 
variables. The states include vehicle speed, power demand, battery state of charge, and 
cooling air temperature. The control inputs are battery power and condenser power. 
4.3 Optimization of Supervisory Control 
4.3.1 Stochastic Dynamic Programming 
Policy iteration algorithm searches for the optimal policy. It alternates between a 
policy evaluation and a policy improvement step and guarantees fast convergence on the 
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optimal policy (Bertsekas et al., 2005). In policy evaluation step, given a policy , the 
value function  is estimated by calculating the Bellman equation for each state, i.e.: 
 1(x) E{g(x, (x),w) (x')}n nV V  
     (4.11) 
This allows the subsequent policy improvement step; the Bellman is minimized to 
find the new policy , with the estimated value function from last policy evaluation step.  





    (4.12) 
This iterative process is repeated until convergence within a selected tolerance 
level. Finally a steady-state policy, which maps system states to control command, is 
generated in the form of a lookup table, and implemented into the supervisory controller 
of the high-fidelity S-HEV simulation. 
However, due to battery aging, the parameters in system model (i.e., battery 
capacity and internal resistance) vary with time. The steady-state solution of SDP to the 
system with fresh battery cells is inappropriate to control the system with aged cells; the 
heat generation changes significantly, and consequently the optimal solution too.  Hence, 
three steady-state policies are generated by SDP algorithm with different battery state of 
health, and the amount of lithium ion loss is used as a parameter to switch policies.  
Otherwise, the compressor energy would be underestimated, and the system would not be 
able to keep the battery temperature on target.   
4.4 Improvements Achieved with SDP Optimization 
This section discusses the improvements achieved by SDP strategy for both short-
term and long-term simulation. The weighting factor in the cost function is set as one, 
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which means only fuel economy is optimized as single objective. The resulting SDP 
strategies are implemented into the supervisory controller in the high-fidelity system 
model. Battery target temperature varies from 20°C to 50°C, the simulated driving cycles 
are Assault and Convoy cycle, and the ambient temperature is set as 49°C. Battery cells 
are assumed under fresh condition during short-term simulation, and the aging impact is 
only considered during long-term simulation. 
4.4.1 Short-term Simulation with consideration of cooling loss 
Table 4.1 lists short-term simulation result. Stochastic dynamic programming increases 
the overall fuel economy and reduced the penalty associated with parasitic cooling loss.  
Table 4.1: Compare MPG and Cooling Loss of short-term simulation 
      20°C 30°C 40°C 
Assault 
MPG 
ThermSOC 5.90 6.04 6.17 
SDP 6.42 6.44 6.46 
Improvement % 8.74 6.62 4.70 
Cooling Loss 
% 
ThermSOC 5.99 4.79 3.95 
SDP 3.34 2.49 2.08 
Convoy 
MPG 
ThermSOC 8.41 8.53 8.61 
SDP 8.77 8.86 8.91 
Improvement% 4.29 3.87 3.50 
Cooling 
Loss% 
ThermSOC 2.97 2.27 1.93 
SDP 1.95 1.37 1.14 
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To gain knowledge from the SDP strategy about powertrain coordination, two 
situations are discussed in depth. The first is comparison of the SDP result obtained with 
and without cooling, in order to analyze how the cooling load changes the optimal 
decision. The second is the comparison of the dynamic programming strategy with the 
thermostatic SOC control, in order to analyze the benefit of integrating power and 
cooling system in a unified supervisory strategy, rather than considering them separately. 
In SDP strategy without considering cooling load, cooling power is set as zero 
and battery is assumed to be in a thermal equilibrium status. In that case, the vehicle 
system is represented by a 1-state (SOC) system, with one control variable (power pack 
electric output power).   
 0,
0
( 0) ( 0)
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  (4.13) 
When considering cooling loads/losses in SDP, battery discharge usage evaluated 
by Eq. 4.13 under propulsion is reduced by 3.99% so that the heat generation (cooling 
load) can be reduced too. This indicates the tradeoff between cooling loss and fuel 
consumption for battery discharging usage. Normally, more aggressive battery usage is 
beneficial for S-HEV fuel economy, but this analysis indicates that aggressive battery 
discharging leads to increased consumption by the cooling ancillary system. By tracking 
the cooling load for the whole cycle, the algorithm finds it beneficial to operate much 
more frequently in hybrid mode, rather than all-electric, thus leading to milder duty cycle 
for the battery. However, this will result in an increase in engine load, and this is 
something that will be examined in greater detail in the future. Battery regeneration 
 62 
during vehicle braking is reduced by 5.9% primarily by limiting the peak charging power. 
Related reduction of the cooling effort more than compensates for the small reduction of 
regeneration capacity. 
Figure 4.3 compares the cooling power control sequence of SDP and baseline 
strategy. SDP operates the cooling system with high load during braking.  Thus, 47% 
cooling power is provided by regeneration, and this maximizes utilization of braking 
power.  
 
Figure 4.3: Comparison of Compressor command sequence. The red line is SDP strategy, 
and the blue line is the baseline strategy. 
4.4.2 Long-term Simulation considering battery aging 
This part compares long-term simulation result of SDP with baseline strategy. The 
target for battery core temperature is set as 40°C, and the driving cycle is urban assault 
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cycle. The simulation ends when battery capacity drops by 30%. As shown in figure 4.4, 
SDP improves overall MPG and also prolong battery life.  
 
Figure 4.4: Compare long-term simulation result of SDP with Baseline strategy. 
4.5 Tradeoff between fuel economy and loss of active lithium ions 
This section investigates the tradeoff between fuel consumption and loss of active 
lithium ions. It focuses on analyzing how SDP strategy balances two conflicting 
objectives. The weighting factor in objective function sweeps from 0 to 1, and battery 
temperature target is set as 20°C, 30°C, and 40°C. The resulting SDP strategy is 
embedded into the supervisory controller of system simulation framework. The 
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simulation runs for short term; the impact of side reaction on active lithium ions loss is 
considered, while its impact on long-term MPG loss is not included. 
Figure 4.5 shows the tradeoff between normalized fuel consumption and lithium 
ions loss. When the weight w is zero, the battery is fully utilized to minimize the fuel 
consumption, and the lithium ions consumption is the highest. Comparing the condition 
of 30°C with 40°C of battery core temperature, fuel consumption is increased by 2.3% 
due to increased cooling requirement, but the loss of lithium ions is reduced by 47 %. As 
the weight increase from zero to one, fuel consumption increases while lithium ion 
reduces. Comparing with 30°C, the change of lithium ions loss is more sensitive to the 
change fuel consumption with battery core temperature of 40°C. 
 
Figure 4.1: Tradeoff between fuel consumption and active lithium ion loss. 
 65 
Figure 4.6 shows the battery command under different weighting factor under 
40°C. The green dot line is vehicle power, and the positive value shows vehicle 
propulsion and negative shows vehicle regeneration. Overall as the weight for battery life 
increases, battery load cycle becomes milder to reduce the lithium losses. When the 
weighting factor is small and the fuel consumption governs the cost function, the 
maximum regeneration is maintained, and the engine-charging-battery event during 
vehicle propulsion is reduced comparing with w0 with w0.2. As the weight increases, 
battery regeneration starts to reduce. When the weight becomes one, the vehicle runs in 
traditional mode with only engine. 
 
Figure 4.2: Comparison of the battery power sequences under Urban Assault Cycle, 





This chapter developed a real-time implementable supervisory control strategy for 
series HEVs based on stochastic dynamic programming.  It considers the impact of 
battery cooling and side reaction in problem formulation, and a simplified average-SOC 
based battery aging model was proposed for the optimization procedure. Two objectives 
of fuel economy and battery life are optimized, and a set of strategies are generated with 
different weighting factors. 
Compared to the baseline thermostatic strategy, SDP-generated controller 
improves both fuel economy and battery life under different battery temperature and 
driving cycles. Detailed analysis of results indicates a milder battery duty cycle, as well 
as the ability of the algorithm to maximize the usage of regeneration energy for operating 
the A/C compressor in the cooling system. 
Tradeoff between fuel economy and battery life was analyzed. It shows the 
penalty of fuel economy to prolong battery life, and the amount of payment is impacted 
by battery temperature. Battery operation is modulated to balance two objectives under 
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This chapter expands the methodology to optimize the supervisory controller of 
series hybrid electric vehicle with multiple objectives, considering battery thermal 
management and a more accurate model of aging process. The fidelity battery aging 
model is enhanced by considering the dynamic impact caused by the effect of lithium ion 
diffusion; the number of Qn in the approximate analytical solution of lithium diffusion is 
selected as 1. SDP algorithm used in the previous chapter was able to handle four states 
and two control inputs. However, with an additional state, the computer memory 
requirement and computation effort exceeded the capacity of current available hardware. 
A novel approach, neuro dynamic programming, is proposed to solve this problem with 
increased number of states. It combines the idea of functional generalization and 
temporal difference learning with dynamic programming, and holds a promise that the 
computation load increases linearly with the number of parameters in approximated 
function rather than exponentially with the number of states. 
This chapter is organized as follows. The first section describes the optimization 
algorithm, neuro dynamic programming (NDP). The second section shows the validation 
and convergence of NDP using average SOC aging model; its result compares with SDP. 
The third section shows the improvement of NDP with surface-SOC aging model. This 
chapter ends with summary.  
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5.1 Neuro Dynamic Programming 
Traditional application of the Dynamic Programming algorithm suffers from the 
curse of dimensionality. The state space is discretized into grid nodes, and the cost-to-go 
function need to be calculated for all nodes. The computational load increases 
exponentially with state space. Hence a new approach, neuro dynamic programming is 
proposed in this chapter, which combines the idea of reinforcement learning and dynamic 
programming. In neural dynamic programming, instead of calculating the true cost-to-go 
function, the algorithm use approximate cost-to-go function. By sampling the states from 
state space, the approximation function learns from the interaction with system. This 
holds a promise that the computation load increase linearly with the number of 
parameters in approximation function. 
The neuro dynamic programming algorithm contains two parts, namely prediction 
of future cost and select control action. The prediction of future cost is to learning the 
approximated value function by the samples collected when simulating the system model 
forward. The control action is selected by the policy created using the approximated 
value function. 
5.1.1 Approximating and Learning Value Function 
Neural networks provide a powerful model to estimate nonlinear functions that 
have a large number of inputs. Let the approximation function represents as: 
    ) X, (Xi iJ r r f   (5.1) 
where  is the basis function that extract characteristics of state variables (X) on value 
function, and  is the parameters that need to learn.  
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Unlike supervised learning of neural network, there are not input-output sample 
pairs to update the parameters. Instead, the output we get from system simulation is the 
instantaneous cost, which is part of the value function. Hence, the parameters in 
approximate function are learned by the temporal difference (TD) learning method 
(Sutton et al., 1998).  
Assume the present state is , and the policy at present is . Then the control 





u    (5.2) 
By applying control action   to the system, an instantaneous cost  
generated with next state . And the predicted value of being in state  can be 
written as  .  Based on Bellman Equation (Bertsekas et al., 2011), the estimated 
value of being in state  can be written as:  
 , 1,, ,(X ) (X ) Xw ( )k k k k kr g u JJ r   (5.3) 
The problem to the optimal parameters for approximation is to reduce the error 
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with the temporal difference  defined as: 
 1,, ,w  (X ) (X ) (X , )k k k k k kd g u J r J r     (5.5) 
Eq. 4.17 can be solved by iteratively updating the parameter by: 
 k: (X , )i i k r ir r d J r     (5.6) 
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The gradient  is calculated using Levenberg-Marquardt method, 
defined as: 
 1k(X , ) ( )
T T
r iJ r J J I J
      (5.7) 
where J is the Jacobian matrix. 
5.1.2 Policy Update 
The policy function is represented by a separate neural network, represented as: 
   X,  (X)i i     (5.8) 
This study used greedy policy based on approximated value function. The control 
action could be written as:  
 k 1,argmin( , ,(X ) (X ))w  k k k ku g u J r    (5.9) 
And the parameter set in policy approximation can be updated by supervisory 
learning method with state-action pairs (xk,uk). 
5.1.3 Learning and Control 
Previous two sections described learning of value function and policy function, 
respectively. This section builds the process of updating policy while learning the 
approximate value function simultaneously, using the approximate policy iteration 
method (Powell et al., 2011). It can be viewed as actor-critic control. The policy is known 
as actor that selects a control command given the state. The environment is the system. 
The system runs the control command and generates next state and the instantaneous 
cost. Then the TD error is used to update the critic, and then the control policy is updated 
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by minimizing the Bellman equation based on the updated critic. Figure 5.1 shows the 
pseudocode of NDP algorithm with approximate policy iteration.  
To avoid implementing infeasible actions during learning process, the feasible 
region of control actions is calculated beforehand and saved into the system model. When 
the control action selected using current learned policy is out of feasible region, then any 
feasible action is implemented instead.  
 
Figure 5.1: Pseudocode of NDP algorithm with approximate policy iteration 
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5.2 Improvement of Computation Efficiency with NDP algorithm 
This section shows the improvement of computation efficiency by NDP 
algorithm. The result compares with SDP algorithm using two simplified system models, 
namely (i) basic powertrain model with 1 state (SOC) and 1 action (Pgen), and (ii) 
powertrain model considering cooling system with 2 states (SOC, Tair) and 2 actions 
(Pgen, Pcooling).  In the problem formulation, battery temperature is set as 40°C, and fuel 
economy is considered as single objective. Assault and Convoy cycles are simulated for 
short term. The NDP learning process stops when the approximate cost-to-go function 
converge, as shown in Figure 5.2, and the policy update process with cost-to-go function 
learning is illustrated in Figure 5.3.  
 






Figure 5.3: Policy Update sequence with the value function learning process. Initial steps 
produce few infeasible points, but convergence eventually yields a smooth surface 
The difference between SDP and NDP strategy is quantized by: 
 max NDP SDPeng engP P   (5.10) 
And the maximum value is estimated using a sample set that is uniformly distributed in 
state space. The maximum difference is less than 1 kW. 
Figure 5.4 and 5.5 shows the operation point on combined-BSFC map with SDP 
controller and NDP controller, respectively. The color scale reveals the frequency of the 
operation point. It can be seen similar engine operations. This indicates that NDP with 
neural network approximation could find the policy that is close to SDP optimization.  
The second observation from maps is that the optimal strategy does not always 
operate engine in the sweet spot. System efficiency effects clearly override the 
component-centric reasoning.  The engine often operates at modest power levels during 
hybrid operation enables by high battery SOC, but remains close to the best-BSFC line, 
as indicated by the yellow/red spot below 1000 RPM.  In this case, relatively small 
compromise on engine efficiency is more than compensated for by the effective use of 
regenerated energy. Figure 5.6 shows the power sequence of engine and vehicle. It can 
been seen that engine load cycle is milder with assistance of power source from battery, 
comparing with conventional vehicle in which vehicle power is provided all by engine.  
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Figure5.5: Engine Operation Point on Combined BSFC map with NDP strategy 
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Figure 5.6: The power sequence of engine and vehicle with SDP control strategy under 
Convoy Cycle 
As shown in Table 5.1, NDP algorithm could reduce the computational time 
comparing with SDP algorithm. As the state number increases, the improvement becomes 
large. This provides a promising algorithm to extend the system model to a large state-
action space with handling complex problems. 
Table 5.1: Compare result of NDP with SDP 











5.3 Improvement of fuel economy and battery life with Surface-SOC based battery  
      aging model 
In this section, surface-SOC based battery aging model is used in NDP 
optimization. The state variables  include battery state of charge (SOC), cooling air 
temperature ( ), SEI thickness ( ), and Li+ surface concentration ( ) which 
represents by the average concentration ( ) and a series of eigenfunction ( ). The 
control inputs  include the output electric power of power pack ( ) and cooling 
power ( ).   
The number of eigenfunction is selected as 1, and the normalized Li+ surface 
concentration is written as: 
 1( ) ( ) ( ) ( )s nC C Q err        (5.11) 
As shown in figure 5.6, even though the approximate surface concentration with 
one eigenfunction (Q1) still shows an error in predictions compared to FDM solution, it is 
able to capture the instantaneous dynamics and far superior to using the average 
concentration. The approximate solution reduces the error of active lithium ion loss per 
driving cycle from 11% to 4% compared with the average concentration. 
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Figure 5.7: Compare Lithium concentration of surface concentration, average 
concentration, and approximate surface concentration (NQ=1) 
In order to keep the instantaneous Li+ surface concentration within reasonable 
range, limitations are set on each term in eq. 82. The penalty term for surface 
concentration is added into the instantaneous cost function as: 
 
fuel fuel,min s s,min
k k k
fuel,max fuel,min s,max s,min
2
s s,min s s,min
m -m Q -Q
g(x ,u ,w )=w +(1-w)
m -m Q -Q
                     +β(C -C ) (C <C )
  (5.12) 
where  is the penalty factor.  
This avoids the algorithm to generate infeasible solutions for surface 
concentration. As shown in Figure 5.8, without penalty, the surface concentration 
continues to decrease over time as the algorithm learns how to reduce side reaction rate. 
The concentration even goes to negative value. When the penalty term is added, the 
surface concentration drops at the beginning. After iteration 800, the algorithm receives 
 79 
high penalty cost, and increases the concentration to reduce the penalty. By adding the 
penalty term, the algorithm is able to keep surface concentration above reasonable value.  
 
Figure 5.8: Trajectory of surface Li+ concentration with NDP strategy with or without 
penalty 
Table 5.2 shows the improvement of MPG and lithium ion loss from short-term 
simulation. The result is compared with SDP result in last chapter, which uses average-
SOC based battery aging model in optimization. Battery temperature is set as 40 degC, 
and simulated cycle is Assault Cycle. The weighting factor is set as 0.25 for both SDP 
and NDP. It can be seen that comparing with SDP strategy, NDP strategy improves the 




Table 5.2: Compare result of NDP with SDP strategy 
 
MPG Lithium Ion Loss 
SDP 6.35 0.52 
NDP 6.39 (+0.6%) 0.50 (-3.8 %) 
5.4 Summary 
This chapter develops a framework for optimizing the supervisory control of 
series HEV system. The prediction accuracy of battery aging model under aggressive 
dynamic load cycles is improved by considering the diffusion delay of lithium ions. It 
increases the number of states and brings challenges to optimization algorithm.  A 
computational efficiency algorithm, neuro dynamic programming, is proposed. With 








This dissertation develops a framework for optimizing the supervisory control for 
series hybrid electric vehicles with multiple objectives.  In particular, we considered the 
impact of battery cooling and side reaction in system-level study to optimize the control 
for both fuel consumption and battery life.  
Chapter two describes a unified series HEV simulation framework with models of 
key components and subsystems. A refrigeration-based cooling model is integrated, the 
compressor and air fans consume additional power, and it is considered in addition to 
vehicle propulsion power. To address battery life as additional objective, an 
electrochemistry-based aging model of Graphite-LiFePO4 battery is integrated, and the 
aging mechanism considered is the growth of solid electrolyte interphase (SEI) film. The 
impact factors include current, lithium ion concentration at electrode surface, and battery 
temperature. Model enables capturing the effect of capacity fading and power fading on 
system performance. This fully integrated S-HEV propulsion system model simulation 
provides a tool for systematic screening of the supervisory control strategy for two 
objectives, fuel economy and battery life.  
In chapter three we analyze the impact of battery cooling and side reaction 
associated with SEI growth on system performance. A rule-based control strategy, 
thermostatic SOC control, is embedded into the power management module to control the 
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power distribution between the power pack and battery pack and establishes a baseline. A 
model predictive controller is embedded into the thermal management module to control 
the cooling system. The result shows both battery cooling and side reaction to impose 
significant penalty on fuel economy. Elevated battery temperature could reduce the 
penalty from auxiliary cooling consumption. However, it reduces battery aging, and 
accelerates fuel economy loss associated with side reaction.  
In chapter four, stochastic dynamic programming is applied to optimize the 
supervisory control strategy. It integrates power management and battery thermal 
management, and optimizes two objectives, namely fuel economy and battery life. Due to 
the ‘curse of dimension’ issue of classical dynamic programming, a simplified battery 
aging model is used in the optimization algorithm by ignoring the diffusion dynamics in 
the aging model; the lithium ions concentration on the electrode surface is replaced by the 
average concentration inside of electrode. The number of states is limited to four, with 
two control inputs. Improvement on both fuel economy and battery life compared to a 
Thermostatic SOC control is significant. Further, the tradeoff between fuel consumption 
and active lithium ions loss is studied by varying the weighting factor. Reducing active 
lithium ions loss penalizes fuel economy, and is impacted by battery temperature. 
Finally, we include higher accuracy battery model in optimization framework, and 
propose neural dynamic programming algorithm. Improvement stews from consideration 
of surface lithium ions concentration. However, the number of states increase to the point 
of making the application of SDP unfeasible. Rather, a novel approach based on neuro-
dynamic programming algorithm is pursued, which combines the idea of functional 
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approximation and temporal learning with dynamic programming. With the enhanced 
battery model, the NDP algorithm successfully finds a strategy which further improves 
fuel economy and battery aging. 
6.2 Main Contributions 
This dissertation develops a framework to design a supervisory controller for 
series hybrid electric vehicle through multi-variable, multi-objective optimization of the 
vehicle power system. The main contributions can be summarized as: 
 Developed a multi-physics, high-fidelity, and yet computational-efficient 
simulation tool for in-depth studies of series HEV system for a heavy vehicle 
1. Integrated an electrochemical aging model for Lithium-ion battery with the 
thermal effect, a lumped-parameter thermal submodel, and refrigerant-based 
cooling model into the S-HEV powertrain system simulation.  
2. Analyzed the impact of battery capacity fading and power fading on fuel 
efficiency and battery life, with consideration of cooling system parasitic 
losses 
 Developed a framework to optimize the supervisory control of the vehicle power 
system considering both fuel efficiency and battery life.  Emphasized ability of 
the algorithm to handle a large state-action space. 
1. Investigated the potential of Stochastic Dynamic Programming (SDP) to 
handle a problem with a combined fuel efficiency/battery life objective.  
Created a framework that leverages a battery electro-chemical single-particle 
model with approximate solution, i.e. a model capable of predicting SEI from 
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C-rate and average SOC.  State-action space was characterized by four states 
and two control inputs.  Shown that SDP is able to generate real-time 
implementable control strategies, and investigated the tradeoff between fuel 
economy and battery life, with consideration of battery thermal management. 
2. Enhanced the predictiveness of the battery single-particle model by 
considering dynamic load cycles and their impact on the Li-ion surface 
concentration. Improved computational efficiency by developing an 
approximate analytical solution of PDEs for Li-ion diffusion.  
3. Integrated the enhanced battery electro-chemical model into the framework 
for multi-objective optimization of S-HEV supervisory control.  This 
increased the number of states to five, and made the solution intractable using 
the SDP algorithm.  Therefore, developed a new framework based on Neuro 
Dynamic Programming (NDP) algorithm, and demonstrated its ability to 
handle the larger state-action space.  Solution demonstrated further benefits in 
simultaneous optimization of fuel efficiency and battery life.  
In summary, this dissertation advances the knowledge in the field of optimal 
supervisory control design for series HEV systems. Auxiliary cooling consumption was 
considered in addition to vehicle propulsion, and battery thermal management and power 
management was integrated in the optimization of supervisory control. Battery side 
reaction associated with SEI growth was considered into system-level study; the thermal 
effect and lithium ions diffusion delay was considered in the modeling of reaction rate. 
NDP algorithm’s to handle the extended system model with large state-action space has 
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been demonstrated, and results quantify the potential for extending battery life while 
preserving the fuel efficiency potential of S-HEV. 
6.3 Perspectives on Future Work 
There exists several opportunities to advance the work presented here, in both 
system modeling and optimization algorithm.  
First, the system model could extend to considering engine thermal management. 
To reduce battery cooling loss, battery load cycle becomes milder. However, this results 
in the increase of engine heat generation. Engine cooling loss should be considered. 
Second, the fidelity of battery aging model can be enhanced by further considering the 
diffusion delay in electrolyte. This is mainly important under high C-rate charging or 
discharging. Battery thermal model in optimization algorithm is simplified using the 
average temperature. The resulting control strategy can cause highly uneven temperature 
distribution inside of battery cells. Reducing the temperature difference between battery 
core and surface could be considered as additional objective. 
Opportunities also exist for improvement in neuro dynamic programming. The 
algorithm runs with system model. The policy used is greedy policy based on 
approximated value function, and a numerical optimization process based on system 
model is required to compute the policy. An alternative method, policy search based on 
stochastic gradient method, can be adopted to replace greedy policy for online model-free 
control, which could be adaptive. 
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