Abstract. We prove that if G is a graph without 3-cycles and 4-cycles, then the discrete cubical homology of G is trivial in dimension d, for all d ≥ 2. We also construct a sequence {G d } of graphs such that this homology is non-trivial in dimension d for d ≥ 1. Finally, we show that the discrete cubical homology induced by certain coverings of G equals the ordinary singular homology of a 2-dimensional cell complex built from G, although in general it differs from the discrete cubical homology of the graph as a whole.
Introduction
We will be concerned with a discrete (singular) cubical homology theory for graphs, originally defined in [3] for general metric spaces. The definition in [3] had its roots in [5] , which introduced a discrete homotopy theory for simplicial complexes. Graphical versions or equivalently 1-dimensional versions of this theory were studied by several authors (see [6] , [7] , [10] ), and [2] proposed the problem of finding a corresponding homology theory.
In [4] , the authors developed tools for computing the discrete singular cubical homology groups H the homotopy theory of [5] . Examples of graphs with non-vanishing homology in dimension d ≥ 2 exist (e.g., [3] , [4] ), but can be challenging to construct and verify. In that spirit, we note that the following conjecture appears in [4] , and remains open. For arbitrarily large d, it is not obvious that there should exist graphs with non-vanishing d-homology. Proposition 5.3 of [3] constructs an infinite sequence of graphs {G d } d≥1 , such that
For appropriately chosen G 1 this yields a sequence of graphs with non-vanishing d-homology, for arbitrarily large d. However, the argument in [3] is not sufficient to prove (1) in full generality, since it relies on a discrete version of the Mayer-Vietoris sequence whose hypotheses are not satisfied for d > 1. In the present paper we will show that a small modification of the definition of G d in [3] makes the argument correct, thus yielding a (different) sequence of graphs with non-vanishing homology in arbitrarily high dimension.
Our principal tool in proving Theorem 1.1 is a subdivision map that allows computation of homology to be restricted to "small" singular cubes. This approach is standard in classical treatments of singular homology, see e.g., [14] , but for the discrete cubical case the details are significantly different and new techniques are required.
The paper is organized as follows. Section 2 reviews the basic definitions of discrete cubical homology for graphs, following [3] . Section 3 defines the subdivision map and proves the above mentioned conjecture when G = Z 5 . In fact the argument proves the same result for any cycle Z n with n ≥ 5. Section 4 introduces the machinery necessary to extend the proof for G = Z 5 to arbitrary graphs without 3-cycles and 4-cycles. The key step is to show that every singular cube with codomain G can be lifted to the universal covering graph of G. Once this has been established, we show how the constructions used in Section 3 extend to the general case. In Section 5 we show how to modify the construction in [3] to obtain an infinite sequence of graphs {G d } d≥1 such that G d has non-vanishing homology in dimension d. Section 6 concludes with general remarks about issues involved in generalizing the results in this paper to arbitrary graphs.
Since we will be discussing and comparing several different homology theories for graphs, it may be helpful to clarify our terminology in advance. Our primary focus is on the discrete singular cubical homology of a graph G, defined in Section 2). It will be denoted by H Cube (G) and occasionally called, simply, the discrete cubical homology. If X is any topological space, one can construct a singular cubical homology (e.g., [14] ) and a singular simplicial homology (e.g., [12] , [15] ). Since these are equal under assumptions relevant to this paper, they will both be called the (ordinary) singular homology of X and denoted by H Sing (X). We will also have occasion to use the fact that H Sing (X) ≈ H Cell (X), the cellular homology of X, when X is a CW-complex.
Background: discrete cubical homology of graphs
We will briefly review the definitions relevant to this paper, referring the reader to [4] for more details and examples, and also to [9] for graph theory definitions and terminology. For any positive integer n, let [n] := {1, . . . , n}. Throughout the paper, all homology computations will be done over a commutative ring with identity, denoted R.
For d ≥ 1, the discrete d-cube Q d is the graph with vertex set
and edge set E(Q d ) consisting of those pairs of vertices {a, b} differing in exactly one position. By convention, Q 0 is the 1-vertex graph with no edges. If G and H are simple graphs, i.e. undirected graphs without loops or multiple edges, a graph homomorphism (or graph map) σ :
(G) be the free R-module generated by all singular d-cubes on G. For d ≥ 1 and each i ∈ [d], we define two face maps f 
and extend linearly to all chains in L Cube d (G). When there is no danger of confusion, we will abbreviate ∂ [3] ). Hence, using the same notation, we may define a boundary operator
is a chain complex of free R-modules. By convention, we will represent each coset in C Cube d
(G) by the unique coset representative in which all terms are non-degenerate.
Subdivision Map for the Pentagon
In this section we prove that H 
d+1 (Z 5 ). Before proving Theorem 3.2 we will show that it implies one of our principal results.
Proof. We may represent the maps defined in Theorem 3.2 by the following diagram.
Property (3i) defines a chain homotopy between the identity map I and iS where i denotes the inclusion map from C (2) to C. Since S and i are chain maps, they induce maps S * : H(C) → H(C (2) ) and i * : H(C (2) ) → H(C) on homology, and chain homotopy implies I * = (iS) * = i * S * . Since S * has a left inverse, it is injective.
By property (3ii) we can also regard h d as a map from C
d+1 , and we obtain the following similar diagram.
This describes a homotopy between I : C (2) → C (2) and Si : C (2) → C (2) . Hence, for the induced maps on homology, we have I * = (Si) * = S * i * which proves that S * has a right inverse. Hence S * is surjective, and we conclude that it is an isomorphism of homology.
Proof of Theorem 3.2. We will first construct, for any integer N ≥ 2, an operator
singular cubes. Then, in order to ensure property (3i) of Theorem 3.2 we will specialize to N = d. The construction proceeds in several steps, which we will first illustrate by a small example with N = 3, d = 2. Consider the singular 2-cube σ = (1, 2, 2, 3) ∈ C 2 (Z 5 ) illustrated by the following picture. σ
The steps in the construction of S 3 (σ) are as follows:
Step 1: Lift σ to a graph mapσ : Q 2 → Z. In this case, the above picture also representsσ, but this may not be true in general.
Step 2: Subdivide Q 2 , creating a grid Q Step 4: Finally, define S 3 (σ) to be the sum of the (non-degenerate) small subcubes appearing in [σ 3 ]. That is,
Next we explain the construction of S N in general, and show that it satisfies property (1) of Theorem 3.2.
commutes. This map is unique up to translation of its image.
Proof of Lemma 3.5. Choose v 0 = (0, . . . , 0) in Q d as a basepoint, and definẽ σ(v 0 ) ∈ Z to be the minimal positive representative of the residue class of σ(v 0 ) ∈ Z 5 . Defineσ on all of Q d by extending along paths from v 0 by the following rules: ifσ(v) = k ∈ Z has been defined, and u is adjacent to v in Q d , then
It is clear that ifσ is well defined, then it is a graph map. To show that it is well defined, it suffices to show that applying (2) iteratively definesσ unambiguously around any loop in Q d . For completeness, we sketch a short proof of this fact, which is probably well known. A word w represents a path in Q d if and only if for each x ∈ [d], the occurrences of x andx in w form an alternating subsequence beginning with x. It represents a loop if an only if, for all x, the sequence also ends withx. The property of representing a loop is preserved if we transpose symbols w i and w i+1 , where w i = x orx, w i+1 = y orȳ, and x = y. Consequently, if w represents a loop γ(w) beginning and ending at ∅, we can transform w by adjacent transpositions into a word of the form w * = xxyȳ · · · zz with the same properties. Further, ifσ(w) is the result of applyingσ to the loop γ(w) in Q d , it is straightforward to show (by examining a small number of cases) that transforming adjacent letters in w does not do not change the endpoint ofσ(w). Since γ(w * ) obviously maps to a closed loop in Z 5 , the same must be true of γ(w), and we are done.
Next we extendσ to the interior of
where the sum is over all vertices
, where ǫ i ∈ {0, 1}, and where the weights w v (a 1 , . . . , a d ) are defined by
It is easy to see that for fixed (a 1 , . . . , a d ) we have
Thus,σ N (a 1 , . . . , a d ) is a weighted average ofσ(v), over all vertices v of Q d , taking values in Q. Furthermore, formula Definition 3.6 is equivalent to a recursive construction, whereσ N is first defined on edges of Q d , then extending to higher dimensional faces by computing weighted averages along lines between corresponding points on opposing faces (in any order). 
, and
, and hence lies in [−1/N, 1/N ] as claimed.
Finally, define
Corollary 3.9. Suppose that σ :
In particular, the image ofσ N restricted to each of the small subcubes in Q 
where σ a generator of C d (Z 5 ), and the sum is over all of the
The next corollary includes the first two parts of Theorem 3.2.
Corollary 3.11.
(
is a graph map with image of size at most 2.
Proof of Corollary 3.11. The essential step in proving (1) is to show that the defi-
We leave the verification of this fact to the reader. Internal cancellation of faces of small cubes then implies identity (2) is a consequence of Corollary 3.9.
It remains to prove part (3) of Theorem 3.2. We will define maps h d−1 and h d and show that for all σ ∈ C d (Z 5 ),
The argument generally follows [14, §7.7] , where a similar construction is used to obtain an analogous result for ordinary cubical simplicial homology.
, defined by the rule (8) Proof of Theorem 3.2, Part (3ii). We must show that if σ has two labels, then every non-degenerate cube in the expansion of h d (σ) has two labels. Suppose σ has two labels, and that these are mapped to t and t + 1 by the lifting of σ toσ. Then the top face T d (σ) has these same labels, and the bottom faceσ d has rational labels in the interval [t, t + 1]. By construction, the remaining labels of h d (σ) all lie in the interval [t, t + 1]. When these are rounded down, the results will again all be equal to t or t + 1, and the result follows.
This completes the proof of Theorem 3.2. Theorem 3.2 shows that computing the homology of Z 5 can be reduced to computing the homology of the chain complex C (2) (Z 5 ), i.e. the complex generated by singular cubes whose image has size ≤ 2. The second main result of this section shows that the complex C (2) (Z 5 ) has trivial homology in all dimensions d ≥ 2.
Proof of Theorem 3.14. Let e = (i, i + 1) (mod 5) be an edge of
) is the d th homology of a contractible graph , and hence is trivial for all d > 0 (see [4] for precise definitions, and for a proof of this result).
Graphs without 3-Cycles or 4-Cycles
In this section we will extend Theorem 3.2, Corollary 3.3, and Theorem 3.14 to arbitrary graphs G containing no 3-cycles or 4-cycles.
Theorem 4.1. Suppose that G is a graph with no 3-cycles or 4-cycles. Then, for
Proof. The proof will follow the steps in Section 3, showing that with small adjustments, all of the arguments generalize. In fact, the only significant challenge is generalizing Lemma 3.5, proving that singular cubes σ with Im(σ) = G can be lifted to a setting where averages can be computed. This will require constructing the universal covering graph U (G) of a graph G, the discrete analog of a familiar topological object (see, e.g. [15] , [12] ).
Definition 4.2 (Graph coverings). Suppose that G is a connected (undirected) graph.
(1) A covering of G by a graphG is a map p :G → G such that for allx ∈G, p maps the star Ex ofx (the set of edges adjacent tox) bijectively onto the star E p(x) of p(x). (2) A universal covering graph U (G) of G is a graph with a covering map u : U (G) → G, such that for any covering p :G → G there exists a covering map v : U (G) →G such that u = pv.
Much of the theory of topological coverings carries over to graphs, considered as 1-dimensional cell complexes. Universal covering graphs seem to have been first constructed explicitly in [1] ; see also, e.g., [13] , [16] for other applications. For our purposes, we need the properties of U (G) stated in the following lemma.
Lemma 4.3. Suppose that G is a finite connected graph. Then
(1) U (G) exists and is unique up to isomorphism.
Suppose that G is a graph without 3-cycles and 4-cycles, and σ : Q d → G is a graph map for some d ≥ 1. Then there exists a graph mapσ :
4) For any q ∈ Q d , the mapσ in (3) may be chosen so thatσ(q) =q, whereq is any element of u −1 (σ(q)), andσ is uniquely determined by that choice.
Sketch of Proof. U (G) may be constructed by fixing a basepoint v 0 in G, and then defining the vertex set of U (G) to be the set of paths (v 0 , v 1 , . . . , v k ) in G that are "non-backtracking", i.e., v i−1 = v i+1 for i = 1, . . . , k − 1. Define the edges of U (G) to be pairs of paths of the form (
It is clear that U (G) is a tree, and (2) is immediate.
The proof of (3) is as in Lemma 3.5, except that instead of explicit rules to extend σ along paths in Q d , we use "stars" to guide the construction. More precisely, if σ(v) =x ∈ U (G) has been defined, and u is adjacent to v in Q d , defineσ(u) =x if σ(u) = σ(v), and otherwise, if σ(u) = v ′ ∈ E σ(v) , defineσ(u) to be the unique vertex in Ex whose image under p equals v ′ . The argument thatσ is well defined is exactly the same as in Lemma 3.5. Verification of (4) is left to the reader.
A more general version of Lemma 4.3(3) for arbitrary covering graphsG appears in [11] . However, in the present paper we require only the special case wherẽ G = U (G), and the argument here is self-contained.
We proceed with the sequence of lemmas need to prove Theorem 4.1, always assuming that G is a finite connected graph without 3-cycles or 4-cycles. In the remainder of the proof, we will assume that σ is a singular d-cube, andσ has been (uniquely) constructed so that if q 0 = (0, 0, . . . , 0) ∈ Q d and σ(q 0 ) = x 0 ∈ G, theñ σ(q 0 ) =x 0 ∈ u −1 (x 0 ) has been chosen so thatx 0 is at least distance d + 2 from the rootṽ 0 of U (G).
By construction, U (G) is a discrete infinite tree. We can embed U (G) into a "continuous" tree U (G), obtained by identifying each edge in U (G) with a unit interval in R. Next define a metric d on U (G) by setting d(x, y) equal to the length (under the induced metric) of the unique path from x to y, for all x, y ∈ U (G). This will allow us to compute weighted averages αx + (1 − α)y, for any x, y ∈ U (G) and α ∈ [0, 1], by identifying the path from x to y in U (G) with a segment in R. More precisely: (a 1 , . . . , a i−1 , 0, . . . , 0) to (a 1 , . . . , a i−1 , N, . . . , N ) by subdividing the segment in U (G) fromσ(a 1 , . . . , a i−1 , 0, . . . , 0) toσ(a 1 , . . . , a i−1 , N, . . . , N ) into N equal pieces, and assigning values ofσ to interior points accordingly. This step assigns values ofσ
In order to verify thatσ N has the desired properties, we will need the following result, which is a generalization of Lemma 3.7.
Lemma 4.6. Suppose that x, y, u, v ∈ U (G)
Proof. If x, y, u and v all lie on a single path in U (G), we can identify this path with an interval in R and, for example, the point αx + (1 − α)y may be computed using ordinary real arithmetic. In this interval we have x − y ∈ [−δ, δ] and u − v ∈ [−δ, δ], which imply
as desired. If x, y, u and v do not lie on a single path, then some additional argument is needed. Let p = αx + (1 − α)u and q = αy + (1 − α)v, where these points are computed in U (G) as defined as in Definition 4.4, using the metric on U (G).
Since d(x, y) ≤ 1, x and y must either lie on a single edge of U (G), or on two adjacent edges, and u and v are situated similarly. Up to obvious permutations of the labels, there are only two configurations representing the possible arrangements of x, y, u and v in U (G), as shown in the following diagrams. In both diagrams, the doubled lines represent the portions of the xu and yv paths that overlap, and the red and green segments represent portions that do not overlap. The overlapping portion must be non-empty, but could consist of a single point. Let T = T (x, y, u, v) denote the (metric) subtree of U (G) obtained by taking the union of the paths from x to u and y to v. Let T ⊆ R denote an interval in R obtained by taking the union of two intervals obtained by mapping each of the xu and yv paths isometrically into R, in such a way that the overlapping portions coincide. For example, T might look like this, with p and q included:
In this picture, only the segment represented by the doubled lines is guaranteed to be isometric to the corresponding segment in U (G).
If p and q both lie in doubled portion (as they do in the picture above), the calculation in (9) applies, and the desired inequality follows. In fact, (9) applies unless p and q both lie in the red region or both lie in the green region, since in all other cases the relevant components of (9) in T may be computed using real arithmetic in T .
The remaining cases are easy to deal with, since if p and q both lie in the red region or the green region, then d(p, q) is bounded by d(x, y) or d(u, v), as appropriate. By assumption, both of these distances are ≤ δ, and the conclusion follows. (1) Ifx ∈ U (G), andx lies in an edge e, define ⌊x⌋ to be the vertex of e closest to the rootṽ 0 . (2) Ifx ∈ U (G), define [x] = u(x), the projection ofx onto G.
Proof. These statements are elementary. 
The following corollary is easily proved using Lemma 4.6 and Lemma 4.8. 
Non-vanishing Homology in High Dimensions
In this section we will construct an infinite sequence of graphs In the following definition, if G and H are graphs, G H denotes the graph with vertex set V (G) × V (H) and edges {(g 1 , h 1 ), (g 2 , h 2 )}, where either g 1 = g 2 and {h 1 , h 2 } ∈ E(H) or h 1 = h 2 and {g 1 , g 2 } ∈ E(G). 
for all k ≤ d + 2. This enables us to derive a segment of the Mayer-Vietoris sequence for A, B and G d+1 . More precisely, for
where i(x) = (x, −x) for all x ∈ A ∩ B and j(x, y) = x + y for all x ∈ A, y ∈ B.
Using standard arguments (e.g. [12, §2.1]) one obtains the following exact sequence in homology:
We emphasize that (11) is not meant to be part of a full Mayer-Vietoris sequence, since the sequences (10) are not guaranteed to be exact for k > d + 2. In (11) the map ∆ may be defined as follows:
It follows from results in [4, §4] that H Cube (C k (A)) = H Cube (C k (B) = (0) for k ≥ 1, since A and B are contractible (in the sense of [5] ) to single-point graphs.
Hence (11) reduces to the exact sequence
and the proof is complete.
We do not know if our construction of G d+1 in Definition 5.1 is "tight", i.e. whether Theorem 5.2 would hold if we defined G d+1 = G 
Final Remarks
The main results in this paper (and much more) could be proved more easily if we had a complete Mayer-Vietoris theory at our disposal. As in classical treatments (e.g. [12] , [15] ), the main tool in would be a "covering lemma" stating that if a graph G can be covered (set-theoretically) by a family of subgraphs K = {K i } satisfying appropriate "neighborhood" conditions, then H Cube (C(G)) = H Cube (C K (G)), where
In fact for graphs G with no 3-cycles or 4-cycles, the subdivision techniques in Sections 3 and 4 of this paper provide such a theory, but it is of little independent value because all homology groups are trivial in dimension d ≥ 2.
It is tempting to speculate that for arbitrary graphs, the covering space arguments in Section 4 might be modified and/or extended to prove something like the following:
Conjecture 6.1. Let G be a graph, and let K = {K i } be a covering of G by subgraphs such that every edge, 3-cycle, and 4-cycle of G is contained in some
However, this conjecture is false: for example, if G = Q 3 , the 3-cube, then H Cube 2 (G) = (0) by Corollary 4.3 of [4] . On the other hand, if K is the covering of G by its six quadrilateral faces, then direct computation (omitted here) shows that H Cube 2 (C K (G)) = R. While it falls short of providing a Mayer-Vietoris theory for H Cube (G), the following proposition does help identify what H Cube (C K (G)) is computing, and may be of independent interest. Proposition 6.2. Let G be a graph, and suppose that K is the covering of G by its edges, 3-cycles, and 4-cycles. Then
, where the latter denotes the singular homology of the cell complex G * obtained from G (considered as a 1-complex) with 3-and 4-cycles filled in as 2-dimensional cells. 
* be the cover of G * by its edges, triangles, and quadrangles. Note that G * has a natural CW-structure and each element of the cover is a closed subcomplex of G * . First, by construction there is a natural bijection between K and K * . For any non-empty subset σ ⊆ K let K σ be the intersection of the elements of σ. Correspondingly, for any non-empty subset σ * ⊆ K * let K * σ * be the intersection of the elements of σ * . Claim 1: For any non-empty σ ⊆ K and the corresponding σ * ⊆ K * we have
Cell * (K * σ * ). Moreover, both are trivial in homological dimensions ≥ 1. Proof of Claim 1: For σ ⊆ K with |σ| > 1, K σ and K * σ * are both either empty, one or two points, or a path of length 1 or 2. On these graphs and spaces the discrete cubical and cellular homology theories coincide and are trivial in dimensions ≥ 1.
For σ ⊆ K with |σ| = 1, either both K σ and K * σ * are edges, K σ is a triangle graph and K * σ * is a solid triangle, or K σ is a quadrangle graph and K * σ * is a solid quadrangle. The cellular homology groups of a solid quadrangle and a solid triangle are trivial in homological dimension ≥ 1, as are the discrete cubical homology groups of a quadrangle and a triangle graph. This proves the claim. are either both isomorphisms, both 0 maps, or both are projections of a rank 2 onto a rank 1 homology group. Proof of Claim 2: It follows from an analysis of the proof of the previous claim that all homology groups in dimension 0 are of rank 1 unless the intersection is empty (in which case it is 0) or the intersection is a two point set (in which case it is of rank 2). Now the assertion follows by inspecting the cases.
Let N (K) be the nerve of the covering K, that is, the simplicial complex whose p-simplices are the subcollections of K of size p + 1 with non-empty intersection. For p ≥ 0, let N (p) (K) denote the set of faces of dimension p in N (K). Note that by the above arguments the nerve is the same for K and K * . From the given data we build, in the usual way (see, e.g., [8, Chap. 7] ), two double complexes (p−1) (K), induced by inclusion and multiplied by ǫ σ,τ . The two double complexes yield with respect to the vertical differential a spectral sequence (see, e.g., [8, Chapter 7] ) with E 1 page given by E Figure 2 . Graph G = 1-skeleton of octahedron.
cubical homology theories agree completely. It would be interesting to establish the precise connections between the two theories for more general graphs. While results like Proposition 6.2 might provide information about H Cube (C K (G)) for a covering K, they do not give us information about H Cube (G) directly, and a richer theory is needed to help bridge this gap.
