Abstract. We show how the QDeC estimator, an efficient and asymptotically correct a posteriori estimator for collocation solutions to ODEs can be extended to differential algebraic equations (DAEs), where a singularity of the first kind is admitted.
PROBLEM SETTING
We consider linear systems of DAEs of index 1,
A(t)(D(t)x(t)) + B(t)x(t) = g(t), t ∈ (0, T ],
with appropriately smooth data A(t) ∈ R m×n , B(t) ∈ R m×m and constant D(t) = D ∈ R n×m . For our analysis we assume that (1) , augmented with a correct number or initial conditions, is well-posed and admits a smooth solution x * (t). We assume m > n, ker A(t) = {0} ∀ t ∈ (0, T ], and im D = R n .
Conditions (2) imply that (AD)(t) ∈ R m×m is singular, with rank (AD)(t) ≡ n for t ∈ (0, T ].
The requirement that D(t) be constant is not a real restriction, as any such system with varying D(t) can be rewritten by introducing a new variable u(t) = D(t)x(t), resulting in a dilated system of the type (1) forx(t) := (x(t), u(t))
T with a constant matrixD(t) ≡D, see [4] .
We consider collocation solutions p(t) for (1), defined by the relations
where p(t) is represented by a polynomial p i (t) of degree ≤ s on each subinterval [τ i , τ i+1 ], and
Note, in particular, that c s = 1 is essential for our analysis. We also assume that s is even, which will be necessary to guarantee the asymptotic correctness of our error estimator to be defined in Section 2. We also denote h := max i=0...N−1 h i . Index 1 systems of the type (1) can be decomposed into an inherent ODE and a purely algebraic equation (cf. (11)-(14) below). In this paper, we will specifically address DAEs involving a singularity in the differential component. In particular, the inherent ODE is assumed to take the form
featuring a singularity of the first kind, with sufficiently smooth data M(t) and f (t), see [6] . The application of collocation methods to such a class of DAEs was studied in [7] . Note: In [4] , the non-singular problem type was considered. In particular, a detailed proof of Theorem 3.1 below is given in [4] for the case of an index 1 DAE with a regular inherent ODE.
DEFECT-BASED ERROR ESTIMATION
In the context of regular and singular ODEs, a method for computing an a-posteriori estimate ε of the global error e := p−x * of a polynomial collocation solution p was proposed in [2] and implemented in [1] . This method is based on the defect correction principle [10, 11] . In particular, for a special realization of the defect, an efficient, asymptotically correct error estimator, the QDeC estimator, was designed and analyzed in [2, 3] for collocation solutions on arbitrary grids. These techniques, originally designed for the ODE case, are now extended to the DAE context. This turns out not to be straightforward because of the coupling between differential and algebraic components.
A naive application of the classical procedure proposed in [10] would be based on the pointwise defect
of the approximate solution p(t). However, as pointed out in [2] in the ODE context, the resulting method for error estimation does not lead to useful results. In particular, in our collocation setting (3) we have d(t i j ) ≡ 0 at the collocation nodes, hence nontrivial defect information is not obtained by evaluation at these points. In our QDeC method, a more natural and robust modified defect is used instead (see [2] for a discussion of this choice in the ODE context). It is defined via approximate integral means of d(t) between each pair of successive collocation nodes,
where the α jk are appropriate quadrature coefficients. Note that due to d(t i j ) ≡ 0 at the collocation nodes, each sum in (7) actually reduces to a single non-vanishing term for k = 0. In this way, the appropriately weighted non-vanishing defect values d(τ i ) at the left endpoints of the collocation intervals are communicated to the collocation nodes and enter the equation defining the global error estimator, see (8) below.
Computing the defect for the type of DAEs considered here requires to reformulate the problem in such a way that the quantities involved are numerically well-defined. If the DAE system is initially specified in such a way that quantities of the type O(1/t) occur, multiplication by t obviously does not affect its solution but makes it numerically tractable for our purpose; in particular, d(0) is well-defined after this rescaling.
In the linear case considered here, we define our a posteriori error estimate ε i j ≈ e(t i j ) as the solution of the Eulertype difference scheme
with the inhomogeneous term given by (7), and with homogeneous initial conditions.
ANALYSIS OF ASYMPTOTIC CORRECTNESS FOR THE IVP CASE
We can show that the defect weighting according to (7) , originally motivated by the local integration inherent in the (numerical) solution of an ODE, entails the full asymptotic quality of the global error estimate also for the algebraic components. We stress that the decoupling procedure used in the proof below is just an analytic device. What the theorem asserts is that the method can be applied, in a black-box fashion, to the DAE system as originally given.
Theorem 3.1 While the global error of the collocation method (3) is of order s, i.e. e(t) = p(t) − x
the QDeC estimate ε i j of the global error (9) defined via the modified defect (7) and the auxiliary scheme (8) is asymptotically correct, i.e.
For the particular assumptions on the problem structure underlying our analysis see the following proof, which makes use of the results from [3, 4, 7] . Proof (outline). Our analysis is based on decoupling the index 1 problem (1) into its associated inherent ODE and a system of purely algebraic equations, according to the ideas from [5] . Let Q be a projector onto ker D, and assume that
G(t) := A(t)D + B(t)Q
is nonsingular on (0, T ], which actually is the defining property for the index 1 case in the sense of 'tractability index', cf. e.g. [7] . Furthermore, let D − ∈ R m×n be a generalized reflexive inverse of D (cf. [8, 9, 12] ) chosen such that D − D = I m×m − Q and DD − = I n×n . Furthermore we denote
Premultiplying the system (1) by DG(t) −1 and QG(t) −1 , respectively, yields the decoupled system
The solution of (1) can then be represented as
A similar decoupling argument is applied to the discrete systems (3) and (8) .
In the singular case considered here we have
To complete the specification of our assumptions, suppose that
admit continuous extensions to [0, T ], see [7] . For the error δ i j := ε i j − e i j of the error estimate, we obtain the system of difference equations
In [3] it has been shown that the first sum on the right-hand side of (18) asymptotically behaves like
if all t ik are uniformly bounded from below by some C · h. However, under the assumption De(0) = 0, which is natural for an IVP, this estimate applies even if t 00 = 0 occurs when indeterminate forms are taken as limits. We can infer from the theory for ODEs [2, 3] that
On the other hand, the collocation equations (3) in their decoupled form imply that QG −1 (t i j )d(t i j ) = 0 for j = 0 . . . s, owing to the fact that t i+1,0 = t is with our choice of collocation nodes and the assumption that the collocation solution exactly satisfies the algebraic conditions at the initial point t = 0. Hence, d(t i j ) = O(h s ) for all i, j (cf. [4] ). Assuming that tDG −1 (t) is sufficiently smooth, the second sum in (18) is also O(h s+1 ). Hence, again invoking a result from [3] ,
Furthermore,
and
where the first sum on the right hand side can be estimated as O(h s+1 ) analogously to (18), and the second sum vanishes because all QG −1 (t ik )d(t ik ) vanish as shown above. Thus,
which completes the proof of (10). 
