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Symmetric and Non-symmetric Macdonald Polynomials
Dan Marshall∗
Department of Mathematics and Statistics,
University of Melbourne,
Parkville, Victoria 3052, Australia
The symmetric Macdonald polynomials are able to be constructed out of the non-symmetric
Macdonald polynomials. This allows us to develop the theory of the symmetric Macdonald
polynomials by first developing the theory of their non-symmetric counterparts. In taking this
approach we are able to obtain new results as well as simpler and more accessible derivations
of some of the known fundamental properties of both kinds of polynomials.
1 Introduction
The symmetric Macdonald polynomial Pκ := Pκ(x; q, t) is a polynomial of n variables x = (x1, . . . , xn)
having coefficients in the field Q(q, t) of rational functions in q and t. The symbols q and t can be
interpretated either as indeterminants or as parameters ranging over 0 < q, t < 1. The symmetric
Macdonald polynomial Pκ(x; q, t) is labeled by a partition of length ≤ n and can be defined as the unique
eigenfunction of the operator
D1n(q, t) =
n∑
i=1
∑
i6=j
txi − xj
xi − xj
τi (1.1)
which is of the form
Pκ(x; q, t) = mκ(x) +
∑
µ<κ
uκµmµ(x) (1.2)
In (1.2), mκ(x) is the monomial symmetric function in variables x1, . . . , xn and the sum is over the
partitions µ which have the same modulus as κ, but are smaller in dominance ordering. The q-shift
operator τi in (1.1) acts on functions so that
(τif)(x1 . . . xn) = f(x1, . . . , qxi, . . . xn) (1.3)
The symmetric Macdonald polynomials have been the subject of much recent study, both for their
mathematical properties [5],[17],[23] and their applications to the the trigonometric Ruijsenaars-Schneider
quantum many body model [18]. They can be viewed as a q-generalisation of the symmetric Jack
polynomials, the latter being obtained from the former in the limit q → 1 with q = tα and α fixed.
In this paper we will develop the theory of the Macdonald polynomials by generalising the approach
taken by Baker and Forrester [6] towards the Jack polynomials.
The strategy is to first develop the theory of non-symmetric Macdonald polynomials. These polyno-
mials were first introduced [11],[19] some time after the seminal work of Macdonald [20] on the symmetric
Macdonald polynomials. The symmetric polynomials can be constructed from their non-symmetric coun-
terparts. This opens the way to using the theory of the non-symmetric Macdonald polynomials to develop
the theory of the symmetric Macdonald polynomials. In taking this approach we will obtain new results
as well as new and simpler derivations of known results. In the later case references will be provided to
the original contributors.
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2 Preliminaries
In this section we will revise the basic definitions and results of the non-symmetric, symmetric and q-
antisymmetric polynomials. Following Macdonald [19], the symmetric and q-antisymmetric polynomials
will be constructed in terms of their non-symmetric counterparts, rather than as an independent entity as
would stem from making (1.1) and (1.2) the starting point. In addition, dual non-symmetric Macdonald
polynomials will be defined and related to the symmetric and q-antisymmetric Macdonald polynomials.
The results presented on this topic are for the most part new.
The non-symmetric Macdonald polynomials are defined in terms of operators which generate an ex-
tended affine Hecke algebra (see e.g. [16]). Let sij be the operator which acts on functions of x := (x1, . . . , xn)
by interchanging the variables xi and xj . The Demazure-Lustig operators are defined by
Ti := t+
txi − xi+1
xi − xi+1
(si − 1) i = 1, . . . , n− 1 and (2.1)
T0 := t+
qtxn − x1
qxn − x1
(s0 − 1) (2.2)
where si := si i+1 and s0 := s1nτ1τ
−1
n . The operators Ti have the following action on the monomial
xai x
b
i+1 for 1 ≤ i ≤ n− 1 (see e.g [16]).
Ti x
a
i x
b
i+1 =

(1− t)xa−1i x
b+1
i+1 + · · ·+ (1− t)x
b+1
i x
a−1
i+1 + x
b
ix
a
i+1 a > b
txai x
a
i+1 a = b
(t− 1)xai x
b
i+1 + · · ·+ (t− 1)x
b−1
i x
a+1
i+1 + tx
b
ix
a
i+1 a < b
(2.3)
The operator ω is defined by
ω := sn−1 · · · s2 s1τ1 = sn−1 · · · siτisi−1 · · · s1 (2.4)
The extended affine Hecke algebra is then generated by elements Ti, 0 ≤ i ≤ n− 1 and ω, satisfying the
relations
(Ti − t) (Ti + 1) = 0 (2.5)
Ti Ti+1 Ti = Ti+1 Ti Ti+1 (2.6)
Ti Tj = Tj Ti |i− j| ≥ 2 (2.7)
ω Ti = Ti−1 ω (2.8)
where the indices 0, 1, . . . , n− 1 are understood as elements of Zn. From the quadratic relation (2.5), we
have the identity
T−1i = t
−1 − 1 + t−1Ti (2.9)
Given a permuation σ with reduced word decomposition σ := si1 · · · sip we define
Tσ := Ti1 · · ·Tip (2.10)
The Cherednik operators [9],[10] are defined by
Yi = t
−n+i Ti · · ·Tn−1 ω T
−1
1 · · ·T
−1
i−1, 1 ≤ i ≤ n (2.11)
The fact that the Cherednik operators commute with each other, along with the triangularity of their
action on xη := xη1 · · ·xηn , implies that they possess a set of simultaneous eigenfunctions. These are the
non-symmetric Macdonald polynomials Eη which can be defined by the conditions
Eη(x; q, t) = x
η +
∑
ν≺η
bηνx
ν (2.12)
YiEη(x; q, t) = t
η¯i Eη(x; q, t) 1 ≤ i ≤ n (2.13)
where
η¯i := λ
−1ηi − l
′
η(i) l
′
η(i) := #{k < i | ηk ≥ ηi}+#{k > i | ηk > ηi} (2.14)
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with λ is parameter such that t = qλ. Let η+ be the unique partition obtained by permuting η. The
partial order ≺ is defined on compositions having the same modulus so that
ν ≺ η iff ν+ < η+ or in the case ν+ = η+ ν < η (2.15)
where < is the usual dominance ordering for n-tuples, that is, ν < η iff
∑p
i=1(ηi − νi) ≥ 0, for all
1 ≤ p ≤ n.
Following Sahi [24] l
′
(s) := l
′
(i) is called the leg colength of the node s = (i, j) in the composition η.
The arm length a(s), arm colength a′(s) and leg length l(s) are defined by
a(s) = ηi − j l(s) = #{k > i|j ≤ ηk ≤ ηi} + #{k < i|j ≤ ηk + 1 ≤ ηi}
a′(s) = j − 1 (2.16)
The following associated quantities occur frequently in the theory of the Macdonald polynomials.
dη(q, t) :=
∏
s∈η
(
1− qa(s)+1tl(s)+1
)
d′η(q, t) :=
∏
s∈η
(
1− qa(s)+1tl(s)
)
eη(q, t) :=
∏
s∈η
(
1− qa
′(s)+1tn−l
′(s)
)
e′η(q, t) :=
∏
s∈η
(
1− qa
′(s)+1tn−1−l
′(s)
)
bη(q, t) :=
∏
s∈η
(
1− qa
′(s)tn−l
′(s)
)
l(η) :=
∑
s∈η
l(s)
l′(η) :=
∑
s∈η
l′(s)
(2.17)
All these quantities are equal to one if η = 0. For future reference some properties of these quantities,
easily derivable from [24], are listed.
Lemma 2.1 Let Ψη := (η2 . . . ηn, η1 + 1) and δi,η := η¯i − η¯i+1. We have
dΦη(q, t)
dη(q, t)
=
eΦη(q, t)
eη(q, t)
= 1− qtn+η¯1
d′Φη(q, t)
d′η(q, t)
=
e′Φη(q, t)
e′η(q, t)
= 1− qtn−1+η¯1
l(Φη) = l(η) + #{k|k > 1, ηk ≤ η1} l
′(Φη) = l′(η) + n− 1−#{k|k > 1, ηk ≤ η1}
If ηi > ηi+1 we have
dsiη(q, t)
dη(q, t)
=
1− tδi,η+1
1− tδi,η
d′siη(q, t)
d′η(q, t)
=
1− tδi,η
1− tδi,η−1
esiη = eη e
′
siη = e
′
η
l(siη) = l(η) + 1 l
′(siη) = l
′(η)
The q-gamma function is defined by
Γq(x) := (q; q)x(1− q)
1−x 0 < q < 1 (2.18)
where
(q; q)a :=
(q; q)∞
(qa; q)∞
(b; q)∞ :=
∞∏
i=0
(1− bqi) (2.19)
We remark that with the generalised factorial defined by
[qx](q,t)η :=
∏
s∈η+
(
tl
′(s) − qa(s)+x
)
= tl
′(η+)(1− q)|η|
n∏
i=1
Γq(x − λ(i− 1) + η
+
i )
Γq(x− λ(i − 1))
(2.20)
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we have
eη(q, t) = t
−l′(η+)[q1+λn]q,tη+ , e
′
η(q, t) = t
−l′(η+)[q1+λ(n−1)]q,tη+ , bη(q, t) = t
−l′(η+)[qλn]q,tη+ (2.21)
Given a Laurent polynomial f let CT(f) denote the constant term in the laurent expansion of f with
respect to the variables x1, . . . , xn. In the more general case where f is not a laurent polynomial let
CT(f) denote the corresponding Fourier integral. The non-symmetric Macdonald polynomials have the
following orthogonality property, which can be deduced from (2.13).
Proposition 2.2 [20] Given any two polynomials f(x; q, t) and g(x; q, t) define the scalar product
〈f, g〉q,t := CT
(
f(x; q, t)g(
1
x
;
1
q
,
1
t
)W (x)
)
(2.22)
where
W (x) := W (x; q, t) :=
∏
1≤i<j≤n
(
xi
xj
; q)λ(q
xj
xi
; q)λ (2.23)
The polynomials Eη(x; q, t) form an orthogonal set with respect to 〈·, ·〉q,t.
A consequence of this is that the non-symmetric Macdonald polynomials are able to be constructed
by means of a Gram-Schmidt procedure. Let η(1) ≺ · · · ≺ η(p) be a chain of compositions satisfying
If η(i) ≺ µ ≺ η(i+1) then µ = η(i) or µ = η(i+1) (2.24)
The non-symmetric Macdonald polynomial Eη(p) can be determined as the unique polynomial satisfying
(2.12) which is orthogonal to all Eη(i) with i < p.
The non-symmetric Macdonald polynomials are elements of the ring of n variable polynomials whose
coefficients are elements of the field Q(q, t) of rational functions in q and t. As in the symmetric case the
symbols q and t can be interpretated as indeterminants or as parameters ranging over 0 < q, t < 1. Let the
hat symbol ˆ denote the involution on this ring which sends xi 7→ xn−i+1, q 7→ q−1 and t 7→ t−1. Extend
this operator to act on operators so that for any operator T and polynomial f , Tˆ fˆ = (T̂ f). We define
the dual non-symmetric Macdonald polynomial by Eˆη(x; q, t) := Eη(x; q
−1, t−1) where x := (xn, . . . , x1).
These polynomials are uniquely determined by the conditions
Eˆη(x; q, t) = x
η +
∑
ν≺´η
cηνx
ν (2.25)
Yˆi Eˆη(x; q, t) = t
−η¯i Eˆη(x; q, t) 1 ≤ i ≤ n (2.26)
where η := (ηn, . . . η1) and the partial order ≺´ is defined on compositions so that
ν≺´η iff ν+ < η+ or in the case ν+ = η+ ν > η (2.27)
Note that if ν+ = η+ then ν≺´η iff ν ≻ η.
The dual non-symmetric Macdonald polynomials are simply related to the non-symmetric Macdonald
polynomials by means of the Demazure-Lustig operators.
Lemma 2.3
a) T(n,... ,1) Eˆη(x; q, t) = t
#{(i,j)|i<j,ηi≥ηj}Eη(x; q, t) (2.28)
b) T(n,... ,1)Eη(x; q, t) = t
#{(i,j)|i<j,ηi≤ηj}Eˆη(x; q, t) (2.29)
Proof. We shall only consider (a) as the proof of (b) is similar. A direct calculation using (2.3) reveals
that
T(n,... ,1) x
η = t#{(i,j)|i<j,ηi≤ηj}xη +
∑
µ≺η
aµx
µ (2.30)
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It follows that
T(n,... ,1) Eˆη(x; q, t) = t
#{(i,j)|i<j,ηi≥ηj}
(
xη +
∑
µ≺η
a′µx
µ
)
(2.31)
It suffices then to show that given a chain η(1) ≺ · · · ≺ η(p) = η satisfying (2.24), T(n,... ,1) Eˆη(p) is
orthogonal to Eη(i) for all i < p. This will be done by induction. If µ is a minimal composition under the
partial ordering ≺ then Eµ(x; q, t) = xµ. It follows from (2.31) that (2.28) is true for the composition
η(1). Suppose (2.28) is true for η(1), . . . , η(r−1). Then for any k < r
〈Eη(k) , T(n,... ,1) Eˆη(r)〉q,t = t
−#{(i,j)|i<j,ηi≥ηj}〈T(n,... ,1) Eˆη(k) , T(n,... ,1) Eˆη(r)〉q,t (2.32)
Since T−1i is the adjoint operator of Ti with respect to 〈·, ·〉q,t [19] and 〈fˆ , gˆ〉q,t = 〈f, g〉q,t we have
〈Eη(k) , T(n,... ,1) Eˆη(r)〉q,t = t
−#{(i,j)|i<j,ηi≥ηj}〈Eˆη(k) , Eˆη(r)〉q,t
= t−#{(i,j)|i<j,ηi≥ηj}〈Eη(k) , Eη(r)〉q,t
= 0 (2.33)
✷
Next we revise the construction of the symmetric and q-antisymmetric Macdonald polynomials from
the non-symmetric Macdonald polynomials. This requires introducing q-analogues of the symmetrization
and antisymmetrization operators defined by [19]
U+ :=
∑
σ∈Sn
Tσ U
− :=
∑
σ∈Sn
(−t)−l(σ)Tσ (2.34)
where l(σ) := #{(i, j)|i < j, σi > σj} is the length of the permutation σ. These operators have the
following properties
T±i U
+ = U+T±i = t
±U+ (2.35)
T±i U
− = U−T±i = −U
− (2.36)
From these properties it can be deduced that
U−si = −U
− (2.37)
from which it follows that
U−xµ = 0 if µi = µj for i 6= j (2.38)
For δ := (n− 1, . . . , 1, 0) it is also the case that
tn(n−1)/2U−xδ =
∏
1≤i<j≤n
(txi − xj) := ∆t(x) (2.39)
Now, when acting on symmetric functions, the Macdonald operator D1n(q, t) can be decomposed in terms
of the Cherednik operators according to [16]
D1n(q, t) = t
n−1
n∑
i=1
Yi (2.40)
Since the operator U+ commutes with
∑n
i=1 Yi it follows from (2.12) and (2.13) that there exist unique
symmetric polynomials indexed by partitions which satisfy(
n∑
i=1
Yi
)
Pκ(x; q, t) =
(
n∑
i=1
tκ¯i
)
Pκ(x; q, t) (2.41)
Pκ(x; q, t) = mκ(x) +
∑
µ<κ
uκµmµ(x) (2.42)
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From Section 1 these are the symmetric Macdonald polynomials. One has the relation
Pη+(x; q, t) =
1
αη(q, t)
U+Eη(x; q, t) (2.43)
for scalars αη(q, t). We can also define the q-antisymmetric Macdonald polynomials [19]. The q-
antisymmetric monomial m′κ, indexed by the partition κ with non-repeating parts, is
m′κ := U
−xκ (2.44)
A function f is q-antisymmetric if for all i, Tif = −f . The q-antisymmetric monomials are a basis for the
analytic q-antisymmetric functions. The q-antisymmetric Macdonald polynomials Sκ(x; q, t) are indexed
by partitions with non-repeating parts and can be defined by the following conditions.(
n∑
i=1
Yi
)
Sκ(x; q, t) =
(
n∑
i=1
tκ¯i
)
Sκ(x; q, t) (2.45)
Sκ(x; q, t) = m
′
κ(x) +
∑
µ<κ
vκµm
′
µ(x) (2.46)
Analogous to the derivation of (2.43) we have
Sη+(x; q, t) =
1
βη(q, t)
U−Eη(x; q, t) (2.47)
The symmetric and q-antisymmetric Macdonald polynomials can also be expressed as linear combinations
of the non-symmetric Macdonald polynomials.
Lemma 2.4 [19]
a) Pκ(x; q, t) =
∑
η:η+=κ
d′η+(q, t)
d′η(q, t)
Eη(x; q, t) (2.48)
b) Sκ(x; q, t) =
∑
σ∈Sn
(−t)−l(σ)
dσ(κ)(q, t)
dκ(q, t)
Eσ(κ)(x; q, t) (2.49)
Proof. A simple generalisation of the derivation of the analogue results in the case of the Jack polyno-
mials [8]. ✷
It immediately follows from the orthogonality of the non-symmetric Macdonald polynomials and
Lemma 2.4 that
Proposition 2.5 [19] Both the symmetric Macdonald polynomials {Pκ(x; q, t)} and the q-antisymmetric
Macdonald polynomials {Sκ(x; q, t)} form orthogonal sets with respect to 〈·, ·〉q,t.
It follows that both the symmetric and q-antisymmetric Macdonald polynomials are able to be con-
structed by means of a Gram-Schmidt procedure similar to that in the case of the non-symmetric poly-
nomials.
The dual non-symmetric Macdonald polynomials share many properties with the non-symmetric Mac-
donald polynomials. In particular they are equally able to serve as building blocks for the symmetric and
q-antisymmetric Macdonald polynomials. This is explained by the following results.
Lemma 2.6
a) Uˆ+ = t−
n(n−1)
2 U+ (2.50)
b) Uˆ− = t
n(n−1)
2 U− (2.51)
Proof. It is well known [26] that given a Hecke algebra Hn(t) generated by T1, . . . ,Tn−1, with t not
a root of unity, there exist unique elements (up to scalar multiplication) α, β ∈ Hn(t) such that for all
i = 1, . . . , n− 1,
Ti α = tα and Ti β = −β (2.52)
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It follows from the definitions that Tˆi = T
−1
n−i. Uˆ
+ and Uˆ− are then both elements of Hn(t). Using (2.35)
and (2.36) we have
TiUˆ
+ = (̂ˆTiU+) = (
̂T−1n−iU
+) = tUˆ+ (2.53)
TiUˆ
− = (̂ˆTiU−) = (
̂T−1n−iU
−) = −Uˆ− (2.54)
Hence Uˆ+ = c1U
+ and Uˆ− = c2U
−. Equating coefficients of the basis {Tσ : σ ∈ Sn} of Hn(t) reveals the
coefficients c1 and c2 to be t
−n(n−1)/2 and tn(n−1)/2 respectively. ✷
Lemma 2.7
a) Pκ(x; q, t) = Pˆκ(x; q, t) = Pκ(x; q
−1, t−1) (2.55)
b) Sκ(x; q, t) = (−t)
−n(n−1)2 Sˆκ(x; q, t) (2.56)
Proof. We shall consider only the second identity as (a) is well known and is proven in a similar way
as (b). It follows from Lemma 2.6 that mˆ′λ(x) = (−t)n(n−1)/2m′λ(x). Using the defining property (2.46)
we then have
Sˆκ(x; q, t) = (−t)
n(n−1)
2
(
m′κ(x) +
∑
µ<κ
vˆκµm
′
µ(x)
)
(2.57)
Since {(−t)−n(n−1)/2Sˆκ(x; q, t)} is orthogonal with respect to 〈·, ·〉q,t and posseses the triangular structure
(2.46) (b) must be true. ✷
Using the above two lemmas in conjunction with (2.43), (2.47) and lemma 2.4 we obtain the following
two lemmas.
Lemma 2.8
a) Pη+(x; q, t) =
t−
n(n−1)
2
αη(q−1, t−1)
U+Eˆη(x; q, t) (2.58)
b) Sη+(x; q, t) =
(−1)n(n−1)/2
βη(q−1, t−1)
U−Eˆη(x; q, t) (2.59)
Lemma 2.9
a) Pκ(x; q, t) =
∑
η:η+=κ
d′η+(q
−1, t−1)
d′η(q−1, t−1)
Eˆη(x; q, t) (2.60)
b) Sκ(x; q, t) =
∑
σ∈Sn
(−t)l(σ)
dσ(κ)(q
−1, t−1)
dκ(q−1, t−1)
Eˆσ(κ)(x; q, t) (2.61)
where for any permutation σ, σ := (σn, . . . , σ1).
3 Non-symmetric Macdonald Polynomial Theory
In this section we will derive some of the basic properties of the non-symmetric Macdonald polynomials
independently of the theory of the symmetric Macdonald polynomials. A required preliminary result is
the Cauchy type formula for the non-symmetric Macdonald polynomials.
Proposition 3.1 [21]
Ω(x, y; q, t) =
∑
η
1
uη(q, t)
Eη(x; q, t)Eη(y; q
−1, t−1), Ω(x, y; q, t) :=
n∏
i=1
1
(xiyi; q)λ+1
∏
1≤i<j≤n
1
(xiyj ; q)λ(qxjyi; q)λ
(3.1)
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Remark. Define the lengh of a composition to be length(η) := max{i|ηi 6= 0}. The non-symmetric
Macdonald polynomials have the following stability property.
Eη(x1, . . . , xn−1, 0; q, t) =
{
Eη(x1, . . . , xn−1; q, t) length(η) ≤ n− 1
0 else
(3.2)
Applying this property to (3.1) shows that the scalars uη(q, t) are independent of n.
Dunkl has introduced a family of multivariable polynomials which allow a workable treatment of
some important constructions and has a close relationship to the theory of the non-symmetric Macdonald
polynomials. The q-analogue of these polynomials are the polynomials qη(x; q, t) defined by
Ω(x, y; q, t) :=
∑
η
qη(x; q, t)y
η (3.3)
Corollary 3.2 Define a scalar product by 〈Eν(x; q, t), 〈Eν(x; q−1, t−1)〉q := uη(q, t)δνη. We have
〈qν(x; q, t), x
η〉q = δνη (3.4)
Hence the qη(x; q, t) are a basis for the multivariable polynomials with coefficients in Q(q, t).
Proof. From the triangular structure of the non-symmetric Macdonald polynomials, { 1uη(q,t)Eη(x; q, t)}
and {Eη(x; q−1, t−1)} are basis for the multivariable polynomials. The scalar product 〈·, ·〉q is then well
defined. An argument similar to Macdonalds [20, p310-11] can now be used to show that (3.2) is equivalent
to (3.1). ✷
The non-symmetric Macdonald polynomials can be computed recursively be just two kinds of opera-
tors. The first are the Demazure-Lustig operators Ti, 1 ≤ i ≤ n − 1. The second, introduced by Baker
and Forrester [5], is the raising-type operator
Φq := xnT
−1
n−1 · · ·T
−1
2 T
−1
1 = t
i−nTn−1 · · ·Ti xi T
−1
i−1 · · ·T
−1
1 (3.5)
These operators have the following action on the non-symmetric Macdonald polynomials [5],[21]
ΦqEη(x; q, t) = t
−#{i|i>1,ηi≤η1}EΦη(x; q, t) (3.6)
and
TiEη =

(
t−1
1−t−δiη
)
Eη + t Esiη ηi < ηi+1
t Eη ηi = ηi+1(
t−1
1−t−δiη
)
Eη +
(1−tδiη+1)(1−tδiη−1)
(1−tδiη )2
Esiη ηi > ηi+1
(3.7)
Using these operators, it is simple to derive the following two identities by verifying that the respective
quantities satisfy the same recursion relationships.
Proposition 3.3 [11] Let tδ := (1, t, . . . , tn−1). We have
Eη(t
δ; q, t) = tl(η)
eη(q, t)
dη(q, t)
(3.8)
Proof. Noting that for any function f = f(x)
(Tif)(t
δ) = tf(tδ) (3.9)
shows that
(ΦqEη(x; q, t))|x=tδ =
(
t1−nTn−1 · · ·T1x1Eη(x; q, t)
)∣∣
x=tδ
= Eη(t
δ; q, t) (3.10)
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Using (3.6) we then obtain
EΦη(t
δ; q, t) = t#{i|i>1,ηi≤η1}Eη(t
δ; q, t) (3.11)
Supposing ηi > ηi+1 and applying (3.9) to (3.7) and rearranging, we also obtain
Esiη(t
δ; q, t) = t
1− tδi,η
1− tδi,η+1
Eη(t
δ; q, t) (3.12)
The relations (3.11) and (3.12) uniquely determine Eη(t
δ; q, t) given E0(t
δ; q, t). Since Proposition 3.3 is
obviously true for the case η = 0 all that remains is to show that the right hand side of (3.8), RHS(η)
say, obeys these relations. Using Lemma 2.1 we have
RHS(Φη)
RHS(η)
= t#{i|i>1,ηi≤η1} (3.13)
While supposing ηi > ηi+1 and again using Lemma 2.1 we have
RHS(siη) = t
1− tδi,η
1− tδi,η+1
RHS(η) (3.14)
✷
Proposition 3.4 Write N
(E)
η (q, t) := 〈Eη, Eη〉q,t. We have
N
(E)
η (q, t)
N
(E)
0 (q, t)
=
d′η(q, t)eη(q, t)
dη(q, t)e′η(q, t)
(3.15)
Remark. Macdonald [19] and Cherednik [11] have derived (3.15) although in a different form.
Proof. Using (3.6) we have
〈EΦη , EΦη〉q,t = 〈t
#{i|i>1,ηi≤η1}ΦqEη, t
#{i|i>1,ηi≤η1}ΦqEη〉q,t
= CT
(
t#{i|i>1,ηi≤η1}xn
(
T−1n−1 · · ·T
−1
1 Eη(x; q, t)
)
×t−#{i|i>1,ηi≤η1}x−1n
(
T−1n−1 · · ·T
−1
1 Eη(x; q, t)
)∣∣
1
x
, 1
q
, 1
t
W (x; q, t)
)
= 〈T−1n−1 · · ·T
−1
1 Eη(x; q, t), T
−1
n−1 · · ·T
−1
1 Eη(x; q, t)〉q,t
= 〈Eη, Eη〉q,t (3.16)
In the last line we have used the fact that T−1i is the adjoint operator of Ti with respect to 〈·, ·〉q,t [19].
Supposing ηi < ηi+1 and using (3.7) we have
〈Esiη, Esiη〉q,t = 〈t
−1TiEη −
1− t−1
1− t−δi,η
Eη, t
−1TiEη −
1− t−1
1− t−δi,η
Eη〉q,t
= 〈TiEη, TiEη〉q,t − t
−1 1− t
1− tδi,η
〈TiEη, Eη〉q,t
−t
1− t−1
1− t−δi,η
〈Eη, TiEη〉q,t +
(1− t)(1 − t−1)
(1 − tδi,η )(1− t−δi,η )
〈Eη, Eη〉q,t (3.17)
Consider the right hand side of this expression. The first term simplifies by again using the fact that
that T−1i and Ti are adjoint operators, while the second and third terms simplify by making further use
of (3.7) and then noting that for ηi 6= ηi+1, Eη and Esiη are orthogonal. We obtain after rearranging
〈Esiη, Esiη〉q,t =
(1− tδi,η+1)(1− tδi,η−1)
(1− tδi,η )2
〈Eη, Eη〉q,t (3.18)
By replacing η by siη and noting that if ηi 6= ηi+1 δi,siη = −δi,η we see that in the case ηi > ηi+1
〈Esiη, Esiη〉q,t =
(1− tδi,η )2
(1− tδi,η+1)(1− tδi,η−1)
〈Eη, Eη〉q,t (3.19)
9
Using Lemma 2.1 it is clear that the right hand side of (3.15) satisfies both the recursion relations (3.17)
and (3.19). Since (3.15) is true in the trivial case η = 0 Proposition 3.4 is true by induction. ✷
We shall now show that the multivariable q-binomial theorem involving the non-symmetric Macdonald
polynomials can be deduced using Propositions 3.1 and 3.3.
Proposition 3.5 [21]
n∏
i=1
1
(xi; q)r
=
∑
η
[qr]η+
uη(q, t)dη(q, t)
Eη(x; q, t) (3.20)
Remark. The expression on the right hand side of (3.20) will be able to be simplified using (4.49).
Proof. In (3.1) first replace n by kn for some k ∈ Z>0 and then substitute yj = tkn−j and let
xn+1 = · · · = xkn = 0. Since Eη(cx) = c|η|Eη(x) we can use Proposition 3.3 to obtain
n∏
i=1
1
(xi; q)knλ+1
=
∑
η
t(kn−1)|η|−l(η)eη(
1
q ,
1
t )
∣∣∣
n→kn
uη(q, t)dη(
1
q ,
1
t )
Eη(x1, . . . , xn, 0, . . . , 0; q, t) (3.21)
Making use of (2.21) , Lemma 2.1, the stability property (3.2) and the identity
eη(q
−1, t−1)
∣∣
n→kn
dη(q−1, t−1)
= t(l(η)+l
′(η)−(kn−1)|η|) eη(q, t)|n→kn
dη(q, t)
(3.22)
we obtain for k ∈ Z>0
n∏
i=1
1
(xi; q)knλ+1
=
∑
η
[qknλ+1]η+
uη(q, t)dη(q, t)
Eη(x; q, t) (3.23)
To show that (3.23) is true for all k ∈ R we require uη(q, t) to be able to be written as a power series
in q and t for all 0 < q, t < 1. This falls out of the proof of Proposition 3.1 in [21] by using expansions
[4, (2.3),(2.4)] and by noting that the coefficients of the non-symmetric Macdonald polynomials can be
written as power series in q and t for all 0 < q, t < 1. Both sides of (3.23) are then power series in x, q, t
and tk. Equating the coefficients with respect to q and x we can apply the following lemma to show that
the q-binomial theorem (3.20) is true for all k ∈ R. ✷
Lemma 3.6 [25] Let F (z, q) and G(z, q) be formal power series in z and q. If F (qk, q) = G(qk, q) for
infinitely many integers k ≥ 0 then F = G.
4 A Generalisation of the q-Selberg Integral
The q-Selberg Integral, as formulated by Askey [2] and subsequently proved by Kadell ([13] and Habseiger
[12], has been extended by Kadell [13] and Kaneko [14] to involve the symmetric Macdonald polynomial
as a factor in the integrand. An equivalent formulation of this result is as a constant term identity
which generalises the q-Morris identity [15]. Here this result will itself be extended in that the symmetric
Macdonald polynomial will be replaced by the non-symmetric Macdonald polynomial. The derivation of
this identity will also yield a new derivation of the q-Selberg integral as well as allowing us to specify
the constant uη(q, t) appearing in (3.1). The derivation is based on the multivariable q-binomial theorem
(3.20).
Since {Eη(x; q, t)} is an orthogonal basis for multivariable analytic functions with respect to 〈·, ·〉q,t
we can write
n∏
i=1
1
(xi; q)r
=
∑
η
〈
∏n
i=1
1
(xi;q)r
, Eη(x; q, t)〉q,t
〈Eη(x; q, t), Eη(x; q, t)〉q,t
Eη(x; q, t) (4.1)
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Comparing (4.1) with Proposition 3.5 we have
CT
(
n∏
i=1
1
(xi; q)r
Eη(x
−1; q−1, t−1)W (x)
)
=
[qr]q,tη+
uη(q, t)dη(q, t)
N (E)η (q, t) (4.2)
Letting xi 7→ x
−1
n−i+1 inside the argument of the constant term function, an operation that leaves it’s
value unchanged, we obtain
CT
(
n∏
i=1
1
(x−1i ; q)r
Eˆη(x; q, t)W (x)
)
=
[qr]q,tη+
uη(q, t)dη(q, t)
N (E)η (q, t) (4.3)
Our first task is to manipulate (4.3) so that
∏n
i=1(x
−1
i ; q)
−1
r is replaced by
∏n
i=1(xi; q)a(qx
−1
i ; q)b. We
require
Lemma 4.1 We have
xpEη(x; q, t) = Eη+p(x; q, t) (4.4)
where η + p = (η1 + p, . . . , ηn + p) and x
p = (x1 . . . xn)
p
Proof. From the definition of Yi we have
Yi (x
pEη(x; q, t)) = q
pxpYiEη(x; q, t) (4.5)
Using (2.13) we obtain
Yi (x
pEη(x; q, t)) = q
ptη¯ixpEη(x; q, t) (4.6)
= t(ηi+p)ixpEη(x; q, t) (4.7)
From the defining properties (2.12), (2.13) we then have the required conclusion. ✷
Corollary 4.2
xpEˆη(x; q, t) = Eˆη+p(x; q, t) (4.8)
Using the above proof we can extend the non-symmetric Macdonald polynomials to include Laurent
polynomials. The defining properties of these Laurent polynomials Eη are the same as for the ordinary
non-symmetric Macdonald polynomials except that they are indexed by compositions which can have
negative parts. The non-symmetric Macdonald Laurent polynomials can be expressed in terms of the
ordinary non-symmetric Macdonald polynomials by use of (4.4). The dual non-symmetric Macdonald
polynomials can be similarly extended to include Laurent polynomials.
Consider (4.3) with η replaced by η+a. Using Lemma (4.2) we can write Eˆη+a = x
aEˆη. Set r = −a−b
with −a, r ∈ Z≤0. A brief calculation shows that
xa
n∏
i=1
1
(x−1i ; q)r
= (−1)naq−
na
2 (2b+a+1)
n∏
i=1
(x′i; q)a(
q
x′i
; q)b (4.9)
where x′i = q
b+1xi. Substituting into (4.3) we obtain
CT
(
n∏
i=1
(xi; q)a(
q
xi
; q)bEˆη(q
−(b+1)x; q, t)W (x)
)
= (−1)na
q
na
2 (2b+a+1) [qr]q,tη++a
uη+a(q, t) dη+a(q, t)
N
(E)
η+a(q, t) (4.10)
Since Eˆη(cx) = c
|η|Eˆη(x) and N
(E)
η+a(q, t) = N
(E)
η (q, t) we get
CT
(
n∏
i=1
(xi; q)a(
q
xi
; q)bEˆη(x; q, t)W (x)
)
= (−1)na
q(
na
2 (2b+a+1)+(b+1)|η|) [qr]q,tη++a
uη+a(q, t) dη+a(q, t)
N (E)η (q, t) (4.11)
The dependence on a in 1/uη+adη+a can be determined using
11
Lemma 4.3 We have
Eη(
1
x
; q, t) = E−η(x; q, t) (4.12)
Proof. Let the star symbol ∗ denote the involution on the ring of n-variable polynomials with coefficients
in Q(q, t) which sends xi → x
−1
i , q → q
−1 and t→ t−1. Extend this operator to act on operators so that
for any operator T and polynomial f , T ∗f∗ = (Tf)∗. From the relations T ∗i = T
−1
i , w
∗ = w, Tˆi = T
−1
n−i
and wˆ = w−1 [3] it follows that
(Y ∗n−i+1)
−1 = t1−n Yˆi (4.13)
From (2.13)
Y −1i Eη(x; q, t) = t
−η¯i Eη(x; q, t) (4.14)
Applying the ∗ operator and replacing i with n− i+ 1 we get
(Y ∗n−i+1)
−1 Eη(x
−1; q−1, t−1) = tη¯n−i+1 Eη(x
−1; q−1, t−1) (4.15)
Using (4.13) we obtain
Yˆi Eη(x
−1; q−1, t−1) = tn−1+η¯n−i+1 Eη(x
−1; q−1, t−1) (4.16)
From the defining properties (2.25) and (2.26) it follows that Eη(x
−1; q−1, t−1) is a dual non-symmetric
Macdonald polynomial. Since Eη(x
−1; q−1, t−1) has the same leading term as Eˆ−η(x; q, t)
Eη(
1
x
; q−1, t−1) = E−η(x; q
−1, t−1) (4.17)
The conclusion follows. ✷
Corollary 4.4 We have
Eˆη(
1
x
; q, t) = Eˆ−η(x; q, t) (4.18)
Now
CT
(
n∏
i=1
(xi; q)a(
q
xi
; q)bEˆη(x; q, t)W (x)
)
= CT
(
n∏
i=1
(
q
xi
; q)a(xi; q)bEˆη(
q
x
; q, t)W (
q
x
)
)
= q|η|CT
(
n∏
i=1
(
q
xi
; q)a(xi; q)bEˆ−η(x; q, t)W (x)
)
(4.19)
To obtain the first equality we have used the invariance of the constant term identity under xi 7→
q
xn−i+1
,
while to get the second equality we have used Corrollary 4.4 and W ( qx ) = W (x).
Applying (4.11) with η replaced by −η and a interchanged with b gives
CT
(
n∏
i=1
(xi; q)a(
q
xi
; q)bEˆη(x; q, t)W (x)
)
= (−1)nb
q(
nb
2 (2a+b+1)−a|η|) [qr]q,t−η++b
u−η+b(q, t) d−η+b(q, t)
N (E)η (q, t) (4.20)
We write η ≤ c if ηi ≤ c for all i = 1, . . . , n. The equation (4.20) is valid for η ≤ b while (4.11) is valid
for η ≥ −a. Equating the right hand sides of (4.11) and (4.20) and setting a = 0 we obtain for 0 ≤ η ≤ b
1
u−η+b(q, t) d−η+b(q, t)
= (−1)nb
q(−
nb
2 (b+1)+(b+1)|η|) [q−b]η+
uη(q, t) dη(q, t) [q−b]−η++b
(4.21)
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We can use (4.21) to define 1/u−η+bd−η+b for −η + b ≤ 0. It then follows that (4.21) is true for all η ∈ Zn
which in turn can be used to show that (4.20) is true for all η ∈ Zn. Substituting (4.21) into (4.20) we
then obtain for a, b ∈ Z≥0
CT
(
n∏
i=1
(xi; q)a(
q
xi
; q)bEˆη(x; q, t)W (x)
)
=
q(nab+(b+1−a)|η|)[q−b]η+ [q
−a−b]−η++b
uη(q, t) dη(q, t) [q−b]−η++b
N (E)η (q, t) (4.22)
To extend this result to all a, b ∈ R we note that both sides of (4.22) are series in q, qa, qb and qλ. We
then apply Lemma 3.6 twice, once with respect to qa and once with respect to qb.
The identity (4.22) can be simplified by taking the limit a→∞ with r = −a− b remaining constant
For this purpose it is convenient to first take the ratio of (4.22) to that obtained with η = 0, thus
obtaining
CT
(∏n
i=1(xi; q)a(
q
xi
; q)bEˆη(x; q, t)W (x)
)
CT
(∏n
i=1(xi; q)a(
q
xi
; q)bW (x)
) = q(b+1−a)|η| [q−b]η+ [q−b]b [q−a−b]−η++bN (E)η (q, t)
uη(q, t) dη(q, t) [q−a−b]b[q−b]−η++bN
(E)
0 (q, t)
(4.23)
where we used the facts that [q−b]0 = d0 = u0 = 1. Computing the the asymptotics requires
Lemma 4.5 [7] For a general Laurent polynomial f(s1, . . . , sn) we have(
Γq[a+ 1]
Γq[−b] Γq[a+ b+ 1]
)n n∏
i=1
∫ 1
0
dqsis
−b−1
i
(qsi; q)∞
(qa+b+1si; q)∞
f(s1, . . . , sn)
=
(
(q, q)a (q, q)b
(q, q)a+b
)n
CT{s}
(
n∏
i=1
(si, q)a (
q
si
, q)bf(q
−(b+1)s1, . . . , q
−(b+1)sn)
)
(4.24)
where
∫ 1
0
f(s)dqs := (1− q)
∑∞
i=0 f(q
j)qj is the q-integral.
Remark. There is a typing error in the statement of the above lemma in [7].
Lemma 4.5 allows us to deduce
Lemma 4.6 Letting λ ∈ Z≥0 and a+ b = const we have
lim
a→∞
CT
(∏n
i=1(xi; q)a(
q
xi
; q)bEˆη(x; q, t)W (x)
)
CT
(∏n
i=1(xi; q)a(
q
xi
; q)bW (x)
) = q|η|(b+1)Eˆη(tδ; q, t) (4.25)
Proof. Fixing r = −a− b and applying Lemma (4.5) we obtain
CT
(∏n
i=1(xi; q)a(
q
xi
; q)bEˆη(x; q, t)W (x)
)
CT
(∏n
i=1(xi; q)a(
q
xi
; q)bW (x)
) = q(b+1)|η|∏ni=1 ∫ 10 dqsis−b−1i (qsi;q)∞(q−r+1si;q)∞ Eˆη(s; q, t)W (s)∏n
i=1
∫ 1
0
dqsis
−b−1
i
(qsi ;q)∞
(q−r+1si;q)∞
W (s)
(4.26)
Using the definition of the q-integral we have
n∏
i=1
∫ 1
0
dqsis
−b−1
i
(qsi; q)∞
(q−r+1si; q)∞
Eˆη(s; q, t)W (s) (4.27)
= (1− q)n
∑
ki∈Z≥0
q−b
∑n
i=1 ki
n∏
i=1
(qki+1; q)∞
(q(2−r)ki ; q)∞
W (qk1 , . . . , qkn)Eˆη(q
k1 , . . . , qkn ; q, t) (4.28)
Suppose λ ∈ Z≥0 . Then
W (qk1 , . . . , qkn) = 0 if ki+1 = ki − λ, . . . , ki + λ− 1 while W (1, q
λ, . . . , qλ(n−1)) 6= 0 (4.29)
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It follows that in the limit b→∞ with r = −a− b fixed
n∏
i=1
∫ 1
0
dqsis
−b−1
i
(qsi; q)∞
(q−r+1si; q)∞
Eˆη(s; q, t)W (s)
∼ (1− q)nq−b
∑n
i=1 λ(i−1)
n∏
i=1
(qλ(i−1)+1; q)∞
(q(2−r)λ(i−1); q)∞
Eˆη(t
δ; q, t)W (tδ) (4.30)
Substituting (4.30) in to (4.26) gives (4.25). ✷
Lemma 4.6 gives the asymptotics of the left hand side of (4.23). We now seek the asymptotics of the
right hand side of (4.23). It follows from the property
Γq[x+ 1] = [x]q Γq[x] where [x]q :=
1− qx
1− q
(4.31)
that for all k ∈ Z
Γq[x+ k]
Γq[x]
= (−1)kqkx+
1
2k(k−1)
Γq[1− x]
Γq[1− (x+ k)]
(4.32)
Using these properties along with
Γq[x+ a]
Γq[x]
∼ [x]aq as x→∞ (4.33)
shows that in the limit a→∞ with a+ b fixed
[q−b]q,tη+ ∼ t
l′(η+)(1− q)|η|[−b]|η|q (4.34)
[q−a−b]q,t−η++b
[q−a−b]q,tb
∼ (−1)|η|(1− q)−|η|q(a|η|+
1
2
∑n
i=1 η
+
i (η
+
i +1))[a]−|η|q (4.35)
[q−b]q,tb
[q−b]q,t−η++b
= (−1)|η|q−
1
2
∑n
i=1 η
+
i (η
+
i +1)t−l
′(η+)[q1+λ(n−1)]q,tη+ (4.36)
Substituting these results in to the right hand side of (4.23) and using Lemma 4.6 we have in the limit
a→∞ with a+ b fixed and λ ∈ Z≥0
Eˆη(t
δ; q, t) =
[q1+λ(n−1)]q,tη+
uη(q, t) dη(q, t)
N
(E)
η (q, t)
N
(E)
0 (q, t)
(4.37)
Since both sides of this expression can be written as power series in q and t for 0 < q, t < 1 we can apply
Lemma 3.6 to extend the validity of this result to all λ > 0. Using this result, (4.36) and
[q−a−b]q,t−η++b
[q−a−b]q,tb
=
(−1)|η|tl
′(η+)q(a|η|+
1
2
∑n
i=1 ηi(ηi+1))
[q1+a+λ(n−1)]η+
(4.38)
we can simplify (4.23) to obtain
CT
(∏n
i=1(xi; q)a(
q
xi
; q)bEˆη(x; q, t)W (x)
)
CT
(∏n
i=1(xi; q)a(
q
xi
; q)bW (x)
) = q(b+1)|η|Eˆη(tδ; q, t) [q−b]η+
[q1+a+λ(n−1)]η+
(4.39)
It follows from Lemma 2.3 and (3.7) that {Eη}η+=κ and {Eˆη}η+=κ span the same set of functions. In
particular we can write
Eµ(x; q, t) =
∑
{η|η+=µ+}
cµηEˆη(x; q, t) (4.40)
for scalars cµη. Multiplying both sides of (4.39) by cµη and summing over distinct permutations of µ
+
we obtain
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Proposition 4.7
CT
(∏n
i=1(xi; q)a(
q
xi
; q)bEη(x; q, t)W (x)
)
CT
(∏n
i=1(xi; q)a(
q
xi
; q)bW (x)
) = q(b+1)|η|Eη(tδ; q, t) [q−b]η+
[q1+a+λ(n−1)]η+
(4.41)
Note that by multiplying both sides of (4.41) by d′η+(q, t)/d
′
η(q, t), summing over distinct permutations
of κ = η+ and applying (2.48) we get back Proposition 4.7 with Eη replaced by the symmetric Macdonald
polynomial Pκ. Restraining λ to be a non-negative integer we can use Lemma 4.5 to transform (4.41)
into a generalisation of the q-Selberg integral.
Proposition 4.8
n∏
i=1
∫ 1
0
dqsis
x−1
i
(qsi; q)∞
(qa+b+1si; q)∞
Eη(s; q, t)
∏
i<j
s2λi (q
1−λ sj
si
; q)2λ
= Eη(t
δ; q, t)
[qx+λ(n−1)]η+
[qx+y+2λ(n−1)]η+
n∏
i=1
∫ 1
0
dqsis
x−1
i
(qsi; q)∞
(qa+b+1si; q)∞
∏
i<j
s2λi (q
1−λ sj
si
; q)2λ (4.42)
Proof. Apply (4.24) to (4.41) and write
W (s) = (−1)λn(n−1)/2qn(n−1)λ(λ−1)/4
(
n∏
i=1
s
−λ(n−1)
i
)∏
i<j
s2λi (q
1−λ sj
si
; q)2λ (4.43)
Then let x = −b− λ(n− 1), y = a+ b+ 1. ✷
The above derivation of Proposition 4.8 has some further consequences in relation to the general
theory. First, it allows new derivations of the q-Morris identity and the q-Selberg integral.
Proposition 4.9 [22]
CT
(
n∏
i=1
(xi; q)a(
q
xi
; q)bW (x)
)
=
Γq[1 + a+ b+ λ(i− 1)]Γq[1 + λi]
Γq[1 + a+ λ(i− 1)]Γq[1 + b+ λ(i − 1)]Γq[1 + λ]
(4.44)
Proof. Letting η = 0 in (4.22) and using (2.20) we have
CT
(
n∏
i=1
(xi; q)a(
q
xi
; q)bW (x)
)
= qabnN
(E)
0 (q, t)
n∏
i=1
Γq[−a− λ(i− 1)] Γq[−b− λ(i − 1)]
Γq[−a− b− λ(i− 1)] Γq[−λ(i− 1)]
(4.45)
The q-Morris identity (4.44) is then obtained by using the properties (4.31), (4.32) and the evaluation [1]
N
(E)
0 (q, t) =
Γq[λn+ 1]
Γq[λ+ 1]n
(4.46)
✷
The q-Selberg integral can be evaluated as in [7] by applying Lemma 4.5 to the q-Morris identity and
making some manipulations.
Proposition 4.10 [2]
n∏
i=1
∫ 1
0
dqsis
x−1
i
(qsi; q)∞
(qa+b+1si; q)∞
∏
i<j
s2λi (q
1−λ sj
si
; q)2λ
= qλx(
n
2)+2λ
2(n3)
n∏
i=1
Γq[x+ λ(i − 1)]Γq[y + λ(i − 1)]Γq[1 + λi]
Γq[x+ y + λ(n+ i− 2)]Γq[λ+ 1]
(4.47)
We can use (4.47) to simplify Proposition 4.8.
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Proposition 4.11
n∏
i=1
∫ 1
0
dqsis
x−1
i
(qsi; q)∞
(qa+b+1si; q)∞
Eη(s; q, t)
∏
i<j
s2λi (q
1−λ sj
si
; q)2λ
= qλx(
n
2)+2λ
2(n3)Eη(t
δ¯; q, t)
n∏
i=1
Γq[λi + 1] Γq[x+ λ(n− i) + η
+
i ] Γq[y + λ(n− i)]
Γq[λ+ 1] Γq[x+ y + λ(2n− i− 1) + η
+
i ]
(4.48)
This formula is a generalisation of the integration formula of Kadell [13] and Kaneko [14]. The formula of
[14] can be reclaimed by multiplying both sides of (4.48) by d′η+(q, t)/d
′
η(q, t) and summing over distinct
permutations of κ = η+ using (2.60).
The second consequence of the derivation of Proposition 4.8 is that it allows us to calculate the
normalisation constant uη(q, t) appearing in (3.1).
Proposition 4.12 [21]
uη(q, t) =
d′η(q, t)
dη(q, t)
(4.49)
Proof. Using (2.21), (3.8), (3.22) and Eη(cx) = c
|η|Eη(x) we obtain uη(q, t) = d
′
η(q, t)/dη(q, t) for
λ ∈ Z≥0. Since both sides of this expression can be written as formal power series in q and t if 0 < q, t < 1,
we can apply Lemma 3.6 to show that this result is true for all λ > 0. ✷
5 Symmetric Macdonald Polynomial Theory
In this section we will deduce analogues of Propositions 3.1− 3.5 and Proposition 4.12 for the symmetric
Macdonald polynomials. This will be done by exploiting the relationships between the symmetric, q-
antisymmetric and non-symmetric Macdonald polynomials.
In order to deduce the analogue of Proposition 3.1 we need to derive the following two results. The
first reveals the relationship between the symmetric and q-antisymmetric Macdonald polynomials.
Lemma 5.1
Sκ+δ(x; q, t) = t
−n(n−1)2 ∆t(x)Pκ(x; q, qt) (5.1)
Proof. Kadell’s Lemma [13] gives for any antisymmetric function h(x)
CT
∏
i<j
(xi − axj)h(x)
 = [n]a!
n!
CT
∏
i<j
(xi − xj)h(x)
 (5.2)
Consider
〈∆t(x)Pκ(x; q, qt),∆t(x)Pλ(x; q, qt)〉q,t = CT
∏
i<j
(xi −
1
t
xj)h(x)
 (5.3)
where
h(x) :=
∏
i<j
(
1
xi
−
1
xj
)(q
xi
xj
; q)λ(q
xj
xi
; q)λPκ(x; q, qt)Pλ(
1
x
;
1
q
,
1
qt
) (5.4)
is an antisymmetric polynomial.
Applying Kadell’s Lemma twice to the left hand side of (5.3) gives
〈∆t(x)Pκ(x; q, qt),∆t(x)Pλ(x; q, qt)〉q,t =
[n]t−1 !
[n]tq!
CT
∏
i<j
(xi − qtxj)h(x)
 (5.5)
=
[n]t−1 !
[n]tq!
〈Pκ(x; q, qt), Pλ(x; q, qt)〉q,qt (5.6)
=
[n]t−1 !
[n]tq!
〈Pκ(x; q, qt), Pκ(x; q, qt)〉q,qt δκλ (5.7)
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The polynomials t−n(n−1)/2∆t(x)Pκ(x; q, qt) then form an orthogonal set with respect to 〈·, ·〉q,t. Since
they also satisfy (2.46) with leading term m′κ+δ we obtain (5.1). ✷
For the second result define an equivalence relationship ∼´ such that
f(x) ∼´ g(x) iff f(x)− g(x) =
∑
i
xη
(i)
where all the η(i) have repeated parts. (5.8)
Note that if f(x) ∼´ g(x) then it follows from (2.38) that U−f(x) = U−g(x). The sought identity is a
partial confirmation of a q-generalisation of the Cauchy double alternant formula.
Lemma 5.2
U−
(x)
 n∏
i=1
1
1− txiyi
n∏
j<i
1− xiyj
1− txiyj
 = F (y)∆t(x)∏n
i,j(1− txiyj)
(5.9)
where F (y) ∼´∆t−1(y).
Remark. We shall see later (5.55) that F (y) = ∆t−1(y).
Proof. We shall first show that
∆t(y) ∼´ (−1)
n(n−1)/2
∑
σ∈Sn
(−t)l(σ)yσ−1 (5.10)
where for the permutation σ = (σ(1), · · · , σ(n))
yσ−1 := y
σ(1)−1
1 . . . y
σ(n)−1
n = y
n−1
σ−1(n) . . . y
0
σ−1(1) (5.11)
It is clear that the only terms of ∆t(y) with non-repeating parts are {yσ−1}.
∆t(y) ∼´
∑
σ∈Sn
aσy
σ−1 (5.12)
Also, given a permutation σ, we can write
∏
i<j
(tyi − xj) ∼´ (−1)
n(n−1)/2
n∏
i=1
 ∏
k<σ−1(i)
k 6=σ−1(n),... ,σ−1(i+1)
(yσ−1(i) − tyk)

 ∏
k>σ−1(i)
k 6=σ−1(n),... ,σ−1(i+1)
(yk − tyσ−1(i))

(5.13)
It is then apparent that the coefficient of yσ − 1 is
aσ = (−1)
n(n−1)/2
n∏
i=1
(−t)(n−σ
−1(i)−#{j:σ−1(i)<σ−1(j),i<j})
= (−1)n(n−1)/2(−t)n(n−1)/2−#{(i,j):σ(i)<σ(j),i<j}
= (−1)n(n−1)/2(−t)l(σ) (5.14)
so (5.10) follows.
Let us now consider the left hand side of (5.9). We can write
n∏
i=1
1
1− txiyi
n∏
j<i
1− xiyj
1− txiyj
=
 n∏
i,j=1
1
1− txiyj
∏
i6=j
(1− tθ(j−i)xiyj) (5.15)
where
θ(s) =
{
1 s > 0
0 s < 0
(5.16)
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Since symmetric functions commute with U−the left hand side of (5.9) can be written n∏
i,j=1
1
1− txiyj
U−(x)∏
i6=j
(1 − tθ(j−i)xiyj) (5.17)
For the power series f =
∑
η cηx
η let [xη]f denote cη. Since the only terms of
∏
i6=j(1− t
θ(j−i)xiyj) with
xη having non-repeating parts are {xσ−1} we have
U−
(x)
∏
i6=j
(1− tθ(j−i)xiyj) =
∑
σ∈Sn
[xσ−1]∏
i6=j
(1− tθ(j−i)xiyj)
U−(x)xσ−1
= (−t)−n(n−1)/2∆t(x)
∑
σ∈Sn
(−1)−l(σ) [xσ−1]
∏
i6=j
(1− tθ(j−i)xiyj)(5.18)
In the second line we have used the properties (2.37) and (2.39).
We need to determine [xσ−1]
∏
i6=j(1− t
θ(j−i)xiyj) up to equivalence under ∼´y , which means finding
the coefficient of xσ−1 neglecting any yη terms with repeated parts. This coefficient must be a linear
combination of yσ
′−1 with σ′ ∈ Sn. Write∏
i6=j
(1− tθ(j−i)xiyj) = (1− xσ−1(n)y1) . . . (1 − xσ−1(n)yσ−1(n)−1)(1− txσ−1(n)yσ−1(n)+1) . . .
. . . (1− txσ−1(n)yn)
∏
i6=j, σ−1(n)
(1− tθ(j−i)xiyj) (5.19)
It is clear that the coefficient of xσ−1 = xn−1σ−1(n) . . . x
0
σ−1(1) must be a linear combination of y
η with
ηj ≥ 1 for all j except j = σ−1(n). Hence the coefficient of xσ−1 must be a linear combination of yη with
ησ−1(n) = 0. Continuing in this vein we reach the conclusion that the coefficient of x
σ−1 up to equivalence
under ∼´y is a scalar multiple of yσ−1. Hence
[xσ−1]
∏
i6=j
(1− tθ(j−i)xiyj) ∼´y
[xσ−1yσ−1]∏
i6=j
(1 − tθ(j−i)xiyj)
 yσ−1
= (−1)n(n−1)/2tn−σ
−1(n) × tn−σ
−1(n−1)−θ(σ−1(n)−σ−1(n−1)) . . .
. . .× tn−σ
−1(1)−
∑n
i=1 θ(σ
−1(i)−σ−1(1))yσ−1
= (−t)n(n−1)/2t−#{(i,j):σ
−1(j)>σ−1(i),i<j}yσ−1
= (−t)n(n−1)/2t−l(σ)yσ−1 (5.20)
The stated result now follows after substituting (5.20) into (5.18), making use of (5.10), and substituting
the resulting identity in (5.17). ✷
We can now give a new derivation of the symmetric analogue of Proposition 3.1.
Proposition 5.3 [20] We have
Π(x, y; q, t) =
∑
κ
1
vκ(q, t)
Pκ(x; q, t)Pκ(y; q, t), Π(x, y; q, t) :=
n∏
i,j=1
1
(xiyj ; q)λ
(5.21)
for scalars vκ(q, t) independent of n.
Proof. To derive (5.21) we apply U−
(x)
followed by U−
(y)
|t→t−1 to both sides of (3.1). Write
Ω(x, y; q, t) =
n∏
i,j=1
1
(xiyj; q)λ
n∏
i=1
1
1− txiyi
n∏
j<i
1− xiyj
1− txiyj
(5.22)
Applying U−
(x)
to the left hand side of (3.1) and using Lemma 5.2 we get
U−
(x)
Ω(x, y; q, t) = F (y)∆t(x)Π(x, y; q, qt) (5.23)
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Noting that U−U− = [n]t−1 !U
− and using (2.39) we have
U−
(y)
|t→t−1 F (y) = U
−(y)|t→t−1 ∆t−1(y) = [n]t! ∆t−1(y) (5.24)
So applying U−
(y)
|t→t−1 to (5.23) we obtain
U−
(y)
|t→t−1 U
−(x) Ω(x, y; q, t) = [n]t! ∆t(x)∆t−1(y)Π(x, y; q, qt) (5.25)
Applying U−
(y)
|t→t−1U
−(x) now to the right hand side of (3.1) and using (2.47) and Lemma 5.1 gives∑
ρ
1
uρ(q, t)
U−
(x)
Eρ(x; q, t)U
−(y)|t→t−1Eρ(y; q
−1, t−1)
=
∑
ρ
∗βρ(q, t)βρ(q
−1, t−1)
uρ(q, t)
∆t(x)Pρ+−δ(x; q, qt)∆t−1(y)Pρ+−δ(x;
1
q
,
1
qt
) (5.26)
where the ∗ denotes that the sum is restricted to ρ with distinct parts. Equating (5.25) and (5.26),
using (2.55) and letting qt 7→ t we obtain (5.21). The stability property of the symmetric Macdonald
polynomials [20]
Pκ(x1, . . . , xn−1, 0; q, t) =
{
Pκ(x1, . . . , xn−1; q, t) length(κ) ≤ n− 1
0 else
(5.27)
applied to (5.21) shows that the vκ(q, t) are independent of n. ✷
Define the polynomials gκ(x; q, t) by [20]
Π(x, y; q, t) :=
∑
κ
gκ(x; q, t)mκ(y) (5.28)
Corollary 5.4 cf. [20, p310-11,313] Define an scalar product by 〈Pκ(x; q, t), Pµ(x; q, t)〉g := νκ(q, t)δµκ.
We have
〈gµ(x; q, t),mκ(x)〉g = δµκ (5.29)
and hence the gµ(x; q, t) are a basis for the multivariable polynomials with coefficients in Q(q, t).
Proof. Similar to the proof of Corollary 3.2. ✷
In order to proceed further with the development of the symmetric theory we require the following
symmetrization formulas.
Lemma 5.5 Let ηR := (η+) and fj := fj(η) := #{i : ηi = j}. Then
a) Pη+(x; q, t) = t
−n(n−1)/2
η+1∏
j=0
1
[fj ]t−1 !
U+EηR(x; q, t) (5.30)
b) Sη+(x; q, t) = (−1)
n(n−1)/2U−EηR(x; q, t) (5.31)
Remark. Using the theory of the symmetric Macdonald polynomials Baker and Forrester [5, (5.8),(5.18)]
have derived a more general formula for the constant relating U+Eη and Pη+ . Their expression is not in
the same form as (5.30), although they can be shown to be equal using the first equality of (5.36).
Proof. We shall only consider (a) as the proof of (b) is similar. From the triangular structure of EηR(x; q, t)
U+EηR(x; q, t) = U
+xη
R
+
∑
ν<η+
aνmν(x) (5.32)
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From (2.43) we know that U+EηR is a scalar multiple of Pη+ . To find the scalar multiple we need to
determine [mη+ ]U
+xη
R
. Suppose σ = si1 . . . sip is the reduced decomposition of the permutation σ. For
all k = 1, . . . , p
(sik+1 . . . sipη
R)k ≤ (sik+1 . . . sipη
R)k+1 (5.33)
From the action of Ti (3.7) we then have
Tσx
ηR = tl(σ)xση
R
+
∑
µ≺σηR
bµx
µ (5.34)
It follows that
[xη
+
]U+xη
R
= [xη
+
]
∑
σηR=η+
Tσx
ηR =
∑
σηR=η+
tl(σ) =
∑
σηR=ηR
tl(σ) = tn(n−1)/2
∑
σηR=ηR
t−l(σ)
= tn(n−1)/2
η+1∏
j=0
∑
σ∈Sfj
t−l(σ) = tn(n−1)/2
η+1∏
j=0
[fj]t−1 ! (5.35)
Since U+xη
R
is symmetric this shows that the coefficient of mη+ in U
+xη
R
is given by the right hand
side of (5.35) as required by (5.30). ✷
We can now deduce the symmetric analogue of Proposition 3.8.
Proposition 5.6 [20]
Pη+(t
δ; q, t) =
tl(η
R) [n]t−1 !∏η+1
i=0 [fj]t−1 !
eηR(q, t)
dηR(q, t)
= tl(η
+) bη+(q, t)
hη+(q, t)
(5.36)
where
hκ(q, t) :=
∏
s∈κ
(1− qa(s)tl(s)+1) (5.37)
Proof. Applying Lemma 5.5(a) we have
Pη+(t
δ; q, t) =
t−n(n−1)/2∏η+1
j=0[fj ]t−1 !
∑
σ∈Sn
(
TσEηR(x; q, t)
)∣∣
x=tδ
(5.38)
Using (3.9) we obtain
Pη+(t
δ; q, t) =
t−n(n−1)/2
∑
σ∈Sn
tl(σ)∏η+1
j=0[fj]t−1 !
EηR(t
δ; q, t) (5.39)
Since t−n(n−1)/2
∑
σ∈Sn
tl(σ) =
∑
σ∈Sn
tl(σ) = [n]t−1 ! we obtain the first equality in (5.36) by using
Proposition 3.3.
The second equality follows immediately from the identities
[n]t!∏η+1
j=0[fj ]t!
eηR(q, t)
dηR(q, t)
=
bη+(q, t)
hη+(q, t)
(5.40)
tl(η
R)−l(η+) =
[n]t!
[n]t−1 !
η+1∏
j=0
[fj ]t−1 !
[fj ]t!
(5.41)
For the first identity we use (2.21) and (4.31) to obtain
eηR(q, t)
bη+(q, t)
=
1
[n]t!
n∏
i=1
[λ−1η+i + n− i+ 1]t (5.42)
=
[f0(η)]t!
[n]t!
n−f0(η)∏
i=1
[λ−1η+i + n− i+ 1]t (5.43)
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It suffices then to show that
hη+(q, t)∏η+1
j=0[fj ]t!
=
dηR(q, t)∏n−f0(η)
i=1 [λ
−1η+i + n− i+ 1]t
(5.44)
This is an easy consequence of a natural q-generalisation of the argument used in [6] to prove the corre-
sponding identity in the Jack polynomial theory.
We now turn to the second identity. Noting that [m]t![m]
t−1 !
= tm(m−1)/2 we have
[n]t!
[n]t−1 !
η+1∏
j=0
[fj ]t−1 !
[fj ]t!
= tn(n−1)/2−
∑η+1
j=0 fj(fj−1)/2 (5.45)
It follows from Lemma 2.1 that
l(ηR) = l(σ) + l(η+) (5.46)
where σ is the permutation of minimum length for which η+ = σ(ηR). Since the minimum such length
is l(σ) = n(n− 1)/2−
∑η+1
j=0 fj(fj − 1)/2 we obtain (5.41). ✷
Proposition 5.7 [20] Let N
(P )
κ (q, t) := 〈Pκ(x; q, t), Pκ(x; q, t)〉q,t. With η+ = κ we have
N
(P )
η+ (q, t)
N
(P )
0 (q, t)
=
[n]t!∏η+1
j=0[fj ]t!
d′η+(q, t) eηR(q, t)
dηR(q, t) e′ηR(q, t)
=
bη+(q, t) d
′
η+(q, t)
hη+(q, t)e′η+(q, t)
(5.47)
Proof. We have
〈U+EηR , U
+EηR〉q,t =
∑
σ∈Sn
〈U+EηR , TσEηR〉q,t =
∑
σ∈Sn
〈T−1σ U
+EηR , EηR〉q,t
=
∑
σ∈Sn
t−l(σ)〈U+EηR , EηR〉q,t = [n]t−1 〈U
+EηR , EηR〉q,t (5.48)
In the second equality we have used the fact that T−1i is the adjoint operator of Ti while in the third
equality we have used (2.35). Multiplying each side of (5.48) by
∏η+1
i=0 1/[fj]t![fj]t−1 ! and using Proposition
5.5 we obtain
〈Pη+ , Pη+〉q,t =
tn(n−1)/2 [n]t−1 !∏η+1
i=0 [fj]t!
〈Pη+ , EηR〉q,t (5.49)
Using (2.48) and the orthogonality of the non-symmetric Macdonald polynomials we get
〈Pη+ , Pη+〉q,t
[n]t!∏η+1
i=0 [fj ]t!
d′η+(q, t)
d′ηR(q, t)
〈EηR , EηR〉q,t (5.50)
Dividing each side by N
(P )
0 (q, t) = N
(E)
0 (q, t) and using Proposition 3.4 we obtain the equality on the
right hand side of (5.47). The second identity follows from using the identity (5.40). ✷
It remains to establish the analogue of Proposition 3.5 and to specify the constant vκ(q, t) appearing
in Proposition 5.3. We proceed as in the derivation of Proposition 3.5 using (5.21), (5.36) and the identity
bη+(
1
q ,
1
t )
hη+(
1
q ,
1
t )
= t(l(η
+)+l′(η+)−(n−1)|η|) bη+(q, t)
hη+(q, t)
(5.51)
We obtain
n∏
i=1
1
(xi; q)r
=
∑
η+
[qr]η+
vη+(q, t)hη+(q, t)
Pη+(x; q, t) (5.52)
Now substituting (2.48) for Pη+ and comparing the results with (3.20) we can read off the value of
vη+(q, t).
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Proposition 5.8 [21]
vκ(q, t) =
d′κ(q, t)
hκ(q, t)
(5.53)
Substituting this result back into (5.52) we obtain the q-binomial theorem involving the symmetric
Macdonald polynomials.
Proposition 5.9 [14]
n∏
i=1
1
(xi; q)r
=
∑
κ
[qr]κ
d′κ(q, t)
Pκ(x; q, t) (5.54)
To tie things up we shall prove that F (y) appearing in (5.9) is equal to ∆t−1(y) and hence derive a
q-generalisation of the Cauchy double alternant formula. The derivation will also yield the value of the
constant βη(q, t) appearing in (2.47).
Lemma 5.10
a) F (y) = ∆t−1(y) (5.55)
b) βσ(η+)(q, t) = (−1)
l(σ) d
′
σ(η+)(q, t)h(η+−δ) (q, qt)
dη+(q, t) d′(η+−δ) (q, qt)
(5.56)
Proof. As in the proof of Proposition 5.3 apply U−
+
to (3.1) and cancel the factor ∆t(x) from the
resulting expression. Substituting the right hand side of (3.1) with t → qt, using (2.55) and multiplying
by ∆t−1(y), we obtain
F (y)
∑
κ
1
vκ(q, qt)
Pκ(x; q, qt)∆t−1 (y)Pκ(y;
1
q
,
1
qt
) = ∆t−1(y)
∑
η
∗ tn(n−1)/2βη(q, t)
uη(q, t)
P(η+−δ)(x; q, qt)Eη(y;
1
q
,
1
t
)
(5.57)
Using (5.1) and (2.48) we can write
∆t−1(y)Pκ(y;
1
q
,
1
qt
) = tn(n−1)/2
∑
σ∈Sn
(−t)l(σ)
dσ(η+)(
1
q ,
1
t )
dη+(
1
q ,
1
t )
Eσ(η+)(y;
1
q
,
1
t
) (5.58)
Substituting into the left hand side of (5.57) and equating the coefficients of Pκ(y;
1
q ,
1
qt ) we obtain for η
with no repeated parts
F (y)
∑
σ∈Sn
(−t)l(σ)dσ(η+)(
1
q ,
1
t )
v(η+−δ)(q, qt)dη+(
1
q ,
1
t )
Eσ(η+)(y;
1
q
,
1
t
) = ∆t−1(y)
∑
σ∈Sn
βσ(η+)(q, t)
uσ(η+)(q, t)
Eσ(η+)(y;
1
q
,
1
t
) (5.59)
Let ¯ be the linear operator such that
xµ =
{
xµ µ has no repeated parts
0 else
(5.60)
Apply this operator to (5.59). Since F (y) = ∆t−1(y), equating the coefficients of the linearly independent
{∆t−1(y)Eσ(η+)(y; q
−1, t−1)} results in
βσ(η+)(q, t) = (−t)
l(σ) uσ(η+)(q, t)
v(η+−δ)(q, qt)
dσ(η+)(
1
q ,
1
t )
dη+(
1
q ,
1
t )
(5.61)
Substituting back into (5.59) we obtain (5.55). To obtain (5.56) we simplify (5.61) using the identity
dη+(q, t) dσ(η+)(
1
q ,
1
t )
dσ(η+)(q, t)dη+(
1
q ,
1
t )
= t−l(σ) (5.62)
✷
Remark. The expression for the constant βσ(η+)(q, t) in Lemma 5.10 can be simplified using a natural
q-generalisation of the argument in [6]. The simplification gives
βσ(η+)(q, t) = (−1)
l(σ) d
′
σ(η+)(q, t)
d′σ(ηR)(q, t)
(5.63)
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