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Resumen
Los estudios de confiabilidad y supervivencia buscan analizar por medio de un con-
junto de técnicas la variable “tiempo hasta que ocurre un evento”, tales como el tiem-
po hasta la muerte o curación, la probabilidad de falla en cada instante de tiempo,
el riesgo de falla, etc. El análisis de los modelos de riesgos competitivos es apropiado
para estudiar el comportamiento de una unidad o sujeto que puede fallar por dife-
rentes causas, donde se observa tanto el tiempo hasta la falla, como el tipo de falla.
En este trabajo se abordó la problemática de dos riesgos que están compitiendo pa-
ra causar la falla de un sujeto; en particular determinar si los riesgos o probabilidad
de falla asociada a cada tipo de falla son igualmente importantes o si un riesgo es
más serio que el otro. Para este fin se hizo un estudio de la prueba de hipótesis para
la igualdad de las dos funciones de incidencia acumulada asociadas a los riesgos. Se
realizó un estudio de simulación donde se comparan algunos de los procedimientos
de prueba que han sido propuestos para este fin; y ası́, poder determinar el com-
portamiento de estos procedimientos de prueba bajo varios escenarios que permitan
evaluar el desempeño de los mismos. Se incluyen los procedimientos de prueba usan-
do datos reales de pacientes con linfoma, presentados en Pintilie (2006) y Petersen
et al. (2004).
Palabras clave: Función de incidencia acumulada, tasa de riesgo de causa-especı́fica, boots-
trap, aproximación de simetrización aleatoria, remuestreo y supremo generalizado.
Abstract
In survival and reliability studies the analysis is intended by means of a set of varia-
ble techniques studying “time until an event occurs”, for example, the time to death
or cure, the probability of failure at each instant, risk of failure, etc. The analysis of
competing risk models is appropriate to study the behavior of a unit that can fail for
different causes, where the time and time to failure are observed.
In this paper, it is tackled the problematic of the risks that are competing to cause
the failure from the subject; in particular whether the risks or likelihood of failure
associated with each type of failure are equally important or whether a risk is more
serious than the other. For this purpose will be made a study of hypothesis tests for
equality of cumulative incidence functions of associated with risks. A comparative
study of some of the test procedures that have been proposed for this purpose, and
thus able to determine the behavior of the different tests in various scenarios to eva-
luate the performance of the same will be made.Test procedures are included using
real data of patients with lymphoma, presented in Pintilie (2006) y Petersen et al.
(2004)
Keywords: Cumulative incidence function, cause-specific hazard rates, quantile, boots-
trap, random symmetrization approximation, resampling and generalized supremum.
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4.2. Análisis gráfico del nivel de significancia alcanzado . . . . . . . . . . . . 25
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1. Introducción
En diferentes campos de investigación es de interés estudiar las causas por las cuales
un sujeto o componente pueden fallar; es común encontrar casos en los que el su-
jeto pueda estar expuesto a presentar más de un modo de falla. Por ejemplo; en el
campo de la medicina se hace necesario desarrollar tratamientos adecuados para una
enfermedad que requiere análisis de los resultados especı́ficos ésta. Los criterios de
valoración o control de la enfermedad, pueden ser imposibles de observar debido a la
aparición previa de un tipo de evento diferente (como la muerte por otra causa), a este
evento se le denomina riesgo competitivo (Pintilie 2011). En el campo de la industria
existen sistemas o componentes que tienen más de unmodo de falla; en ciertas aplica-
ciones y para algunos propósitos es importante distinguir entre esos diferentes modos
de falla, con el objetivo de mejorar la confiabilidad (Meeker & Escobar 1998). Yáñez
et al. (2011) mencionan que el tiempo de falla de un sistema con diversos modos de
falla puede ser modelado considerando un sistema en serie o un modelo de riesgos
competitivos, donde cada modo de falla es un componente del sistema en serie, y ca-
da componente tiene un tiempo de vida aleatorio; por ende, el sistema fallará cuando
el modo de falla con el tiempo de vida más corto falle de manera que censura ası́ a los
otros modos de falla.
En muchas situaciones prácticas es común analizar únicamente el evento de interés
sin tener en cuenta los riesgos que están compitiendo; los procedimientos de análisis
en este contexto solo responden preguntas en las que el objeto de estudio es estimar
el efecto “puro” debido a una sola causa de falla (Pintilie 2006). En otros campos de
investigación se desean estudiar los riesgos que están actuando simultaneamente en
una misma población, para determinar si los diversos riesgos que se consideran son
igual de graves o si uno de los riesgos es más serio que el otro, para tal fin es necesario
estudiar las diferentes pruebas que se han diseñado para análizar este tipo de situa-
ciones, con fin de determinar el comportamiento de éstas.
Pintilie (2011) menciona que las técnicas habituales de análisis del tiempo hasta el
evento aplicadas en presencia de riesgos competitivos producen resultados sesgados
o no interpretables. Por ejemplo, en el caso de tener dos tipos de eventos; el evento de
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interés y el conjunto de eventos de riesgos competitivos, se debe tener cuidado en el
momento de analizar la probabilidad de falla, dado que esta puede ser sobreestimada
cuando se aplican las técnicas clásicas; esto llevarı́a a dar recomendaciones erróneas
de la probabilidad de falla cuando los riesgos competitivos están presentes, ya que
en este caso se estará indicando que el sujeto va a fallar antes del tiempo en el que
realmente puede fallar. La estimación de la probabilidad del evento debe calcularse
con el empleo de técnicas especı́ficas como la función de incidencia acumulada in-
troducida por Kalbfleisch & Prentice (1980). Cabe mencionar que, con el empleo de
técnicas especı́ficas para el análisis de los riesgos competitivos se asegurará que los
resultados no estén sesgados y se puedan interpretar correctamente.
Recientemente en la literatura se han estudiado ampliamente las pruebas para la com-
paración de riesgos independientes. Sin embargo en situaciones reales es frecuente
que los riesgos sean dependientes y los tiempos de falla estén sujetos a censuras a de-
recha. En este contexto general, Aly et al. (1994) propusieron pruebas de distribución
asintóticamente libre para la comparación de las funciones de incidencia acumulada o
equivalentemente de las tasas de riesgo de causa especı́fica. La propuesta deAly et al.
(1994) fue ampliada en la investigación de la prueba del supremo generalizado para
la igualdad de tasas de riesgo de causa-especı́fica propuesta por Kochar et al. (2002),
donde se proponen tres clases de pruebas de hipótesis y por medio de un estudio de
simulación se establece que una de las pruebas es menos sensible a la elección de la
función de peso y es adecuada cuando no se tiene información suficiente en cuanto
a la naturaleza de los datos, por tanto, ésta serı́a una buena prueba para comparar
dos riesgos competitivos; en general, cuando no se tiene información acerca de las
caracterı́sticas de los datos. Por otro lado, se han desarrollado varios tipos de pruebas
para la comparación de funciones de incidencia acumulada a través de métodos de
remuestreo propuesta por Kam et al. (2002).
En este trabajo se abordó la problemática de determinar si los riesgos o probabili-
dad de falla asociada a cada tipo de falla son igualmente importantes o si un riesgo
es más serio que el otro. Para este fin se realizó un estudio comparativo de la prue-
ba del supremo generalizado Kochar et al. (2002) y las pruebas basadas en métodos
de remuestreo para la igualdad de las funciones de incidencia acumulada: el método
bootstrap y la aproximación por simetrización aleatorı́a propuestas por Kam et al.
(2002). En este último caso se propuso una modificación de estas pruebas, especifı́ca-
mente en el método bootstrap; luego, a través de un estudio de simulación se evaluó el
comportamiento de las diferentes pruebas en varios escenarios con el fin de estudiar
el desempeño de las mismas.
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La estructura del trabajo es la siguiente: en el Capı́tulo 2 se dan algunos conceptos
básicos de riesgos, nociones de los modelos riesgos competitivos y se presentan las
pruebas para comparar la igualdad de las funciones de incidencias acumuladas aso-
ciadas a dos riesgos competitivos, en el Capı́tulo 3 se presenta el estudio de simulación
de los datos de riesgos competitivos usando para este fin la distribución exponencial
bivariada de Block & Basu (1974) y las pruebas antes mencionadas; en el Capı́tulo 4
se evalúa el desempeño de las pruebas en diferentes escenarios a través del análisis
de los resultados obtenidos del estudio de simulación, posteriormente en el Capı́tulo
5 se presenta un ejemplo con datos reales. Finalmente, en el Capı́tulo 6 se presentan
las conclusiones más relevantes del trabajo y describe los temas relacionados con esta




En este capı́tulo se presenta una breve reseña histórica de los riesgos competitivos,
algunas definiciones básicas, los modelos de riesgos de causa especı́fica y las funcio-
nes de incidencia acumulada, estas definiciones están basadas en el texto de Pintilie
(2006), además se explican las pruebas basadas en el supremo generalizado, en méto-
dos de remuestro: bootstrap y simetrización aleatoria para comparar la igualdad de
dos funciones de incidencias acumuladas y se presenta una propuesta alternativa al
método bootstrap propuesto por Kam et al. (2002).
2.1. Reseña histórica
A mediados del siglo XVII John Graunt comenzó a recopilar y tabular información
incluida en los boletines de mortalidad publicados semanalmente para esa época en
Londres. Ese trabajo, probablemente realizado en colaboración con Sir William Petty,
apareció en 1662 y contenı́a un resumen demográfico de las causas de muerte en In-
glaterra y Gales.
En 1693, el famoso astrónomo Edmund Halley, desarrolló el concepto de tablas de
vida (tablas de mortalidad) en un formato no muy diferente al utilizado actualmente
en el análisis de supervivencia; sus datos se basaron en los registros de nacimientos y
defunciones de la ciudad de Breslau (hoyWroclaw, en el suroeste de Polonia). En 1760
Daniel Bernoulli aplicó el método de Halley para demostrar las ventajas de la inocu-
lación de la viruela (variolización). Para tal fin, calculó el incremento de la función
de supervivencia de los datos registrados en Halley para determinar el riesgo de mo-
rir a causa de la viruela de las personas que recibieron y no recibieron la vacunación,
con el fin de determinar la eficacia de la vacunación contra dicha enfermedad. De esta
manera Bernoulli fundó la teorı́a de los riesgos competitivos. Un resumen de su traba-
jo sobre los riesgos competitivos se puede encontrar enMoeschberger & David (1978).
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Riesgos Competitivos
Kalbfleisch & Prentice (1980) describen los riesgos1 competitivos como la situación
en la que un individuo puede experimentar más de un tipo de evento. Gooley et al.
(1999) definieron el concepto de riesgo competitivo como la situación donde un tipo
de evento “impide la ocurrencia de otro evento bajo investigación o altera fundamen-
talmente la probabilidad de ocurrencia del otro evento”. Esto refleja estrechamente la
situación con la que se enfrenta el investigador clı́nico o estadı́stico aplicado: la posi-
bilidad de muchos tipos de falla que compiten para ser observados.
2.2. Modelos de riesgos competitivos
Pintilie (2006) describe dos enfoques matemáticos para tratar los riesgos competiti-
vos: los riesgos competitivos como una variable aleatoria bivariada y los riesgos com-
petitivos como tiempos de falla latentes. El primer enfoque muestra que en ausencia
de riesgos competitivos, los datos de supervivencia se presentan usualmente como
variables aleatorias bivariadas (T ,δ), donde δ es una indicadora del estatus del indi-
viduo que toma el valor de 1 si se observa el evento de interés, y 0 si la observación es
censurada. Cuando δ = 1, el primer miembro del par, T , corresponde al tiempo en que
se produce el evento y cuando δ = 0, T es el tiempo en el que se censuró la observación.
Esta definición se puede extender a la situación de riesgos competitivos donde son
posibles j ≥ 2 tipos de fallas o eventos. Los datos son nuevamente representados por
un par (T ,δ), donde la variable de censura δ esta vez es discreta tomando el valor de
0 si la observación es censurada. En el caso de que la observación no este censurada,
δ tomará el valor j, donde j es el tipo de falla o evento observado (δ = j), en este caso
T es el tiempo en el que el evento o falla de tipo j se produjo; de lo contrario, es el
tiempo de censura (Kalbfleisch & Prentice 1980).
La segunda definición matemática de los riesgos competitivos está escrita en términos
de los tiempos de eventos latentes, donde T1,T2, ...,Tk son los tiempos de los eventos,
1El concepto de riesgo en este contexto se entiende como la vulnerabilidad ante un potencial per-
juicio o daño para sujeto. Cuanto mayor es la vulnerabilidad mayor es el riesgo, pero cuanto más
factible es el perjuicio o daño, mayor es el peligro. Por tanto, el riesgo se refiere sólo a la teórica
“posibilidad de daño” bajo determinadas circunstancias, mientras que el peligro se refiere sólo a la
teórica “probabilidad de daño” bajo esas circunstancias.
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uno por cada tipo de evento j. En los riesgos competitivos sólo se observa la situación
donde se presenta el primer evento, por lo tanto la variable de tiempo, T , estará defi-
nida como T =mı́n{T1,T2, ...,Tk}. La variable de censura, δ, está definida como δ = 0 si
la observación es censurada de lo contrario δ = j, para j = 1,2, ...,k.
Se han establecido varias funciones matemáticas importantes en los riesgos competi-
tivos, tales como: la subdistribución o función de incidencia acumulada, y la tasa de
riesgos de causa-especı́fica.
2.2.1. Tasa de riesgos de causa-especı́fica.
Pintilie (2006) define la función de riesgo o tasa de riesgo como la tasa instantánea
del evento para un individuo que ha llegado al tiempo t sin experimentar el evento.
Cuando el evento de interés es la muerte la función de riesgo representará tasa ins-
tantánea de mortalidad para un individuo que ha sobrevivido al tiempo t. La tasa de
riesgo, expresa la propensión a fallar en el siguiente intervalo pequeño de tiempo,
dado que se sobrevivió al tiempo t. Esta función a menudo es de interés en el análisis
de los datos de tiempo a un evento, porque ilustra cómo la tasa instantánea del evento
varı́a con el tiempo. Matemáticamente la función de riesgo es la probabilidad condi-
cional de que un evento ocurra dentro de un tiempo dado, digamos entre t y t +∆t,
dado que no habı́a ocurrido ningún evento hasta el tiempo t. Por lo tanto, la función
de riesgo denotada por λj(t), se define como:
λj(t) = lı́m
∆t→0















La tasa de riesgo total de un evento de cualquier tipo hasta la falla se puede encontrar





La función de riesgo acumulado está defina como










donde S(t) es la función de supervivencia, que mide la probabilidad de que un sujeto
sobreviva más allá de un periodo de tiempo dado, esto es
S(t) = P(T > t) =
∫ ∞
t
f (u)du = 1− F(t)
La función de superviviencia S(t) puede ser estimadada por medio del estimador de







donde di es el número de fallas en el tiempo ti y ni es el número de sujetos en riesgo
justo antes de ti , con i = 1,2, . . . ,N observaciones.
2.2.2. Subdistribución o Función de incidencia acumulada (CIF).
Pintilie (2006) define la CIF, o subdistribución, para un evento de tipo j (j = 1,2, . . . ,k)
como la probabilidad conjunta
Fj(t) = P(T ≤ t,δ = j)
En otras palabras, la CIF es la probabilidad de que un evento de tipo j ocurre en o
antes del tiempo t.
La función de distribución acumulada F(t) es la probabilidad de que un evento de
cualquier tipo ocurra en o antes del tiempo t; ésta es igual a la suma de las CIF´s, para
todos tipos de eventos. Por lo tanto,
F(t) = Pr(T ≤ t) =
k∑
j=1




Cuando se están comparando riesgos competitivos en una misma población, las prue-
bas de las tasas de riesgos de causa especı́fica son equivalentes a probar las subdistri-
buciones (CIF’s) (ver Gray (1988), Luo & Turnbull (1999) y Pintilie (2006)).
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2.3. Pruebas para la comparación de dos tipos de
riesgo en la misma población
En muchas situaciones prácticas, es importante saber si en una población donde
actúan simultáneamente dos riesgos, éstos se pueden considerar igual de graves o
si uno de los riesgos es más serio que el otro. Para dar respuesta a este problema se
han diseñado pruebas estadı́sticas que usan los modelos de riesgos competitivos; cabe
recordar que en presencia de los riesgos competitivos, la comparación de los riesgos
de causa especı́fica entre dos grupos no es equivalente a la comparacion de las funcio-
nes de subdistribución (CIF), sin embargo, comparar los riesgos de causa especı́fica de
dos riesgos en una misma población es equivalente a comparar las subdistribuciones
(CIF). (Pintilie 2006)
Sea T el tiempo de vida del sujeto, asumiendo que el tiempo es continuo, con fun-
ción de distribución F y función de supervivencia S, y sea δ la causa de falla, es decir,
{δ = j} es el evento cuya falla se debe al riesgo j = 1,2, la función de subdistribución
está definida como (Pintilie 2006):




La función de distribución acumulada de falla F(t) estará dada por F(t) = F1(t)+F2(t).
Sea C un tiempo de censura independiente de T con función de supervivencia SC(t).
Asuma que SC(t) > 0 para todo t, entonces δ se convierte en una variable aleatoria
discreta que representa el estatus del individuo que toma valores de δ = 0,1,2, donde
{δ = 0} es el evento en el que el sujeto fue censurado (censura a derecha) y {δ = j} cuan-
do el sujeto falla debido a la causa j. Se tienen n observaciones independientes e iden-
ticamente distribuidas (i.i.d) de la forma (Xi ,δi), i = 1,2 . . . ,n, donde Xi = mı́n{Ti ,Ci}.
De acuerdo a los datos mencionados, se formula el problema de poner a prueba las
siguientes hipótesis
H0 : F1(t) = F2(t), para t ≥ 0 vs H1 : F1(t) , F2(t) para algún t
o equivalentemente
H0 : λ1(t) = λ2(t), para t ≥ 0 vs H1 : λ1(t) , λ2(t), para algún t
Para probar estas hipótesis, se utilizarán las siguientes pruebas:
1. Supremo generalizado.
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2. Método basados en remuestreo.
a. Aproximación bootstrap
b. Aproximación por simetrización aleatoria (RAS)
3. Propuesta del método bootstrap alternativo usando los estimadores de las CIFs
y Kaplan-Meier.
2.3.1. Prueba del supremo generalizado para la igualdad de dos
funciones de incidencia acumulada (CIF)
Kochar et al. (2002) consideraron un modelo de riesgos competitivos con dos causas
de falla, proponiendo dos clases de pruebas basadas en la distribución asintóticamen-
te libre y la tipo Renyi, para probar la igualdad de dos riesgos con posible censura.
Para tal fin, plantean el estadı́stico del supremo que es una generalización de las prue-
bas propuestas por Aly et al. (1994) mediante la adopción de diferentes funciones de






Esta prueba al igual que otras (ver, Carriere & Kochar (2000) y Aly et al. (1994)) que
son usadas para probar H0 contra varias alternativas, pueden expresarse como fun-








λj(u)du la función de riesgo de causa-especı́fica acumulada para el
riesgo j, cuando j = 1,2 y el estimador de Nelson-Aalen (Ver, Fleming & Harrington







donde, Ri = #{k : Xk ≥ Xi} es el tamaño del riesgo fijado antes del tiempo Xi denotado
como el tiempo Xi−. La función de peso w(u) refleja la importancia que se concede a
las funciones de incidencia acumulada (CIF) en el tiempo u.
Como se mencionó anteriormente las pruebas del supremo generalizado extiende las
pruebas no estudentizadas propuesta por Aly et al. (1994), este tipo de prueba tie-
nen una distribución asintóticamente libre solo cuando se utiliza la función de peso
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ŜT (u−)ŜC(u−)1/2, mientras que las pruebas de Kochar et al. (2002) son más flexibles en
cuanto al uso de diferentes funciones de peso, pero se debe usar una adecuada estu-
dentización con el fin de conservar las propiedades de la distribución asintóticamente
libre; los estudios de simulación de Kochar et al. (2002) mostraron que los estadı́sti-
cos de prueba estudentizados tienen mayor rendimiento que los no estudentizados
de Aly et al. (1994) en el sentido de que las distribuciones de muestras finitas de los
estadı́sticos de prueba estudentizados pueden estar estrechamente aproximados por
su respectiva distribución asintótica bajo la hipótesis nula (H0). Se sabe que bajo H0,
n1/2Ln(t) es un proceso martingala con varianza predecible σ











donde Y (u) =
∑n
i=1 I(Xi ≥ u) es el número total de elementos en riesgo hasta u−, yN(u)
es el número total de fallas hasta el tiempo u. Para este trabajo se tomó de referencia la
funcion de peso w(u) = Y (u); es importante mencionar que según Kochar et al. (2002)
la elección de la función peso debe basarse de acuerdo al criterio que desee enfatizar
el investigador; pero en sus estudios de simulación observaron que las pruebas ba-
sadas en la función de peso w(u) = Y (u) presentaban potencias más razonables en la
mayorı́a de situaciones prácticas. Cabe resaltar que de acuerdo a sus investigaciones
se encontró que la prueba C∗n es menos sensible a la elección de la función de peso,
por ende es considerada como una prueba adecuada cuando no se tiene información
acerca de las caracterı́sticas de los datos. Kochar et al. (2002) demuestran que bajo la





debı́lmente a un movimiento Browniano estándar {W (t), t ≥ 0} , como consecuencia,






El rango del movimiento browniano estándar fue estudiado por Feller (1951) con





donde φ es la función de densidad de una normal estándar. Los cuantiles del 95% y
99% se encuentran en 2.497 y 3.023, respectivamente. Para tomar la decisión bajo H0
con base a la prueba C∗n se puede obtener un cuantil 1 − α denotelo q1−α, se rechaza
H0 si C
∗
n(w) supera a q1−α, esto es, C
∗
n(w) > q1−α.
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2.3.2. Pruebas para determinar la igualdad de dos funciones de
incidencia acumulada a través de métodos de remuestreo
Kam et al. (2002) diseñaron estadı́sticos de prueba basados en vector de procesos re-
lacionados con las funciones de incidencia acumulada para determinar la igualdad de
las funciones de incidencia acumulada. Como las distribuciones asintóticas parecen
muy complicadas y dependen de la distribución subyacente de los datos, se utilizan
dos técnicas de remuestreo (método bootstrap y método de simetrización al azar), pa-
ra aproximar los valores crı́ticos de las pruebas. Sin hacer ninguna hipótesis sobre
la naturaleza de dependencia entre los riesgos, las pruebas permiten comparar dos o
más riesgos (j ≥ 2) simultáneamente bajo el modelo de censura aleatoria. Para probar





donde F̂n(t) es el análogo muestral de F̂(t) = P(T ≤ t) y F̂n,j es la contraparte empı́rica





I(Xi ≤ t,δi = j), j = 1,2. (2-8)
Se rechaza la hipótesis nula (H0) cuando el valor Dn es demasiado grande. Kam et al.






donde Wn(t) = Wn,2(t) −Wn,1(t) siendo Wn,j(t) = n
1
2 (F̂n,j − F̂j); j = 1,2. Donde F̂j es el





Los autores plantean que Wn puede ser usada como una herramienta para obtener la
distribución asintótica del estadı́stico bajo H0 y además demuestran queWn converge
en distribución a un vector de procesos gaussianos (Kam et al. 2002), los lı́mites de
la distribución y sus valores crı́ticos no son analı́ticamente tratables por tal razón se
optaron por utilizar los siguientes métodos de remuestreo:
1. Aproximación bootstrap
2. Aproximación por simetrización aleatoria (RAS)






i ); i = 1,2, . . . ,n
}
una muestra bootstrap que se extrae con reemplazo de la










dondeW ∗n,j(t) = n
1






En la literatura se han encontrado investigaciones en las que utilizan técnicas basadas
en la aproximación de bootstrap para construir pruebas relacionadas a los riesgos,
entre estos, Burke & Yuen (1995) construyeron una prueba de bondad de ajuste para el
modelo de riesgos proporcionales. Yuen & Burke (1997) utilizaron un enfoque similar
para las pruebas de un modelo de riesgo aditivo semiparamétrico. El procedimiento
de la aproximación bootstrap para Dn es presentado a continuación:




i ); i = 1,2, . . . ,n
}
con reem-
plazo de la muestra original.




, . . . ,D∗nM
Se obtienen la distribución de los D∗n’s y se calcula el cuantil 1−α, denotado por
q1−α. Se rechaza H0 si Dn > q1−α
Aproximación por simetrización aleatoria (RAS)
Sea Z = {Zi ; i = 1,2, . . . ,n} una muestra aleatoria independiente e idénticamente dis-
tribuida que toman signos ±1 con igual probabilidad. Asuma que estas variables de






ZiI(T ≤ t,δi = j)
esto lleva al proceso WZn,1,2(t) = n
1
2 (FZn,2(t) − FZn,1(t)). Entonces la versión RAS de Wn
está dada porWZn =W
Z






El procedimiento de la prueba RAS para Dn es presentado a continuación:
Denote al valor observado de Dn dado en la ecuación (2-7) como D
Z0
n
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GenereM conjuntos de Z’s, denotados
{






n , . . . ,D
ZM
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Kam et al. (2002) demostraron que en casi todas las secuencias de las muestras, del
proceso bootstrapW ∗n y del proceso RAS deW
Z
n , convergen condicionalmente en dis-
tribución a un proceso gaussiano.
El enfoque RAS está motivado por métodos de ponderación al azar que han sido
técnicas básicas para abordar la convergencia de los procesos empı́ricos; véase, por
ejemplo, Gine & Zinn (1984) y Pollard (1984). Neuhaus & Zhu (1998) utilizaron Z ′is
para la prueba de simetrı́a de reflexión de una distribución multivariante.Yuen, Zhu
& Tang (2003) estudiaron la prueba RAS para un modelo de muestreo censurado
semiparamétrica. Otras pruebas que usan un enfoque similar se puede encontrar en
Zhu, Yuen & Tang (2002) y Zhu & Neuhaus (2000).
2.3.3. Método bootstrap alternativo usando los estimadores de
las CIF’s y Kaplan-Meier
Dado que Kam et al. (2002) sugieren en los métodos de remuestreo el uso de las
funciones empı́ricas, tanto de las distribución y subdistribución de las probabilidades
de falla en la construcción del estadı́stico de prueba; una propuesta alternativa es
cambiar los estadı́sticos Dn por una versión modificada donde se usen las CIF’s y





(F̂2(t)− F̂1(t))2(1− Ŝ(dt)) (2-10)
Donde Ŝ(t) = P(T > t) es la función de supervivencia estimada por medio del méto-
do de Kaplan-Meier y F̂j(t), j = 1,2 son las CIF’s estimadas para los dos modos de falla.
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Sobre la modificación hecha al estadı́stico de Cramér-Von Mises, se aplica el mismo
procedimiento de prueba que se usó en el método bootstrap, que consiste en encon-
trar la distribución bajo la hipótesis nula (H0) del estadı́stico alternativo D
′
n, para
finalmente tomar una decisión acerca de la hipótesis de interés, es decir, se decide
rechazar H0 si el valor D
′
n resulta mayor al cuantil (1−α) de la distribución empı́rica
del estadı́stico bajo la hipótesis nula.
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3. Estudio de simulación
Para evaluar el desempeño de los estadı́sticos de prueba vistos en la sección 2.3 se
consideraron dos causas de falla. Sea (T1,T2) los tiempos potenciales de falla de dos
componentes de un sistema en serie. El tiempo de falla X = mı́n{T1,T2} fue generado
usando la distribución exponencial absolutamente continua de Block & Basu denota-
da por (ACBVE) usando las indicaciones de Leandro & Achcar (1996), Block & Basu
(1974) y Friday & Patil (1977) donde la pareja (T1,T2) bajo esta distribución tiene una
densidad dada por




e−λ1t1−λ02t2 si t1 < t2
λλ2λ01
λ12
e−λ01t1−λ2t2 si t1 ≥ t2
(3-1)
donde λ12 = λ1 +λ2, λ01 = λ0 +λ1, λ02 = λ0 +λ2 y λ = λ0 +λ1 +λ2.
Siendo λ0 el parámetro que controla el grado de dependencia entre T1 y T2, donde
λ0 = 0.0 corresponde a la independencia de los dos riesgos y λ0 = 1.0 la dependencia
de los dos riesgo. En este caso la tasa de riesgo de causa especı́fica son proporcionales,




; j = 1,2 (3-2)
Al usar la distribución ACBVE se replanteó las hipótesis H0 versus H1 como
H0 : λ1(t) = λ2(t) vs. H1 : λ1(t) , λ2(t)
Se fijó la tasa de falla del primer evento como λ1 =1.0 y se varió la tasa de falla del se-
gundo evento λ2 tomando diferentes valores, tales como, λ2 =0.5, 1.5, 2.0, 2.5 y en el
caso de ser iguales las tasas λ2 =1.0, para determinar el comportamiento de las prue-
bas a medida que este cambia. Los valores asignados al parámetro λ0 y λ1 se tomaron
teniendo como referencia los estudios de simulación realizados por Aly et al. (1994),
Kam et al. (2002), Kochar et al. (2002) y Sankaran et al. (2010).
Para mirar el efecto de las censuras en cada una de las pruebas se consideraron
tres niveles de censura, sin censura, censura moderada (18%− 35%) y censura alta
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(45%− 60%) denotadas por SC, CM y CA respectivamente. La variable censura C
de acuerdo a lo planteado por Sun & Tiwari (1995), fue generada por una distribu-
ción exponencial con parámetro γ; para lo cual se usó la probabilidad de una censura
P (C < X) tomando valores de 0 (sin censura), 0.2 (censura moderada) y 0.5 (censura
alta), que bajo el modelo ACBVE tiene la forma




de donde se despeja γ en cada uno de los escenarios. El nivel de significancia usado
en las pruebas es de α =0.05. Para cada conjunto de parámetros asumidos, se gene-
raron muestras de n = 50, 100 y 250. Adicionalmente se generaron 5000 muestras
bootstrap, tanto para el estadı́stico bootstrap dado en (2-8) como para el estadı́stico
bootstrap alternativo dado en (2-10), y se extrajeron 5000 conjuntos de datos RAS
{Z1,Z2, . . . ,Zn}.
Se programaron en el software libre R las pruebas basadas en los métodos boots-
trap, RAS y el método bootstrap alternativo usando los estimadores de las CIF’s y
Kaplan-Meier; para la prueba del supremo se usó la programación realizada por Pin-
tilie (2006). La tabla Tabla 3-1 presenta un resumen de los factores tenidos en cuenta




λ2 0.5, 1.0, 1.5, 2.0 y 2.5
n 50, 100, 250
Censura Sin censura, moderada, alta
Tabla 3-1.: Factores tenidos en cuenta en la simulación
En total se consideraron 90 escenarios de simulación, donde se evaluó el error tipo
I (bajo H0 : λ1(t) = λ2(t)) y la potencia de las diferentes pruebas presentadas (bajo





I(Rechazar H0|H0 es Cierta),
donde I(Rechazar H0|H0 es Cierta) es una indicadora de rechazo de una hipótesis cier-
ta para una prueba particular.
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La potencia alcanzada está definida como la probabilidad de rechazar una hipótesis
nula falsa, esto es
1− β̂ = 1
N
∑
I(Rechazar H0|H0 es Falsa)
donde I(Rechazar H0|H0 es Falsa) es una indicadora de rechazo de una hipótesis falsa
para una prueba particular y N es el número de simulaciones realizadas en cada una
de las pruebas estudiadas, en cada uno de los escenarios de simulación considerados.
El proceso de simulación se describe a continuación:
Paso 1. Se genera unamuestra de tamaño n de la forma (Xi ,δi) con un porcentaje
de censura especificado
Paso 2. A este conjunto de datos se le aplican las las pruebas basadas en el su-
premo, los métodos de remuestreo: bootstrap, RAS y la alternativa, con un nivel
de significancia fijo.
Paso 3. Los pasos 1 y 2 son simulados N veces obteniendo la decisión para cada
simulación.
Paso 4. Se suman las indicadoras de las N simulaciones y se promedian para





I(Rechazar H0|H0 es Cierta),
o
1− β̂ = 1
N
∑
I(Rechazar H0|H0 es Falsa)
A continuación se presenta un ejemplo de los pasos realizados en la simulación por
medio del siguiente caso: se desea establecer de manera particular el desempeño de la
prueba del supremo generalizado en una muestra de tamaño n = 35 con dos modos de
falla donde el parámetro λ2 = 0.5 indica que la función de riesgo de causa especı́fica
asociada a la causa 2 de falla es la mitad de la correspondiente función de riesgo de
causa especı́fica de la causa 1 de falla, y se tiene un caso de censura moderada, donde
además los tiempos falla son dependientes (λ0 = 1.0), cuando se desea probar si
H0 : F1(t) = F2(t) vs. H1 : F1(t) , F2(t)
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Se genera una muestra de tamaño n = 35 de la forma (Xi ,δi) con un porcentaje
de censura del 15% en los datos.
Se realizan N = 20 simulaciones en las mismas condiciones definidas antes.
En cada simulación se aplica el estadı́stico de prueba del supremo generalizado
bajo la hipótesis nula (H0), con un nivel de significancia α =0.05. Los resultados
obtenidos se muestran en la Tabla 3-2
simulación n λ0 λ2 λ1 C
∗
n Valor-p Decisión*
1 35 1 0.5 1 1.7408 0.3231 0
2 35 1 0.5 1 3.0533 0.0090 1
3 35 1 0.5 1 2.5019 0.0495 1
4 35 1 0.5 1 1.2572 0.7410 0
5 35 1 0.5 1 1.7678 0.3053 0
6 35 1 0.5 1 2.0083 0.1779 0
7 35 1 0.5 1 1.4856 0.5260 0
8 35 1 0.5 1 3.7139 0.0008 1
9 35 1 0.5 1 2.6941 0.0282 1
10 35 1 0.5 1 2.1909 0.1139 0
11 35 1 0.5 1 2.6458 0.0326 1
12 35 1 0.5 1 2.3735 0.0705 0
13 35 1 0.5 1 2.1553 0.1244 0
14 35 1 0.5 1 1.5396 0.4782 0
15 35 1 0.5 1 0.9623 0.9541 0
16 35 1 0.5 1 1.7961 0.2870 0
17 35 1 0.5 1 2.4009 0.0655 0
18 35 1 0.5 1 1.8865 0.2356 0
19 35 1 0.5 1 1.8000 0.2846 0
20 35 1 0.5 1 2.5560 0.0423 1
*0= no se rechaza H0, 1= se rechaza H0
Tabla 3-2.: Simulación de la prueba del supremo generalizado para n = 35
Por último se promedian los valores de las variables indicadoras de los rechazos
de la hipótesis nula (H0) para encontrar el nivel de significancia o la potencia
de la prueba alcanzados; en éste escenario se determina particularmente la po-
tencia de la prueba del supremo generalizado, dado que el parámetro λ2=0.5
indica que hay diferencia entre las CIF’s, por tanto,la potencia estará dada por
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1− β̂ = 1
N
∑





La potencia alcanzada en este estudio de simulación para la prueba del supremo
generalizado es del 30%.
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4. Análisis de resultados
En este capı́tulo se muestran los resultados y análisis del estudio de simulación rea-
lizado para cada escenario. La sección 4.1 presentan las tablas de los resultados de
la simulación para cada tamaño de muestra. La sección 4.2 ilustra gráficamente los
resutados de los errores tipo I obtenidos en los tres casos de censuras mostrando su
comportamiento para los casos de dependencia en distintos tamaños de muestras. Por
último, en la sección 4.3 se presentán los gráficos del comportamiento de las potencias
empı́ricas para los diferentes valores de λ2 en cada tamaño de muestra.
4.1. Tablas de resultados del estudio de simulación
λ0 = 0.0 y λ1 = 1.0 λ0 = 1.0 y λ1 = 1.0





0.5 48.3 50.7 47.3 49.6 44.8 50.7 47.5 51.0
1.0 5.0 7.1 7.1 7.6 3.2 4.3 3.9 5.0
1.5 17.5 22.1 19.0 21.3 21.6 23.8 22.8 24.5
2.0 43.4 49.7 50.0 49.4 42.4 55.3 49.1 52.1
2.5 68.6 73.2 73.0 72.1 68.8 72.3 72.3 70.6
CM
0.5 33.6 39.1 43.1 44.7 34.7 38.3 40.1 43.8
1.0 4.7 5.0 6.3 5.7 3.2 4.5 4.2 4.6
1.5 12.6 16.6 17.5 16.9 14.6 21.5 11.7 20.4
2.0 37.2 40.4 42.4 42.6 31.1 40.5 40.9 41.7
2.5 59.6 57.2 64.2 66.1 55.3 62.2 64.7 64.5
CA
0.5 20.8 25.1 26.8 26.8 20.2 22.9 23.7 25.4
1.0 2.9 5.0 5.6 3.9 1.7 3.9 3.5 2.7
1.5 7.5 10.5 10.5 10.6 8.9 12.8 14.0 13.7
2.0 19.6 23.5 27.3 24.8 20.4 21.5 25.0 27.1
2.5 41.0 38.3 42.7 42.8 33.5 38.5 42.5 41.3
Tabla 4-1.: Tasas de error tipo I y potencias empı́ricas (en%) de la prueba H0 : λ1(t) =
λ2(t) vs H1 : λ1(t) , λ2(t) con un nivel de significancia del 5% y n = 50.
La Tabla 4-1 presenta la proporción de veces que se rechaza la hipótesis nula de ma-
nera que cuando λ1 es igual a λ2 (bajo H0) estas proporciones corresponden a la tasa
de error tipo I, mientras que en valores de λ2 distintos a λ1 (bajo H1) tales porcen-
tajes corresponden a las potencias empı́ricas; para los escenarios de independencia
(λ1 = 0.0) y dependencia (λ1 = 1.0). Los valores de la tasa de error tipo I se presentan
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λ0 = 0.0 y λ1 = 1.0 λ0 = 1.0 y λ1 = 1.0





0.5 80.2 77.8 77.5 79.2 79.2 79.6 78.4 79.0
1.0 5.0 7.5 8.4 6.2 3.6 4.3 4.2 4.5
1.5 35.0 34.3 37.0 35.7 39.7 38.5 38.6 38.4
2.0 79.5 77.6 79.6 79.2 82.2 79.2 78.9 77.0
2.5 95.4 95.4 94.3 95.4 95.1 94.8 89.0 93.3
CM
0.5 68.8 69.7 69.4 71.7 69.2 70.2 66.2 75.8
1.0 4.6 6.4 7.0 5.9 3.3 3.9 4.3 3.5
1.5 30.7 30.4 27.7 33.1 31.8 32.2 29.2 34.7
2.0 68.2 71.4 67.9 72.9 68.0 68.3 68.3 73.0
2.5 90.7 89.2 90.6 92.8 90.4 89.5 88.9 92.6
CA
0.5 45.5 44.7 48.5 45.9 43.6 45.1 48.9 46.9
1.0 3.1 5.6 4.9 4.0 3.2 4.2 4.2 2.9
1.5 15.1 20.8 20.5 19.0 20.7 19.1 23.8 25.3
2.0 44.8 44.9 49.5 48.5 45.7 44.8 44.0 48.4
2.5 68.3 70.4 68.0 70.7 70.0 67.6 70.4 70.1
Tabla 4-2.: Tasas de error tipo I y potencias empı́ricas (en%) de la prueba H0 : λ1(t) =
λ2(t) vs H1 : λ1(t) , λ2(t) con un nivel de significancia del 5% y n = 100.
λ0 = 0.0 y λ1 = 1.0 λ0 = 1.0 y λ1 = 1.0





0.5 99.1 98.8 99.3 99.0 99.7 99.1 99.2 99.0
1.0 7.5 6.6 6.5 7.0 3.3 4.1 4.6 3.7
1.5 76.6 74.5 72.2 70.7 75.1 66.9 69.8 69.1
2.0 99.3 99.0 99.5 99.2 99.7 99.4 98.6 99.5
2.5 100 100 100 100 100 100 100 100
CM
0.5 98.1 96.7 96.5 98.7 98.3 97.4 97.9 99.2
1.0 6.0 6.1 7.4 7.3 3.8 4.1 5.3 4.3
1.5 67.3 63.5 61.1 67.7 64.6 61.3 63.7 65.0
2.0 98.6 97.7 97.2 98.6 98.9 97.7 97.3 98.7
2.5 100 99.9 100 100 100 99.9 99.9 100
CA
0.5 90.1 84.0 83.8 89.2 89.4 87.0 87.5 89.8
1.0 4.9 6.1 6.6 4.1 2.9 3.8 4.9 3.8
1.5 44.7 44.7 43.4 42.1 45.5 42.0 47.1 46.8
2.0 88.1 85.1 86.7 89.3 89.6 87.2 85.5 89.5
2.5 99.1 98.4 97.9 98.6 98.6 98.5 97.7 97.9
Tabla 4-3.: Tasas de error tipo II y potencias empı́ricas (en%) de la pruebaH0 : λ1(t) =
λ2(t) vs H1 : λ1(t) , λ2(t) con un nivel de significancia del 5% y n = 250.
en negrilla para facilitar la lectura de la tabla.
Las tablas 4-2 y 4-3 presentan los resultados del estudio de simulación cuando se tie-
nen tamaños de muestras de n = 100 y n = 250 con sus respectivos resultados de las
potencias empı́ricas y las tasa de error tipo I, tomando como referencia en los estudios
de simulación un nivel de significancia de α =0.05.
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Para analizar los resultados obtenidos en las tablas 4-1, 4-2 y 4-3 se contruyeron gráfi-
cos de lı́neas simultáneos del nivel de significancia alcanzado con relación a los dife-
rentes tamaños de muestras. Las potencias empı́ricas se relacionan con los distintos
valores asignados a λ2; con el fin de evaluar la capacidad de las pruebas de detectar
diferencias entre los dos riesgos a medida que se le asignan valores de λ2 cercanos y
alejados de λ2 = 1.0, tanto en presencia y ausencia de censura para los escenarios de
independencia y dependencia en cada tamaño de muestra.
.
A continuación se presenta un análisis gráfico del nivel de significancia y las potencias
empı́ricas alcanzadas; las lı́neas de los gráficos se diferencia con distintos colores y





4.2. Análisis gráfico del nivel de significancia
alcanzado
En la Figura 4-1 se observa el nivel de significancia bajo independencia (esto es, cuan-
do λ0=0.0 y λ2=1.0), amedida que el tamaño demuestra crece, en ausencia de censura
la prueba del supremo alcanza el nivel de significancia establecido en el estudio de si-
mulación de α=0.05 cuando tiene tamaños de muestra de n=50 y 100, para muestras
grandes el nivel de significancia supera el 5% pero es inferior al 9% mientras que
las pruebas basadas en métodos de remuestreo Bootstrap, RAS y Bootstrap alternati-
vo están por encima del nivel predeterminado. Se observa una perdida en los niveles
de significancia alcanzados debido a la presencia de censura. Las pruebas basadas en
métodos de remuestreo en los tres casos de censura muestran un nivel de significancia
por encima del nivel de significancia, mientras que la prueba basada en el supremo y
la alternativa presentan mejores comportamientos bajo el escenario de independen-
cia. En La Figura 4-2 se presenta el comportamiento del nivel de significancia bajo el
escenario de dependencia (esto es, cuando λ0=1.0 y λ2=1.0) observándose un buen
comportamiento de las pruebas con relación al nivel de significancia dado tanto en
ausencia como en presencia de censura.
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a) Sin Censura b) Censura Moderada
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Figura 4-1.: Significancia alcanzada bajo independencia
La prueba del supremo en el estudio de simulación de ambos escenarios es más robus-
ta que las pruebas basadas en los dos métodos de remuestreo propuestos por (Kam
et al. 2002) debido a que sus errores tipo I no superan al nivel de significancia fijado
en el escenario de dependencia, mientras que en el escenario se independencia los
errores tipo I son más pequeños y cercanos a α = 0.05 en comparación a las prue-
bas de remuestro. Por último se puede observar que el método alternativo propuesto,
presenta mejores potencias en el caso de independencia que la del método bootstrap
y RAS; también presenta un buen comportamiento en el escenario de dependencia.
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a) Sin Censura b) Censura Moderada
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Figura 4-2.: Significancia alcanzada bajo dependencia
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4.3. Análisis gráfico de potencia empı́rica
A continuación se presentan el análisis de las potencias empı́ricas para los diferentes
tamaño de muestra tomados en el estudio de simulación a saber, n = 50, n = 100 y
n = 250, a través de gráficos de lı́neas simultáneas que muestra el comportamiento de
las potencias alcanzadas bajo dependencia e independencia y diferentes valores de λ2
por las pruebas del supremo generalizado (1), método bootstrap (2) y RAS (3) , y el
bootstrap alternativo (4).
Potencias empı́ricas para tamaños de muestra n = 50
En la Figura 4-3 se visualizan los resultados presentados cuando hay independencia
entre los tiempos donde se presenta el evento, se puede observar que en el caso de
muestras pequeñas en presencia de censura hay una disminución considerable en las
potencias empı́ricas alcanzando potencias por debajo del 15%.
Cuando λ2 toma el valor de 1.5 hay una pérdida de potencia muy marcada en las
cuatro pruebas; las pruebas basadas en los métodos de remuestreo: bootstrap (2) y
RAS (3) y el método alternativo presentan el mismo comportamiento a medida que el
valor de λ2 va cambiando mostrando una potencia máxima alrededor del 70% pero
inferior al 80% en ausencia de censura. Se evidencia un mejor comportamiento en
las pruebas basadas en métodos de remuestreo y la alternativa cuando los datos están
en presencia de censura y en ausencia de ésta; mientras que la prueba basada en el
supremo generalizado en los tres casos presenta potencias por debajo de las antes
mencionadas.
En la Figura 4-4 se presentan los resultados cuando hay dependencia entre los tiem-
pos de falla potenciales. En ellos se revela que sigue el patrón de comportamiento de
perdida de potencia en presencia de censura, tanto en el escenario de independencia
como dependencia; hay una disminución considerable en las potencias empı́ricas al-
canzando potencias por debajo del 15% cuando λ2=1.5. Además se puede observar
en la Figura 4-4 que las pruebas basadas en los métodos de remuestreo y la alternativa
tienen comportamientos mas variables en cuanto a sus potencias cuando hay ausencia
y presencia de censura, aunque la prueba basada en el método bootstrap (2) y la alter-
nativa (4) presentan un comportamiento muy similar con mejores potencias cuando
hay censura moderada y sin censura; en presencia de censura alta la alternativa si-
gue presentado un buen comportamiento, seguida de la prueba basada en el método
RAS (3) y bootstrap (2). La prueba basada en el supremo generalizado en el escena-
rio de dependencia sigue presentando potencias por debajo de las otras pruebas en
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Figura 4-3.: Potencia empı́rica bajo independencia y tamaño de muestra n = 50
los tres casos de censura. Se puede evidenciar que bajo el escenario de independen-
cia y dependencia en muestras pequeñas n = 50 las pruebas alcanzan potencias muy
pequeñas cuando λ=1.5, en ambos casos las pruebas alcanzan mejores potencias en
ausencia de censura, alcanzando su máxima potencia alrededor del 70%, mientras
que cuando están sometidas a censura alta sus potencias están por debajo del 50%.
Por último en ambos escenarios las potencias basadas en las alternativa(4) propues-
ta, presenta un buen comportamiento en sus valores, en ocasiones superando a las
pruebas de Kam et al. (2002) o igualándolas y superando la de Kochar et al. (2002).
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Figura 4-4.: Potencia empı́rica bajo dependencia y tamaño de muestra n = 50
Potencias empı́ricas para tamaños de muestra n = 100
Las Figuras 4-5 y Las 4-6 presentan los resultados para los casos de independencia
y dependencia entre los tiempos de falla potenciales, para un tamaño de muestra
n = 100; en ambos casos se observan comportamientos muy similares en las potencias
empı́ricas para las diferentes pruebas, tanto en presencia de censura como en ausencia
de ésta; se siguen observando mejores potencias en ausencia de censura, alcanzado
potencias superiores al 90% para las cuatro pruebas.
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Figura 4-5.: Potencia empı́rica bajo independencia y tamaño de muestra n = 100
Se observa un poco de variabilidad cuando hay presencia de censura alta en las prue-
bas pero estás se van estabilizando cuando λ2 es igual o superior a 2.0; al igual que en
el caso de muestras pequeñas cuando λ2=1.5 se evidencia una caı́da en las potencias
inferiores al 20% pero superiores al 10%. Teniendo como referencia este tamaño de
muestra las potencias pueden alcanzar valores muy altos que superan el 90%. Nue-
vamente se ve un buen comportamiento en la alternativa (4).
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Figura 4-6.: Potencia empı́rica bajo dependencia y tamaño de muestra n = 100
Potencias empı́ricas para tamaños de muestra n = 250
En las Figuras 4-7 y 4-8 se visualizan los gráficos correspondientes a los casos de in-
dependencia y dependencia entre los tiempos de falla potenciales, para el tamaño de
muestra n = 250; en el escenario de independencia se logra observar mejores poten-
cias cuando se utiliza la prueba del supremo generalizado en los tres casos de censu-
ra, además cuando hay censura alta y moderada las cuatro pruebas tienen el mismo
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Figura 4-7.: Potencia empı́rica bajo independencia y tamaño de muestra n = 250
comportamiento. Observe que con este tamaño de muestra todas las pruebas alcanzan
potencias cercanas o iguales a uno.
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Figura 4-8.: Potencia empı́rica bajo dependencia y tamaño de muestra n = 250
Se sigue observando una caı́da en las potencias cuando λ2=1.5 pero ya no tan bajas
como en los tamaños de muestras anteriores, en este caso las potencias empı́ricas su-
peran el 40% .
En general de las secciones 4.2 y 4.3 se puede ver que:
En el escenario de dependencia, la prueba del supremo sigue funcionando muy
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bien, tiene un mejor comportamiento cuando no hay presencia de censura, com-
parada con las otras pruebas, pero en presencia de censura las cuatro prue-
bas tienen comportamientos parecidos, con potencias empı́ricas altas cercanas
o iguales al 100%.
Se puede observar que en el caso de muestras pequeñas cuando no hay presen-
cia de censura la prueba del supremo generalizado presenta errores Tipo I más
cercanos al nivel de significancia fijado, tanto para el escenario de independen-
cia como el de dependencia. En el caso de las pruebas RAS, bootstrap y en la
prueba alternativa, se observa que aunque el error tipo I es pequeño en los tres
casos, en el escenario de independencia los errores tipo I se alejan un poco del
nivel de significancia establecido.
Se observa que en tamaños de muestra grandes hay mayor estabilidad de resul-
tados en las potencias de las pruebas para los dos escenarios, ya sea en presencia
de censura o en ausencia de esta. Cuando λ2 = 1.5 en el caso de muestra grandes
y en presencia de censura hay una disminución en las potencias empı́ricas pero
no tan marcados como en el caso de muestras pequeñas, en el caso de la muestra
n = 250 se puede ver que ya las potencias empı́ricas tienen mayor estabilidad
tanto en presencia de censura como en ausencia de ésta, en las cuatro pruebas.
En general las pruebas basadas en métodos de remuestreo bootstrap y RAS tie-
nen un buen funcionamiento en ambos escenarios, pero especialmente en los
casos de dependencia entre los tiempos de fallas, sus errores tipos I son más cer-
canos al nivel de significancia.
En todos los casos, las potencias empı́ricas convergen de manera constante al
número uno cuando aumenta el tamaño de la muestra. También se observa erro-
res tipo I más cercanos al nivel de significancia en la pruebas del supremo gene-
ralizado y alternativa cuando la censura es alta para ambos escenarios, mientras
que los métodos bootstrap y RAS siguen teniendo mejor comportamiento en en
los escenarios de dependencia.
En los diferentes tamaños de muestra se observa que a medida que el valor de
la tasa del segundo evento aumenta las potencias empı́ricas de las pruebas son
muy altas, mientras que, cuando los valores de dicha tasa son cercanos a uno,
las pruebas son un poco inestables alcanzando potencias muy bajas que se van
estabilizando a medida que el tamaño de muestra va creciendo.
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Por último en la diferentes gráficos, los resultados de la simulación para la pro-
puesta bootstrap usando los estimadores de las CIF’s y Kaplan-Meier, presentan
comportamientos similares a las pruebas basadas en los métodos de remues-
treo: bootstrap y RAS, donde se ve evidenciado nuevamente que en presencia
de censura los potencias empı́ricas disminuyen pero a medida que el tamaño de
la muestra crece su potencias empı́ricas también; en cuanto a los errores tipo I,
la prueba alternativa muestra un mejor comportamiento que los propuestos por
Kam et al. (2002).
En el Capı́tulo 5 se presenta un ejemplo con datos reales de pacientes con linfoma
para evaluar los resultados de las pruebas diferentes pruebas estudiadas, de acuerdo
al escenario de censura de los datos a estudiar.
5. Ejemplo: Pacientes con linfoma
Pintilie (2006) presenta una base de datos de los pacientes con linfoma creada en el
hospital Princess Margaret, Toronto, con registros que datan desde 1967. En la actua-
lidad, la base de datos es de tipo prospectivo, pacientes que están siendo introducidos
y registrados para recibir tratamiento en el hospital. Esta base de datos contiene un
subgrupo de 541 pacientes de todos los pacientes identificados con linfoma tipo foli-
cular, registrados para tratamiento en el hospital entre 1967 y 1996, con enfermedad
en la etapa temprana y tratados con sólo radioterapia o con radiación y quimiotera-
pia. El objetivo de este estudio era mostrar los resultados a largo plazo en este grupo
de pacientes. El resultado registrado incluye la respuesta al tratamiento, la primera
recaı́da y la muerte. El tiempo hasta la primera falla se calcula en años a partir de la
fecha de diagnóstico. Un informe sobre una parte de este conjunto de datos se puede
encontrar en Petersen et al. (2004). De la anterior base de datos se tomó una muestra
aleatoria de 74 pacientes, para determinar si hay diferencias entre los riesgo de re-
caı́da y muerte sin recaı́da, después del tratamiento. A continuación se presenta un
una parte de la base de datos de la muestra analizada












*0 = no se observó el evento, 1 = recaı́da y 2 = muerte sin recaı́da
Tabla 5-1.: Muestra de recaı́da y muerte sin recaı́da de pacientes con linfoma folicular
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Figura 5-1.: Comparación del riesgo por recaı́da con el riesgo por muerte sin recaı́da
de los datos de pacientes con linfoma
Para comparar la incidencia de recaı́da con la incidencia de morir sin recaı́da después
del tratamiento en el conjunto de datos antes mencionado; la recaı́da se codificada
como 1, la muerte sin recaı́da como 2 y los datos censurados con 0. Los Valores p
correspondientes a los estadı́sticos del supremo generalizado, los métodos bootstrap,
RAS y la propuesta se muestran a continuación





Tabla 5-2.: Estadı́sticos de prueba (Valor-p) para los datos de pacientes con linfoma
Tomando un nivel de significancia de α = 0.05 los valores p de las pruebas son signifi-
cativos, estos valores sugieren que hay una diferencia entre la incidencia de recaı́das y
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la incidencia de morir sin recaı́da. En la Figura 5-1 la CIF de recaı́da está muy por en-
cima de la CIF para la muerte sin recaı́da, apoyando la conclusión encontrada usando
los estadı́sticos de prueba estudiados.
Aunque las tres pruebas arrojan la misma decisión cabe mencionar que de acuerdo a
la muestra que se tomó de 74 pacientes, ésta posee un 41.89% de datos censurados,
por tanto de acuerdo al estudio de simulación se está en un caso de censura moderada
con una muestra relativamente pequeña; si existe alguna sospecha de que hay dife-
rencias entre los dos riesgos de acuerdo al estudio de simulación en el caso de muestra
pequeña es recomendable usar la pruebas basadas en los métodos de remuestreo, da-
do que durante el estudio presentaron mejores comportamientos en comparación a la
prueba del supremo generalizado en el momento en que hay presencia de censura.
Si existe alguna sospecha de que hay diferencias entre los dos riesgos de acuerdo al
estudio de simulación en el caso de muestra pequeña es recomendable usar la prueba
basada en el método bootstrap alternativo, dado que durante el estudio arrojó me-
jores potencias en comparación a las otras tres y en presencia de censura el nivel de
significancia alcanzado es cercanos al valor de referencia α =0.05 .
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6. Conclusiones y trabajo futuro
En el presente trabajo se estudió vı́a simulación cuatro pruebas existentes para pro-
bar la igualdad de dos riesgos competitivos a través de las funciones de incidencia
acumulada. Se ilustró la utilidad práctica de los métodos y la propuesta usando datos
reales.
Se pudo evidenciar bajo los escenarios estudiados que las pruebas tienen un buen
funcionamiento, cuando los tamaños de muestras son grandes. La prueba del supre-
mo presenta errores tipo I más cercanos al nivel nominal fijado en comparación a las
otras pruebas en todos los escenarios. En relación a la potencia cuando n = 50 es-
ta prueba tiene un desempeño inferior a las pruebas basadas en remuestreo y para
muestras grandes su desempeño depende de si se tiene o no censura.
Las pruebas basadas en métodos de remuestreo alcanzaron errores tipo I pequeños
pero mostraron un mejor comportamiento cuando se encuentra en un escenario de
dependencia; computacionalmente el método RAS es más eficiente que el bootstrap.
En relación a la potencia cuando n=50 los métodos de remuestreo funcionan mejor en
comparación a la prueba del supremo, destacándose el método alternativo que está a
la cabeza de sus pares y para muestras grandes cuando no hay censura el método del
supremo alcanzó mayores potencias pero en escenarios con censura se observó que el
método alternativo es muy buen competidor.
Una buena alternativa cuando hay presencia de censura es usar la propuesta del méto-
do de bootstrap alternativo usando las estimaciones de las CIF’s y Kaplan-Meier, dado
que estas metodologı́as están diseñadas especialmente para tratar datos en presencia
de riesgos competitivos y eventos censurados, respectivamente. En los estudios de
simulación realizados este método presentó un mejor comportamiento que los obte-
nidos por el método bootstrap y la aproximación RAS, e incluso supera en algunos
escenarios al método del supremo.
Para trabajos futuros serı́a importante evaluar el desempeño de las pruebas cuando
hay más de dos riesgos competitivos presentes, usando como alternativa la distribu-
ción geométrica bivariada discreta para modelar los datos de tiempo de vida, según
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Davarzani et al. (2015) esta podrı́a traer algunas ventajas computacionales en compa-
ración a la distribución de Block & Basu (1974). Además, queda como trabajo futuro
demostrar la propiedades de convergencia del método de bootstrap alternativo pro-
puesto basado en las estimaciones de las CIF’s y Kaplan-Meier.
Apéndices
A. Anexos: Códigos en R de la
simulación
En el siguiente código se presenta un ejemplo de la de los parámetros de entrada
de la simulación con sus respectivas probabilidades, estás probabilidades cambian
de acuerdo a los valores que tomen los parámetros de la distribución de (Block &
Basu 1974), usando la técnica descrita en (Leandro & Achcar 1996) para cada uno de
los casos.
setwd("C:\\Users\\supremo")
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# INICIO Parámetros de la simulación





lambda2 <- 0.5 # Valores de simulación 0.5,1.0,1.5,2.0,2.5







# Probabilidades de celda de acuerdo a cada escenario
probs <- c(0.5941,0.1826,0.0407,0.0091,0.0767,0.0488,0.0150,0.0033,
0.0104,0.0063,0.0040,0.0012,0.0014,0.0009,0.0005,0.0003)
censura <- 0 # Valores de censura 0:sin cens, 0.2:18-35, 0.5:45-60
# Determinar las clases de celda en una matriz
#(dependen de cada escenario)
lmaxx <- 4 #ceiling(maxi[1]/1)*1












# FIN Parámetros de la simulación












Código de funciones en R para generar los datos de la distribución de Block & Basu
en R:
# Generación de valores de T_1, T_2 a partir de
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# Sacar probabilidades de "celda" de la distribución ACBVE

























tmp <- subset(datos,datos[,1]<=xu & datos[,1]>xl)
tmp1 <- subset(tmp,tmp[,2]<=yu & tmp[,2]>yl)
frec <- nrow(tmp1)
}






tmp <- subset(datos,datos[,1]<=xu & datos[,1]>xl)
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tmp1 <- subset(tmp,tmp[,2]<=yu & tmp[,2]>yl)
if(nrow(tmp1)>=muestra[5] & muestra[5]>0){
tmp2 <- sample(nrow(tmp1),muestra[5],replace=F)
tmp3 <- datos[tmp2,]} else tmp3 <- NULL
tmp3
}
# Incorporar censura a derecha en datos generados
datoscens <- function(fulldata){
datamin <- min(fulldata)
delta <- which(fulldata==datamin)%% 3
cbind(datamin,delta)
}















#Remuestreos de los datos y organización de tiempos de la remuestra
#para el método RAS
remuest <- replicate(Nr,sample(n,replace=T))
datosrem <- apply(remuest,2,remuestras,datoscr,n) #Remuestra
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# based on Kochar, Lam and Yip #
# Lifetime Data Analysis,2002 #
# time=time to first event #
# cens=censor variable #
# 1=one type of event #
# 2=another type of event #
# 0=the rest of events and#





if (sum(cens==1)==0 | sum(cens==2)==0 | sum(cens>2)>0)
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Código de la funciones en R para evaluar la prueba del supremo generalizado C∗n:
# Evaluar los estadisticos de prueba en una simulación
compara.riesgos<-function(replica,n,lambda,censura,celdas,probs)
{
# Genera N valores de un mı́nimo y le asocia un modo






# Frecuencias de celda
allfrecs <- cbind(celdas,apply(celdas,1,frecs.jl,datos))
# Probabilidades de celda desde derive y en la forma
#de la tabla de frecuencias
allprobs <- cbind(celdas,probs)







muestrafull <- do.call(rbind, muestra)
nm <- n-nrow(muestrafull)
}
# Modifica los datos incorporando censura a derecha





















Código de la funciones en R de la prueba basada en el método bootstrap D∗n:
























Wcif1r <- nˆ(1/2)*(c1r-c1) #Construcción del W para cif1r
Wcif2r <- nˆ(1/2)*(c2r-c2) #Construcción del W para cif2r
Wcif12r <- Wcif2r-Wcif1r
Dnr <- sum((Wcif12r)ˆ2*saltosr)
Dnr #Estadistico Remuestro Cramer Von Mises
}
Código de la funciones en R para evaluar la prueba basada en el método bootstrap
D∗n:
# Evaluar los estadisticos de prueba en una simulación
compara.riesgos <- function(replica,n,lambda,censura,celdas,probs){







# Frecuencias de celda
allfrecs <- cbind(celdas,apply(celdas,1,frecs.jl,datos))
# Probabilidades de celda desde derive y en la forma de
#la tabla de frecuencias
allprobs <- cbind(celdas,probs)
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# Modifica los datos incorporando censura a derecha








#Remuestreos de los datos y organización de tiempos de la remuestra
remuest <- replicate(Nr,sample(n,replace=T))
datosrem <- apply(remuest,2,remuestras,datoscr,n) #Remuestra
Datos.ordenados.rem <- lapply(datosrem,ordena) #Organizan los tiempos
# Estadı́stico de Kam et al (2002)
# construcción de empı́ricas




















Dn<-n*sum((c2-c1)ˆ2*saltos) #Estadistico Cramer Von Mises
#########################################














Código de la funciones en R de la prueba basada en el método de aproximación por










#funcion empı́rica con proceso RAS versión RAS
f.ras.emp<-stepfun(datosfull$min,c(0,Acum.ras)) #Empririca RAS DE F
f.ras1.emp<-stepfun(datosfull$min,c(0,Acum.ras1)) #Empririca RAS DE F1
f.ras2.emp<-stepfun(datosfull$min,c(0,Acum.ras2)) #Empririca RAS DE F2







Código de la funciones en R para evaluar la prueba basada en el método de aproxi-
mación por simetrización aleatoria DZn
compara.riesgos.Ras <- function(replica,n,lambda,censura,celdas,probs){
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# Frecuencias de celda
allfrecs <-cbind(celdas,apply(celdas,1,frecs.jl,datos))
# Probabilidades de celda desde derive y en la forma de la tabla
#de frecuencias
allprobs <- cbind(celdas,probs)











# Modifica los datos incorporando censura a derecha






















c(0,datosfull$Acum.Emp1)) #Empririca De F1
f.acum.emp2 <- stepfun(c(datosfull$min),
c(0,datosfull$Acum.Emp2)) #Empririca De F
f.acum.emp<-stepfun(c(datosfull$min),
c(0,datosfull$Acum.Emp)) #Empririca De F1





Dz_0 <- n*sum((c2-c1)ˆ2*saltos) #Estadistico Cramer Von Mises





















60 A Anexos: Códigos en R de la simulación
Código de la funciones en R de la prueba del método bootstrap alternativo usando los










cif1r <- fitr$"1 1"





Wcif1r <- nˆ(1/2)*(c1r-c1) #Construcción del W para cif1r
Wcif2r <- nˆ(1/2)*(c2r-c2) #Construcción del W para cif2r
Wcif12r <- Wcif2r-Wcif1r
Dnr <- sum((Wcif12r)ˆ2*c(0,saltosr))
Dnr #Estadistico Cramer Von Mises Remuestro
}
Código de la funciones en R para evaluar la prueba del método bootstrap alternativo
usando las CIF y Kaplan Meier.
compara.riesgos<-function(replica,n,lambda,censura,celdas,probs){
# Genera N valores de un mı́nimo y le asocia un modo de






# Frecuencias de celda
allfrecs <- cbind(celdas,apply(celdas,1,frecs.jl,datos))
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# Probabilidades de celda desde derive y en la forma de
#la tabla de frecuencias
allprobs <- cbind(celdas,probs)







muestrafull <- do.call(rbind, muestra)
nm <- n-nrow(muestrafull)
}
# Modifica los datos incorporando censura a derecha
















cif1 <- fit$"1 1"




Dn <- n*sum((c2-c1)ˆ2*c(0,saltos)) #Estadistico Cramer Von Mises
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#########################################
#Estadistico Cramer Von Mises Remuestreo#
#########################################
remuest <- replicate(Nr,sample(n,replace=T))
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