Introduction and a main result
In our previous paper [MSW98] , we have introduced the class of operator semi-selfdecomposable distributions and its decreasing subclasses. To explain those classes, we start with the necessary notation. P (R d ) is the class of all probability distributions on R (b, Q) are called operator semi-stable. They are studied by Jajte [J77] , Krakowiak [K80] , Laha and Rohatgi [LR80] , Luczak [ L81, L91] , and others.
One of our main theorems is the following. is the smallest Q-completely closed class in the strong sense containing the class
OSS(b, Q).
This theorem is a "semi"-version of Theorem 7.3 in [SY85] . In Section 2, we state some results we need in the subsequent sections. In Section 3, we characterize Gaussian distributions in L ∞ (b, Q) , and in Section 4, we treat purely non-Gaussian distributions in L ∞ (b, Q) . The proof of Theorem 1.1 is given in Section 5. As our results are new even in case Q = I, we make some remarks on this case in Section 6.
Preliminary results
The following three propositions have recently been shown in [MSW98] .
Since we need them in the subsequent sections, we state them below without proofs. We note that all our results in this paper remain true if S B is defined by the usual norm in place of the norm | · | Q , provided that |B| = sup |x|≤1 |Bx|, the operator norm of B, is less than 1. We also note that, since |B n x| → 0 for any
as n → ∞ and since the space is finite-dimensional, there is a positive 
These {ν 0 , g n , n ∈ Z} are uniquely determined in the following sense. If {ν 0 , g n , n ∈ Z} and { ν 0 , g n , n ∈ Z} satisfy the above conditions, then there exists
(ii) Conversely, if ν 0 , a finite measure on S B , and g n , n ∈ Z, Borel measurable We call {ν 0 , g n , n ∈ Z} determined uniquely from ν in (i) above the S Brepresentation of ν. We may write g(n, x) for g n (x) below. For {k(n), n ∈ Z}, 
The following are generalizations of some results in [SY85] to "semi"- 
where, for 1 ≤ j ≤ p, n j is a positive integer not exceeding the multiplicity of
we denote
and obtain
Then the projector of C 
To prove the theorem, we need a lemma.
LEMMA 3.1. Let µ be a Gaussian distribution with covariance matrix A.
is nonnegative definite. The nonnegative definiteness of Ψ B (A) for all ≥ 0 is a necessary and sufficient condition for that the Gaussian µ is in L ∞ (b, Q) by Proposition 2.3. This concludes the lemma.
Proof of Theorem 3.1. We first show (i) ⇒ (iii). To show (iii) (a), it is
enough to prove that, for any integer k ≥ 1 and
We prove this by induction in k. If k = 1, the assertion is trivial. Suppose that (3.1) is true for k − 1 in place of k, and assume (B −β j )
for any ≥ 2 and n ∈ Z. Hence by the induction hypothesis,
We claim that
where
where the sum over 2 ≤ ≤ h is considered as zero if h = 1. Hence by (3.2),
for some measure ρ by Proposition 2.2. If we let
then from (3.3) and (3.4)
and hence
Letting n → ∞, we get a contradiction. Thus ρ(E 1 ) = 0. Similarly, if ρ(E 2 ) > 0, then there exists ε > 0 such that
and letting n → −∞ yields a contradiction. Thus ρ(E 2 ) = 0. Consequently,
and Az 1 , z 1 = 0. By Lemma 3.1 of [SY85], we conclude that Az 1 = 0. This proves (3.1).
Let us show (iii)(b). It is enough to show that
Az 0 , w 0 = 0 for any z 0 ∈ V j and w 0 ∈ V k withj = k. 9
Since V j and V k are invariant under B h , h ∈ Z, we have, by (iii)(a),
Hence, for n ∈ Z,
We consider two cases.
Let us show
Without loss of generality, we assume that
we observe
It follows from (3.5) and (3.6) that
This shows (3.8). (3.7) can be shown similarly, by considering L ± (n)/|β j | 2n and letting n → −∞. Thus we have
As in the case of L(n), we see that
We next show (iii) ⇒ (i). By the Jordan decomposition of B , we can find a
and, hence,
for all n ∈ Z + . Therefore, by (iii) for any n ∈ Z,
which is completely monotone, if we define ρ by ρ(
We finally show (ii) ⇔ (iii). (iii) ⇒ (ii) is easily seen, because we have, for 
As in the proof (iii) ⇒ (i) of Theorem 3.1, let
we can choose z j real so that 
Proof. The proof is exactly the same as that of Theorem 4.1 of [SY85]. So we omit it here.
Let us consider the direct sum decomposition of R
This is the decomposition dual to (3.10). Let U j be the projector of R d onto W j in the decomposition (3.11). The transposed matrix U j of U j is the projector onto W j in the decomposition (3.10). For q + 1 ≤ j ≤ q + r, we have V j = V j+r 
THEOREM 3.3. Suppose that µ is a centered Gaussian distribution in
L ∞ (b, Q).matrix A j = U j AU j . Thus, since µ j ∈ L ∞ (b, Q), by Theorem 3.1, µ j (B z) = exp{− 1 2 A j B z, B z } = exp{− 1 2 A j B U j z, B U j z } = exp{− 1 2 |β j | 2 A j U j z, U j z } = exp{− 1 2 |β j | 2 A j z, z } = µ j (z) |β j | 2 ,
which means that µ j ∈ OSS(b, Q).
Combining Theorem 3.3 and Remark 3.1, we have 
Next consider the case Q = γ −δ δ γ with γ > 0 and δ ∈ R \ {0}.
with n ∈ Z and n/δ < 0, then b
Purely non-Gaussian distributions in L ∞ (b, Q)
Now we give a representation of the Lévy measure of purely non-Gaussian
We show the following. Given two measurable spaces (Θ 1 , B 1 ) and (Θ 2 , B 2 ), we say that {Γ θ 1 , θ 1 ∈ Θ 1 }, a system of measures on (Θ 2 , B 2 ), is measurable in 
where ν 0 is a nonzero finite measure on S B and Γ x , x ∈ S B , are nonzero finite 
LEMMA 4.1. There exist positive constants C j (j = 5, 6, 7) and b j (x)
Proof. Let |x| Q be defined by |x| Q = 1 0
Hence we have (4.4). It follows from (4.8) that there are b 4 (x) and
Since arbitrary two norms are equivalent, we have C 9 |x| Q ≤ x ≤ C 10 |x| Q .
Choosing j such that β(x) = β j and n(x) = n(x, j), we obtain
Hence (4.5) follows. Let 0 < α < 2γ(x). Note that
. We see from (4.4) that
This proves the second inequality in (4.6). The first inequality is obtained from (4.5) as follows. We have
, for some b 6 (x) > 0. Hence the first inequality in (4.6) is obtained. The proof of 
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Note that for any nonnegative measurable function
Thus by Lemma 4.1, we have
concluding (4.1), and the integrability condition (4.2) is also proved.
Conversely suppose that ν has the representation (4.1) with ν 0 and Γ x satisfying (4.2). Set
Then (4.1) and (4.9) imply (d). We observe that g n (x) in (4.9) satisfies (a), (b), and (c). As to (b),
by (4.2). (a) and (c) are obvious because Γ x (dα) is nonzero for each x. Therefore {ν 0 , g n , n ∈ Z} is the S B -representation of ν. It follows from (4.9) and Proposition 2.2 that g n (x) is completely monotone in n ∈ Z. Thus, by Proposition 2.3,
(ii) In order to see that ν is the Lévy measure of some µ, it is enough to show that ν({0}) = 0 and that
The former is obvious from (4.1). The latter follows (4.2) since |x| ≤ const.×|x| Q .
(iii) To show the uniqueness, suppose that both {ν 0 ,
By the proof above, {ν 0 , g n } and { ν 0 , g n } are S B -representations of ν. Thus by the uniqueness of them in Proposition 2.1, there exists a Borel measur-
e. x for any n ∈ Z. Thus by the uniqueness assertion in Proposition 2.2 (i)(b) and by (4.10), we conclude that
The assertion (4.3) for Γ x follows from (4.2) and (4.6).
Proof of Theorem 1.1
We first show that
is Q-completely closed in the strong sense as mentioned in Section 1, ρ
Repeating this argument, we conclude that 
that Γ x = Γ x for ν 0 -a.e. x for any Γ x which expresses ν by (6.1) in place of
Proof. (i) We apply Theorem 4.1. Note that we do not assume that µ is purely non-Gaussian, since all Gaussians are in L ∞ (b, I) . Suppose that µ ∈ L ∞ (b, I). Then we get (6.1) with some ν 0 and Γ x satisfying
This is equivalent to Proof. In order to go to the representation (6.3) from (6.1), consider the probability measure 
