Abstract. We propose a class of models of random walks in a random environment where an exact solution can be given for a stationary distribution. The tool is the detailed balance equations.
Our models show some potential in the direction of Markov processes with local interaction. An immediate goal would be to develop models in an infinite-volume configuration space [17] , [3] , [4] . A number of problems and results known for simple exclusion and zero range models could be reexpressed in the proposed setting, in particular, random trapping/localization and condensation; [2] , [5] , [6] and the bibliography therein.
2 Description of a basic model
A symmetric open Jackson network
As a model for an environment, we take a symmetric and homogeneous Jackson job-shop network; see [8, 9] . The model is defined by the following ingredients.
(a) A finite collection Λ of sites; with a queueing (single-server FIFO) system assigned to each site k ∈ Λ.
(b) Two positive numbers: λ > 0, the intensity of an exogenous input flow to a given site, and µ > 0, the intensity of the flow from a given site out of the network.
(c) A non-negative symmetric matrix of transmission intensities B = (β ik , i, k ∈ Λ):
The value λ gives the rate of independent Poisson processes of exogenous tasks arriving at sites in Λ and µ i = µ + β i is the rate of servicing the queue at site i ∈ Λ where β i = k∈Λ β ik . After completing service at site i, a task eaves the network with probability µ/µ i and jumps to site k with probability β ik /µ i . The symmetry property in (2.2) is rather restrictive and hopefully could be weakened in future.
The above description gives rise to a continuous-time Markov process with states n = (n i , i ∈ Λ) ∈ Z Λ + where n i ∈ Z + := {0, 1, 2, . . .}. The generator matrix Q = (Q(n, n ′ )) of the process has non-zero entries corresponding to the following transitions: Q(n, n + e i ) = λ an exogenous arrival of a task at site i, Q(n, n − e i ) = µ1(n i ≥ 1) a task exits from site i out of the network, Q(n, n − e i + e k ) = β ik 1(n i ≥ 1) a task jumps from site i to k.
(2.2)
Here e i = (e i l , l ∈ Λ) ∈ Z Λ + has e i l = δ il and 1 stands for the indicator. Assuming the sub-criticality condition λ µ < 1, the invariant measure ρ is the product of geometric distributions with parameter λ/µ. Here the probability ρ(n) of having n i tasks at site i for each i ∈ Λ is of the form
In fact, assuming that matrix B is irreducible (i.e., B s is strictly positive entries for some positive integer s), the process is positive recurrent.
Eqn (2.3) follows from the DBEs for probabilities ρ(n), n ∈ Z Λ + : 4) which are easy to check. Note that the probabilities ρ(n) in (2.3) do not refer to matrix B. Throughout the paper, Λ is assumed to be a finite set.
Random walk in a Jackson environment
We now give the description of the model with interaction. A new ingredient is the presence of a random particle (a distinguished customer (DC)) walking over set Λ. Parameters of the Jackson network are changed only for a site where the DC is located; we call it a loaded site and denote by j. A site free of a DC is called unloaded. In addition to λ, µ and B (see items (b) and (c) above), we need more ingredients. The queue at the loaded site j has an exogenous arrival intensity e ϕ λ where ϕ ∈ R, while for the remaining sites the intensity remains λ. The exit flow intensity from all sites of the network equals µ as before. The intensities β ik for i = j and j = k are again as before. For the loaded site j the intensity of the flow from j to k and that of the flow from l to j are of the form θ jk = e ϕ θ jk and θ lj where, respectively,
Finally, we introduce intensities for the random walk of the DC. The intensity of the jump of the DC from a site j where there are n j tasks to a site j ′ = j is taken to be e ϕn j t jj ′ . Here t ij ′ , i; j ′ ∈ Λ are non-negative numbers, with
We can speak of symmetric non-negative matrices Θ = (θ ik , i, k ∈ Λ), T = (t jj ′ , j; j ′ ∈ Λ) and parameter φ ∈ R as additional ingredients of the model. (In future we refer to them as arrays, or collections of intensities.)
The state of the new Markov process is a pair (j, n) where j ∈ Λ and n = (n i , i ∈ Λ) ∈ Z Λ + . The entry j indicates the loaded site, and n i , as before, gives the number of tasks at site i ∈ Λ.
The generator R = R (j, n), (j ′ , n ′ ) has the following entries (only the non-zero transition rates are presented):
exit of a task out of the network, R[(j, n); (j, n − e k + e l )] = β kl 1(n k ≥ 1) jump of a task, for k = j = i, R[(j, n); (j, n − e j + e l )] = θ jl 1(n j ≥ 1) a task jumps from the loaded site, for l = j, R[(j, n); (j, n − e k + e j )] = θ kj e ϕ 1(n k ≥ 1) a task jumps to the loaded site, for
The three lines in Eqn (2.7) can be united:
The condition ϕ < 0 means that the presence of the DC suppresses both the exogenous arrival and arrival from other sites, whereas ϕ < 0 means the opposite. At the same time, the intensity of the jump of a DC increases with n j for ϕ < 0 and decreases for ϕ > 0.
3 The exact solution for a single DC 
The Markov process on Λ × Z Λ with generator R is positive recurrent and reversible. The stationary probability π(j, n), j ∈ Λ, n = (n i ) ∈ Z Λ + , of locating the DC at site j and having n i tasks in sites of Λ is of the form
Proof. By a direct calculation, probabilities π(j, n) from (3.2) satisfy the following DBEs:
In fact, substituting (2.7), omitting constant factors and canceling the common term λ µ i n i yields the identities:
Finally, under the irreducibility assumption, the process is positive recurrent.
Note that the stationary distribution π in (3.2) does not involve B, Θ, T. The same pattern will be observed in the generalizations of the basic model below.
A direct generalization
Here we assume that at site i, the intensities of the exogenous arrival flows and the exit flows may depend on i, the site location, n(= n i ), the current number of tasks at the site, and on j, the current loaded site. Accordingly, we deal with λ i (n; j) and µ i (n; j), i; j ∈ Λ. Examples are
and K are positive constants (which can be made varying the site). It means that the arrival at a given site is blocked if the number of tasks reaches C, and the pre-exit service is done by a K-server device, with intensities depending on the site.
We assume for simplicity that
and that λ i (n; j) > 0 if λ i (n + 1; j) > 0. Next, the intensities β kl will be made dependent on j and n k , n l : B(n; j) = (β ik (n k , n l ; j)), and we modify assumptions (2.1):
Similar conditions are imposed on arrays Θ(n) = (θ ik (n j , n k ; j)), assuming
We continue referring to (3.5) and (3.6) as symmetry conditions; one of primary future tasks should be their replacement with less restrictive assumptions. Finally, the modified intensities of tasks arrival and jump at loaded site j may have a general form: instead of the factor e ϕ one can use a factor γ j (n j ) depending on site j and number n j . Here, for a given j ∈ Λ, n ∈ Z + → γ j (n) is a positive bounded function. Viz.,
where ϕ(j) is a given real parameter depending upon j. We set:
and
The rates R (j, n), (j ′ , n ′ ) from (2.7) have to be modified:
In what follows we assume conditions (3.5), (3.6), (2.6) (these conditions will be recast in Section 4 in a more general situation) and suppose that arrays B(n; j), Θ(n) and T have strictly positive off-diagonal entries. (We continue referring to this property as irreducibility.) Theorem 3.2. Assume the sub-criticality condition
Here Ξ Λ is the partition function of the model:
Proof. Probabilities π(j, n) from (3.11) and rates R (j, n), (j ′ , n ′ ) from (3.9) still satisfy the DBEs (3.3). In fact, after omitting the factor 1 Ξ Λ and canceling common terms in the product
the DBEs are again reduced to the straightforward identities verified directly or based on (3.5), (3.6):
As before, the process is positive recurrent under the irreducibility assumption.
A closed-network version
This version arises when we keep fixed the number of tasks in the network. Correspondingly, we drop the two first lines in (3.9): 
is positive recurrent and reversible. The stationary probability π(j, n) takes the form
where
Proof. Again, the key ingredient of the proof are the DBEs Remark. It is possible to give an equivalent formulation of the model with collections B(n; j) and Θ(n; j) incorporated into a single array. We choose the present format because it provides natural successive modifications of the basic model. The same is true for collections B(n; y) and Θ(n; y) used below.
A simple exclusion system a in a Jackson-type environment 4.1 A closed-open network
The simple exclusion model was introduced in [17] (where the corresponding term has been coined).
The model was extensively studied thereafter: cf. [11] , [12] , [13] . Here the state of the Markov process is a pair (y, n) where y = (y t , t ∈ Λ) ∈ {0, 1} Λ and n = (n i , i ∈ Λ) ∈ Z Λ + . As above, set: |y| = t∈Λ y t . We also write j ∈ y when y j = 1. In the case of a closed-open network, the sum M = |y| remains constant. The rates (still denoted by R[(y, n); (y ′ , n ′ )]) are specified as
Here we work with intensities λ i (n i , y) and µ k (n k , y) that depend on y. Such a generalization is extended to collections B(n; y) = (β kl (n k , n l ; y)) and Θ(n, y) = (θ kl (n k , n l ; y)) for which the symmetry conditions are assumed, similar to (3.5) and (3.6):
We also have a new collection of rates E(n; y) = (ǫ kl (n k , n l ; y)) satisfying the symmetry property
Until the end of Section 4 we work under assumptions (4.2), (4.3), (2.7), and with irreducible collections B(n; y), Θ(n; y), E(y) and T. (Condition (4.3) will be modified in Section 5.) The interpretation is that we have a 1-0 configuration y of loaded sites occupied by DCs, with a total number of DCs M; each of them influences task arrivals and task jumps in the same manner as indicated, independently for different sites. In addition, each DC can jump from a loaded to an unloaded site, again independently.
The stationary probabilities π(y, n) read
with the partition function
The sub-criticality conditions are
Λ with |y| = M, and i; j ∈ Λ with y i = 0 and y j = 1. Proof. As before, the proof is based upon the DBEs. These are now as follows:
The verification is still direct. For definiteness, we show the equation emerging in the third line of (4.8), when y k = y l = 1 (other cases have been effectively considered earlier). Upon omitting the factor 1 Ξ Λ and canceling common terms in the products j∈Λ: y j =1 γ j (n j ) and
and coincides with (4.3).
An open-open network
Now the rates from (4.1) are complemented with
Here ξ k > 0 and η k > 0 are intensities of arrival and exit for DCs. The stationary probabilities π(y, n) become
The sub-criticality conditions are slightly modified:
Λ and i; j ∈ Λ with y i = 0 and y j = 1. (4.12)
Remark. Probability distribution π in (4.9) is readily identified as a product of Bernoulli factors with the success (or loading) probability p j = ξ j /(ξ j + η j ) (the probability of having a DC at site j ∈ Λ) over which we build a conditional product-distribution by putting factors
at successful/loaded sites l, and λ r (n r , y) µ r (n r , y)U r (y) at unsuccessful/unloaded sites r.
Theorem 4.2. The Markov process on
as in (4.1), (4.8) is positive recurrent and reversible. The stationary probabilities π(y, n) are given by (4.10), (4.11).
Proof. As before, one checks the DBEs (4.7) completed with
The latter is reduced to
A closed-closed network
Here we assume that both |y| and |n| are fixed: |y| = M and |n| = N. The rates are as in Eqn (4.1), with top three lines discarded. The stationary distribution resembles (3.12), (3.13):
where Proof. Again by means of suitable DBEs (4.7).
A zero-range system in a Jackson-type environment
A zero-range modification arises when we allow the DCs to be accumulated in sites i ∈ Λ. Here y = (y t , t ∈ Λ) ∈ Z Λ + , and we denote again |y| = t∈Λ y t .
A closed-open network
In this sub-section it is assumed that M := |y| is a conserved quantity. The rates are similar to (4.1):
Until the end of the paper intensities ǫ kl (n k , n l ; y) are supposed to obey
Conditions (4.2) and (2.7) remain in place, together with irreducibility of collections B(n; y), Θ(n; y), E(y) and T. The present model gives rise to the stationary probabilities
The sub-criticality conditions read Proof. Still the DBEs, in this case for rates (5.1). The equations look as in (4.8) and after canceling constants and common terms become
n k > 0 (jump of a task from one unloaded site to another);
γ l (n l ) y l × ǫ lk (n l + 1, n k − 1; y), k = l, y k , y l > 0, n k > 0 (jump of a task from one loaded site to another); λ j (n j − 1; y) µ j (n j ; y) γ j (n j − 1) y j × θ jk (n j , n k ; y) = λ k (n k ; y) µ k (n k + 1; j) × θ kj (n k + 1, n j − 1; y) γ j (n j − 1) y j , y j > 0 = y k , n j > 0 (jump of a task between loaded and unloaded sites); γ j (n j ) y j × γ j (n j ) −y j t jj ′ = γ j ′ (n j ′ ) y j ′ × γ j ′ (n j ′ ) −y j ′ t j ′ j (leap of a DC); they are satisfied owing to (5.2), (4.2) and (2.7).
An open-open network
In this model we allow the DCs to come and leave. Correspondingly, the rates (5.1) are complemented in a manner similar to (4.9):
R[(y, n); (y + e k , n)] = ξ k γ k (n k ) R[(y, n); (y − e k , n)] = η k 1(y k ≥ 1).
(5.7)
The stationary probabilities now read π(y, n) = Ξ Proof. The DBEs again. The added equations (5.7) are treated similarly to (4.13).
Remark. Similarly to the previous section, the probability distribution π in (5.8) can be identified as a product of geometric factors over which we build distributions involving weights λ and µ.
A closed-closed network
Finally, let us assume that both |y| and |n| are fixed: |y| = M and |n| = N. The rates are as in Eqn (5.1), with top two lines discarded.
The stationary distribution resembles (4.14), (4. The DBEs for this model lead to
