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ABSTRACT
Interference Reduced Routing for Sensor Networks
by
Min-Kyaw N. Tun
Dr. Laxmi P. Gewali, Examination Committee Chair 
Professor o f Computer Science 
University o f Nevada, Las Vegas
Construction o f interference reduced routes is an all-important problem in sensor 
network. We propose a model for extracting a small size backbone network from a given 
background network. The extracted network possesses the property o f reduced static 
interference. A backbone structure, constructed on the top o f a planar sensor network can 
be used to route message with lower interference. We propose two centralized 
algorithms for constructing the backbone network. The first algorithm is based on the 
spanning tree construction o f irmer holes o f sensor network. The second algorithm builds 
the backbone network by using the Delaunay triangulation o f the center of gravity of 
holes in the network, which runs in O(n^) time. We also present a distributed localized 
implementation o f the proposed algorithm by using the quasi Voronoi diagram and 
medial axis formed by the distribution o f network holes. We describe an experimental 
investigation o f the proposed algorithm. The results of the simulation show that the 
routing guided by the proposed backbone network is effective in reducing interference.
Ill
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CHAPTER 1 
INTRODUCTION
There have been significant research activities in sensor networks in recent years. 
Sensor networks are being applied in various fields that include environmental 
monitoring, security, object tracking and recognition, nanotechnology, and intelligent 
transportation.
Traditional algorithmic techniques in the standard computer networks can not be 
directly applied to sensor network. In sensor network there is no centralized system to 
control the connectivity. Each sensor node contains integrated components that include 
low power microprocessor, small amount o f memory, low power battery, wireless 
interface, and devices for sensing physical quantities such as temperature, pressure, 
humidity, radioactivity, seismic signal, etc. A sensor node can communicate directly 
with those nodes that are within its wireless communication range. The only source of 
power for a sensor node is the attached battery. Battery power is a very scarce resource 
and any algorithm dealing with sensor networks must be frugal in using the battery.
A set o f sensor nodes spreading on a terrain surface can establish connectivity by 
exchanging local information between selected pairs within the transmission range. Since 
no centralized system is available, the connectivity is done in an ad-hoc manner. For this 
reason, sensor networks are sometimes called ad-hoc sensor networks.
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Some success has been made in applying algorithmic techniques from 
computational geometry to sensor networks. The techniques o f face-routing from 
computational geometry [8] have been applied to deliver message packets from a source 
node to a target node. In fact, face-routing is the only technique in positional based 
routing that is guaranteed to deliver message if  the underlying sensor network is 
connected. Other techniques from computational geometry such as constrained Delaunay 
triangulation, Voronoi diagram, and medial axis have also been successfully in sensor 
network [12].
The issue o f battery conservation in sensor networks can also be viewed from the 
perspective o f interference. When a node u sends a message to node v, within its 
communication range, other nodes within the transmission region o f w or v are affected 
unintentionally. This kind o f unintended disturbance is called interference [7]. Message 
delivery may not be successful in a sensor networks with high interference. In such a 
situation, a source node that intends to deliver a message may have to repeatedly send the 
same message to ensure successful delivery. Repeated delivery o f the same message can 
lead to drainage o f battery resources. Thus it is highly desirable to design sensor 
networks with low interference for extending the battery life. In this thesis, we propose 
algorithms for extracting a backbone network from a given background network so that 
the extracted network has a reduced static interference. Routing guided by backbone 
network leads to reduced average interference.
In Chapter 2, we present a brief overview of position based routing algorithm for 
sensor networks. We mainly consider the routing algorithms developed by using tools 
from computational geometry. In Chapter 3, first a brief critical review of interference
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
models in sensor networks is presented. We then propose a techniques to extract 
backbone network so that the routing guided by backbone network lead to reduce 
interference. We presented two centralized algorithms for constructing the backbone 
network. The first algorithm constructs a backbone network by seeking the spanning tree 
of holes in the given sensor networks. The second algorithm we propose is based on the 
construction o f  Voronoi diagram and Delaunay triangulation o f holes. The algorithm 
runs in O(n^) time where n is the number of nodes in the sensor networks. We then 
present a distributed localized implementation o f the proposed algorithm. The distributed 
implementation is done by using the quasi Voronoi diagram and medial axis induced by 
holes in the sensor network. In Chapter 4, we present an experimental investigation of 
the quality of routes generated in the proposed backbone network.
The implementation is done in the Java Programming language. The prototype 
program supports a friendly graphical user interface for the generation o f the backbone 
network and for the execution o f routing algorithms. The quality o f the routes in terms of 
interference are determined for several networks consisting o f number o f nodes n = 300, 
400...700. The results are tabulated and displayed in graphical plots. The results show 
that routing in the backbone network indeed produced routes with reduced average 
interference. Finally, in Chapter 5, we discuss the future extension o f the proposed 
algorithms.
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CHAPTER 2
PRELIMINARIES AND LITERATURE REVIEWS 
Flooding and routing techniques are extensively used in developing algorithms in 
Chapter 3. In this Chapter we present a brief overview of these two techniques.
2.1 Flooding In Sensor Networks
One o f the common tasks performed in sensor networks is to send messages from 
a source node to all other nodes. This process of sending messages to all nodes in the 
connected component containing the source node is termed as broadcasting. Other 
terms such as uni-casting and multi casting are used with obvious meaning. 
Broadcasting can be used for achieving variety o f communication tasks that include; (i) 
paging a particular host, (ii) sending an alarm signal to nodes satisfying certain 
properties, and (iii) route discovery.
One common and easy way to achieve broadcasting is by performing flooding in 
the network. The source node that wants to broadcast a message tags the message by 
attaching to it its id and the id o f the message. The tagged message is then forwarded by 
the source node to all its one-hop neighbors. The main rule in flooding is that when node 
X, other than the source, receives the message for the first time, it is obliged to forward it 
to its one-hop neighbors. A node may receive the same message many times but it will 
forward only the one that was received for the first time. This rule ensures that duplicate
4
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messages are not broadcasted. Since a node is required to broadcast the newly 
received message to all one-hop neighbors, all nodes in the connected component 
containing the source node will eventually receive the message. Figure 2.1 shows the 
broadcast tree implicitly constructed by flooding from source node p9.
p l 4
p l 3
p l O
p l 5
p l 2
p 4
pi
p 5  p3 p 4  p 5  p i  I p l 2 p i  I p l 3  p l 4
p 2  p i
Figure 2.1 : Flooding in Sensor Networks.
2.2 Disadvantages o f Flooding
Although flooding is simple to understand and implement, it does have some 
drawbacks. The main problem in flooding is the redundancy in the broadcast. If flooding 
is initiated in a network with n nodes there will be broadcast from all n nodes. Redundant 
broadcast occurs when a node broadcasts the message even if  all o f its neighbors already 
have the message. Such a broadcast is useless and results in the depletion o f battery
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
power. Reference [1] gives a detail description and analysis o f the drawbacks o f flooding. 
The authors distinguish drawbacks into three categories and they call them collectively 
""the broadcast storm problem." The three distinguished categories are (i) redundant 
broadcast, (ii) contention, and (iii) collision. Contention arises when there is competition 
to forward the same message to a node by many 1-hop neighbors and collision occurs 
when several messages enter a receiving node and thereby causing conflict. The issue of 
redundant broadcast can be illustrated, as given in [1], with an example shown in Figure 
2.2a, which shows a network with four nodes. The straightforward flooding initiated by 
node a will perform four broadcasts. An inspection o f the connectivity reveals that only 
two broadcasts are necessary, one from a and another from b. In Figure 2.2b, seven 
broadcasts will be made which can be covered by only two.
b
Figure 2.2: Illustrating Flooding and Optimum Broadcast
2.3 Routing In Sensor Networks
A sensor node can directly communicate with other sensor nodes which are
located within its transmission range. To send a message to nodes lying outside the
6
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transmission range, intermediate nodes are required as relay nodes. The process o f 
selecting sequence of intermediate relay nodes between two given nodes such that any 
two consecutive nodes in the sequence are within the transmission range is called 
routing.
Routing is perhaps one of the most fundamental problems in sensor network and 
its applications. A few routing algorithms have been developed by using tools from 
graph theory and computational geometry [7]. Consider the problem of constructing a 
route connecting a source node a to a target node t. Routing algorithm where the source 
node s is assumed to know the coordinates of the target node t is called position based 
routing. It is assumed in position based routing algorithms that each node knows the 
coordinates o f itself and the coordinate o f its 1-hop neighbors. Note that 1-hop 
neighbors of a node are the nodes which lie within its transmission range and with which 
a communication link has been established.
The network obtained by connecting all the nodes that are within each other's 
broadcast range is called the unit disk graph (UDG). Formally, node u is connected to 
node V, if v lies inside the disk with u as the center and whose radius is the radio 
broadcast range, which is usually taken as 1. Figure 2.3 shows a UDG induced by 15 
nodes with indicated broadcast range. A connected UDG induced by sensor nodes can be 
very dense and such a dense network may lead to interference, energy loss, and reduced 
life span o f the network. It is preferred to have networks with fewer number o f edges 
incident on each node and yet supporting acceptable connectivity. Some o f the sparse 
structures used in sensor networks are Constrained Delaunay Triangulation (CDT), 
Gabriel Graph (GG), and Relative Neighbor Graph (RNG) [7].
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Broadcast Range
Figure 2.3: Unit Disk Graph with Indicated Broadcast Range.
2.3.1 Greedy Forward Routing
A very simple position based routing algorithm, extremely popular in sensor 
network community, is the greedy forward routing. This algorithm constructs route by 
making only local decisions at each node. It constructs route by adding one edge at a 
time, beginning from the start node.
Suppose a message needs to be sent from the source node ^ to the target node $t$ 
which possibly lies outside its communication range o f s. The source node compares the 
distances to the target node from itself and from its 1-hop neighbors. If any o f its 1-hop 
neighbors have a shorter distance to the target node than from itself then such a neighbor 
is referred to as the forward node. If  the source node can find a forward node, then the 
message is delivered to the forward node. Included in the delivered message, are the 
coordinates o f the target node. This makes sure that result the forward node has the 
location o f the target node.
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When a node receives a message, it checks to see if the target node is a 1-hop 
neighbor. If it has a direct link to the target node, then the message is delivered to the 
target node. Otherwise, it tries to relay the message to its own forward node if  it can find 
one.
This process o f message forwarding continues until the message is either 
successfully delivered to the target node or the message gets blocked. If a node that 
received the message can not find a forward node then the message is blocked, such a 
node is referred to as the stuck node. Hence the greedy forward routing algorithm is not 
guaranteed to find the route. But whenever it is successful the traced route is usually 
very short. Figure 2.4 shows the route where the message is successfully delivered to the 
target node. In Figure 2.5, only partial route can be constructed as the message is 
blocked at a stuck node. A formal sketch o f  the greedy forward algorithm is given below.
S ’J tL
Figure 2.4: Illustrates Greedy Forward Routing
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Snick
Node
S
Figure 2.5: Illustrates the Encountering o f Stuck-Node in Greedy Forward Routing.
Function ForwardExist
3 0 0 ! f o r w a t i J E x î 5 t ( n o d e  n d ,  n o d e  ti{
S t e p  1; L e t  nd_I, , iid_kb t  t h e  ! - h o p  n e i g h b o r s  o f  nd.
S te p  2: L e t  nd_>n b e  t h e  1 - h o p  n e i g h b o r  o f  n a  w i t h  s m a l l e s t  d i s t a n c e  to t 
S t e p  3: i f  {dtsu'ndjn, r;  < iisiind , :>) r e t u r n  t r u e ;
___________ e l s e  r e t u r n  f a l s e ;_____________________________________________
Function FindForwardNode
s o d e  f i n d F o r w a r d N ' o d e ( n o d e  n d .  n o d e  t) {
S t e p  1. L e t  i’.d_m  b e  t h e  ! - h o p  n e i g h b o r  o f  nd w i t h  s m a l l e s t  d i s t a n c e  to r 
S t e p  2;  r e t u r n  nd_m:
10
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Algorithm GreedyForward
•* Initially the source node s has the message M SG  that includes the 
Id and the coordinates o f  the target node t 
• After executing the algorithm the message i s  either delivered to node t 
" O r  the message is biocked at the stuck n o d e .
Step 1 : bool delivered»false; stocked -  false;
node nd -  s;
Step 2: while(  ! delis eted && ! stuck ed )
{
Step 2 1: i f  (t is 1-hop neighbor of nd)
Step 2.2: else
{
Message  M SG is delivered by nd to t; 
delivered -  true;
if (forwards xisl(nd, ti)
nod en d l  -  ftndforward(nd),  
nd “ n d l ,
else stocked -  true;
end while
2.3.2 Face Routing
The greedy forward routing algorithm described above is very simple to visualize 
and extremely easy to implement. The implementation can be done without the 
knowledge of the whole graph. The route can be constructed purely on local decision. A 
node only needs the locations (co-ordinates) o f itself, its 1-hop neighbors, and the target 
node. The main drawback o f the greedy forward algorithm is that it will not be 
successful when a stuck-node is encountered during the route construction. A very 
elegant routing technique which can construct route locally is the face routing [5]. Face 
routing works when the underlying network is a planar graph. The main ingredient of 
face routing is the construction o f a connected planar sub-graph o f the unit disk graph 
(UDG) induced by the sensor nodes. Two graph structures from computational 
geometry, namely, the Gabriel Graph (GG) and the Relative Neighborhood Graph (RNG) 
[6] have been found very appropriate to construct route for sensor networks. Both GG 
and RNG satisfy the following properties.
1 1
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Connectivity Property:
Both GG and RNG are connected if the corresponding UDG is connected.
Planarity Property:
Both GG and RNG are planar. Note that a graph is planar if it can be embedded in the 
plane without intersecting its edges.
We give a brief description o f face routing algorithm for constructing route on a 
general planar graph. A planar graph can be viewed to consist of vertices, edges, and 
faces and the numbers o f vertices, faces, and edges are linearly related. To construct a 
route between a source node s and a target node /, the algorithm identifies the sequence of 
edges intersected by the line segment connecting s  and t. We refer to the sequence of 
faces intersected by the line segment st as guiding face sequence. The sequence of 
guiding faces is processed by traversing their boundaries. The route is constmcted by 
selecting parts o f the boundaries of the guiding faces. The constructed route crosses the 
consecutive faces o f the guiding sequence at the appropriately chosen shared edges. To 
process a face, the algorithm first explores it by traversing its boundary completely. 
During the face exploration phase, the algorithm identifies the point of intersection o f line 
segment st with the edges o f the face. During the face exploration the algorithm keeps 
track of the intersection point closest to the target. The intersection point closest to the 
target node is referred to as the furthest intersection point with respect the face explored 
currently. After identifying the furthest intersection point $p$ the algorithm starts the 
route construction phase by traverses the boundary o f the face again to reach the edge 
containing p. We refer to the edge containing the furthest intersection point as the exit 
edge. At the exit edge the algorithm begins to explore the next face in the guiding
12
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sequence. The task o f processing guiding faces by going through exploration phase and 
route construction phase continues until all faces o f the guiding sequence are processed. 
In Figure 2.4, route construction on a planar graph is illustrated. There are two guiding 
faces shown shaded. The line segment st intersects the guiding faces at five points p _ l, 
p_2, p_3, p_4  and p_5, where p _ l  is the furthest intersecting point in the first guiding 
face. The constructed route is drawn by dotted line segments. A formal sketch o f the 
face routing algorithm is listed below as Algorithm FaceRoute.
Algorithm FaceRoute
G i v e n  s t a r t  n o d e  :  t a r g e t  n o d e  f  o f  a p l a n a r  s e n s o r  n e t w o r k ,
; c o n s t r u c t  a ro u t e  to d e l i v e r  m e s s a g e  f r o m  j  to t.
L e t  f b e  th e  face  t h a t  c o n t a i n  a  p o i n t i n  t h e  n e i g h b o r h o o d
o f  j  in  t h e  t i n e  s e g m e n t  i t
n o d e  nd  =  i ,  r o u t e  =  j ;
b o o l e a n  f o u n d T a r g e l  =  fa l s e ;
w h i l e  ( ! f o u n d T a r g e t )
}
e d g e  e ,  =  e x p ! o r e F a c e ( f a c e ,  t a r g e i N o d e ) ,  
I f  1 15 e n c o u n t e r e d  s e t  f o u n d T a r g e t  -  t ru e ;
i f  ( f o u n d T a r g e t )
i
L e t  r,; b e  t h e  r o u t e  f r o m  nd  to  r.
A p p e n d  r ;  to  ro u t e ;
D e l i v e r  m e s s a g e  to  r
e l s e  ( i f  l o u n d E x i t E  d g e )
L e t  b e  t h e  r o u t e  f r o m  nd  to  t h e  e n d  p o i n t  o f  e x i t - e d g e  t,. 
S e t / t o  a d j a c e n t  f a c e  s h a r i n g  th e  e x i t - e d g e  e-.;
}
A p p e n d  r , to  the  r o u t e
Function exploreFace
e d ge  e x p l o r e F a c e i f a c e  f, n o d e  t>
{
T r a v e r s e  f a c e  a n t i c l o c k w i s e  o n c e
L e t  Cj b e  t h e  e d g e  w h e r e  t r  i n t e r s e c t s  w i t h  a  b o u n d a r y  e d g e  o f  f  
nd IS c l o s e s t  to  i. 
tLeturn  e d g e  e-;
13
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 2.6: Illustrates Face Routing.
2.3.3 Hybrid Greedy Forward Face Routing
Greedy Face Algorithm may be utilized along with Greedy Forward Algorithm, or
solely by itself. When it is used along with Greedy Forward Algorithm, it aids the packet
forwarding when a packet that is transmitted using Greedy Forward Algorithm gets stuck
at the stuck node. In this case. Greedy Face Algorithm is utilized until a node with a
shorter distance than stuck node distance to the target node is found. Description of
Hybrid Greedy Forward Face Algorithm is as follows.
Initially a median segment is created. A median segment is a segment with the
current node as the start point and the target node as the end point. Faces adjacent to the
current node are traversed anticlockwise to find an intersection o f the median segment
14
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with one o f its edges. Once an intersection is found, one o f the two nodes adjacent to the 
edge is chosen at that stage. The node with the shorter distance to the target node will be 
chosen as the next node the packet will be sent there. The process is repeated until the 
packet arrives at the target node. A formal sketch of the algorithm is described below.
Algorithm HybridGreedyForwardFace
• •  Iniaally.tb* souict node s has the message  MSG that includes ilie 
** id and the cootdinales o f  the target node t
** After e.tecuting the algorithm the message is delivered to node t 
• •  Message wil l not get stuck in the hybrid model.
Step 1 : bool delivered-false;
node nd -  s.
Step 2: •»'hile( 'delivered)
(
Step 2.1: i f  (1 IS 1-hop neighbor of nd)
Step 2 2: else
I - e n d  w h i l e
Message MSG is delivered by nd to t; 
delivered -  true;
i f  (forvvardExistindjl
(
nd -  f in dF orA -ard tnd  i:
]
else
I
For all the adjacent faces to nd 
nd » exploreFacetf, ti,
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CHAPTER 3
INTERFERENCE AWARE ROUTING 
In this chapter we present the main contributions o f the thesis which are (i) the 
modeling of backbone network and (ii) the development of interference reduced routing 
algorithms. Both centralized and distributed localized algorithms for interference 
reduced routing are presented. First, a brief review o f different models o f interference 
proposed in the literature is described.
3.1 Interference Models
One of the critical issues in designing sensor networks is the interference. When 
a node u tries to send a message to node v within its transmission range, other nodes lying 
within the range o f u are affected unintentionally. This unintended effect on nodes gives 
rise to interference. Message delivery could be inaccurate in a network with high 
interference and consequently messages may have to be transmitted repeatedly to correct 
possible loss of information. With multiple transmission of messages drains the battery 
power. It is therefore very crucial to design a sensor network with low interference to 
increase the overall life span of the network.
Interference in sensor networks can be studied in two perspectives. One is the 
interference due to network traffic pattern [4], which is usually referred to as dynam ic 
interference. The other perspective is the interference cause by the topological and
16
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
geometric property o f the network itself, excluding the network traffic issues. This 
second perspective is often referred to as static interference. In this chapter, we 
consider only the static interference of a network.
Two models o f interference have been proposed [7] for investigating the static 
interference o f a sensor network. (From now onwards, unless otherwise stated, we drop 
the qualifier static and use the term interference to indicate static interference).
3.1.1 Sender Centric Model
In the Sender Centric Model, the interference is defined by focusing on the 
interference caused by the sender node, on the nodes other than the receiver. If a node u 
transmits a message to node v, then the extent of interference is viewed with respect to 
the edge connecting u to v.
The interference corresponding to edge (u, v) is determined by counting the 
number o f nodes that are within the communication range from u and v. We can imagine 
a disk D(u, r), with center at u, and radius r = \u, v|, where \u, v| represents the Euclidean 
distance between u and v. Then the count o f the nodes in the region o f the union o f the 
two disks D(u, r) and D(v, r), gives the interference corresponding to edge (u, v). The 
union o f the disks and the nodes within the union is shown in Figure 3.1.
17
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Figure 3.1: Illustrating a Sender Centric Model.
Figure 3.2: Illustrating an Unrealistic Consequence of Sender Centric Model.
18
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This model o f interference is easy to visualize but does have some drawbacks. 
Interference is measured in term of the number of nodes affected by the signals at the end 
of an edge. In other words, interference is modeled in term of the communication link. 
Therefore, interference is perceived to happen when the message transmitted by the 
sender results in message collision with the message(s) originating on other nodes. This 
results in poor quality message reception at the intended receiver. A serious problem 
with the sender centric model is that a minor change in the network topology may result 
in drastic change in the overall interference o f the network. In fact, even changes in a 
few links can trigger interference change on the entire network. As shown in Figure 3.2, 
consider the addition of new node v to the network with a long link (u, v). If  a message is 
to be transmitted from u to v, or vice versa, all the nodes in the entire network are 
affected which means in some cases interference can change from a constant value to the 
maximum value. This problem arises to the sender centric approach for modeling 
interference.
3.1.2 Receiver Centric Model
In the Receiver C entric Model o f Interference, introduced in [6], the interference 
modeling is done by focusing on the possible interference at the receiving node(s). In 
this model, the amount o f interference is associated with nodes rather than edges. The 
covering disk CD(u) is defined as the disk centered at u and with radius equal to the 
Euclidean distance from u to the furthest node incident at u. Then the amount of 
interference at a node u denoted as I(u) is the number o f nodes whose covering disk 
contains node u. Formally, given a sensor network G(V, E), the interference at a node u 
G V is defined as:
19
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I(u) = I {v e  V I CD(v) contains u} \
Figure 3.3 illustrates the receiver centric model of interference where the number 
near each node represents the amount o f interference corresponding to that node.
Figure 3.3: Illustrates Receiver Centric Model.
3.2 Holes in Sensor Networks
Consider the distribution o f sensor nodes on a two dimensional surface. The 
connectivity o f the network formed by establishing wireless links between nodes depends 
on the transmission range o f the radio link and on the distribution density o f sensor 
nodes. If  the density o f node distribution is high and the nodes are distributed more or 
less randomly then it is very likely that every point on the interior o f the convex hull of 
sensor nodes is within the range of some node and the entire network is connected. If  the
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node distribution density varies widely, some regions inside the convex hull o f nodes 
may not be connected to any node even if the resulting sensor node is connected. The 
maximal connected region inside the convex hull of sensor node which is not within the 
transmission range o f any node is called the kernel of the hole o f a sensor network. It is 
observed that the boundary o f the kernel o f a hole does not contain any sensor node. For 
the purpose o f developing algorithms for locating holes, it is useful to model them to be 
bounded by a simple polygonal chain whose edges connect sensor nodes. By taking this 
approach, a hole can be defined as a simple polygonal chain inside the convex hull o f the 
sensor nodes such that it encloses one or more kernel holes. Holes can occur in the 
distribution o f sensor nodes for a variety regions, apart from the obvious low node 
density. A group o f nodes distributed on the ground may become dysfunctional due to 
heavy drain o f power from the attached battery. Physical hazard such as fire can cause a 
group o f nodes to be dysfunctional, triggering the formation of holes. The model o f holes 
can also be used to capture other properties o f the network. For example, a group o f 
nodes sensing rather high temperature can be treated as a hole to distinguish them from 
the rest of the network. It is noted that the unbounded region outside the convex hull of 
sensor nodes can be considered as an unbounded hole. Unless otherwise stated, in this 
investigation, the term “hole” is used to indicate the bounded interior hole. Figure 3.4 
shows a network with holes.
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Figure 3.4: Illustrates a Sensor Networks with Holes.
3.3 Construction of Backbone Network
To develop algorithms for constructing routes with low interference we start with 
the issue o f constructing two level o f hierarchical network of sensor nodes. The first 
level network which we refer to as background network contains all sensor nodes as its 
vertices. The background network denoted by BG(V, E) should be such that it should be 
a well connected network with reasonably small diameter. Note that the diameter of a 
network is the maximum hop-distance between any pair of nodes and a network with 
small diameter tend to have short length paths between any pair o f nodes which is highly 
desired. Constrained Delaunay triangulation [3] induced by sensor nodes can be taken as 
a suitable structure for background network.
The backbone network, BB(V, E'), which we propose to construct should have 
very small size compared to the size o f the background network BG(V, E). In addition, 
we want the backbone network to be connected and of small diameter. The structure of
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the backbone network should approximately reflect the gross global structure o f  the 
background network. At the same time it is highly desirable to have stable and low 
interference nodes in the backbone network. The backbone network is intended to be 
semi-permanent so that its topological structure does not change rapidly with minor 
changes in the topology of background network. To retain distinct features o f the global 
structure o f the background network, we propose that all the nodes in the boundary o f the 
inner holes and the outer unbounded hole should be included in the intended backbone 
network. This stems from the fact that nodes on the boundary o f holes have less number 
of other nodes in close proximity and consequently interference on boundary nodes tends 
to be less compared to the interference on non-boundary nodes.
Therefore all the nodes on the hole boundary and some other carefully selected 
nodes are taken as the nodes o f the backbone network. The critical issue is to construct 
routes between hole boundaries to make a connected backbone network. Figure 3.5 
illustrates a Network with Connected Holes.
Figure 3.5: Illustrates a Network with Holes Connected.
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3.4 Centralized Algorithm for Constructing the Backbone Network
To construct the backbone network we need to connect inner hole boundaries 
among themselves and possibly with the boundary o f outer unbounded hole. A route 
connecting a pair o f inner hole boundaries or an inner hole boundary with the outer hole 
boundary is referred to as spurs. The end nodes of a spur are on the boundaries o f holes 
and the internal nodes o f the spurs are the nodes o f the background network. 
Construction o f spurs should be done very carefully. We should have enough spurs so 
that the resulting backbone structure is connected. At the same time, we do not want to 
have large number of spurs. Too many spurs leads to a backbone network with higher 
average interference. Furthermore, the average length o f spurs should be small.
One approach for constructing spurs is to pair nearest neighboring holes which we 
call the method o f nearest neighbor tree. The nearest neighbor tree algorithm connects 
the hole boundaries by mimicking the workings of the standard minimum spanning tree 
algorithm, for example, the Primm's algorithm [7]. Initially, a hole boundary is chosen 
arbitrarily as the starting partial tree. The nearest hole for the partial tree is identified 
next by comparing distances from the partial tree to all other holes. The partial tree is 
grown by connecting it to its nearest neighbor by a spur. This process is repeated until no 
hole remains unconnected. When all holes are cotmected into a tree structure we need to 
establish connection o f the tree with the outer boundary. The outer boundary can be 
partitioned into four sub-chains of approximately equal size. We can then construct spurs 
between sub-chains o f the outer boundary and the nearest node in the corresponding 
nearest hole boundary. Figure 3.6 shows an example o f the backbone structure 
constructed by using nearest neighbor tree approach.
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Figure 3.6: Illustrates a Network with a Backbone Structure.
A better approach for pairing hole boundaries is to use the Voronoi diagram [7], 
The Voronoi diagram induced by a set of n point sites in the plane is the partitioning of 
the plane into n Voronoi cells [7]. Each site o, has its Voronoi cell V-,. A Voronoi cell V, 
is such that any point inside the cell is nearer to site a, than to any other site. Voronoi 
diagram can be similarly defined for other structures that include line segments and 
polygons. To apply Voronoi diagram for pairing holes, we first consider the center of 
gravity of each hole A,. Let cgi denote the center of gravity o f hole hj. If  there are k  
holes, we can treat k  center o f gravity points cgi, cg2 , .-,cgk as k  point sites. We can then 
compute the Voronoi diagram of these center o f gravity point sites (eg sites). It is 
observed that the edges o f the Voronoi diagram indicate the pair o f sub-boundaries that 
are closest neighbors. This is illustrated in Figure 3.7 below.
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Figure 3.7: Illustrates a Network and Voronoi Diagram of Holes.
The pairing of closest neighbor can also be described in terms o f the dual 
structure o f Voronoi diagram. If the eg sites corresponding to adjacent faces of Voronoi 
diagram are connected by an edge, we get the dual o f Voronoi diagram called Delaunay 
triangulation [7]. Delaunay triangulation of a set o f point sites can be directly 
characterized in terms o f  empty circle test. If two point sites lie on the circumference of 
an empty circle i.e., the circle does not have any point site inside it, then these sites are 
connected by a edge. The collection o f all such edges gives the Delaunay triangulation.
If  we consider the Delaunay triangulation o f eg sites then the pairing of hole 
boundaries is given by the edges o f the triangulation. If eg site, eg, and cgj, are connected 
by an Delaunay edge, then we pair the corresponding holes for spurs. A Delaunay edge 
that intersects only with the hole boundaries corresponding to its end points is referred to 
as clean Delaunay edge. Therefore, we need to be careful if  a Delaunay edge intersects
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a hole boundary in its interior, apart from the ones corresponding to end points. In Figure 
3.8a, there are eleven Delaunay edges, nine o f which are clean edges. On obtaining the 
Delaunay triangulation of eg sites, the holes corresponding to clean Delaunay edges are 
paired for spur construction. The pairing o f the holes and the corresponding spurs is 
shown in Figure 3.8b.
A variety o f centralized algorithms for computing Voronoi diagram and Delaunay 
triangulation of point sites are available in computational geometry literature [7,10]. 
Once the Voronoi regions and the corresponding Delaunay edges o f cg-sites have been 
established we can proceed to compute spurs for connecting hole boundaries in a 
straightforward manner. A clean Delaunay edge can be distinguished by checking its 
intersection with hole boundaries. The end point o f each clean Delaunay edge has an 
unique hole boundary. The intersection o f a clean edge with the unique boundaries o f its 
end points gives the gate way points on hole boundaries. Spurs connecting hole 
boundaries are given by the routes connecting corresponding gate way points pairs. The 
actual route connecting gate way point pairs can be determined by using greedy face 
routing in the background network. The network consisting of hole boundaries and spurs 
give the background network. A formal sketch o f the proposed algorithm is listed as 
Algorithm Backbone Construction.
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Algorithm Backbone Construction
Givfo; A set o f nodes V, and btoadcas? range o f  nodes r .
Step 1 : Compute the Constrained Delaunay fCDT) o f V 
to obtain the background network GtV, E)
Step 2; Identify holes by traversing the fa c e so f  the CDT 
Let h:. h-, , %fbe rhe tdentified holes
Step 3: Find the center of gravit>' (eg) for all holes 
l e t  the eg of hole h, be cgi
Step 4 : ompute the Delaunay triangulation CG-DT o f eg point sites
Step 5: ark clean edges in the Delaunay triangulation CG-DT
Step 6; For each clean edge cc in CG-DT do
Find the gateway point by checking 
the m ter section of ce with corresponding boundaries
Step 7: For each gate way points pair git ; and giv; do
Construct spurs by determining routes between ,gn-; and giv ; in CDT
Figure 3.8a: Illustrates a Network with Clean and Unclean Delaunay Edges.
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Figure 3.8b: Illustrates a Network with Clean Edges.
Theorem 1:
Backbone Network can be constructed in O (n^) time.
Proof:
Computation o f the constrained Delaunay triangulation can be done in O (n log n) 
time by using the plane sweep algorithm [10]. During the Delaunay triangulation phase, 
faces o f the constrained triangulation can be represented in doubly connected edge list 
representation for easy traversal of faces. By traversing these faces, holes can be 
identifies in O (n) time. Hence Step 1 and Step 2 can be performed in O (n log n) time. 
The center o f gravity o f a hole can be computed in O (hk) time, where h  ^ is the number of 
nodes in the hole. Hence Step 3 takes O (n) time. Computation o f Delaunay 
triangulation in Step 4 takes O (n log n) time. Whether nor not an edge o f CG-DT is a 
clean edge can be checked in linear time my checking its intersection with hole 
boundaries. There can be potentially O (n) clean edges and hence Step 5 takes O (n^) 
time. Similarly, Step 6 can be done in O (n^) time. Spur connecting gate way point pair
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can be done in O (n) time by following the greedy face routing algorithm. There can be 
O (n) sours and hence the total time for Step 7 is O (n^). Hence the time complexity o f 
Backbone Construction Algorithm is O (n^).
3.5 Distributed Localized Algorithm
In order to develop distributed localized algorithm for constructing interference 
reduced backbone network, we need several distributed localized algorithms for 
determining substructures of the network that include (i) identification o f hole boundary, 
(ii) finding the quasi Voronoi diagram and the medial axis induced by holes, and (iii) the 
construction o f hole connecting spurs.
3.5.1 Hole Boundaries Identification
Hole boundaries can be identified by using “Tent-Rule” techniques proposed by 
Fang, Gao, and Guibas [3]. The localized technique presented in [3] uses the notion o f 
stuck-nodes. A sensor node p  is called a stuck-node if there is a location q outside the 
range o f p  such that non of the 1-hop neighbors of p  is closer to q than p  itself. It is 
shown in [3] that a node can identify itself whether it is a stuck-node or not by only 
examining the positions and angular distribution o f its one-hop neighbors. A hole 
boundary is essentially a sequence o f stuck-nodes. Once a node identifies itself as a 
stuck-node, it can proceed to construct the corresponding hole boundary by using right- 
hand traversal rule. The detail is described in [3]. The right-hand greedy rule constructs 
the hole boundary purely on the information o f one-hop neighbors o f currently 
encountered node.
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3.5.2 Quasi Voronoi Diagram and Medial Axis
In the context o f developing distributed localized algorithms for sensor network 
problems, the notion o f quasi Voronoi diagram induced by holes is very useful, which 
was first introduced in [11]. This structure is used to capture the proximity relationship 
between nodes and hole boundaries. A node p  is said to be in the region o f  hole /? i f p  is 
nearer to hole h than any other hole. In term o f quasi Voronoi diagram, the set o f  sensor 
nodes can be classified into k+1 groups, where k is the number o f nodes in the sensor 
node distribution. While the domain o f the standard 2-d Voronoi diagram is the whole 
plane, the domain o f the quasi Voronoi diagram is the set o f sensor nodes in the plane. 
Consequently, all the points in a Voronoi cell/region o f a standard Voronoi diagram have 
nearest neighbor, but in a quasi Voronoi diagram only the sensor nodes inside the 
Voronoi region are defined to have nearest neighbors. In the standard Voronoi diagram, 
distance is usually measured in term of the Euclidean distance. In quasi Voronoi diagram 
the distance between nodes is measured in term o f their hop-distance. Figure 3.9 
illustrates the quasi Voronoi diagram induced by four holes. Some nodes may have the 
same hop-distance to more than one hole boundary. In such situations, the unique id of 
the hole is used to break the tie. Specifically, for equidistant holes, the one with the 
smaller id is taken as the nearest hole.
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Figure 3.9: Illustrates a Network with Quasi Voronoi Diagram.
By using the shortest path map techniques and a constant number of flooding, 
Wang, Gao, and Mitchell [11] have shown that the quasi Voronoi diagram induced by 
holes can be computed distributively by using only local information.
Another structure closely related to quasi Voronoi diagram which is useful for 
capturing the nearest neighbor relationship between holes is the medial axis induced by 
holes. Medial axis consist o f the set o f sensor nodes which are equidistant from at least 
two boundaries. As in the case o f quasi Voronoi diagram, hop-distance is used for 
defining medial axis. The notion o f medial axis in continuous domain has been used in 
computational geometry [11]. In sensor network application, we have the discrete 
domain and consequently we need to be careful in defining equidistant nodes. In 
continues domain, a point in the medial axis is exactly equidistant from at least two 
boundary nodes. In the discrete domain, as observed in [II] , it is necessary to allow 
nodes in a medial axis to have two closest boundary nodes that differ by 1 hop count.
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Figure 3.10 shows the medial axis o f sensor nodes with four holes. It is shown in [12] 
that the medial axis o f holes created by a set of sensor nodes can be computed 
distributively by using only the local information. This is done by performing 
simultaneous flooding from the boundary nodes. During the flooding, the nodes where 
the frontiers of the flooding meet for the first time give the nodes defining the medial 
axis.
•V • • • •
Î • •  V
Figure 3.10: Illustrates a Network with Medial Axis.
3.5.3 Constructing Spurs
We now describe how to construct spurs by using hole boundary nodes and 
medial axis nodes. We start with a few definitions. A medial edge band is the maximal 
sequence o f sensor nodes which are equidistant from exactly two hole boundaries. It is 
observed that at the end of a medial edge band, there are nodes which are equidistant 
from at least three boundary nodes and such nodes are referred to as medial vertices.
33
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
The spurs are constructed by appropriately choosing a guiding node in the interior o f the 
medial edge band. Once we locate a guiding node in a medial edge band we can 
construct the spur by connecting the guiding node to the corresponding hole boundary 
pair. We should define a guiding node in such a way that the resulting spur tends to 
reduce interference. Specifically, we define the guiding node in a medial axis band as the 
node that minimizes the hop distance to the corresponding nearest boundary node pair. It 
is observed that more than one nodes can be a valid guiding node in a medial edge band. 
In such cases ties are either broken arbitrarily or by using the unique id o f the boundary 
node pair. To describe the algorithm we introduce a few notations. Let boundary- 
pair(x) denote the pair o f nearest boundary nodes o f a node x in a medial edge band. We 
use first(x) to denote one o f the members o f the boundary-pair(x). Similarly, second(x) 
is used to denote the other member o f boundary-pair(x). Let hop-dist(x) denotes the 
hop-distance from x  to boundary-pair(x).
We can use controlled flooding for locating the guiding node as follows. 
Consider the processing o f j'*’ edge band. The processing starts from an initiator node in 
the edge band. One o f the end nodes in the edge band can be taken as the initiator 
node. The initiator node constructs an exploration message packet explor-pkt containing 
(i) min-dist(j), the initial value of the minimum hop-distance from edge band to 
nearest boundary pair, and (ii) minid, the id o f the node with minimum hop distance to 
the nearest boundary pair. The initiator node forwards the exploration packet to all 1 -hop 
neighbors that belong to the j'*’ edge band. When a node x in the edge band receives the 
exploration packet it compares hop-dist(x) to min-dist(j) and updates min-dist(j) and 
minId if hop-dist(x) is smaller than min-dist(j) and forwards the updated exploration
34
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
packet to its 1-hop neighbors belonging to the edge band. When the exploration packet 
reaches the other end o f the edge band the exploration phase ends and the packet contains 
the id of the guiding node. With one more flooding from the other end, the exploration 
packet comes back to the guiding node.
The controlled flooding for locating guiding node is started simultaneously by the 
initiator nodes o f all medial edge bands. Once guiding nodes in all edge bands have been 
identified the actual spur construction begins. The spur is constructed by each guiding 
node independently by connecting guiding node g  to first(g) and second(g) on the two 
sides of edge band by using the standard greedy face routing algorithm on the 
background network.
3.5.4 Backbone Guided Routing
Once the backbone network is available, routing can be done with reduced 
interference as follows. Suppose a source node s wants to send a message to a target 
node /, if both s and / are on the backbone network, then face routing is carried out on the 
backbone network to deliver the message. So consider the situation when s and t are not 
on the backbone network, that is, they are the nodes exclusively on the background 
network. From the quasi Voronoi diagram of the sensor nodes, each node o f the 
background network knows the closest boundary node. Let s ' and t' be the closest 
boundary node o f s and t, respectively. If there are more than one closest boundary nodes 
then such ties are broken arbitrarily. The standard face routing is carried out on the 
background network to route the message from j  to 5'. Node 5 'then routes the message to 
t' by using the standard face routing algorithm on the backbone network. Node on
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receiving the message from s', routes the message to t by using the standard face routing 
or flooding on the background network.
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CHAPTER 4
IMPLEMENTATION AND PERFORMANCE ANALYSIS
4.1 Introduction
In this chapter, we describe the implementation and experimental investigation of 
the centralized algorithm for constructing Backbone network proposed in Chapter 3. In 
addition, description of the experimental results on the quality o f the routes generated by 
using the Backbone network is given. Quality o f the route is measured in terms of 
reduced average interference. Both models o f interference, the Sender Centric and the 
Receiver Centric models were used for computing interference. The routes generated by 
the standard Face routing in the Background networks is compared with routes generated 
using the Backbone network. The experimental investigation is done on sensor networks, 
with number o f nodes «, ranging from 300 to 700. Average value o f interference for both 
background network generated and backbone network generated routes were computed 
and tabulated. The results were displayed in a graph showing node density versus average 
interference.
4.2 Network Generation and Interface Design
The graphical user interface (GUI) and the classes for implementing the proposed 
algorithm are designed using the Java Programming language. The GUI components 
were designed by using the Swing library o f Javax. In addition, the GUI allows the user
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
to enter the nodes manually or by mouse click. The GUI allows the user to read 
the node coordinates from the file menu. The interface also allows the user to edit the 
location o f the nodes by mouse drag. The coordinates of the nodes are displayed in a text 
area for visual inspection. The nodes in the network are displayed in a pane, and the user 
may edit the coordinates manually in the text area and the network can be updated with 
the edited coordinates. Both text area and pane may be updated by selecting the edit 
menu, and selecting the corresponding menu item. The user may enter the appropriate 
value for the transmission range in a text box. Figure 4.1 (a thru c) shows snap shots of 
the GUI.
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Figure 4.1a: Illustrates the GUI.
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Figure 4.1b: Illustrates the GUI with Random Number o f  Nodes.
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Figure 4.1c: Illustrates the GUI with Network Having Transmission Range o f 70.
4.3 Generation of Background Network
The nodes can be generated manually by mouse click or randomly. To randomly 
generate the nodes, the x -  and y -  coordinates were randomly generated that fits in the 
pixel size o f the pane, usually 600 x 600. The random() function available in the Java
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programming language is used to get the random values o f coordinates. Since random 
integer coordinates are generated in the range from 0 to 600, there is a chance that nodes 
with identical coordinates may be created. To prevent this from occurring, the system 
compares the newly generated coordinates with those that have already been generated. 
The new coordinates are accepted only if it is different from the existing set of 
coordinates.
When the node generation is complete, the user can generate a network by 
choosing an appropriate transmission range. Initial Background network is created using 
Constrained Delaunay triangulation (CDC), which is our version o f the Delaunay 
triangulation class available in [8], It is noted that Constrained Delaunay triangulation 
contains only those edges that have length at most equal to the transmission range. The 
CDC is represented in the doubly connected edge list [7] data structure for efficient 
navigation on the planar network.
4.4 Implementation o f Greedy Face Routing
The GUI allows the user to pick the start node s and the target node t by mouse 
click. The standard Greedy Face routing whose sketch is given in Figure 4.2a is used to 
find the route. The UML diagram of the class for implementing the Greedy Face route is 
shown in Figure 4.2b.
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Input: Source hj'.f edge and Target half edge
O u t p u t :  V e c t o r  o f  h a l f  e d g e s  t h a t  r e p r e s e n t  t h e  r o u t e  f r o m  s o u r c e  to t a r g e t  
S t e p  1: C a l c u l a t e  t h e  d i s t a n c e  f r o m  t h e  s o u r c e  n o d e  to t h e  t a r g e t  n o d e  
S t e p  2: do
Step i  .l: Check the one-hop neighbors for a closer node to the target node. 
Step 2.2: If there is one. then append the half edge from the current node to the 
neighbor
Step 2.3: E lse if the one-hop neighbors are not closer to target.
Step 2.3.1 Create a segment from the current node to target node.
Step 2.3.2: Check for intersection o f  face ivith segment.
Step 2.3.3: Find the ftiithest edge which intersects with the segment. 
Step 2.3.4; .Add the path around the face to the exit edge to Vector 
Step 2.4: Calcuiate the new  distance from the cuirent node to the target node. 
Step 2.5 Repeat the steps while the target node is  not the current node
Figure 4.2a; Greedy Face Routing Algorithm.
GreedyAlgorithm
^ V G r e e d y  : Vector  
^totalllnterference : int
^GreedyAlgorithmOO  
^getVG reedyO O  : Vector  
$se lType()  : void 
♦ is inVecO  : boolean  
*g reedyFaceA lgorithm () ; void 
♦ca icDistO  : double
'^checkNeighboursToTargetO : HalfEdge  
"^selectNodeO : Node  
♦nextHalfEdgeO  : HalfEdge  
^ch ec kT w o H a ifE d g e s O  : boolean  
^ c re a te s  eg me nt() : segm ent  
■^ndlntersectO : HalfEdge  
^ ra v e rs e F a c e O  : HalfEdge  
^ n d C lo s e r N o d e O  : HalfEdge  
^ a d d F a c e P a th T o V e c O  : void 
■^palntGreedyMessageO : void 
^ pa in tG reedyP athO  : void
Figure 4.2b: Illustrates the UML Diagram of Greedy Face Class.
4.5 Implementation of Backbone Greedy Face Routing
The GUI backbone greedy face routing is very similar to the GUI for the standard 
greedy face routing. When Backbone Algorithm menu is selected and the GUI prompts 
the use to pick the start node s and the target node t. The layout of the route is then
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displayed in blue on the network. The algorithm sketch is shown in Figure 4.3a and the 
UML diagram o f the Backbone Greedy Face class is shown in Figure 4.3b.
Input: $ o u r «  half edge and Target half edge
Output: V ector o f  half edges that represent the route from source to target 
Step 1: I f  the source node is not on the back bone, construct a shortest path to the 
Backbone, this node is the in itial tn try  nodf.
Step 2: I f  the target node is  not on the back bone, locate the fina l sx it node by 
consifuaing a shortest path from the target to the back bone.
Step } do
Step 3.1: Check possible paths fiom current node to exit entry nodes along the
w a y
Step 3 -2: Add to the set of half edges the path where the exit entry node is 
closest to the target node.
S t e p  3 .3  R e p e a t  t l ie s t e p s  w h i le  the  t a r g e t  n o d e  i s  n o t  the c u r i e n t  n o d e .
Step 4: A dd to the set of half edges the shortest path form the exit node to the target
node.
Figure 4.3a: Backbone Greedy Face Algorithm.
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BBGFA2
<ÏK3A : GreedyAlgorithm 
#>GAtarget ; GreedyAlgorithm 
Q>PD : PlanarDCEL
fl&scim ; SenderCentricInterferenceM cdel
% ^ im  : ReceiverCentricInterferenceM odel
% B B V ec : Vector
% )b G F  ; Vector
i n te r f e r e n c e  ; int
ib b N o d e s V e c  : Vector
ip o s s ib le P a th V e c  : Vector
*BBFGFA2()()
:5bbGreedyFaceAlgorithm(){) : void 
*backB onePath2()() : void 
♦pathsFrom N ode()() : int 
♦startHalfEdgeIntoVecOO : void 
"*checkNeighboursToTarget()0 : HalfEdge 
♦selectNodeOO ; Node 
; fcheckTwoHalfEdgesOO ; boolean 
♦createSegm entO O  : segm ent 
% ndlntersect()() : HalfEdge 
♦findFace(X ) : boolean 
♦findExitNodeOO : HalfEdge 
[^sExit(X ) : boolean 
;*addFacePathT oV ec(X ) : void 
^addVG reedyToBBG F(X) : void 
A addB ackB oneToV ec(X ) : void 
♦islnVec(X) : boolean 
AisNodekiVec(X) : boolean 
♦getBBGFVec(X) : Vector 
^paintB B G reedyFaceM essageO O  : void 
*paintBBG reedyFacePath(X ) : void 
*calclnterferenceBB_RCIM(X) ; void
♦calclnterferenceBB_SCIM(X) : void 
^getlnterference(X) : Integer 
■*isOnBackBone(X) : boolean 
■*nextHalfEdge(X) : HalfEdge 
^nodeToBackBone(X) : HalfEdge 
*calcDist(X) : double
Figure 4.3b: Illustrates the UML o f Backbone Greedy Face Class.
4.6 Models of Interference
Once the Greedy Face route or the Backbone Greedy Face route has been created, 
the GUI allows the user to select the Sender Centric Interference or the Receiver Centric 
Interference menu items from the Backbone Algorithm menu. The appropriate 
interference is then displayed on the network. Figure 4.4a shows the algorithm for the 
Sender Centric Interference model and Figure 4.4b shows the corresponding UML
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diagram for the Sender Centric class. Figure 4.5a, shows the algorithm sketch for the 
Receiver Centric Model and Figure 4.5b shows the corresponding UML diagram for the 
Receiver Centric class. Figure 4.6 thru Figure 4.8 show snap-shots of GUI for several 
network and path computation.
Input; V ector  o f  h a lf  e d g e s  and V ector  o f  nodes.
Output: Vector o f  interference count for each ha lf  edge
Step 1: For each ha lf  ed g e  in the set o f  ha lf  edges
Step 2; G et the source point, p i  and target point p2 o f  the ha lf
ed g e
Step 3: Find the edge distance from p i  to p2.
Step 4: For each node p i  and p2
Step 4.1: C alc  distance from p i and p2 to each node  
Step 4.2: I f  the distance fa lls  within the edge distance  
Sieo  4.3: A d d  one to count o f  nodes.
Figure 4.4a: Sender Centric Algorithm.
S e n d e rC e  n t r i e In t e  r t e r e  n c e  M o d e I
^ > E  d g e  I n i e  rfe r e  n c e V e  c : V e c t o r  
d g e S e g m  e n t V e c  : V e c t o r  
d g e V  : V e c t o r  
r t s  : V e  c t o  r 
^ > s e g m  e n t l n d e x  : in t 
a ^ D S G  : P l a n a r D C  E L _ 5G 
t ^ d  c e IF la g : b o o l e a n
♦ s  e n d e r C e n t r i c l n t e r f e r e n c e M o d e l O O  
♦ c  a l c E d g e l n t e r t e r e n c e M  o d e l ( ) ( )  
^ c r e a t e s  e g  m e n t ( ) ( )
■♦s e g m  e n IE x is t In V e  c ( )()  
i n s e r t s  e g m  e  n t In t o V e c ( ) ( )
■♦g e t N e a r e s t S e g m e n t O O
■♦fin d I n t e r f e r e n c e O O
■♦fin d I n t e r f e r e n c e O f N o d e O O
■♦n o d e  E X is t i n V e  c 00
♦ f i n  d 0 is  t a  n c  e  00
♦ p r i n t E  d g e  In t e  rfe re n c  e  00
♦ p r i n t E  d g e l n t e r f e r e n c e N u m  ()()
♦ c r e a t e s  e g m  e n t ( ) { )
♦ p a  i n t o  n e  E d g e  In t e  rfe r e  n c e  N urn ()() 
♦ p a i n t E  d g e M  e s s a g e ( ) ( )
♦ n  e w V  e c t o r s D G E  L ()()
♦ c a l c E d g e M  o d e l l n t e r f e r e n c e D C E  L ()0 
♦ e d g e l n t o V  e c ( ) ( )
♦ n  o d e In t o  V e  c 00
Figure 4.4b: Illustrates the UML of Sender Centric Class
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input: Vector o f half edges and Vectot o f  nodes.
Output: Vector o f interference count for each node.
Step 1: For each node pi in the set ofn odes  
Step 2: Get the incident half edge.
Step 3: U sing the incident half edge, find the distance o f the furthest neighhot. 
Step 4; Add to 'F u r{h e iL \’< ighborV €c‘ at the respective index o f the node.
Step 5. For each node p2 in the set o f redes  
Step 5 .1: Check for distance to p i.
Step 5 .2: I f  the distance falls withm the disc ( p i , FuithesiNeigbbour). then 
increment count o f  p2 in the vector 'S o d e ln te r fe n n c e '  at the index o f  p2
Figure 4.5a: Receiver Centric Algorithm
R e c e i v e r C e n t r i c  I n t e r f e r e n c e ^  o d e !  
I n v e r t  : V e c t o r  
: < ^ N b r s  : V e c t o r  
; f S ^ N o d e l n t e r f e r e n c e V e c  : V e c t o r  
; ^ » F u r t h e s t N e i g h b o u r V e c  : V e c t o r  
O ^ b r o a d C a s t R a n g e  : Int  
U ^ P D S G  : P l a n a r D C E L _ 5 G  
f % V e r t N o d e  : V e c t o r
^ r e c e i v e r C e n t r i c I n t e r f e r e n c e ^  o d e l ( ) ( )  
♦ i n i t l a l l z e l n t e r f e r e n c e V  e c 2 ( ) ( )
♦ f i n d  C l o s  e s  t N o d e O O  
♦ f I n d D  I s t a n c e O O  
♦ i n d e x O f P o l n t O O  
♦ f a r N  b r O f P  o l n t ( ) ( )  
" ^ u r t h e s t N b r l n t o V e c O O  
♦ c o m  p a r e D i s t a n c e O O  
♦ p a i n t N o d e M  e s s a g e ( ) ( )  
♦ p a i n t N o d e l n t e r f e r e n c e O  v a l ( ) ( )
♦ p a  I n t N  o d e  I n t e r f e r e n c e  N u m  (){) 
♦ p r i n t O n e N o d e l n t e r f e r e n c e N u m  ()() 
♦ f i n d I n t e r f e r e n c e N u r n  ( ) ( )
♦ n e w V e c t o r s  D C E  L( ) ( )
♦ g e t N  o d e s  D C E L( ) ( )
♦ p o l n t l n t o V e c O O
♦ n o d e E  x i s t l n V e c O O
♦ f u r t h e s t N b r I n t o V e c O C  E L( ) ( )
♦ n o d e  I n d e x  l n V e c ( ) { )  
n t e r f e r e n c e F a c e O O  
n t e r f e r e n c e A t H o l e s O O  
n t e r f e r e n c e A  t E  a c f i H o l e O O  
♦ i n t e r f e r e n c e F a c e Z e r o O O  
♦ i n t e r f e r e n c e A  I I N o d e s O O
n t e r f e r e n c e V a l u e A I I N o d e s O O
Figure 4.5b: Illustrates the UML diagram of Receiver Centric Class.
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Figure 4.6: A Snap-Shot o f Generated Path and the Network.
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Figure 4.7: A Snap-Shot of Generated Path with Sender Centric Interference.
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Figure 4.8; A Snap-Shot o f Generated Path with Receiver Centric Interference.
4.7 Performance Results
Average interference values for several routes generated by the standard
face routing and the backbone guided routing were recorded. Randomly generated points
were used as the initial node distribution. By using the Add and Remove Node features
of GUI, nodes were added or removed to produce a network with desired number o f holes
in desired configuration.
A total o f ten different baekground network based on constrained Delaunay
triangulation were generated. Transmission range of seventy pixel resulted in a
background network with acceptable number and size o f holes. Backbone network
corresponding to these ten different background networks were extracted. For each
network three sets o f source/target nodes were picked to generate routes both by using the
standard face routing algorithm and the backbone guided face routing algorithm. Average
interference for each routes were computed. It is noted that the average interference o f a
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route in the sender centric model is the sum o f interference o f edges in the route divided 
by the number o f edges. In the receiver centric model the average interference o f the 
route in the sum of interference in the nodes o f the route divided by the total number o f 
nodes.
4.8 Tables and Graphs
The values o f average interference for the routes in ten different networks are 
shown in Table 1 and Table 2. The column heading with label GFAk indicates the 
average interference values for routes generated by the standard greedy face routing on 
the background network. Similarly, BBk indicates the value o f average interference for 
routes generated by using the backbone network. Graphs for interference values versus 
number o f nodes are shown in Figures 4.10-4.12 and Figures 4.14-4.16.
Nodes # GF1 GF2 GF3 BB1 BB2 BB3
300 10.91 11 8 7.93 9.42 6.44
419 8.13 7 9.35 6.39 5.44 6.19
452 6.46 8.35 7.89 6.39 6.6 7.4
465 6.24 6.55 6.15 5.41 4.63 5.62
502 8.04 11 8.73 6.76 8.14 6.71
509 8.55 7 7.18 6 6.16 6.96
519 7.85 7.94 7.79 7.05 7.16 7.18
572 8.52 9.36 8.42 7 6.97 8
626 9.90 9.19 9.5 6.87 8.11 9.33
627 9.80 13.08 8.18 9.31 9.14 6.23
Table 1: Table Showing Average Interference Values for Sender Centric Model
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Sender Centric set 1
12.00
10.00
8.00
6.00
I  4 .0 0  
2.00
0.00
0 100 200 3 0 0 4 0 0 5 0 0 6 0 0 7 0 0
- G F A 1
8 6 1
# o f  Nodes
Figure 4.10: Represents the Graph of the First Set of Start and End Points.
Sender Centric set 2
14
 G F A 2
 8 8 2
I
0 100 200 3 0 0 4 0 0 5 0 0 6 0 0 7 0 0
# o r  Nodes
Figure 4.11: Represents the Graph o f the Second Set o f Start and End Points.
Sender Centric set 3
10
9
8
7
6
5
4
3
2
1
0
0 100 200 3 0 0 4 0 0 5 0 0 6 0 0 TOO
- G F A 3  I 
- 8 8 3  !'
Figure 4.12: Represents the Graph o f the Third Set o f Start and End Points.
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Nodes # GF1 GF2 GF3 BB1 BB2 BBS
300 8.83 9.09 9.29 6.25 8.62 8.24
419 6.75 6.61 6.94 5.87 6.46 6.03
452 6.36 7.22 7.21 6 6.48 7
465 6.44 6.08 6.08 5.82 5.1 5.93
502 8.00 6.8 6.38 5.73 6.73 6.29
509 7.42 7.65 6.94 6.19 6.85 6.79
519 7.14 6.89 7.05 6.7 6.4 6.46
572 7.94 7.87 7.59 5.67 6.64 7.38
626 9.00 8.35 8.17 7.96 7.55 7.69
627 8.36 7.71 7.17 7.93 7.6 7.14
Table 2: Table Showing Average Interference Values for Receiver Centric Model
Receiver Centric 1
10.00
8.00
6.00
4 .0 0
I 200
0.00
4 0 00 100 200 3 0 0 SCO 6 0 0 7 0 0
-G F A 1
- B B 1
# O r Nodes
Figure 4.14: Represents the Graph o f the First Set of Start and End Points.
Receiver Centric 2
10
8
6
4
2
0
0 100 200 3 0 0 4 0 0 5 0 0 6 0 0 7 0 0
- G F A 2
- B B 2
# o f Nodes
Figure 4.15: Represents the Graph o f the Second Set o f Start and End Points.
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Receiver Centric 3
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2
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0 100 3 0 0200 4 0 0 5 0 0 6 0 0 7 0 0
; — G F A 3 '' 
1  B B S
#ofN odB s
Figure 4.16: Represents the Graph o f the Third Set o f Start and End Points.
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CHAPTER 5
CONCLUSION AND FUTURE EXTENSIONS
Reducing interference in sensor networks results in extended battery life of sensor 
nodes. In this thesis, we proposed a Backbone Greedy Face algorithm, where the 
message is routed over nodes on the Backbone network with reduced average 
interference.
We also proposed two centralized algorithms and one distributed localized 
algorithm to construct the Backbone sensor network. The first o f the centralized 
algorithms builds the backbone network by using the notion of spanning tree construction 
over the inner holes of the sensor network. The second builds the backbone by using the 
Delaunay triangulation o f the center o f gravity of the holes. On the other hand, the 
localized algorithm utilizes the quasi Voronoi diagram and Medial axis resulting from the 
holes in the sensor network. The centralized algorithm for constructing the backbone 
network was implemented for performance evaluation.
The actual programming was carried out in Java Programming language and 
different classes were designed for specific tasks. A user friendly GUI was implemented. 
Using the GUI, a user can generate nodes, either randomly or manually. The user then 
can also generate a connected planar network using the Delaunay triangulation. Using 
the results o f the Delaunay triangulation, a constrained Delaunay triangulation can be 
obtained with the given transmission ranger. The Constrained Delaunay planar graph is
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displayed in a separate GUI. Along with the Constrained Delaunay planar graph, 
a Backbone network is also generated. Using this GUI, the user may select the source 
and target nodes, and also the type o f the algorithm to simulate. The Backbone Greedy 
Face algorithm can then be gauged against the standard Greedy Face algorithm. Once the 
route is created, interference can be calculated using either the Sender Centric model or 
the Receiver Centric model o f interference.
The comparative performance o f the Backbone Greedy Face algorithm and the 
standard greedy face algorithm has been examined by generating networks with number 
of nodes in the range 300 to 700. The average interference was then calculated and 
plotted against the number o f nodes. The results showed a reduced average interference 
for the Backbone Greedy Face algorithm.
Furthermore, some graphs showed valleys and peaks, for both the algorithms. We 
conjecture that these valleys and peaks could be due to the relative density distribution of 
holes and nodes. For future investigation, it would be interesting to determine the precise 
reason of these peaks and valleys.
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