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Abstract
Halloysite nanotubes are a type of naturally occurring clay nanoparticle which have at-
tracted increasing research interest as reinforcing fillers in polymer nanocomposites. This
thesis investigates some fundamental, but often overlooked, considerations for their ap-
plication in epoxy resin nanocomposites specifically, with a view to moving towards the
eventual scale-up of the production of such materials.
Firstly, some chemical and physical properties of halloysite nanotubes were characterised,
and the results compared to supplier and literature data. Measured values were frequently
found to differ from those that were expected. Significant attention is paid to the chal-
lenges associated with measuring nanotube size and shape, and it is concluded that nei-
ther light scattering nor electron microscopy can be used to reliably find these values.
However, automated computational analysis of electron micrographs is highlighted as a
promising avenue for further work.
Several methods for dispersing halloysite nanotubes into epoxy resin were assessed in
terms of the degree of dispersion of the nanotubes, whether any damage had occurred dur-
ing mixing, and the mechanical properties of the final nanocomposites. It was concluded
that the use of a three-roll mill in force mode was the most effective mixing method, as
it produced nanocomposites containing individually dispersed nanotubes which had an
increased flexural modulus compared to pure epoxy resin. It was also found that several
methods could be used to measure the filler content in these samples, including helium
pycnometry and burning off the resin in air.
Finally, coating of the nanotubes with alkoxysilane coupling agents was shown to be
successful, but it was also found to be variable in terms of the grafted amounts and the
wettabilities of the coated samples. Nonetheless, scaling the process up to tens of grams
produced coated samples with similar properties to those made on the scale of grams. In
addition, piranha solution pre-treatment of the nanotubes was demonstrated to not to be
an effective means of increasing the grafted amount of alkoxysilane on the surface, in
contradiction to previous literature.
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Introduction and Literature Review
1
1.1 Introduction to polymer nanocomposites
1.1.1 Introduction to polymers
A polymer is a large molecule (or macromolecule) made up of a chain or 3D network
of covalently bonded small molecules. These small molecules are known individually
as monomers, and the process of converting monomer to polymer through a chemical
reaction is known as polymerisation.14 Polymers can have dramatically different chemical
and physical properties than their monomer analogues, for example in their reactivity,
solubility, and rheology.14
Polymers can be broadly divided into two categories: thermoplastics, and thermosets.15
A thermoplastic is made up of discrete polymer chains, which can interact through inter-
molecular forces and physical chain entanglements to form solid networks. In contrast,
thermosets consist of various complex 3D networks of monomers, oligomers (i.e. very
short polymers), or polymer chains, which are connected to one other with strong chemi-
cal or physical bonds (known as cross-links), essentially forming a single macromolecule
which spans the full extent of the material.15 An important practical distinction between
the two classes of polymer is their behaviour upon heating or exposure to a compati-
ble solvent: thermoplastics will eventually melt and flow as they are heated, while ther-
mosets will only soften and eventually start to burn; and thermoplastics can fully dissolve
in a compatible solvent, whereas thermosets can only swell.15 In terms of processing,
thermoplastics are often easy to shape using formative manufacturing processes such as
injection molding. In contrast, thermosets are often used as liquid resins in which the re-
active monomers are mixed, then applied or poured into a mold before the application of
an appropriate stimulus to cause or accelerate polymerisation (for example, light or, more
commonly, heat). In some cases, thermosets can be made by cross-linking a thermoplastic
after it has already been molded into shape, e.g. the vulcanisation of rubber. Excluding
the obvious example of vulcanised rubber, most common, commercially utilised ther-
moset polymers tend to be stiffer and stronger than commercial thermoplastics, but are
also much less ductile.16
In general, polymers are chemically unreactive, lightweight solids, which are stable un-
der ambient conditions. These properties, as well as the relative ease of their processing,
and the fact that many can be derived cheaply as a by-product of crude oil, mean that
polymers have become ubiquitous in modern life. Their low density and chemical inert-
ness in particular mean that polymers have attracted interest as engineering materials, for
example for reducing the weight of automotive and aerospace parts, thereby increasing
the fuel efficiency of the vehicle. However, polymers still do not have sufficiently robust
mechanical and thermal properties to replace traditional engineering materials like steel
in these high-performance applications.17
1.1.2 Introduction to polymer composites
One way of improving the engineering properties of polymers is by adding a second solid
component to the polymer to make a reinforced polymer composite. The basic principle of
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reinforcement is to add a relatively stiff and strong material to the bulk polymer to obtain a
material with mechanical properties which are a combination of those of the two phases.18
When a load is applied to the composite, the stress is transferred from the bulk matrix to
the more robust filler phase, leading to an increase in the Young’s modulus (i.e. stiffness)
and strength of the composite relative to the pure bulk material.18 The filler phase is often
a substance which itself is also limited as a bulk engineering material, for example by
its brittleness (e.g. glass), so the properties of the composite can be considered to be a
synergistic combination of bulk and filler. That is to say, while the filler phase allows
the useful transfer of load from the polymer, the polymer also provides a useful means of
binding the otherwise difficult-to-use filler into a cohesive material.18 Where the filler is
very brittle specifically, the polymer phase provides a means of dissipating stress build-up
through plastic deformation.18 However, the opposite can also be true; if the filler is a
particle of the right size, and the polymer is relatively brittle, then the presence of a hard
filler can improve the toughness of the polymer by limiting crack propagation through
a variety of mechanisms.19, 20 Some of the most important fillers in traditional polymer
composites are continuous carbon and glass fibres, as well as various other types of glass
particles.18 Some of the typical ranges of properties of glass and carbon fibres specifically
are listed in table 1.1, where they are also compared to the properties of high-density
poly(ethylene), an important commercial thermoplastic.9, 21
Table 1.1: The typical ranges of some of the physical properties of glass and carbon fibre
fillers. The listed densities are relative to that of poly(ethylene).9
Filler type Relative density Young’s modulus/GPa Tensile strength/GPa
Glass fibre9 2.5 72 1.5 - 4.0
Carbon fibre9 1.8 - 2.0 200 - 350 1.5 - 4.0
High-density
poly(ethylene)21 1 0.8 - 1.4 0.019 - 0.030
Fillers are not only added to polymers to provide mechanical reinforcement. For ex-
ample, fillers are often included in polymers to improve their thermal stability. Organic
polymers typically start to undergo thermal decomposition and ignition at relatively low
temperatures, and can burn rapidly, often releasing large amounts of hazardous fumes and
smoke.22 This means that they can be significant safety concerns in some applications.22
Particulate mineral fillers, such as aluminium hydroxide, can be added to combat this
problem. Such fillers endothermically decompose at temperatures similar to the onset of
polymer decomposition, meaning they can absorb some of the heat given out by the burn-
ing material, and they present a physical barrier for the diffusion of volatile gases within
the polymer.23 Some fillers also release water vapour upon thermal decomposition, which
dilutes and cools the volatile organics being released from the material.23 All of these
effects serve to limit the self-perpetuation of combustion.23 Appropriate fillers can also
be added to change the thermal and electrical conducting properties of the polymer.18 It is
also worth noting that cheap inorganic fillers are often added to polymers simply to allow
the production of an increased volume of material for a lower cost (such fillers are known
as extenders).18, 24 However, for high-performance applications (e.g. aerospace and au-
tomotive), producing polymer composite materials with improved mechanical properties
relative to the individual components is the main goal.
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Where fillers are used to reinforce polymer materials, the importance of the interface and
the interphase region between the filler and the bulk has long been recognised.25 The
interface is the 2D region at the surface of the filler, and the interphase is a 3D region
starting at the edge of the filler and extending over the volume in which the properties of
the local network gradually become those of the bulk.25 Stress concentrations are thought
to develop in the interphase region not only when a load is applied to the material, but also
because of differences between thermal expansion coefficients between filler and bulk, as
well as shrinkage of the bulk polymer due to curing or crystallisation.26 The nature of this
region is therefore considered crucial to the overall performance of the composite.25–27
In practice, the interface is engineered by adding a coating (often called a sizing) to the
filler. This coating serves to change the chemical nature of the interface to make it more
compatible with the bulk, thereby allowing more complete coverage of the filler surface,
and reducing the number of voids caused by poor wetting, which would otherwise reduce
the strength of the composite. It has also long been understood that the best coating
agents are those which not only promote energetically favourable, physical interactions
between the phases (i.e. promote wetting), but can also form covalent chemical bonds
with both the filler surface and the bulk network.28 Such species are often referred to as
coupling-agents.
Commercial sizings are typically complex formulations containing not only coupling-
agents, but also various components less important for adhesion (e.g. film-formers to en-
hance scratch resistance).29 For glass fillers in particular, sizings normally contain some
kind of alkoxysilane molecule as a coupling-agent.29 Alkoxysilanes contain hydrolysable
alkoxy groups which allows them to react with the hydroxyl groups present on many types
of surface (e.g. silanol groups on glass surfaces), as well as an additional organic func-
tional group, which can be chosen so that it is both compatible with, and able to react into,
the appropriate polymer network. While current sizing technologies give good results, it
is also widely acknowledged that improving the understanding of and the ability to en-
gineer the composite interface is important for the ongoing improvement of composite
performance.30
Epoxy resin composites
Epoxy resins are often the preferred bulk component for making polymer composites.
Epoxy resin is the generic name given both to organic monomers containing two or more
epoxide groups, and to thermoset polymers derived from such epoxy monomers.31 A com-
mon example of an epoxy resin monomer, the difunctional digylcidyl ether of Bisphenol
A (DGEBA), is shown in figure 1.1. Epoxide groups are highly reactive to nucleophilic
attack (figure 1.2), which opens the strained epoxide ring to produce a new covalent bond
and a pendant alcohol group.31 This means epoxies will readily react with dinucleophiles
such as diamines to form thermoset polymer networks via step-growth polymerisation.32
However, this is an oversimplification of the process, as the alcohol groups produced by
ring opening can both catalyse further ring opening, and act as nucleophiles themselves
(in a process known as homopolymerisation). As network development proceeds, the vis-
cosity of the mixture increases as increasingly large polymer networks are created, and
eventually these large polymer networks join to form a continuous polymer that spans the
extent of the material (i.e. a gel).32 During the reaction, the material also shrinks be-
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cause of conversion of the relatively long intermolecular bonds to shorter covalent bonds.
Eventually, an amorphous solid is produced, which is typically glassy at ambient tem-
perature, and has significant hydrophilic character because of the high concentration of
alcohol groups. The polymerisation process is known as curing, and while reaction oc-
curs immediately upon mixing of the epoxy monomer and the dinucleophile, the mixture
is normally heated to ensure that the optimum rate and extent of reaction is achieved.32
O
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DGEBA
Figure 1.1: The skeletal structure of the difunctional digylcidyl ether of Bisphenol A
(DGEBA), a commonly-used epoxy resin monomer.
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Figure 1.2: The opening of the epoxide ring by nucleophilic attack, in this case by a
primary amine.
Epoxy resins are used in composites for a number of reasons: they have a relatively low
viscosity, which allows easy processing and impregnation inbetween the filler phase; they
are very reactive upon curing; their curing can be controlled without producing volatiles;
and they have sufficiently robust mechanical properties, yet low enough density to be use-
ful in high-performance applications.33 It is also easy to promote good adhesion between
an epoxy resin and various filler phases, since many types of alkoxysilane are available
with nucleophilic functional groups that will readily react into the epoxy network dur-
ing cure (e.g. the amine-functional molecule, (3-aminopropyl)triethoxy silane (APTES)).
However, the use of epoxy resins has several potential drawbacks. Firstly, they are sig-
nificantly more expensive than many types of polymer, particularly those thermoplastics
which are produced in high volumes, e.g. poly(styrene) and poly(ethylene).34 However,
in high-performance applications, the additional cost can often be justified if sufficient
improvements in performance are gained. More importantly, while the mechanical prop-
erties of cured epoxy resins are good relative to many other polymers, they are still not
ideal; not only do they have a relatively low modulus compared to other engineering
materials (e.g. metals), they are also quite brittle and hence can undergo fracture and
catastrophic failure at high loads or under impact.35 Epoxy resins also retain many of the
engineering disadvantages of polymers in general, notably flammability and permeability
(with water uptake into the hydrophilic network being a particular cause for concern36).
Therefore, while epoxy resins remain widely used in composites, research continues into
methods to improve their engineering properties. This includes the addition of particulate
fillers to the resin.37
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1.1.3 Introduction to nanocomposites
The degree of mechanical reinforcement provided by a filler in a polymer composite in-
creases as the surface area for load transfer between the two phases increases. Increasing
the amount of surface area of filler obviously requires the addition of a greater volume
of filler, which necessarily also increases the mass of the composite because fillers (e.g.
glass and carbon fibre) are usually denser than polymer resins. For example, the densities
of typical polymer resins are about 1.1 - 1.5 gcm-3, whereas the densities of glass and
carbon fibres can be anywhere from 2 to 2.5 gcm-3. In traditional polymer composites,
a substantial volume fraction (typically over 10 vol%) is required for effective reinforce-
ment,18 which amounts to a significant increase in mass relative to the pure polymer. In
addition, since load transfer between the bulk and reinforcing phases only occurs in the
interphase, much of the volume of each individual filler unit is essentially “dead weight”
since it is unnecessary for effective reinforcement. The use of nanoparticles rather than
micro- or macroparticles can avoid this problem.
A nanoparticle is generally defined as any particle which has at least one dimension in
the range of 1-100 nm, and the term encompasses particles of many different shapes, in-
cluding spheres, tubes/fibres, and plates.38 Because of their small size, nanoparticles have
a very high surface-area-to-volume ratio, and those with high aspect ratio morphologies
like nanotubes and nanoplates have particularly high surface areas. This means that when
nanoparticles are used as fillers in polymer composites (i.e. to make a polymer nanocom-
posite), there is a much higher area for interaction between filler and bulk compared to
the same mass loading of traditional micro- or macrofillers. That is to say, a much lower
mass of nanofiller should need to be added for the same reinforcing effect to be achieved,
so nanoparticles should be more desirable for composites than traditional fillers.39
However, it is not easy to replace traditional fillers with nanofillers, as there are a num-
ber of unique challenges associated with making effective nanocomposites. For example,
while the high specific surface area of nanoparticles makes them effective reinforcing
agents, it also means that there is a high surface area for interaction of the particles with
one another. In cases where the energetic interaction between the particle and bulk is
significantly less favourable than that between the particles, there can be a large thermo-
dynamic barrier to dispersion of the nanoparticles.40 Agglomeration of particles in these
cases hinders the mechanical reinforcement of the polymer, or even reduces the mechan-
ical properties of the nanocomposite in comparison to the pure polymer.41 In addition,
their small size means that nanoparticles begin to percolate in bulk media at low weight
concentrations. This can lead to significant increases in mixture viscosity,40 which may
represent a serious hindrance to processing. Issues like these mean that the replacement of
traditional composites with nanocomposites has not been realised in many applications;
doing so remains the focus of much research.
Many different types of nanoparticle have been researched as fillers for polymer compos-
ites. These include advanced carbon nanomaterials like carbon nanotubes (CNTs) and
graphene, metallic nanoparticles (e.g. gold and silver), and various types of other inor-
ganic nanoparticles (e.g. metal oxides), including several which are naturally occuring.42
Much of the research on nanocomposites is not focused on mechanical reinforcement, but
rather on other applications that can utilise the high specific surface area of nanoparti-
cles, including in electronics, environmental remediation, and biomedical applications.42
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For example, silver nanoparticles are often used as antimicrobial agents,42 since their
higher specific surface area means that the active antibacterial ions (i.e. Ag+) diffuse
faster from the surface of a sample of silver nanoparticles compared to the same amount
of bulk metal.43 This allows less of the expensive precious metal to be used to achieve the
same effect. Perhaps the most widely studied nanoparticles for mechanical reinforcement
specifically are the advanced carbon nanomaterials (CNTs and graphenes), and nanopar-
ticles derived from naturally occurring clay minerals. Accordingly, these two classes will
be discussed in more detail.
Because of their conjugated networks of sp2 electron orbitals, both CNTs and graphenes
have unique electrical and structural properties, and they are predicted to have tensile
strengths on the order of 100 GPa, and Young’s moduli on the order of 1 TPa.44, 45 These
impressive mechanical properties mean that they have long been considered promising as
reinforcing fillers for polymers. However, their potential as reinforcements in polymer
nanocomposites has still not been fully realised, not least because their surface chem-
istry makes them incompatible with many solvents and polymers.46 As such, commercial
applications of CNTs in particular have mainly taken advantage of their electrical prop-
erties,44 where good dispersion is not as important. In addition, it can be hard to justify
their use in many applications because of their high cost44 and potential hazard.47
Of the clays used in polymer nanocomposites, montmorillonite (MMT) is arguably the
most important. MMT is an aluminosilicate consisting of rigid plates each made from
an alumina sheet sandwiched between two silica sheets. The isolated sheets have a mod-
ulus of around 180 GPa,48 making them suitably stiff to be able to reinforce polymers.
The silica faces of each plate have a net negative charge, and small cations (e.g. sodium)
occupy charged sites on the surfaces. These cations are able to act as bridges between
charged sites on opposing surfaces, which causes the individual plates to stack and form
particles. The particles are on the order of microns in size, but the individual sheets have
a thickness of about a nanometre, and can be separated from one another to produce
plate-like nanoparticles in a process known as exfoliation. To exfoliate the particles into
polymers or pre-polymer resins to make nanocomposites, the interlayer gallery between
the sheets (which is inherently hydrophilic because of the charged species present) must
be made more compatible with the bulk to allow diffusion of the bulk material therein.
Fortunately, this is easy to do: the interlayer cations in MMT can readily be exchanged
with cationic organic surfactants like alkyl ammonium species, which have a cationic end
with which to adhere to the negatively-charged clay surface via Coulomb forces, and a
hydrophobic organic end with which to interact with the bulk.49 However, even with or-
ganic modification, high-shear and extended processing times are needed to disperse the
platelets.50, 51 Nonetheless, such organically modified MMT clays (organoclays/oMMT)
have found widespread use in nanocomposites for many years, for example in automo-
tive parts (e.g. timing belts).38 In particular, they are valued for their barrier properties,
i.e. their ability to decrease the rate of gas diffusion through the polymer by presenting
an impermeable, physical barrier which increases the diffusion path length for the gases
within the network.52 As previously mentioned, this increases the flame retardancy of the
polymer,23 but is also desirable in applications where any gas diffusion through the poly-
mer should be avoided, e.g. in rubber car tyres.38 As well as being useful as nanofillers
in polymers, since MMTs are naturally occurring, they are widely available, cheap, and
environmentally and biologically benign (at least in their native state).53
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However, MMT is not the only type of clay to attract research interest as a nanofiller:
other clays that have been used include sepiolite, palygorskite, kaolinite, and halloysite,
to name but a few.54 These clays all share the benefit of being naturally abundant, but can
have significantly different chemical, physical, and morphological properties. In general,
they are solids composed of alternating layers of silica bonded to another inorganic oxide,
typically alumina or an alkali or alkali earth metal oxide (e.g. sepiolite is a magnesium
silicate), and assemble into nano- or microplates or fibres/tubes. Of these, halloysite in
particular has been attracting growing research interest, both in general, and in the field
of nanocomposites specifically. This can be seen in figure 1.3, which illustrates how the
number of publications about halloysite and halloysite nanocomposites has been rising
almost exponentially over the last decade. Indeed, the field has grown from a niche area
with very little interest to one which attracts hundreds of publications a year (although it
should be noted that the search term “halloysite nanocomposite” includes hybrid nanopar-
ticles of halloysite and another material, not just polymer nanocomposites).
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Figure 1.3: The number of publications about halloysite in general per year from 1995
to 2018, and about halloysite nanocomposites specifically from 2008 to 2018. The last
decade has seen a huge increase in research interest in HNTs and HNT nanocomposites.
This data was generated on Web of Science by finding the number of search results per
year matching the key search terms shown.
1.2 Introduction to halloysite nanotubes
1.2.1 Chemistry and structure of halloysite
Halloysite is a clay mineral with the chemical formula Al2Si2O5(OH)4 · nH2O, where n
equals 0 or 2 depending on the degree of hydration of the mineral’s environment.55 It
consists of sheets of tetrahedral silica which corner-share oxygen atoms with aluminium-
centred octahedra. The crystal structure of halloysite is illustrated in figure 1.4. One
surface of each sheet is mainly siloxane (Si-O-Si), while the other surface consists of
aluminol (Al-OH) groups. The silica surface of each sheet bears a net negative charge,
whereas the inner alumina surface has a permanent positive charge. There are also silanol
(Si-OH) groups present at the edges of the silica surfaces, and at any surface defects.56
While these groups are hydrophilic, it is supposed by some that halloysite is “relatively
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hydrophobic” compared to other types of clay particle because the surface silanol groups
are only present in relatively low concentrations.57 This is in turn thought to mean that
halloysite should be more readily able to disperse in polymers without modification than
other types of nanoclay.57
When halloysite is hydrated (i.e. n = 2), there is a thin layer of water molecules between
each aluminosilicate sheet, and these form hydrogen bonds with one another, with oxygen
atoms on the siloxane plane, and with hydroxyl groups on the aluminol plane.55 When
hydrated, the d001 dimension of the mineral, i.e. the distance from the top of one silica
layer to the top of another, should be 10 A˚ (a 7 A˚ thick aluminosilicate sheet plus a
3 A˚ layer of water).55 However, water is readily lost from halloysite even in ambient
conditions, so in most cases halloysite is seen via X-ray diffraction (XRD) to have an
interlayer distance closer to 7 A˚. Indeed, halloysite has only been measured to have d001
of 10 A˚ when the sample is kept on a damp substrate throughout the acquisition of XRD
data.55 Preserving an interlayer spacing of 10 A˚ requires either keeping the halloysite
wet, or carefully controlling the humidity conditions in which it is stored.55 Dehydration
of some halloysites can permanently change the morphology of the nanoparticles.58
1.2.2 Geological occurence and morphology of halloysite
Halloysite occurs in a number of locations on several continents, including North America
(Idaho, Utah), South America (Brasil, Guatemala), Asia (China, Japan), and Oceania
(Australia, New Zealand).55 Samples of natural halloysites can contain particles of a
number of different morphologies, including tubes, spheres and pseudospheres.55 The
occurrence of these morphologies is related to local geological and environmental factors,
such as soil type and weathering. For example, certain halloysite morphologies can be
correlated with the local concentrations of iron, as Fe (III) is able to undergo isomorphic
substition with Al (III) in the mineral’s crystal structure.55 The dominant morphology of
halloysite is typically a high aspect ratio, hollow tube, with the exact morphologies and
size distributions of the tubes depending on the exact geological environment in which
they are found.55 However, regardless of origin, the tubes’ diameters are typically of the
correct size for them to be considered nanotubes. The halloysite nanotubes (HNTs) used
in this work are from a site in Idaho which has only recently begun to be commercially
utilised. A transmission electron microscope (TEM) image of some of these HNTs is
shown in figure 1.5.
1.2.3 Halloysite and kaolinite
Halloysite is chemically identical to another mineral, kaolinite, and the two are often
found in the same deposits.55 However, kaolinite particles consist of stacks of alumi-
nosilicate platelets (figure 1.6), rather than the individual particles of rolled (or otherwise
deformed) sheets seen for halloysite. In kaolinite, there is no interlayer water, and the
sheets are held together by extensive hydrogen bonding between each neighbouring alu-
mina and silica face.59
Halloysite and kaolinite form under similar geological conditions, and are usually the re-
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(a)
(b)
Figure 1.4: The unit cell of halloysite with Al, Si and O atoms labelled (a), and a 2
x 2 matrix of halloysite unit cells which illustrates the layered structure of the mineral
(b). The distance between the 001 planes, d001, i.e. the interlayer distance, is illustrated
in the bottom image. Missing from the images are hydrogen atoms, which are present
in hydroxyl groups found on the alumina surface and at edges and defects on the silica
surface.
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Figure 1.5: TEM image of HNTs from Idaho, which were used in this work. The image
shows the wide variety of tube dimensions, as well as the presence of some morphological
impurities (i.e. the flat sheets).
Figure 1.6: A scanning electron microscope image of a kaolinite particle. The structure
of stacked aluminosilicate platelets can clearly be seen
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sult of weathering of other minerals in warm, wet locations, or by hydrothermal activity.60
For example, they may be formed from the interaction of groundwater with silicate min-
erals or glassy volcanic ash. Kaolinite is also commonly found in secondary sedimentary
deposits, but halloysite is mostly authigenic, i.e. deposits of halloysite are usually found
in the same place as the mineral was formed.60 This is thought to be because halloysite
is more easily destroyed under the mechanical stresses exerted during erosion, transport,
and deposition.60
It is difficult to distinguish between kaolinite and halloysite in mixed samples of the two
minerals, although it can be done.55 The most effective way is to treat the mixed sample
with an organic compound which can intercalate between the aluminosilicate layers in
halloysite but not kaolinite.55, 61 A comparison of the intensities of the d001 XRD peaks
corresponding to expanded and unchanged interlayer distances can then be used to quan-
tify the relative amounts of halloysite and kaolinite respectively in the sample.61
1.2.4 Formation of the halloysite nanotube
The tubular structure of halloysite has often been attributed to a mismatch in the size
of the bonded silica and alumina units, which have the unit cell parameters a = 5.02 A˚,
b = 9.164 A˚, and a = 5.066 A˚, b = 8.655 A˚, respectively.56 This is thought to lead to distor-
tion of the units and subsequent structural stress, which can compensated for by a rolled,
scroll-like structure.56, 62 Computational modelling studies suggest that any distortion of
bond lengths caused by rolling of the sheets is negligible, as the stress is distributed evenly
across the whole nanotube.63 Kaolinite does not roll up in this way because of strong hy-
drogen bonding between different aluminosilicate sheets, which can overcome the stress
from the structural distortion.62
In the laboratory, kaolinite plates can be converted into the nanoscrolls typical of hal-
loysite, and vice versa. The former can be achieved by treatment of kaolinite with an
ammonium salt in methanol, as the solvent and salt are able to intercalate between the
individual sheets and disrupt the hydrogen bonding holding them together.64 Conversely,
prolonged dehydration or intercalation of the aluminosilicate layers of halloysite with
organic molecules can cause the scrolls to unroll into thin sheets.12, 62
The preferential formation of halloysite relative to kaolinite in certain deposits is ex-
plained by geologists in terms of local environmental conditions. More specifically, the
nucleation and growth of halloysite crystallites is thought to be favoured relative to that of
kaolinite where groundwater is more acidic, and in sites which remain constantly wet,
but have fluctuating concentrations of dissolved ions.60 However, there is still some
discussion as to whether this is the case, or if halloysite nanotubes actually form when
weathering of existing kaolinite particles causes the individual aluminosilicate sheets to
roll in a similar mechanism to that which can be achieved experimentally by chemical
treatment.64, 65 The dynamics of this rolling mechanism are still not fully understood.65
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1.2.5 The mechanical properties of halloysite nanotubes
The measurement of the mechanical properties of nanoparticles like HNTs is not straight-
forward because of their nanoscale size. Nonetheless, it can be achieved, and values for
some flexural properties of HNTs can be found in the literature. For example, Lecouvet
et al. were able to obtain a value of the flexural modulus of HNTs by using atomic force
microscopy (AFM) to carry out a “nanoscale three-point bending test”.1
They did this by first dispersing the HNTs in ethanol, then filtering the dispersion through
a poly(carbonate) membrane containing uniformly sized pores. During filtration, some of
the HNTs became positioned such that they lay as bridges across the pores (figure 1.7).
The AFM tip was positioned halfway across these tubes, and the test was performed.
Measurements were also conducted on HNTs on the membrane, but not suspended across
pores, to confirm that the tip did not penetrate the nanotubes i.e. to confirm that any
deflection of the cantilever was solely due to bending of the tube.1 However, they do
not comment on whether distortion of the membrane occurs during the measurement, or
whether this would significantly affect the measured modulus.
Figure 1.7: AFM images of HNTs on a microporous membrane. The image is reproduced
with permission from work by Lecouvet et al., who used the AFM tip to perform 3-point
bending tests on any nanotubes observed to be correctly bridging the pores.1
It was observed that modulus was greatest for the thinnest tubes. They suggest that this
is mainly due to surface tension effects, which arise because bending the nanotubes leads
to an increase in their length and hence surface area. They justify this in terms of an
empirical relationship of surface tension to a nanorod’s dimensions when it is deformed
under bending conditions (equation 1.1),1 which had been observed previously by Cuenot
et al..66 More specifically, when two nanotubes are comparable in length (L), the surface
tension is much greater for the nanotube with smaller diameter (D), i.e. it requires more
energy to bend a thinner nanotube. This effect was also previously reported for other high
aspect ratio nanoparticles, including Ag, Pb and ZnO nanowires.66
Surface tension ∝ L
2
D3
(1.1)
Overall, they tested around 25 nanotubes between 50 and 160 nm in diameter, and the
average elastic modulus obtained was 140 GPa. However, the modulus depended signif-
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icantly on the diameter of the tube, and the measured values varied from 10 to 460 GPa.
The flexural moduli of HNTs with a diameter greater than 160 nm were not measured,
because it was thought that the applied load would mainly cause inelastic shear defor-
mations as the individual layers of the tubes slipped over each other, rather than elastic
bending of the whole structure. Nonetheless, a modulus of 140 GPa means that HNTs
should certainly be stiff enough to be effective reinforcements for polymer materials, and
indeed this value is similar to that of the MMTs (ca. 180 GPa)48 and glass fibres (ca.
72 GPa)9 frequently used in existing polymer composites.
1.2.6 Biocompatibility of halloysite nanotubes
Traditionally, the potential of a particle to be a hazard to human health has been deter-
mined from its chemistry.67 However, this view is increasingly being recognised as incor-
rect; the size of a particle is now known to also be a key factor in its potential to cause
harm.67, 68 More specifically, particles on the order of tens to hundreds of nanometres
are small enough to be able to penetrate parts of the body not reached by large particles
(e.g. the deepest parts of the lungs), but too big to be cleared away by autophagic pro-
cesses.67 An increased particle length and aspect ratio (i.e. the ratio of length and width)
is also known to correlate to increased hazard, which can make nanotubes/fibres a partic-
ular cause for concern; asbestos is the most famous example of this. Once in the body,
nanoparticles can undergo various chemical interactions with biological chemicals, e.g.
the generation of free radicals, which can either cause cell death directly, or alternatively
lead to a prolonged, harmful immune response.67 It is typical for halloysite samples to
contain particles with sizes of the right order of magnitude to be hazardous, hence it is
important to consider the potential for them to cause harm.
Despite their size and shape, HNTs are generally regarded in the literature as being bio-
compatible;56, 57, 69 indeed typical safety data sheets for halloysite report no hazard state-
ments. While the absence of evidence for toxicity should not be taken as evidence of
absence, especially since research interest in halloysite, and nanotoxicology in general,
are in relative infancy, there are several reports that support the view of halloysite being
relatively biologically benign. For example, Vergaro et al. found that HNTs were only
toxic to human cancer cells at relatively high concentrations (above about 7 wt%) and
long exposure times; they even conclude that the degree of cytotoxicity of HNTs is lower
than that of table salt.70 The nanotubes were also found to be non-toxic towards simple
aquatic organisms at concentrations up to 0.1 wt%, in contrast to graphene oxide, which
was highly toxic.71 Similarly, it has been shown that ingestion of HNTs by zebrafish72 and
nematode worms73 does not lead to acute toxicity or significant inhibition of the organ-
isms’ growth rates. The body of evidence against the cytotoxicity of HNTs has typically
led researchers to the conclusion that HNTs are suitable for use in biomedical applica-
tions, at least in non-invasive ones (e.g. cosmetics, wound care etc.), where the lack of a
natural excretion pathway of HNTs from the body should not be a concern.74
However, despite the general consensus that HNTs are safe, there is also evidence that
HNTs can cause inflammation of human intestinal cells in vitro,75 and inflammation of
lung tissue when inhaled by mice.76 The latter is of particular concern, since it is well
known that chronic exposure to certain respirable dusts, including silica minerals, can not
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only lead to a number of different interstitial lung diseases (including cancer),77, 78 but can
also cause damage to various other organs as part of the immune response to the inflam-
mation caused by the particles.78 It is also worth noting that when Koivisto et al. studied
the concentrations of HNTs released as aerosols during mixing into a medium, they found
that the potential respiratory exposure level was significantly below the regulatory limit
for kaolinite, but it was significantly higher than that for CNTs, which are known to repre-
sent a considerable respiratory hazard.79 Outside the fumehood in which they performed
the mixing, however, the aerosol level remained no higher than the background.79 They
comment that, in the absence of complete toxicological data, particularly with regards to
chronic exposure, HNTs should not be assumed to be safe to handle without appropriate
extraction. Nonetheless, while it is clear that they should not be assumed to be com-
pletely safe, reviewing the literature suggests that HNTs are at least much less hazardous
than many other types of nanoparticle,67 especially carbon nanoparticles such as CNTs.47
This is often cited as a key advantage of HNTs.56, 57, 69
1.2.7 Overview of possible applications for halloysite nanotubes
A variety of different applications have been investigated for HNTs. Typically, researchers
identify the apparent biocompatibility and/or hollow interior of the nanotubes as key fea-
tures required for the application, with the abundance and low cost of HNTs being an
additional advantage over existing nanoparticles (e.g. synthetic nanoparticles, which may
be expensive and/or difficult to produce on a large scale).56 Some of the applications
discussed in the literature for HNTs include biomedical applications, environmental re-
mediation, catalysis, and as reinforcing fillers in polymer nanocomposites.56
Where HNTs have been studied for biomedical applications, their hollow interiors have
often been utilised to allow for controlled release of active compounds, e.g. drugs. That is
to say, the compound can be loaded into the nanotubes, and will slowly diffuse back out
while in situ. This serves to extend the release time of the compound compared to where
it is simply mixed into the formulation or applied directly. For example, Levis and Deasy
showed that loading HNTs with propranolol (a beta blocker) and coating the nanotubes
with a cationic polymer could extend drug release from under 1 h to over 8 h.80 Similarly,
Tan et al. showed that HNTs could be made to release ibuprofen over several days.81 In
some cases, other chemical phenomena have been utilised to allow stimulated release of
the compounds from the HNTs. For example, Li et al. demonstrated that doxorubicin
(an anti-tumour drug) release from HNTs occurred at a much faster rate at pH 5 than at
pH 7,82 and Cavallaro et al. were able to stimulate curcumin release from HNTs using heat
by coating the loaded nanotubes with a thermally responsive polymer.83 In some cases,
adding antimicrobial-agent-loaded HNTs into a polymer composite intended to adhere to
hard tissue has not only improved the antimicrobial functionality of the composite, but
also increased the strength of its adhesion to the tissue.84, 85 It is clear that HNTs do have
potential for use in biomedical applications, but the wisdom of actually using them in vivo
would depend on further investigation to confirm the exact level of hazard they represent.
The hollow interior of HNTs has not only been taken advantage of for controlled release in
biomedical applications. For example, Cavallaro et al. suggested that adsorbing anionic,
fluorinated surfactants to the positively charged interior surface of HNTs could be a route
15
for controlled release of oxygen in aqueous media.86 Jing et al. showed that modification
of the HNT interior using octadecylphosphonic acid allowed loading of a hydrophobic
flame retardant into HNTs, which could be released (in a solution of THF) over a period
of 80 h.87 This may be a promising system for improving the flame retardancy of polymer
nanocomposites. Owoseni et al. showed that HNTs loaded with surfactant could effec-
tively stabilise oil-in-water emulsions through a synergistic combination of the surfactant
lowering droplet surface tension, and the HNTs adsorbing at the oil-water interface and
providing a steric barrier to droplet coalescence.88 Delivering surfactant in this way was
suggested as a possible method for oceanic oil spill remediation, since HNTs are environ-
mentally benign.88 From these examples alone, it is clear that HNTs have potential for
controlled release of a variety of compounds in a variety of different contexts. However,
as of yet, none of these appear to have been commercialised.
Another interesting application of HNTs is in environmental remediation. Clays in gen-
eral have been frequently studied for this application, since they are cheap, inherently
environmentally benign (at least when unmodified), have high specific surface areas with
which to interact with pollutants, and can easily be chemically modified in a variety of
ways.53, 89 The surfaces of clays also have a spontaneous charge, which facilitates the
adsorption of metal ions to them in aqueous solution.89 For example, unmodified HNTs
have been shown to have a high adsorption capacity for silver ions in water.90 However,
most studies regarding removal of pollutants from solution using HNTs have also applied
some kind of chemical modification to the nanotubes. For instance, He et al. coated HNTs
with iron oxide nanoparticles to facilitate removal of uranium dioxide from water,91 and
Matusik and Wscisclo showed that modifying HNTs with diethanolamine allowed them
to effectively adsorb a variety of potentially hazardous heavy metals, which could subse-
quently be removed from solution with the HNTs.92 Bielska et al. adsorbed Rose Bengal
dye onto HNTs which, upon irradiation with visible light, generates free radical species,
thereby causing the breakdown of phenol-based pesticides.93 However, while it is ob-
vious that HNTs can be effective in various environmental remediation applications, it
is probable that using cheaper, more abundant, yet chemically similar clays (e.g. MMT
and kaolinite) would be preferable to using high-purity HNTs (excluding cases where the
hollow interior of HNTs plays an important role, e.g. Owoseni et al.88).
HNTs have also been used in catalysis. Pure HNTs can be used directly as catalysts
for cracking in the petroleum industry,94 but most research using HNTs for catalysis has
tended to focus on the immobilisation of metal nanoparticles on the HNT surface, and
these metals are the active catalysts. Examples include silver95 and gold96 for the reduc-
tion of nitrobenzenes, and palladium for carbon-carbon cross-coupling reactions.97 Some
other interesting examples include magnetic iron oxide particles as well as the catalyst
particles, which allows the nanotubes to be magnetically retrieved from solution after the
reaction has been completed.98 Immobilising the metal nanoparticles on a solid support
has the advantage of providing a high surface area for catalysis while avoiding agglomer-
ation of the metal particles. However, it is not always clearly explained why HNTs should
be used instead of other types of particle with similar chemistry.
While there are obviously a wide variety of potential applications for HNTs, their use
as mechanical reinforcements in polymer nanocomposites is possibly one of the most
achievable at this point in time. Using HNTs as engineering materials should largely
avoid the issue of their potential respiratory hazard, since they will be fully encapsulated
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in polymer by the time they reach their end use. That is to say, exposure to the pure nan-
otubes would only occur during manufacturing, something which can easily be mitigated
by engineering controls (e.g. extraction). Using HNTs in polymer nanocomposites also
makes use of their high aspect ratio, and good mechanical properties, and it should also be
relatively easy to modify them using existing coupling-agents for silica glass fillers given
the chemical similarity between glass and HNT surfaces. The natural abundance of HNTs
would also be of great benefit, as it would allow for rapid scale-up of any new nanocom-
posite technology. For these reasons, the use of HNTs in polymer nanocomposites was
chosen as the focus of this project.
1.2.8 Commercial availability of halloysite nanotubes
Cost is an important consideration in the development of commercial polymer materials.
Due to its association with and similarity to kaolinite, halloysite has long been used as a
raw material in the ceramics industry.99 As such, it has also long been available in large
quantities; in 2008, annual halloysite production was already estimated at >50 kTon per
year.100 For comparison, this is similar to estimates of carbon fibre production at around
40 kTon per year,101 and much greater than CNT production at between 2 - 5 kTon per
year44 (both estimates are from 2013). This is in turn reflected in the price of HNTs:
figure 1.8 shows the specific prices for several different types of commonly used nanopar-
ticles (at least in research), and it can be seen that HNTs are several orders of magnitude
cheaper than well-known, carbon-based nanomaterials. However, HNTs are somewhat
more expensive than existing, commercially-utilised clay nanomaterials, and much more
expensive than inorganic fillers that are commonly used as extenders.
Comparing prices in this way can be used to inform the choice of possible commercial
applications for HNTs. More specifically, it illustrates that HNTs are probably too ex-
pensive to be economically viable in high volume applications, where polymer products
should be produced as cheaply as possible (e.g. packaging for consumer goods). Instead,
specialised applications such as high-performance engineering are probably where HNTs
would be best used, i.e. applications where increased costs can be justified if performance
gains are sufficiently high. In these applications, the main competitor to HNTs would be
oMMT, which is both somewhat cheaper and already widely commercially available.
1.3 Halloysite nanotubes in polymer nanocomposites
There have been a number of publications about the application of HNTs in polymer
nanocomposites to date. In general, these have justified investigation of HNTs as nanofillers
because of their high abundance, low cost, and good biocompatibility, as well as their
physical size, high aspect ratio shape, and relatively high Young’s Modulus (although the
relevance of biocompatibility is not always clear). That is to say, HNTs are expected
to have good enough mechanical properties and high enough specific surface area to be
able to reinforce polymers at relatively low volume fractions, and are cheap and abundant
enough that it should be economically viable to use them on a large scale.
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Figure 1.8: A comparison of the specific prices of several different types of filler par-
ticles, specifically: Talc, kaolinite (K), organo-modified MMT clay (oMMT), halloysite
nanotubes (HNT), graphene oxide (GO), multi-walled carbon nanotubes (MWCNT),
graphene (G), and single-walled carbon nanotubes (SWCNT). The prices are for the
largest quantities of each that were available from Sigma-Aldrich in July 2019.
Although the justification for investigating HNTs sometimes appears to be simply that
many other researchers have been interested in them previously,102, 103 they are often in-
vestigated as alternatives to more well-established nanofillers. For instance, it is com-
mon for HNTs to be explicitly investigated as cheap and safe nanotubular alternatives to
CNTs,10, 11, 104–112 although the similarity between the two types of nanoparticle is only
really superficial, i.e. they are both nanotubes, but have significantly different mechan-
ical, morphological, chemical, and electrical properties. That is to say, HNTs might be
expected to behave very differently to CNTs in the same polymer system. Where the
relative merits of HNTs versus oMMTs are addressed, the advantage often suggested for
HNTs is that they are expected to be easier to disperse into polymers and pre-polymer
resins because of their low surface hydroxyl group concentration.2, 107, 113, 114 However,
this claim is difficult to trace to its origin. Surprisingly, despite the obvious recognition
of competition of HNTs with other high-aspect ratio nanofillers, there has been relatively
little work where they have been directly compared to another type of particle. That
is to say, it is common for publications to compare the performance of polymer/HNT
nanocomposites with different loadings and/or surface treatments, but it is unusual for
their performance to be directly compared to other nanofillers as part of the same work.
Nonetheless, surveying the literature gives a good impression of how HNTs can be used
as nanofillers to improve polymer performance.
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1.3.1 Halloysite nanotubes in thermoplastics
A polymer in which HNTs have been regularly studied is poly(lactic acid) (PLA), a semi-
crystalline thermoplastic used in a number of applications. Krishnaiah et al. first modified
HNTs with APTES, then compounded them with PLA via melt-mixing then compression
molding.115 They found that loading HNTs up to 8 wt% led to an up to 20% increase in
Young’s Modulus. Adding 6 wt% filler increased impact strength by 30%, but it decreased
above this filler loading.115 Dong et al. were able to include HNTs in electrospun PLA
mats.116 Electrospinning is a technique in which a polymer is cast from solution or melt
into very fine fibres by applying a high voltage to the liquid. It produces fibre mats with
very high surface areas, which have various applications, for example in drug delivery.
They compared unmodified HNTs to those modified with an alkyl ammonium surfactant,
which should be able to adhere to the negatively charged HNT outer surface to some
degree through Coulomb interactions between the cationic ammonium species and the
surface.116 Compared to the pure PLA mats, addition of both unmodified and modified
HNTs increased both the tensile modulus and tensile strength of the material by around
200% up to 5 wt% filler loading. At around 10 wt% loading, the tensile modulus of the
modified HNT nanocomposite was almost 400% higher than the pure PLA, but that of
the unmodified HNTs decreased. This was attributed to poor dispersion of the filler in the
case of the unmodified HNT nanocomposite.116 Guo et al. studied the addition of HNTs
to PLA for packaging applications.107 Specifically, they compared unmodified HNTs to
those which had been treated with aqueous sodium hydroxide to dissolve some of the
outer silica surface and generate more hydroxyl groups, which they speculated would
be able to hydrogen bond with the PLA and hence increase adhesion in the interphase.107
The HNTs were melt-compounded with the PLA in a specialist laboratory mixer, and then
injection molded. For both modified and unmodified HNTs, inclusion of filler up to 9 wt%
led to about a 26% increase in Young’s Modulus. Interestingly, inclusion of unmodifed
HNTs decreased the tensile strength of the material, whereas using hydroxide-treated
HNTs led to around a 10% increase at a loading of 9 wt% filler, which suggests that the
treatment did lead to increase in the strength of the interaction between the particle and
polymer. Both types of HNTs decreased the ductility of the polymer.107 In all of the above
cases, the presence of the HNTs also improved the thermal stability of the polymer, and
increased the degree of crystallinity.
Several studies have also investigated HNTs as fillers in thermoplastic Nylon polymers
(i.e. poly(amide)s). Handge et al. found that the presence of HNTs in Nylon-6 sig-
nificantly increased the Young’s Modulus and yield stress of the material, even at rel-
atively low loadings.104 For example, at a HNT content of 5 wt%, the nanocomposite
had a 30% higher Young’s Modulus, and 8% higher yield stress.104 Similarly, Guo et
al. added HNTs to Nylon-6, but this time coated the nanotubes with the alkoxysilane
(3-trimethoxysilyl)propyl methacrylate to ease HNT dispersion into the polymer and en-
hance interfacial adhesion.103 They found that incorporation of their modified HNTs up to
10 wt% led to increases of tensile strength and flexural strength of up to 20% and 30% re-
spectively, and flexural modulus was found to increase by up to 56%.103 They also found
an up to 7% increase in impact strength, and a 73% increase in heat distortion temper-
ature. However, they do not compare their modified HNTs to the untreated particles.103
Lecouvet et al. found that incorporating HNTs into Nylon-12 led to an almost two-fold
increase in Young’s Modulus and a 28% increase in yield stress at 16 wt% filler loading.2
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They also noted an increase in the thermal stability of the nanocomposites.2
Poly(propylene) (PP) is another polymer which is frequently selected for study with the
addition of HNTs as a reinforcing agent. Raji et al. compared the effect of coating
HNTs, MMT and sepiolite clays with either APTES or vinyltrimethoxysilane in terms
of their performance as reinforcing fillers in PP.117 It should be noted that this coating
is unlikely to have allowed exfoliation of the MMT into individual nanosheets during
processing, and they do not show any evidence (e.g. X-ray diffraction data) to illustrate
whether or not this happened.117 Nonetheless, they found that adding any of the clays led
to an increase in Young’s Modulus compared to pure PP. This increase was highest for the
APTES-coated particles, with the incorporation APTES coated HNTs causing an increase
of 62%. However, adding APTES coated sepiolite led to an even greater increase of 86%.
There was only a modest increase in tensile strength for all particles.117 They also found
that the addition of HNTs and sepiolite increased the melt viscosity of the PP by a similar
amount, with viscosity increasing with increasing clay content. The melt viscosity was
lower for MMT, and decreased with increasing MMT content, but it is probable that this
is related to poor dispersion of the MMT particles (i.e. a low degree of exfoliation). It
was also shown that all of the clays increased the degree of crystallinity of the polymer
by acting as sites for the nucleation of crystal growth.117 Kubade et al. studied the affect
of HNT addition on PP blends with acrylonitrile butadiene styrene (ABS).118 ABS is a
rubbery copolymer which can be added to PP to increase toughness. They found that
the addition of 1 wt% of HNTs increased Young’s Modulus by 26%, increased tensile
strength by 30%, and increased impact strength by almost 50%. However, these properties
subsequently decreased at filler loadings greater than 1 wt%.118 Jenifer et al. made PP
composites containing both HNTs and macroscopic glass fibres.102 With the addition of
the PP/maleic anhydride copolymer, PP-g-MA, as a dispersing agent for the glass and
HNTs, they found that adding both of the two fillers (at loadings of 2.5 wt% and 20
wt% of HNTs and glass fibre respectively) caused an increase in tensile strength of 71%
and an increase in Young’s Modulus of 135%. This is much higher than the increases
seen when the fillers were used individually; adding 2.5 wt% of HNTs and no glass fibre
led to an increase in tensile strength of 14% and and increase in Young’s Modulus of
9%.102 They also found that adding HNTs increased the degree of crystallinity and rate of
crystallisation of the polymer.102 Du et al. showed that the addition of HNTs could also
dramatically improve the thermal stability of PP, with the addition of around 10 wt% of
the nanotubes leading to a 74 °C increase in the temperature at which the maximum rate
of thermal decomposition of the material occurred.119
All of the PP and Nylon nanocomposites discussed so far were made by blending in
a twin-screw extruder followed by subsequent molding. Twin-screw extrusion subjects
the polymer melt to high-shear and highly anisotropic flow, and it is worth noting that
where transmission electron micrographs of these nanocomposites have been taken, the
HNTs show a high degree of alignment and a good degree of dispersion, i.e. most of the
nanotubes appear well separated. An example is shown in figure 1.9. Lecouvet et al. in
particular were interested in the degree of dispersion of the nanotubes, and they found that
water-assisted extrusion was particularly effective at dispersing HNTs;2 in water-assisted
extrusion, water is injected into the melt at high temperature and pressure, reducing the
viscosity as well as increasing the polarity of the mixture, which appears to be beneficial
for the dispersion of the HNTs.2
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Figure 1.9: A TEM image taken from work by Lecouvet et al., which illustrates how
HNTs align in the direction of flow during twin-screw extrusion.2 Image adapted with
permission.
There are also at least two examples of HNTs being studied as fillers to improve the bar-
rier properties of polymers, which, as mentioned in section 1.1.3, is an important existing
application for oMMT. Tas et al. made HNT/poly(ethylene) (PE) nanocomposites by
twin-screw extrusion, then blowing the composite into films.114 They found that adding
HNTs at loadings below 3 wt% could reduce the rate of diffusion of oxygen and water
through the films, which in turn prolonged the shelf-life of food products packaged in the
nanocomposite film versus the pure PE. Interestingly, they also found that the HNTs could
“scavenge” ethylene and reduce its concentration within the packaging, which allowed
fruit to be kept in the nanocomposite packaging for longer without ripening compared to
the pure polymer. However, they did not compare these effects to oMMT, and they also
found no change in either the Young’s Modulus or tensile strength of the nanocomposite
films versus the pure polymer, regardless of filler loading. This is possibly due to poor
dispersion of the HNTs in the polymer, which is a parameter they did not assess.114 Yang
et al. also studied HNTs for improving the gas permeability of polymer packaging, but
in this case they did compare them to oMMT.120 More specifically, they modified HNTs
with resorcinol di(phenyl phosphate) and compared their performance to a commercially
available oMMT. The moduli and strength of nanocomposites containing modified HNTs
and oMMT were comparable, although the HNTs had better impact strength. Impor-
tantly, the oMMT was much better barrier for gas diffusion than the HNTs; at a volume
fraction of 0.08, the rate of oxygen diffusion through the HNT nanocomposite decreased
by only 10% compared to the pure polymer, whereas in the oMMT nanocomposite it had
decreased by around 60%.120 The poor performance of the HNTs relative to the oMMT
is justified in terms of the nanoparticles’ geometries. Specifically, they demonstrated the-
oretically that an array of impermeable plates randomly oriented in space will cause a
bigger increase in diffusion path length than the same volume of tubes.120 These results
are important as they demonstrate that, although incorporation of HNTs in polymers can
have beneficial effects on permeability, it is unlikely that they can be used in this applica-
tion as a replacement for oMMT nanoparticles, which are also already cheaper and widely
commercially available.
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As well as those already mentioned, HNTs have been studied in a variety of other thermo-
plastics on a less regular basis. For example, Wu et al. combined HNTs into poly(vinylidene
fluoride) using water-assisted twin screw extrusion, and found an increase in Young’s
Modulus of 60% at 7 vol% of filler.121 Lin et al treated HNTs with the anionic sur-
factant, sodium dodecyl sulfate, and added these to styrene which was then converted
to poly(styrene) (PS) using bulk free radical polymerisation.105 They found that the
nanocomposites had a 200% larger impact strength compared to PS at a filler loading
of 5 wt%, although this dropped to a 75% increase at a loading of 10 wt%.105 Vuluga et
al. extruded poly(methyl methacrylate) (PMMA) with HNTs and a stearamide dispers-
ing agent.113 They found no improvement in strength or modulus at a loading of 2 wt%,
but they did find that the HNTs improved scratch resistance compared to pure PMMA.113
This is important since PMMA is often used for its good optical properties (i.e. its trans-
parency).
The examples of HNTs being used in thermoplastic nanocomposites given here are not
exhaustive, but they do give a sense of the general trends seen in such nanocomposites.
Specifically, the addition of HNTs often (but not always) leads to significant improvement
in mechanical properties compared to the pure polymer, especially when the HNTs have
been modified to increase dispersion into the polymer matrix. The addition of HNTs also
tends to improve the thermal stability of the polymers, and has been shown to increase
the crystallinity of several semi-crystalline thermoplastics. However, it is hard to get a
sense of how significant these improvements are because, as previously noted, the per-
formance of HNT nanocomposites is not often directly compared those using other types
of nanoparticle. Importantly, where the barrier properties of a HNT nanocomposite was
compared to one using commercially available oMMT, it was shown to be less effective at
inhibiting gas diffusion. There is also limited consistency in the surface treatments used
for HNTs for dispersion into the same polymer, which may be a product of the research
area being relatively young. It would be fair to say that the field of HNTs in thermoplas-
tic nanocomposites would benefit in future from increased consistency in HNT surface
treatments between publications, as well as direct comparison to its main nanofiller com-
petitors.
1.3.2 Halloysite nanotubes in epoxy resin nanocomposites
Using HNTs as a nanofiller in epoxy resins should have several benefits. Firstly, the
nanotubes are clearly of an appropriate size and high enough stiffness to be able to rein-
force epoxy at low volume fractions. The surface chemistry of HNTs, which is similar to
glass (i.e. siloxane plus silanol groups), means that HNTs should be easy to functionalise
with the kind of alkoxysilane coupling agents commonly utilised in commercial sizings
for glass fibres, either to aid dispersion of the HNTs into the resin (if necessary), or to
increase the strength of the resulting nanocomposite. In addition, epoxy resins are high
value polymers used in a variety of high-performance chemical and engineering appli-
cations, so the addition of the relatively expensive HNTs to the resin would be easy to
justify upon sufficient improvements in performance. Finally, on a more practical note,
there are a variety of different potential strategies for mixing HNTs into liquid epoxy
monomer while under a high degree of extraction (i.e. in a fumehood), such as ultrason-
ication, or three-roll milling. This is in contrast to twin-screw extrusion, which would
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probably be necessary for processing HNTs into thermoplastics, and which, in our lab,
cannot be done under extraction. That is to say, as long as the exact respiratory hazard
posed by HNTs remained unclear,79 we could not justify handling the nanotubes outside
a fumehood, which ruled out several common polymer processing techniques. For all of
the above reasons, epoxy resin/HNT nanocomposites were chosen as the specific subject
of focus in this thesis.
Mechanical reinforcement of epoxy resins by halloysite nanotubes
In an early example of using HNTs in epoxy resin, Ye et al. dispersed the nanotubes into a
solution of acetone and epoxy using “mechanical mixing” and then removed the solvent.
Perhaps unsurprisingly, since they only used a very low shear mixing technique and no
surface modification to aid dispersion of the HNTs into the mixture, they found no in-
crease in the strength or stiffness of the nanocomposites up to a filler loading of 2.3 wt%;
indeed, they note a high degree of agglomeration of the HNTs in electron micrographs.112
However, an increase in impact strength of 400% was observed.112 In addition, the pres-
ence of HNTs at 1.6 wt% loading increased the onset of thermal decomposition of the
epoxy by over 20 °C. This was one of the first indications of the potential of HNTs as
beneficial fillers in epoxy resins.
Deng et al. subsequently also investigated the effect of HNTs on the toughness of epoxy
resins. They also only used mechanical mixing, this time simply with the pure resin as it
was heated to reduce its viscosity (i.e. with no diluant).122 The mechanical properties of
their nanocomposites compared to the pure resin are summarised in table 1.2. Notably, the
fracture toughness of the nanocomposites was significantly higher than the pure resin. The
improvements in strength and stiffness were more modest, but this could be related to the
fact that the HNTs were not fully dispersed in the resin; electron micrographs showed the
presence of large agglomerates of nanotubes, and they explicitly note that samples were
polished in order to remove large agglomerates of HNTs which had sunk to the bottom
of the mixture during cure.122 It is also surprising that significant differences were seen
in the relative improvement of the material under tension and flexure. The specimens for
each test were made separately, possibly using a different batch of material, so this might
be an indication of a lack of repeatability in their manufacture of the nanocomposites.
Table 1.2: The changes in mechanical properties of an epoxy resin seen by Deng et al.
after inclusion of HNTs.
Filler content/wt% Young’sModulus
Tensile
Strength
Flexural
Modulus
Flexural
Strength
Fracture
Toughness
5 Unchanged +8% +11% +5% +40%
10 Unchanged +8% +18% +8% +50%
Vahedi et al. were interested in the effects of the addition of HNTs via different mix-
ing methods on the viscosity of uncured resin mixtures and the impact strengths of the
nanocomposites obtained upon curing.10 Resin viscosity can be an important parameter
in some processing techniques, e.g. resin transfer molding.10 They compared low-shear,
mechanical mixing to ultrasonication, and found that addition of 10 wt% HNTs to the
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resin led to increases in viscosity of about 33% for mechanical mixing, and 66% for ul-
trasonication, suggesting that ultrasonication had led to more complete dispersion of the
nanoparticles.10 Using different mixing methods also led to different impact properties in
the final nanocomposites, as summarised in table 1.3. It was found that the changes in
impact properties seen also depended on the amine curing agent used; when diethylene-
triamine was used, addition of any HNTs led to a decrease in impact strength, whereas
using a diamine (4,4’-diaminodiphenylmethane) led to the improvements summarised in
the table.10 They also compared HNTs from different sources, and found that the maxi-
mum increase in relative impact strength varied from 30% to 230%.10 Their work not only
serves to highlight the importance of mixing method in the manufacture of epoxy/HNT
nanocomposites, but also illustrates the potential for significant variation in reinforcement
by HNTs from different sources in different resin systems.10
Table 1.3: A summary of the effect of mixing method seen by Vahedi et al. on the impact
properties of epoxy/HNT nanocomposites.10
Mixing method Filler content/wt% Impact Strength
Ultrasonication 2.5 +34%
Ultrasonication 5 +105%
Ultrasonication 10 +142%
Ultrasonication 15 +50%
Mechanical 2.5 Unchanged
Mechanical 5 +80%
Mechanical 10 +48%
More recently, Brantseva et al. also studied the effect of mixing method on the proper-
ties of an epoxy/HNT nanocomposite, this time in terms of its application as an adhe-
sive.108 Importantly, they compared the performance of HNTs to that of oMMT. They
found that the lap-shear strengths of joints bonded with the nanocomposites were greater
than when pure epoxy was used, and that the oMMT produced stronger joints than the
HNTs. Strangely, they report that ultrasonication led to poorer particle dispersion, and
that it had no effect on the joint strength in comparison to mechanical mixing.108 They
also report that the ultrasonication process broke the nanotubes into smaller pieces, al-
though their evidence for this is not convincing.108
Sun et al. compared different alkoxysilanes as coupling agents for HNTs in amine-cured
epoxy resins, specifically 3-(2-aminoethyl)-aminopropyltrimethoxysilane (AEAPS), (3-
glycidyloxypropyl)-trimethoxysilane (GPTMS), and octyltriethoxysilane (OTES).11 The
amine groups on AEAPS and the epoxide group on GPTMS should allow reaction of the
alkoxysilane into the resin network as it cures, thereby increasing adhesion between the
HNT surface and the polymer network. They mixed the HNTs into a solution of epoxy
resin and chloroform using 45 min of ultrasonication with a 250 W probe, before evapo-
ration of the solvent. Without any surface modification, the HNTs increased the Young’s
Modulus of the epoxy by 3% and 7% at filler contents of 2.5 wt% and 5 wt%, respec-
tively, but led to no change in the tensile strength, impact strength, or toughness of the
material. Applying alkoxysilanes to the HNTs as coupling agents led to a greater degree
of improvement in the resins’ mechanical properties, which are summarised in table 1.4.
All of the HNTs apart from those coated with OTES also increased the impact strength
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of the material by about 50-60%. It is clear that the exact type of surface modification
used can have significant impact on the performance of HNTs as reinforcing fillers in
epoxy nanocomposites, with using an amine-functional silane coupling appearing to be
the most effective.11 They also found that the addition of any type of HNT at 5 wt%
reduced the thermal stability of the nanocomposites relative to the pure epoxy, with the
AEAPS and GPTMS coated HNTs doing so to a lesser degree than the pure or OTES
treated HNTs.11 However, it should be noted that they do see some differences between
the amount of GPTMS grafted onto the surface compared to AEAPS and OTES, and that
their assessment of the level of dispersion of each HNT sample in the epoxy is only quali-
tative. Therefore, it is difficult to determine whether the difference in performance seen is
due to a difference in the reactivity of the alkoxysilane with the epoxy, a difference in the
degree of dispersion of each type of particle, or a difference in the exact network structure
of the alkoxysilane layer formed on the HNT surface.
Table 1.4: A table summarising the work of Sun et al., who found that coating HNTs with
different alkoxysilanes allowed them to reinforce an amine-cured epoxy resin to different
degrees.11
Alkoxysilane Filler content/wt% Young’sModulus
Tensile
Strength Toughness
AEAPS 2.5 +6% +8% +27%
AEAPS 5 +11% +21% +80%
GPTMS 2.5 +5% +6% +14%
GPTMS 5 +9% +14% +36%
OTES 2.5 +5% +15% +49%
OTES 5 +10% +9% +7%
Zhang et al. compared the affect of coating HNTs with APTES versus coating with
a dendritic poly(amidoamine) (PAA).123 The HNT samples were dispersed in the resin
by 2 h of ball milling. At a filler loading of 1 wt%, they found no change in flexural
strength for any of the samples, but flexural modulus was found to increase. Specifically,
an increase in flexural modulus of 44% was seen for the PAA modified HNTs, compared
to 22% for the APTES modified HNTs, and 13% for the unmodified HNTs. There were
also significant improvements in impact strength compared to the pure resin; at 1 wt%
filler, impact strength was over 1000% greater for the PAA modified HNTs, but more
modest at around 400% for the unmodified and APTES modified samples. This example
again highlights the significant reinforcing effects HNTs can have on epoxy resin even at
low filler contents, especially if the surface is modified with an amine coupling agent.123
Zeng et al. took a different approach to surface modification of HNTs for dispersion in
epoxy resin. More specifically, rather than using an alkoxysilane coupling agent, they
treated the HNTs with a solution of sodium hydroxide to dissolve some of the outer sil-
ica and expose more silanol groups (a-HNTs). It was speculated that these groups would
increase interfacial adhesion between the HNT surface and the epoxy by promoting hy-
drogen bonding, and possibly also reacting directly with the epoxide in the resin.111 The
HNTs were mixed into a solution of epoxy resin and acetone with 20 min of ultrasoni-
cation. The mechanical properties of the nanocomposites relative to the pure epoxy are
summarised in table 1.5. At low filler loadings, the unmodified HNTs had minor effects on
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the strength and stiffness of the material, and while increased filler loading led to a higher
modulus, it may have also been detrimental to strength. The a-HNTs showed better per-
formance, notably increasing fracture toughness by 43% at a 4.8 wt% filler loading.111
However, it is difficult to say whether these improvements were due to better dispersion
of the HNTs in the epoxy or better adhesion between the two phases due to the surface
modification.
Table 1.5: A table summarising the changes in the mechanical properties of an epoxy
resin after addition of HNTs or sodium-hydroxide-treated HNTs (a-HNTs).
Sample Filler content wt% Young’sModulus
Tensile
Strength
Fracture
Toughness
HNTs 1.0 Unchanged Unchanged +11%
HNTs 4.8 +11% -14% +16%
a-HNTs 1.0 +11% +5% +11%
a-HNTs 4.8 +18% Unchanged +43%
Kim et al. also used an unusual surface treatment to modify HNTs for use in an epoxy
resin.109 They reacted HNTs with tetraethyl orthosilicate (TEOS), which polymerised to
form a thick, amorphous siloxane coating around the nanotubes. Treated and untreated
HNTs were mixed into epoxy resin using a three-roll mill before curing. Both fillers in-
creased the flexural strength of the resin up to 16% at filler contents up to 15 wt%. How-
ever, while strength decreased above this concentration of unmodified HNTs, a 20 wt%
loading of coated HNTs led to an increase in flexural strength of 20%.109
In another interesting example of HNT treatment, Tang et al. compared untreated HNTs
to those heated to reflux in an aqueous solution of phenyl phosphonic acid (PPA).12 The
PPA molecule is able to intercalate between the halloysite layers, causing the tubes to
begin to unroll, which was evidenced by a change in the d001 peak in XRD data, as well
as direct imaging with electron microscopy.12 Nanocomposites were made by mechanical
mixing for 5 h, and there was obvious agglomeration of the filler particles in electron
micrographs of the nanocomposites. The changes in mechanical properties observed for
the nanocomposites (at a 10 wt% filler loading) are summarised in table 1.6.12 The surface
treatment of the HNTs was not effective at improving strength and stiffness compared to
the pure HNTs, especially at short treatment times. However, extended treatment times
produced a marked increase in the fracture toughness of the nanocomposites compared to
both the pure epoxy, and the nanocomposite made using untreated HNTs.12 They found
the 78% improvement seen for the 100 h PPA HNTs to be comparable to a literature
value124 of +80% for an epoxy/oMMT nanocomposite,12 although this reinforcement was
achieved at a much lower filler loading of 2.5 wt% of oMMT (possibly due to a more
effective mixing strategy124).
Vijayan et al. made nanocomposites using a hybrid nanomaterial of HNTs coated in TiO2
nanoparticles, with the aim of using the HNTs as supports to allow the dispersion of
the TiO2 without the need for surface modification.125 Particles were dispersed into the
epoxy resin using 30 min of ultrasonication. The changes in the mechanical properties of
the epoxy resin seen upon the addition of filler are summarised in table 1.7. They also
found that both pure HNTs and the hybrid material reduced the thermal stability of the
epoxy.
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Table 1.6: The changes in mechanical properties for epoxy resin nanocomposites (10 wt%
filler) relative to the pure epoxy seen by Tang et al..12 They compared the effects of differ-
ent treatment times of HNTs with aqueous PPA (0 h = untreated HNTs)
PPA treatment time/h Young’sModulus
Tensile
Strength
Fracture
Toughness
0 +17% +3% +25%
25 +9% Unchanged +24%
50 +8% +2% +42%
100 +15% Unchanged +78%
Table 1.7: A summary of the changes in mechanical properties of an epoxy resin seen by
Vijayan et al. upon the addition of either HNTs or a HNTs/TiO2 hybrid at 5 wt% loading.
Sample Young’sModulus
Tensile
Strength Toughness
HNTs Unchanged +56% +293%
HNTs/TiO2 hybrid +44% +40% +157%
Li et al. also made a hybrid material for use in epoxy resins. Specifically, they coated
HNTs with poly(dopamine) (PDA), onto which they subsequently deposited iron hydrox-
ide (Fe(OH)3) nanoparticles.126 These particles were dispersed into the resin using a
three-roll mill, and the mechanical properties of the nanocomposites are summarised in
table 1.8. In terms of thermal properties, they noted a slight decrease in thermal stability
of the epoxy/HNT nanocomposite, but a significant increase in the char yield. A similar
effect was seen for the Fe(OH)3-PDA-coated HNTs, except the increase in char yield seen
was much greater. In contrast, the PDA-coated HNTs slightly increased the thermal sta-
bility.126 They were principally interested in the combustion behaviour of the materials,
and concluded that the Fe(OH)3-PDA-coated HNTs were better than the other HNTs or a
simple mixture of HNTs and Fe(OH)3, which they attribute to a high degree of catalytic
degradation of combustion products occuring at the hybrid nanoparticle surface during
combustion. This increased the degree of charring and breakdown of volatile combustion
products, enhancing the flame retardance of the material.126
Table 1.8: A summary of the changes in mechanical properties of an epoxy resin seen
by Li et al. upon the addition of HNTs, PDA-modified, or Fe(OH)3- and PDA-modified
HNTs.
Sample Young’s Modulus Tensile Strength
HNTs +4% +7%
PDA-HNTs +8% +20%
Fe(OH)3-PDA-HNTs +20% +12%
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Summary
After reviewing the literature concerning epoxy/HNT nanocomposites, it is clear that a
variety of mixing and HNT surface modification strategies have been attempted for mak-
ing these materials. For ease of reference, the literature discussed thus far is summarised
in table 1.9. The general trend is for HNT addition to improve the mechanical properties
of epoxy resins, particularly their toughness, although the extent to which reinforcement
is seen does seem to vary significantly between authors. Often, surface modification of
the nanotubes improves the mechanical properties of the nanocomposite relative to using
pure HNTs. On the basis of the literature, HNTs would indeed appear to be promising
nanofillers for reinforcing epoxy resins. However, there are some key issues which still
have not adequately been addressed.
Firstly, the importance of effective mixing to achieve a material with individually dis-
persed nanotubes is often overlooked. Sometimes very low energy mixing techniques
(e.g. mechanical stirring) are used, and often significant agglomeration of the nanopar-
ticles is observed. Table 1.9 contains comments on the degree of dispersion of HNTs
seen in epoxy/HNT nanocomposites in the literature; it is labelled ‘Poor’ if there obvious
agglomerates of HNTs were observed, or ‘Good’ if there were no obvious agglomerates.
The reporting of mixing parameters (e.g. mixer power) is also normally only vague. This
is problematic, since unless an author is sure that they have achieved a mixture containing
individually dispersed HNTs, the properties of the obtained nanocomposites cannot be
assumed to be the optimum properties of an epoxy/HNT nanocomposite with that filler
loading. Indeed, the amount of filler interacting with the epoxy cannot be known since the
quantity of HNTs in agglomerates versus those individually dispersed will be unknown.
This makes it difficult to make fair comparisons between different publications. In addi-
tion, the effect of the mixing technique on the structure of the nanotubes (i.e. whether they
are damaged by certain mixing techniques) has never been adequately addressed. Further
progress in the field therefore requires the establishment of a means of consistently pro-
ducing samples with well-dispersed nanotubes.
On a related note, the measurement of filler content has, as far as I am aware, always
been neglected when producing epoxy/HNT nanocomposites; the filler contents of the
nanocomposite samples were not measured in any of the examples cited. Instead, it is
presumably calculated from the amount of HNTs added to the resin at the beginning of
the mixing process, or approximated from this amount (i.e. is essentially nominal). This
is also highlighted in table 1.9. It may be that most of the HNTs remain in the material
throughout processing, and this is a good approximation. However, this cannot simply
assumed to be the case, and, as such, uncertainty in the exact filler content in each sample
may serve to undermine comparisons between different samples, and indeed between
different publications.
In addition, the aim of many researchers seems to be to develop new surface modification
strategies for HNTs in epoxy nanocomposites, rather than improve on existing ones, as is
illustrated by the wide variety of functionalisation strategies reported in table 1.9. While
this is not inherently a problem, it does make it difficult to get an idea of how repeatably
surface-modification of HNTs can be carried out, and how repeatable the effect of the sur-
face modification of the HNTs on the properties of any subsequent nanocomposite is. This
knowledge would be vital for the commercial application of HNTs in epoxy nanocom-
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posites, where performance would need to be consistent and predictable between batches.
Similarly, surface modification of HNTs for epoxy/HNT nanocomposites has normally
been undertaken on the scale of a few grams at a time,11, 109, 123, 126 whereas industrial scale
processes would require kilogram batches at least. Therefore, the production of surface-
modified HNTs which can be made repeatably in large batches is probably as important
for future applications of epoxy/HNT nanocomposites as the development of new types
of surface modifications.
In conclusion, the variation seen in the literature makes it difficult for a researcher enter-
ing the field to define a single, “state-of-the-art” method for producing epoxy resin/HNT
nanocomposite materials with improved mechanical properties. However, it can generally
be concluded that the best improvements in mechanical properties have been obtained in
reports where high-shear mixing techniques were used, and/or surface modifications of
the HNTs were carried out. More specifically, ultrasonication, three-roll milling, and
ball milling all appear to be effective mixing techniques for dispersing HNTs into epoxy
resin, and functionalisation with appropriate amine-bearing molecules seems to improve
mechanical properties relative to using unmodified HNTs. Appropriate molecules include
APTES and related species, which are already widely-used in composite materials. These
general conclusions provide a starting point for producing epoxy resin/HNT nanocom-
posites, from which more incremental progress can be made towards optimising their
properties, as well as understanding how to make them repeatably and on larger scales.
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1.4 Thesis structure
1.4.1 General aims
The general aim of this thesis was to conduct a fundamental study on the use of HNTs
in epoxy resin nanocomposites. Particular attention was to be paid to parameters that
would be relevant to the commercial development of these materials (such as repeatability
and scale-up), as well as certain important aspects of nanocomposite research that have
generally been overlooked in the literature regarding epoxy/HNT nanocomposites thus far
(such as the effect of mixing method, and the measurement of HNT content in the final
material). The initial intention was also to critically compare the properties of epoxy/HNT
nanocomposites to those of oMMT analogues, which has particular significance since
oMMT would be expected to be the main commercial competitor to HNTs as a nanofiller
in this application.
1.4.2 Summaries of chapter contents
Chapter 2: Characterisation of halloysite nanotubes
This chapter provides an in-depth study of the chemical, physical, and morphological
properties of HNTs provided by I-Minerals Inc. from their source in Idaho, and compares
the measured properties of these HNTs to those reported by the supplier. Particular at-
tention is paid to challenges associated with measuring the size and shape of HNTs, and
methods for automated analysis of HNTs in electron microscope images are discussed in
detail.
Chapter 3: A comparison of mixing methods for dispersing halloysite nanotubes into
epoxy resin
This chapter compares the effectiveness of two different high-shear mixing methods for
making epoxy/HNT nanocomposites, namely ultrasonication and the use of a three-roll
mill. The effect of using different mixing parameters in each technique is also investi-
gated. Attention is paid to the degree of dispersion of the HNTs in the resulting nanocom-
posites, as well as to whether mixing caused any destruction of the particles. The vis-
cosities of the resulting mixtures are compared, as are the flexural properties of the cured
nanocomposites. Importantly, methods are developed for the accurate determination of
HNT filler content in these nanocomposites. Using the three-roll mill in force mode was
identified as the best way for producing epoxy/HNT nanocomposites with well dispersed
HNTs and improvements to flexural modulus. It is also shown that oMMT is difficult
to process into epoxy resin to produce satisfactory nanocomposite parts, but the flexu-
ral properties of epoxy/HNT nanocomposites obtained here are nonetheless compared
oMMT examples by using literature values.
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Chapter 4: Functionalisation of halloysite nanotubes with alkoxysilanes and activa-
tion with piranha solution
In this chapter, a literature method for coating HNTs with APTES is repeated several
times and scaled up from a few grams to tens of grams. It is shown that scale-up does
not appear to change the results of the coating reaction, which is promising for the use of
this coating process on scales applicable to commercial utilisation of such coated HNTs.
However, the reaction is also shown to give different grafted amounts of coating with
no apparent correlation to reactant concentrations. The degree of variation seen is in turn
shown to affect the wettability of the resulting coated HNTs, which may have implications
for the repeatability of their use as reinforcing fillers in epoxy/HNT nanocomposites (i.e.
if it causes significantly different interphase structures). Unfortunately, the three-roll mill
broke before these nanocomposites could be made, with repair beyond the remaining
timescale and budget for the project.
Also investigated is the use of a piranha solution pre-treatment to generate an increased
number of surface silanol groups on the HNTs and hence improve the grafted amount
of APTES in subsequent coating reactions, as was suggested to be possible in previous
literature.7 It is shown in this chapter that piranha solution treatment does cause acid-
catalysed etching of the HNTs, but there is no evidence for new silanol groups on the
HNT surface. In turn, there is no difference in grafted amount of APTES or the wettability
of coated HNTs when piranha solution pre-treatment is used versus when it is not used,
which directly contradicts previous literature.7
Chapter 5: Conclusions and future work
This chapter contains a final summary of the conclusions and suggestions for future work
that were outcomes from the previous results chapters.
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Chapter 2
Characterisation of Halloysite
Nanotubes
33
2.1 Introduction
As discussed in Chapter 1, the natural, geological origin of halloysite formation means
that the properties of the particles can vary significantly from source to source. For exam-
ple, local chemical and weathering conditions can lead to a wide variety of morphologies,
including spheres, pseudospheres and fibres, as well as the nanoscroll typical of HNTs.55
The exact morphology distribution influences the physical properties of particles, includ-
ing their surface areas, and even mechanical properties; for instance, thin HNTs have
been found to have higher flexural moduli than thick HNTs.1 Halloysites from different
sources are also often associated with differing concentrations of chemical impurities,
such as metal oxides and various other alumina or silicate minerals (including the closely
related kaolinite).55 A good reference for highlighting the degree of variation between hal-
loysites is the work of Pasbakhsh et al., who compared HNTs from six different sources
and found significant variations in tube dimensions, surface and pore areas, and cation
exchange capacities.127
In their work, Pasbakhsh et al. note the importance of taking into account the variations
in the properties of HNTs from different sources.127 For instance, one might want to
choose the HNT with the largest pore volume when designing HNTs for controlled re-
lease applications, or one would want to choose the nanotubes with the lowest length and
aspect ratio to reduce the potential for respiratory hazard if the HNTs were to be released
into the environment.79 The presence of impurities may be also an important factor to
consider for any chemical applications. For application as reinforcing fillers in polymer
nanocomposites, the most desirable HNTs for mechanical reinforcement are those with
the smallest diameters1 and highest aspect ratios,128 i.e. the HNTs with the highest flex-
ural moduli, and highest surface specific areas for stress transfer from the polymer under
load. It is therefore clear that the chemical and morphological properties of any sample
of halloysite must be studied to understand how it will behave in a particular application.
Despite the well-known potential for significant variation between HNT samples, it is
common in the literature for no or only limited characterisation to be carried out on HNT
samples. For example, some reports rely only on data from the supplier,109, 129, 130 while
others use data from previous literature.116, 123 Focusing on HNT dimensions specifically,
when characterisation is carried out, it is often vague and limited to relatively few parti-
cles; it is common for values to be given as a range of typical values estimated from a
small number of particles in TEM images.131–134
The work of Silva et al. can be used as an example of why relying on such “typical”
values can be problematic. They were interested in modelling the reinforcing effect of
HNTs in poly(lactic acid) nanocomposites using three methods: firstly, by using the em-
pirical Halpin-Tsai (HT) model and a single, typical HNT dimension; secondly, by com-
puting stress distributions in a voxel unit-cell containing randomly-oriented HNTs all of
the same size, specifically the mode of the distribution measured from TEM images (the
“ideal model”); and, finally, by studying a voxel unit cell, this time containing HNTs with
the whole range of sizes measured for the HNTs in TEM images (the “real model”).135
At about a 10 wt% loading of HNTs, they found that the HT model overestimated the
experimental composite modulus by 30%, the ideal model overestimated by 18%, and the
real model overestimated by only 6%. The remaining discrepancy between the real model
and experimental data could be due to various factors, including incomplete dispersion of
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the nanofiller, inaccuracies in their HNT size data since they only measured a small num-
ber of particles (50), or because they did not take non-HNT impurities into account.135
In any case, their work is a good illustration of why thorough characterisation of HNT
morphology is important for predicting and understanding their behaviour, particularly in
composite applications.
2.2 Aims of chapter
The aim of this chapter was to perform chemical and physical characterisation of HNTs
provided by I-Minerals Inc. from their source in Idaho. Where possible, this data could
then be compared to both literature data and that from the supplier data sheet in order to
comment on the wisdom of relying on such data when using HNTs, rather than perform-
ing independent characterisation. In addition, the data gathered here could be used as a
baseline for future work (e.g. when considering the success of chemical functionalisation
of the nanotubes). To aid navigation, a flowchart illustrating the structure of the chapter
is given in figure 2.1.
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Figure 2.1: A flowchart illustrating the structure of the chapter “Characterisation of
Halloysite Nanotubes”
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2.3 Supplier data for halloysite nanotubes
The HNTs used in this work are from a batch of ULTRA HalloPure Halloysite provided
by I-Minerals Inc. (Idaho, US). A data sheet for this material can be obtained directly
from the company, and this is included in full in the appendix. Some key details from
this data sheet are summarised in tables 2.1 to 2.4, and will be referred to throughout this
chapter.
Table 2.1: “Typical Tube Dimensions” from the supplier data sheet.
Dimension “Typical” value
Length 2000 nm
External diameter 200 nm
Internal diameter 20 nm
Aspect ratio 10
Table 2.2: “Typical Chemical Analyses” from the supplier data sheet (measured by X-ray
fluorescence).
Compound Content in sample/wt%
SiO2 46.00
Al2O3 37.80
Fe2O3 0.72
K2O 0.30
MgO 0.13
TiO2 0.07
CaO 0.07
Na2O 0.01
Table 2.3: “Typical Trace Elements” from the supplier data sheet.
Element Concentration in sample/ppm
Ba 115.6
Zn 15.4
Pb 12.8
Cu 7.66
Cr 7.08
Ni 2.28
As 1.03
Mo 0.10
Hg 0.10
Se <0.10
Ta <0.10
Ag <0.02
Cd <0.003
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Table 2.4: “Typical Mineralogy by XRD” from the supplier data sheet.
Mineral Content in sample/%
Halloysite 90.0
Kaolinite 9.5
Quartz 0.5
2.4 Basic physical properties of halloysite nanotubes
2.4.1 Physical appearance and handling of halloysite nanotubes
The as-provided HNTs were in the form of a soft, light brown powder. A concentration
series of these HNTs in water is shown in figure 2.2. Dispersions of HNTs in water
increase in viscosity with increasing HNT concentration, until they eventually form a gel.
Figure 2.2: A concentration series of HNTs in water (HNT concentration from left to
right: 0.1 wt%, 1 wt%, 5 wt%, 9 wt%, 17 wt%, 31 wt%, 50 wt%, and 100 wt%). Turning
the sample vials upside down (bottom) illustrates the increasing dispersion viscosity with
increasing HNT loading, as well as the gel-like behaviour of samples with high HNT
loadings.
It is clear from figure 2.2 that gelation occurs somewhere between a 30 wt% and 50 wt%
loading of the clay, and indeed Luo et al. observed an aqueous HNT gel at a HNT loading
of 40 wt%.136 They also showed that the HNT concentration at which gelation of these
dispersions occurs depends significantly on the pH of the solution, with gelation occuring
at a lower HNT concentration at low pH, and a higher HNT concentration at high pH.136
This is explained in terms of the nanoparticles’ surface charge, i.e. increasing [H+] leads
to increased screening of the HNTs’ negative surface charges and subsequently lower
electrostatic repulsion between particles, and vice versa (see section 2.4.3).136 They also
suggest that H+ ions act as cross-linkers between silanol groups on the HNT surfaces.136
Making a concentration series in this way can be used to inform certain aspects of pro-
cessing and using HNTs. For example, it is clear that there is a maximum loading of
HNTs in aqueous solution above which the mixture becomes difficult to stir or otherwise
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process, which is useful to know when designing reactions. It also shows that any dis-
persion of HNTs above about 1 wt% is likely to be translucent or opaque, which makes
high HNT loadings undesirable for applications where optical clarity is important (unless
the bulk material has a refractive index similar to that of halloysite). However, it should
be noted that to make the samples in figure 2.2, the HNTs were only dispersed into solu-
tion by shaking the vials by hand, so the opacity of the dispersions could be due to light
scattering by agglomerates of HNTs rather than individually dispersed nanoparticles.
The origin of colour in halloysite
The brown colour of the as-provided HNTs is probably due to the presence of iron oxide
impurities, which supplier data lists as making up 0.7 wt% of this grade of HNT (see
section 2.3). This is confirmed by ICP-MS (see section 2.5.1), and is also supported by
two experimental observations when washing the HNTs at different pH:
1. The brown colour disappears upon washing the HNTs with concentrated acid (this
is discussed in more detail in Chapter 4).
2. Washings appear brown when the HNTs are washed with water at pH 12 (figure
2.3), and an additional dark brown sediment is observed on top of the HNTs upon
centrifugation of the sample.
Observation 1 is explained by dissolution of any solid iron oxide in the extremely low pH
solution, which is subsequently washed away with the acid.137 Observation 2 is explained
by the formation of some variety of colloidal iron oxide or iron hydroxide nanoparticles
in the high pH solution,137, 138 which, while stable in solution, can be retrieved to some
extent using a centrifuge. As shown in figure 2.3, particles of around 105 nm in size
can be observed in the washings by Dynamic Light Scattering (DLS) (see section 2.6.6),
which confirms that the colour seen in observation 2 is due to colloidal particles rather
than a dissolved ligand/metal complex.
Figure 2.3: Washing HNTs with water at pH 12 produces pale, brown washings (left).
The colour is thought to be due to formation of colloidal iron oxide or iron hydroxide
particles. These particles can be measured by DLS (right), which indicates a particle
diameter of approximately 105 nm.
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2.4.2 Solvents for halloysite nanotubes
Basic theory of mixing
The mixing of two components is spontaneous if the change in the Gibbs free energy of
mixing is negative. The change in Gibbs free energy upon mixing (∆Gmix) is described
by equation 2.1, where Hmix, Smix, and T are the enthalpy of mixing, entropy of mixing,
and temperature, respectively. For nanotubes, ∆Smix is relatively small because of their
relatively large size and rigidity.46 This means that ∆Hmix must either also be small, or be
negative (i.e. exothermic) if mixing is to be spontaneous. The mixing of nanotubes into
a solvent is hence dominated by the energetics of the interaction between the solvent and
nanotube surface.46
∆Gmix = ∆Hmix − T∆Smix (2.1)
The importance of understanding the compatibility halloysite with different solvents
Understanding how readily HNTs will disperse into different kinds of solvents, and the
stability of these suspensions, can be useful for designing chemical reactions and predict-
ing the nanotubes’ behaviour in certain applications. For example, were they to be used
as part of a liquid formulation, it would be neccessary to be able to predict under what
conditions the HNTs might flocculate. Understanding the nanotubes’ behaviour in small
molecular solvents also gives an insight into how readily the nanoparticles would be ex-
pected to be disperse when mixed into polymers to produce a polymer nanocomposite.139
Most relevant to this work, exploring the stability of HNTs in a variety of solvents should
allow the prediction of the compatibility between the as-provided HNTs and epoxy resin
when they are mixed to make a nanocomposite.
As discussed in Chapter 1, the outer surface of HNTs largely consists of Si-O-Si, with Si-
OH groups found at surface defects and edges. The Si-O-Si are relatively hydrophobic,
and the silanol groups are relatively polar, and can form hydrogen bonds. Therefore, the
concentration of silanols on the nanotube surface relative to Si-O-Si would be expected
to influence the energetic interaction between the HNT and a solvent. In addition, HNTs
from different sources often have different surface structures, and hence the dispersability
of the particles might be expected to differ from sample to sample. Indeed, when Pas-
bakhsh et al. studied HNTs from various sources, they found that some halloysites would
disperse readily into deionised water, while others flocculated.127 Because of this vari-
ability in surface properties, it was deemed important to independently study the ability
of the HNTs used here to disperse into different solvents rather than rely on literature data
or make assumptions based on generic HNT surface chemistry.
Using sedimentation time to rank solvent performance
A simple experiment to explore the compatibility of HNTs with different solvents is to
disperse them into a variety of solvents and observe how long it takes for the HNTs to sed-
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iment out. The longer it takes for the HNTs to sediment out of a dispersion in a particular
compound/mixture of compounds, the better a solvent for HNTs the compound/mixture
is considered to be. The difference in sedimentation speed in different solvents is due
to the presence of larger agglomerates of particles in poor solvents and vice versa. More
specifically, in poor solvents, ∆Hmix is low, and the nanotubes tend to stick together rather
than disperse into solution; these relatively large agglomerates have greater gravitational
momentum relative to viscous drag, and hence settle more quickly out of solution. How-
ever, linking sedimentation speed solely to compatibility between solvent and particle is
incorrect, as it also depends on the viscosity of the liquid, and relative densities of the
particle and the liquid.140 As such, this experiment is not taken to give any quantitative
information about the energetic interaction between the HNTs and solvents, but ranking
the performance of different solvents can nonetheless reveal useful trends. The depen-
dence on solvent viscosity in particular makes this experiment unsuitable for exploring
the compatibility of HNTs and epoxy resin directly, since epoxy resins are especially
viscous liquids.
To measure sedimentation time in practice, dispersions of HNTs in various solvents were
filmed using time-lapse photography. The time between the first frame after stirring was
switched off, and the first frame in which the HNTs could be considered to have fully
settled out of the liquid, was taken to be the sedimentation time, and this value was used to
rank the performance of each solvent. A measurement of sedimentation time is illustrated
for the example of toluene in figure 2.4.
(a) 0 s (b) 5 s (c) 10 s
Figure 2.4: Example images of HNTs as they sediment out of toluene, which were taken
using time-lapse photography. Image (a) was taken just after stirring was switched off
(i.e. 0 s), image (b) shows the HNTs during sedimentation (after 5 s), and the final image
(c) is the first frame in which the HNTs are considered to have fully settled out of the
liquid (after 10 s).
There is obviously a lot of room for error with this method, mainly because subjective
judgement is required to identify when the HNTs have fully sedimented from dispersion.
However, the difference in sedimentation time was sometimes so large that this was not
an issue. For solvents where there was some uncertainty, they are grouped together to
indicate them being equally good. Using this method, the following solvents were ranked
in order of increasing sedimentation time (i.e. from “worst” solvent for HNTs to “best”
solvent for HNTs):
A: Toluene, Diethyl Ether, Cyclohexane << B: Xylenes, Chloroform, Ethyl Acetate <
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C: Methyl Methacrylate, Acetone < D: Tetrahydrofuran < E: 2-Propanol, Butan-2-one,
1-Heptanol, Methanol, Ethanol << F: Water
Approximate sedimentation times for each group of solvents (indexed by letter) are given
in table 2.5. It is clear that a dispersion of HNTs is only briefly stable in most solvents.
This might limit their potential for use in certain applications, at least without some kind
of surface modification of the nanotubes to change the energetic interaction with the sol-
vent. It also has implications for performing certain measurements; for example, some
light scattering measurements take several minutes, and so would not be able to be per-
formed for HNTs in many solvents. Nonetheless, relative compatibilities between the
solvents and HNTs can be described using table 2.5: compounds in groups A and B are
bad solvents for HNTs; compounds in groups C and D are moderately good solvents for
HNTs; solvents in group E are relatively good solvents for HNTs; and water (the sole
member of group F) is a very good solvent for HNTs.
Table 2.5: The approximate time taken for HNTs to completely sediment out of the groups
of solvents described in the text.
Group Approximate sedimentation time
A 10 s
B 30 s
C 45 - 60 s
D 1 - 2 min
E Several min
F 1 day
Applying Hansen solubility parameters to solvent performance results
A more thorough way of exploring the energetic interactions between the nanotubes and
the different solvents is by applying Hansen solubility parameters (HSPs). In the HSP
model, every molecule has a total solubility parameter (δTOT), which is a combination of
three parameters representing dispersion (i.e. van der Waals) forces (δD), dipole-dipole
interactions (δp), and hydrogen bonding (δH ).141 This is expressed mathematically in
equation 2.2.
δ2TOT = δ
2
D + δ
2
p + δ
2
H (2.2)
To put it another way, every solvent occupies a specific point on a 3D plot where the
axes are the three solubility parameters.141 The distance between molecules on this plot
can then be used as a guide to predict how compatible they are with one another, with
a short point-to-point distance suggesting good solubility/miscibility, and vice versa.141
The distance, R, between two solvents in solvent parameter space can be calculated as
shown in equation 2.3.
R =
√
4(δD1 − δD2)2 + (δp1 − δp2)2 + (δH1 − δH2)2 (2.3)
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Although HSPs were originally devised for small molecules and polymers,141 they are also
frequently applied to particles. Colloidal particles are by definition insoluble in the liquid
in which they are dispersed, but HSPs can nonetheless give some insight into the chemical
nature of the particle surface. As previously mentioned, good mixing of a particle with
a solvent requires energetically favourable interactions between the solvent and particle
surface (i.e. negative ∆Hmix), hence the surface of a particle that disperses readily in
a given liquid is likely to be chemically similar to that liquid. This means that HSPs
are often used experimentally to aid the choice or design of solvents or surfactants for a
particle in order to maximise its colloidal stability. For example: Bergin et al. screened
solvents in order to estimate the HSPs of single-walled carbon nanotubes, which allowed
them to identify the best solvent in which to disperse the agglomerated nanoparticles;46
Petersen et al. estimated HSPs for surfactant-capped silver nanoparticles, and used them
to optimise the manufacture of a polymer nanocomposite film;142 and Wang et al. used
HSPs to explain the colloidal stability of zirconia nanoparticles coated with a variety of
carboxylic-acid-functional compounds.143
In the case of pure, unmodified HNTs, the closest solvents in solvent parameter space are
water, and short chain alcohols (e.g. ethanol and 2-Propanol), i.e. solvents with high δH
and δp, and relatively low δD. Hence a generalisation can be made: HNTs disperse more
readily in polar solvents in which hydrogen bonding occurs. That is to say, the surfaces of
the HNTs used in this work are considerably hydrophilic in nature. Indeed, water was by
far the best solvent for the HNTs, with a sedimentation time several orders of magnitude
longer than the next closest solvents.
However, the conclusion that HNTs are hydrophilic can also be reached simply from
brief inspection of the experimental trend in sedimentation time. For unmodified HNTs at
least, HSPs are therefore of limited value. HSPs may be useful for evaluating HNTs with
functionalised or otherwise chemically treated surfaces, but it should also be noted that
evaluating solvent compatibility via solvent screening and HSPs can be time and labour
intensive.
Nonetheless, the results gathered from sedimentation time experiments do allow predic-
tion of the compatibility between the HNTs and epoxy resin. More specifically, one can
compare the positions of the solvents in solvent parameter space by using equation 2.3
to calculate the distance from a set reference point. Water was used as a reference point,
since it was by far the best solvent for HNTs, and indeed it can be seen in table 2.6 that
ranking the solvents in terms of distance from water in solvent parameter space gives a
similar trend as found by measuring sedimentation time. The exception to this is butan-
2-one, which is further from water than would be expected from its sedimentation time;
the reason for this unknown, since it has a lower viscosity than, and similar density to,
solvents with similar sedimentation time. In any case, using literature values for the HSPs
of a bisphenol diglycidyl ether,13 epoxy resins can be placed in the ranking in terms of
their distance from water in solvent parameter space, as is shown in table 2.6. Doing so
reveals that epoxy resins are probably moderately good solvents for unmodified HNTs
(i.e. would belong in group C or D in table 2.5).
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Table 2.6: The distance in solvent parameter space from water for all the solvents
screened in this work, and that calculated using a literature value for the HSPs of a
bisphenol-derived epoxy resin13 (highlighted green).
Solvent
Distance from water
in solvent space/MPa 12
Sedimentation time
group
Water 0 F
Methanol 20.4 E
Ethanol 24.0 E
2-Propanol 27.7 E
1-Heptanol 32.4 E
Acetone 35.7 C
Tetrahydrofuran 35.9 D
Epoxy resin 36.0 n/a
Ethyl acetate 36.7 B
Butan-2-one 37.9 E
Methyl methacrylate 38.1 C
Chloroform 39.1 B
Diethyl ether 40.0 A
Toluene 43.2 A
Cyclohexane 45.1 A
2.4.3 The surface potential of halloysite nanotubes
It is clear that the behaviour of HNTs in solution is dictated by hydrogen bonding and
dipole-dipole interactions at the particle/solvent interface. When particles are dispersed
in water specifically, the surface charge of the particles is an important indicator of how
likely the individual particles are to either remain dispersed, or flocculate and settle out.
Measuring the surface potential of particles is also necessary to be able to predict how
the particle surface would interact with specific functional groups (e.g. ions or polar
molecules ).
In water containing dissolved electrolyte, ions on a particle surface dissociate and mix
with those in solution to form a diffuse layer of anions and cations known as an electrical
double layer.144 In the undisturbed double layer, the ions maximise their configurational
entropy.144 However, bringing two surfaces together compresses the ion layer and forces
the ions away from their preferred equilibrium state, which causes a repulsive force be-
tween the particles.145 This repulsive force is in balance with an attractive van der Waals
force which becomes increasingly large at short surface separations.146 The consequence
of the combination of these two forces is the existence of an energy barrier at a certain
particle separation distance, which must be overcome if the particles are to flocculate to-
gether.146 Increasing the surface charge of a particle increases the height of this energy
barrier, and makes the particles more likely to remain individually dispersed.146 Some
common surface functional groups have labile protons, notably hydroxyls (i.e. -OH).
When such functional groups are present, the surface charge and hence stability of the
particles in electrolytic solutions is dependent on pH.147
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In practise, the zeta potential of particles in water is measured rather than their actual
surface charge.148 The zeta potential of a particle is the potential at the at the outer edge
of the electrical double layer, and it gives an indication of the size of the surface charge.
A particle’s zeta potential can be calculated from measurements of the velocity of the
particles in solution upon application of an electric field (i.e. electrophoresis).
The zeta potentials of HNTs in distilled water were measured over a range of pH, and are
shown in figure 2.5. At high pH, the HNTs have large negative zeta potentials. Despite
the large standard deviations associated with high pH measurements, these results suggest
that HNTs are most well-dispersed in water at pH 12 and above. Decreasing pH led to
an increasingly positive zeta potential, until the isoelectric point (i.e. a zeta potential of
zero) was reached at around pH 2. At the isoelectric point, the repulsive force between
particles is minimised and hence the particles flocculate the most readily at this pH.
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Figure 2.5: A graph of pH versus zeta potential for HNTs. The nanoparticles have the
highest zeta potential at high pH, and go through an isoelectric point at around pH 2. The
error bars are the zeta deviation of each measurement.
These results generally match published values of HNT zeta potentials in water,136, 149 and
indeed are consistent with those found for silica surfaces in general.150 However, Joo
et al. also describe positive zeta potentials for the nanotubes in water below pH 2.149
Values for HNT zeta potentials below pH 2 are omitted here, as they were measured to
be on the order of -20 mV, which does not make sense considering the higher cation
concentrations in lower pH solutions, which should screen any negative surface charges.
This was the case even after more or less exact replication of the method published by Joo
et al..149 It is unclear why negative zeta potentials were seen in low pH solutions, but it
may be related to the increased conductivity of aqueous solutions with high [H+] causing
problems for either the electrodes in the measurement cell, or the instrument itself. The
results here are also slightly different to those found by Pasbakhsh et al., who found that
HNTs had no isoelectric point at pH 2, but rather had a negative zeta potential even at
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pH as low as 1.5 (below -10 mV).127 These differences once again serve to highlight the
fact that literature data for HNTs should not be taken to be 100% transferable between
different samples/batches, and characterisation of the nanotubes should hence be carried
out independently.
2.5 Characterising the chemical properties of halloysite
nanotubes
2.5.1 Elemental analysis of halloysite nanotubes using ICP-MS
The composition of the as-provided HNTs was analysed using inductively-coupled-plasma
mass spectrometry (ICP-MS). ICP-MS is a mass spectrometry technique which uses a
high-temperature plasma to ionise aqueous samples before they enter a mass spectrom-
eter. It is useful for the detection of elements with high first-ionisation energies which
are difficult to ionise by other techniques. ICP-MS also allows the detection of very low
elemental concentrations in a sample.
The concentrations of the most abundant elements in the HNTs as found by ICP-MS are
given in table 2.7. From the empirical formula for dehydrated halloysite (Al2Si2O5(OH)4),
one would expect Al and Si to represent 20.9 and 21.8 wt% of the sample, respectively.
The higher-than-expected amount of Si relative to Al indicates the presence of other sil-
ica minerals as impurities, probably the quartz impurity listed in the supplier data sheet.
Excluding the small contribution from trace elements, the rest of the mass not accounted
for by the elements listed in table 2.7 is presumably oxygen, which is not detected by
ICP-MS.
Table 2.7: The concentrations of the most abundant elements in HNTs as found by ICP-
MS
Element Concentration/wt%
Si 22.1
Al 16.0
Fe 1.0
K 0.3
Ti 0.2
Mg 0.1
Ca 0.04
Na 0.02
The values of elemental concentrations from ICP-MS found here had to be converted to
a concentration of the corresponding oxide to allow for comparison with the chemical
composition described in the supplier data sheet (i.e. table 2.2). First, it was assumed
that the signal for each element in ICP-MS only came from the oxides described by the
supplier. The mass fraction that each element contributes to the corresponding oxide can
then be described using equation 2.4, where φE is the mass fraction of the element, ME is
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the relative atomic mass of the element, MExOy is the relative molecular mass of the oxide,
and x and y are the stoichiometric numbers of the element and oxygen, respectively. The
elemental concentration can subsequently be converted to an oxide concentration using
equation 2.5, where CE is the concentration of the element in the sample, and CExOy is the
hypothetical concentration of the oxide.
φE =
xME
MExOy
(2.4)
CExOy =
CE
φE
(2.5)
The results of converting elemental concentrations from ICP-MS to oxide concentrations
are given in table 2.8, where they are also compared to values from the supplier data sheet.
Most significantly, there appears to more SiO2, more Fe2O3, and less Al2O3 in the sample
than described by the supplier. This is evidence for an increased number of silicate and
iron impurities in the sample versus that reported by the supplier.
Table 2.8: The concentration of the most abundant elements in HNTs as found by ICP-MS
converted to hypothetical concentrations of the oxides listed in the supplier data sheet.
Compound Concentration(supplier data)/wt%
Concentration
(this work)/wt% Difference
SiO2 46.00 47.28 +3%
Al2O3 37.80 30.23 -20%
Fe2O3 0.72 1.43 +99%
K2O 0.30 0.36 +20%
MgO 0.13 0.17 +30%
TiO2 0.07 0.33 +371%
CaO 0.07 0.008 -89%
Na2O 0.01 0.008 -20%
Not included in this table are other elements that were present in concentrations below
0.1 wt%, namely S, Ba, Mn, P, Ce, Zn, La, Zr, Sr, Y, Li, V, Cr and Cu. Combined, the
trace elements make up about 0.2 wt% of the HNT sample. Of these, the following were
not mentioned in the supplier data sheet: S, Mn, P, Ce, La, Zr, Sr, Y, Li, and V. The
concentrations of trace elements are given in table 2.9, and, where possible, compared
to values given in the supplier data sheet. As well as differences being seen in which
elements were present, where the same impurities have been found, they are all present in
significantly larger quantities than reported by the supplier.
The low concentration of the trace elements means that they probably have a small effect
on the behaviour of the sample overall. However, there are clearly discrepancies between
the data in this work and the supplier data concerning the trace element concentration in
HNTs, in addition to the discrepancies in the oxide composition of the HNTs already dis-
cussed. This once again highlights the fact that independent characterisation of samples
of these HNTs should be carried out rather than relying on existing data.
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Table 2.9: A comparison of trace elements in HNTs from I-Minerals Inc. found by ICP-
MS in this work, versus those listed in the supplier data sheet. Also included is the per-
centage difference between the supplier data and that found here.
Element Concentration(supplier data)/ppm
Concentration
(this work)/ppm Difference
Ba 115.6 232 +102%
Zn 15.4 24.8 +61%
Pb 12.8 not found
Cu 7.66 9.6 +25%
Cr 7.08 10.4 +47%
Ni 2.28 not found
As 1.03 not found
Mo 0.10 not found
Hg 0.10 not found
Se <0.10 not found
Ta <0.10 not found
Ag <0.02 not found
Cd <0.003 not found
S not found 480
Mn not found 107
P not found 96
Ce not found 32
La not found 23
Zr not found 19
Sr not found 18
Y not found 14
Li not found 13
V not found 13
2.5.2 Phase analysis of halloysite nanotubes using X-ray diffraction
X-ray diffraction (XRD), which is also sometimes referred to wide-angle X-ray scattering
(WAXS), is a technique which can be used to study very small structural features in a
compound. X-rays have wavelengths on the order of 10-10 m, which is in the region
of typical chemical bond lengths.151 Constructive and destructive interference of X-rays
diffracted by a particular lattice plane means that a reflection from that plane will only be
observed at positions where Bragg’s law is satisfied (equation 2.6).151 More specifically,
constructive interference occurs when the glancing angle of incident X-ray radiation is
such that the difference in the distance travelled by two photons reflected off neighbouring
lattice planes is equal to an integer multiplied by the photons’ wavelength, meaning the
two are in-phase.151 This glancing angle is the θ described in Bragg’s law. The wavelength
of the photons is λ, and d is the distance between neighbouring lattice planes.151 These
are illustrated in figure 2.6. While XRD can be used to accurately determine inter-atomic
distances in crystalline compounds, it was used here simply to perform phase analysis,
i.e. to identify the various mineral components of the sample by reference to an existing
database of XRD data for samples of known composition.152
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λ = 2dsinθ (2.6)
Figure 2.6: Bragg’s law of diffraction illustrated using the example of diffraction by the
interlayer in halloysite.
The XRD of pure HNTs is shown in figure 2.7. The data shown in figure 2.7a was cali-
brated using a Si standard, which gives an effective calibration for peaks of around 28° 2θ
and above. To find accurate values for the important d001 plane, this peak was measured
separately on a different instrument where calibration for low angle reflections had been
done using a silver behenate standard (figure 2.7b), but which could not measure as high
values of θ.
Table 2.10: A summary of peak positions and assignments in a powder XRD pattern of
HNTs
Peak 2θ/° Miller index Mineral
A 10.87 001 Halloysite
B 19.76 110 Halloysite (shoulder is kaolinite)
C 24.59 002 Halloysite (shoulder is kaolinite)
D 26.51 Kaolinite
E 34.94 200 Halloysite
F 35.84 200 Halloysite + kaolinite
G 38.27 Halloysite + kaolinite
H 45.44 Kaolinite
I 54.86 Kaolinite + halloysite
J 62.21 Halloysite + kaolinite
K 73.58 Halloysite + kaolinite
L 77.03 Kaolinite
Peak A represents the d001 lattice plane of the HNTs. Using equation 2.6, a distance of
7.09 A˚ can be calculated. This is the width of a single aluminosilicate layer, and is indica-
tive of halloysite in a relatively dry environment, i.e. one in which most of the interlayer
water has left the structure.55 An increase of this distance after chemical treatment of the
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Figure 2.7: Powder XRD pattern of HNTs from I-Minerals Inc.. All of the peaks can be
assigned to those expected for halloysite and kaolinite. Peak A was also measured on an
instrument which was calibrated for lower angle scattering; it corresponds to a distance
of 7.09 A˚, which is the width of a single aluminosilicate layer.
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HNTs would imply that molecules other than water have intercalated into the nanoscrolls
and expanded the interlayer region.153
As would be expected, matching the peaks to a database reveals that the sample appears
to consist largely of halloysite, with some kaolinite impurities. Metallic impurities (e.g.
iron), known to be in the sample via ICP-MS, are present at concentrations below the
detection limit of the diffractometer. The halloysite peaks were matched to a reference
pattern for HNTs from the Dragon Mine in Utah,152 which is another important commer-
cial source of HNTs. However, peaks D, H, K, and L were not present in the reference.
This confirms the information given in the supplier data sheet, i.e. that the HNTs are
almost completely free from mineral impurities (other than kaolinite), at least at levels
detectable by XRD. The absence of signature peaks for quartz may be due to a combina-
tion of the quartz concentration being too low to be detected by the instrument, and/or the
peaks corresponding to quartz being swamped by peaks from halloysite and kaolinite.
2.5.3 Infrared spectroscopy measurements of halloysite nanotubes
Photons with wavelengths in the infrared (IR) region can be absorbed by many types of
covalent bonds within molecules. These bonds transition to higher energy vibrational
and rotational states upon absorption of an incident photon, provided that this transition
leads to a change in the dipole moment of the bond.154 The energy of this transition
is dependent on the strength of the bond between the atoms, the masses of the atoms
involved in the vibrational motion, and the specific type of vibrational movement involved
(e.g. stretching of the bond, ‘wagging’ of the bond from side-to-side, etc.).154 Because
of this, the transition between any two vibrations involving covalently bonded atoms, or
groups of atoms, has a unique energy, and hence a unique frequency of IR photon is
required in order for the transition to occur. The study of the wavelengths of IR absorbed
by a sample can therefore be used to infer the presence of specific types of chemical
bonds in the sample.154 The IR absorption spectrum of pure HNTs is shown in figure 2.8,
and a summary of the peak positions and the specific chemical bonds they are assigned
to is given in table 2.11. Some peaks and peak shoulders found here were also found in
literature, but not assigned, and hence are also not assigned here.
Table 2.11: A summary of peak positions in the IR absorption spectrum of HNTs, and the
bonds and, where possible, specific vibrational modes they are assigned to.
Peaks Wavenumber/cm-1 Bond
A 3696, 3621 AlO-H (stretch)7, 155, 156
B 1655 H-O-H (wag)
C 1029, 467 Si-O-Si (stretch)156, 157
D 912 Al-OH7
E 751, 532 Al-O-Si (stretch)155, 156
F 688 Si-O156, 157
The majority of the peaks seen are associated with vibrations of silica, alumina and alumi-
nol functional groups, which would be expected considering the chemistry of halloysite.
There is also a peak associated with water at around 1655 cm-1, despite the fact that the
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Figure 2.8: The IR absorption spectrum of pure HNTs.
sample had been dried in an oven prior to measurement, which shows that the HNTs are
readily hydrated under ambient conditions. The small bump on the shoulder of peak A is
associated with the water trapped in the interlayers of the nanoscrolls.4
2.5.4 Thermal decomposition of halloysite nanotubes
The decomposition of HNTs upon heating can be studied using thermogravimetric anal-
ysis (TGA), a straightforward technique in which the mass of a sample is measured to
high precision as it is heated. Upon heating under inert atmosphere, HNTs should un-
dergo two endothermic events which can be seen using TGA. Firstly, any water which is
physisorbed to the clay’s surface should be lost. This should occur between around 50 °C
and 150 °C.55 Between around 300 °C and 600 °C, there should be significant mass loss
as the alumina structure in the HNTs undergoes dehydroxylation.55 This is essentially
the loss of chemisorbed water, i.e. loss of hydrogen and oxygen which were part of the
mineral’s original structure at lower temperature. Above around 835 °C, the HNTs would
also be expected to undergo exothermic structural changes.55 However, these do not cor-
respond to any mass loss, and hence would not be seen using TGA. This is also above
the maximum operating temperature of many differential scanning calorimeters, which
would be able to study such an exotherm.
The result of TGA on HNTs is shown in figure 2.9. On the main graph, mass loss is plotted
against temperature, while the inset graph shows the derivative mass (i.e. d(mass)/d(time)).
The loss of physisorbed water appears to occur immediately upon exposure of the sample
to the dry, nitrogen atmosphere of the TGA, and appears to be complete by the time the
sample has reached 100 °C. The onset of mass loss due to dehydroxylation appears to
occur between 200 - 400 °C, although noise in the derivative data makes this difficult to
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precisely determine. Overall, the HNTs lost 14.4% of their mass when the loss of ph-
ysisorbed water is taken into account, and 13.9% of their mass when only mass loss due
to dehydroxylation (i.e. decomposition of the mineral’s structure) is taken into account.
The latter total mass loss is found by plotting mass as a percentage of the sample mass
at 100 °C against temperature, rather than using the initial mass of the sample at ambient
temperature. A total mass loss of 14.4% is similar to the loss on ignition (LOI) of 14.9%
reported by I-Minerals Inc. for these HNTs (see appendix).
0 200 400 600 800
85
90
95
100
0 100 200 300 400 500 600 700 800
D
er
iv
at
iv
e 
m
as
s 
(m
gm
in
-1
)
Temperature ( C)
M
as
s 
(%
)
Temperature ( C)
Figure 2.9: Mass loss and derivative mass versus temperature for pure HNTs. Two mass
loss events occur, one as soon as heating begins, and the other around 200 - 400 °C. These
correspond to the loss of physisorbed and chemisorbed water, respectively.
The most useful information that can be drawn from the results of TGA on HNTs is
that they should be expected to contain a reasonable amount of physisorbed water under
ambient conditions, and that heating them above around 300 °C will lead to irreversible
chemical damage to the nanotubes. This means that they will have to be dried before they
can be used in any water-sensitive processes, and they should ideally not be taken above
300 °C during processing.
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2.6 Measuring the size and morphology of halloysite nan-
otubes
2.6.1 Measurement of halloysite nanotube dimensions from trans-
mission electron microscope images
In transmission electron microscopy (TEM), an electron beam is fired through a thin layer
of sample (typically suspended on a carbon-coated, copper grid), before being focused
onto an imaging device, e.g. a digital camera. This provides very high magnification
images of a 2D cross-section of a sample, and as such can be used to visualise HNTs in
real space. Providing that the scale of the image is known, image analysis software such
as ImageJ can be used to measure the lengths, internal diameters, and external diameters
of the HNTs. These dimensions are indicated in figure 2.10 for the sake of clarity.
Figure 2.10: TEM image of pure HNTs. The length, external diameter, and internal
diameter are indicated in yellow, red, and blue, respectively.
Scanning electron microscopy (SEM) can also be used to image HNTs. In contrast to
TEM, SEM uses the interaction of a metallic or metal-coated sample with an electron
beam to produce an image with a relatively large depth of field (i.e. objects are shown
with three dimensions). An SEM image of HNTs is shown in figure 2.11. The main
reason TEM was chosen over SEM to measure the HNTs was because the metal-coated
HNTs are opaque in SEM images, which does not allow measurement of their internal
diameter.
Even from first inspection of a small number of the particles in electron micrographs
of HNTs such as those shown in figures 2.10 and 2.11, the number of clearly non-tubular
particles present as impurities is readily apparent, as is the polydispersity of the nanotubes;
there is a significant degree of variation in the size and shape of the HNTs, sometimes even
along a single nanotube, and some nanotubes appear cracked or otherwise damaged. The
supplier data sheet for the HNTs states simply that they have a typical length of 2 µm, a
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Figure 2.11: SEM image of pure HNTs.
typical external diameter of 200 nm, and a typical internal diameter of 20 nm, and that
the sample is 90.0% halloysite as measured by XRD. However, it is clear from qualitative
inspection of the micrographs that this specification should not be relied upon on its own,
and the dimensions and purity of the sample should instead be quantified independently.
2.6.2 Quantifying morphological impurities in halloysite samples us-
ing TEM images
Using TEM images, one can estimate a number concentration of non-tubular particles
versus tubular particles (i.e. a number concentration of morphological impurities) in a
sample of halloysite. This is done simply by performing a count of the different particles
in the images. As Joussein et al. point out, this is not necessarily a reflection of the
number of halloysite particles versus those of kaolin or other minerals, as some halloysites
can adopt several non-tubular morphologies.55 However, this distinction is irrelevant if
one is only concerned with the relative size of the population of nanotubes compared to
other particles. An example count is shown in figure 2.12 (although it should be noted
that this image contains fewer particles overall than many of the images, and as such
may not be representative of the sample as a whole). While performing such a count is
straightforward, it can also be quite subjective when deciding which particles/features to
include in each population. Some examples of possible sources of ambiguity are also
shown in figure 2.12: it was unclear whether feature A was a non-tubular particle, or an
artefact from the TEM grid, so it was not counted; it was unclear whether particles B
were tubes or not, so they were not counted; and it was unclear how many constituent
particles made up particle C. Nonetheless, it is presumed that over a large enough count,
the effect of such sources of bias are minimised, and an accurate number concentration of
non-tubular particles can be obtained.
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Figure 2.12: An example image where the numbers of tubular and non-tubular particles
have been counted. In this image, there are 26 tubular particles, and 16 non-tubular
particles. Features A, B and C are possible sources of ambiguity, as explained in the text.
Overall, 800 particles were counted in a total of 16 separate TEM images. About 40% of
that number were found to be non-tubular. This is a large proportion of the total number of
particles, however it does not necessarily represent how much of the sample non-tubular
particles make up by mass or by volume. By qualitative inspection of the size of the
different types of particle in the images, it seems reasonable to assume that the mass
and volume fractions of non-tubular particles is significantly smaller than their number
fraction. This is illustrated in figure 2.13, where it can be seen that most of the HNTs are
much larger than the non-tubular particles.
2.6.3 Measuring halloysite nanotube dimensions by hand
In order to obtain dimensions for the HNTs, ImageJ was used to measure several hundred
nanotubes by hand across a number of different TEM images. More specifically, mea-
surements were made of the nanotubes’ external diameters, internal diameters, lengths,
and aspect ratios. The aspect ratios of the nanotubes were calculated as shown in equation
2.7. Aspect ratios were only calculated for nanotubes with both known external diameter
and length, but they could also feasibly be obtained from a convolution of the probability
density functions (PDFs) for external diameter and length.
Nanotube aspect ratio =
Nanotube length
Nanotube external diameter
(2.7)
It should be noted that the nanotubes with the largest external diameters were often opaque
to the electron beam, which means their internal diameters could not be measured by
analysing TEM images. However, it is shown in figure 2.14 that the external and internal
diameters of the nanotubes do not seem to be correlated, and hence ignoring the internal
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Figure 2.13: A representative TEM image of HNTs which shows how the tubular particles
tend to be much larger than non-tubular particles. Despite non-tubular particles having
a relatively high number concentration (about 40%), it would be expected that their mass
and volume fractions would be significantly lower.
diameters of the thickest nanotubes can be assumed not to skew the measured distribution
of the internal diameters.
All of the measured HNT dimensions appear to fit a log-normal distribution, with the
example of the external diameter shown in figure 2.15. A set of measurements of quantity
x are said to be distributed log-normally if log(x) follow a normal distribution.158 Log-
normal distributions are common in nature, including in chemistry and geology.158 The
PDF for a lognormal distribution of quantity x is given by equation 2.8.158 The constants
µ and σ represent the mean and standard deviation of the normal distribution of log(x),
respectively. The x coordinate at the centre of the peak in the PDF is the mode (i.e. the
most probable value of x), and is given by equation 2.9.
f(x) =
1
xσ
√
2pi
exp(− 1
2σ2
(log(x)− µ)2) (2.8)
Mode = exp(µ− σ2) (2.9)
Log-normal distributions can be fit to the size data using MATLAB, which can estimate
the log-normal parameters µ and σ for each data set. These can be used to plot the
PDFs corresponding to each dimension, and to calculate the most probable value of each
dimension directly using equation 2.9. MATLAB can also return confidence intervals for
these parameters, which allows uncertainties to be added to the calculated mode values
(i.e. by using the largest and smallest values of µ and σ respectively to calculate the upper
bound, and vice versa).
Initially, around 450, 250, and 190 measurements were made of the external diameter,
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Figure 2.14: A plot of internal diameter of HNTs versus external diameter of HNTs does
not seem to show a trend, hence the fact that the internal diameters of the largest HNTs
cannot be measured by TEM is not taken to be an issue.
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Figure 2.15: A histogram of the measured external diameters of the HNTs alongside a
log-normal PDF plotted with the log-normal parameters estimated from the raw data
using MATLAB.
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internal diameter, and length and aspect ratio, respectively. Every attempt was made to
avoid bias when selecting the nanotubes to be measured, for example by trying to make
sure every discernible nanotube in an image was measured, and by keeping careful track
of nanotubes which had already been measured to prevent duplicate data. However, when
the nanotubes in the exact same images were measured again some time later, the obtained
mode dimensions for the length, external diameter, and aspect ratio were significantly dif-
ferent than the original values (the reasons for re-measuring the nanotubes are discussed
in Chapter 3). The internal diameter was an exception, as it was found to be similar in
both measurements, which suggests that measuring this dimension is less susceptible to
bias, possibly because the distribution is less broad, so it is less important if certain par-
ticles are left out. The mode dimensions and 95% confidence intervals from both sets of
measurements are compared in table 2.12. From inspection of the raw length and external
diameter data and the corresponding histograms (shown in the appendix), there is no ob-
vious indication as to which set of measurements is correct. These differences illustrate
how even unconscious bias can have a dramatic and unpredictable affect on the measured
values of size of HNTs when measurements are carried out by hand.
Table 2.12: The mode values of the HNT dimensions and their 95% confidence intervals,
found from the peaks of log-normal PDFs fitted to measurements of particles in TEM
images.
Dimension Set ofmeasurements Mode
Lower 95%
confidence
Upper 95%
confidence
Internal diameter Old 12.1 nm 11.3 nm 12.9 nm
Internal diameter New 11.6 nm 11.1 nm 12.1 nm
External diameter Old 85.6 nm 79.5 nm 91.5 nm
External diameter New 59.8 nm 55.5 nm 64.1 nm
Length Old 486 nm 377 nm 602 nm
Length New 164 nm 134 nm 197 nm
Aspect Ratio Old 5.71 4.85 6.58
Aspect Ratio New 3.42 3.04 3.81
Despite it being difficult to determine which of these two data sets is accurate, the second
set of measurements (i.e. those performed later) are taken to be correct. As will be shown
in Chapter 3, the second length measurement was repeatable for HNTs in several samples.
In addition, more particles were measured in the second set: over 550 measurements
were made of length, external diameter, and aspect ratio, and over 350 measurements
were made of the internal diameter. Therefore, in the absence of an infallible means of
determining the dimensions of the HNTs, the values found by hand on the second attempt
using ImageJ are taken to be accurate.
The most probable values of the dimensions found for the HNTs are significantly different
to the typical values for the dimensions reported by the supplier on their data sheet, i.e. a
typical nanotube length of 2 µm, a typical diameter of 200 nm, a subsequent typical aspect
ratio of 10, and a typical internal diameter of 20 nm. Indeed, the values found in this work
make these HNTs less attractive for polymer nanocomposite applications than would be
expected from the supplier data. More specifically, lower aspect ratio HNTs have a lower
specific surface area for interaction with the polymer than those with a higher aspect
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ratio. The large discrepancy between the sizes found in this work and the supplier data
demonstrates the importance of performing independent morphological characterisation
of halloysites.
2.6.4 Automated image analysis to determine halloysite nanotube di-
mensions
The only solution for avoiding bias on behalf of the operator when measuring HNTs in
TEM images is by automating the image analysis process. However, there are several
challenges involved with automating image analysis of HNTs, namely: their polydisper-
sity of size and shape; particle aggregation; and the presence of many non-tubular, mor-
phological impurities. Agglomerates of particles and non-tubular particles in the TEM
images will be referred to in this section as APs and NTPs, respectively.
In automated image analysis, the image is typically converted to 8-bit greyscale and then
into a binary matrix using a set threshold, i.e. pixels in the image above the threshold
intensity are set to 1, and vice versa. Edge finding algorithms are then able to detect
objects in the image by identifying regions of connected pixels of the same values. Once
objects have been identified, various object properties, including dimensions and areas,
can be rapidly computed. While these operations can easily be applied to TEM images of
HNTs, problems arise as soon as the images have been converted to binary. Specifically,
in binary images, individual HNTs cannot be separated from APs, and it can be difficult
to distinguish between HNTs and NTPs of a similar size and shape. This is illustrated
in figure 2.16. Extensive filtering of the objects is necessary to minimise the number
of NTPs and APs measured. However, care has to be taken to avoid applying too much
filtering and artificially altering the measured size distributions of the HNTs, which would
defeat the purpose of automating the image analysis process in the first place.
Despite these difficulties, there are at least two examples in the literature of automated
size measurements of HNTs being attempted; Hillier et al. used ImageJ to semi-automate
the process of analysing HNT lengths and diameters in SEM images,4 and, more recently,
Koivisto et al. used a python-based automated image analysis toolbox to ascertain the
number of HNTs released as an aerosol during sample processing which were above a
length and aspect ratio deemed to be critical for predicting their potential respiratory
hazard.79 Examining their methods can be used as a starting point for automating the
process of analysing images of HNTs.
Koivisto et al. chose a global threshold value for their images, and used this to automati-
cally convert them to binary.79 Objects with an area smaller than 10 pixels were deemed to
be noise, and were removed. Particles in the images were then identified, and fitted with
a bounding box (i.e. the smallest rectangle that can fully contain the object). The lengths
and aspect ratios of these bounding boxes were taken to be those of the HNTs. This may
be inaccurate as a measure of the HNTs dimensions, since a rectangular bounding box is
only a crude approximation of the shape of a HNT. In addition, and more significantly,
this does not to serve to distinguish APs or NTPs from the HNTs. However, they were
only concerned with the length and aspect ratio of the aerosol particles as they pertained
to hazard. That is to say, they were concerned with the number of aerosol particles that
had length and aspect ratio above the critical values for respiratory hazard (2 µm and 3,
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(a)
(b)
Figure 2.16: TEM images of HNTs before (a) and after (b) the image has been converted
to a binary matrix using a user-defined threshold, and then inverted. In binary images,
APs appear as a single object, and it is difficult to distinguish between HNTs and NTPs
of a similar size and shape. It should be noted that inversion (i.e. transformation of dark
pixels in binary from 0 to 1, and vice versa) is required for the operation of MATLAB’s
edge finding algorithms.
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respectively), and these were few enough in number to allow for individual inspection of
each one to identify what type of particle they were.79
In a somewhat different approach, Hillier et al. manually adjusted the threshold on each
image in ImageJ, before converting it to binary and fitting ellipses to the HNTs.4 The
obtained width and length distributions of the HNTs were simply taken as those of the
fitted ellipses. For each image, they conducted a manual survey to identify the largest and
smallest HNTs, and used the dimensions of these as limits to filter the objects detected by
the software. The upper size limit served to filter out APs, and the lower limit filtered out
both noise and NTPs. They also removed any objects with an aspect ratio less than 1.5,
however it is feasible that this filter erroneously removed HNTs; for example, about 3%
of the HNTs measured in section 2.6.3 had an aspect ratio lower than this. Using their
semi-automated method, they were able to measure a large number of nanotubes in several
different HNT samples. However, they do not discuss the error inherent in approximating
the shape of the HNTs to ellipses, and they do not discuss whether ignoring nanotubes
in APs could have skewed the measured distributions; this is feasible, since the largest
nanotubes would be expected to be more likely to form part of an AP simply because they
have a larger area, and would statistically have a higher chance of colliding with other
particles. Nonetheless, their work4 was taken as a starting point for the automated image
analysis of HNTs carried out here.
Basic image analysis using MATLAB
While Hillier et al. used ImageJ to perform particle size analysis,4 MATLAB was used
here. MATLAB has a variety of image processing tools which are relatively straightfor-
ward to use, and has the advantage of being quicker than ImageJ since it requires less user
input for each image. It also has increased reproducibility compared to ImageJ, as there
may be differences in the judgement of two different operators who are applying manual
processing steps to images in ImageJ (e.g. manual thresholding). The general logic of the
MATLAB image processing algorithm is outlined in figure 2.17, and images illustrating
several of the intermediate processing steps are shown in figure 2.18. It should be noted
that the scale bar has been left in these images, and hence has been identified/measured
as an object, but it can easily be removed or masked.
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Figure 2.17: A flowchart illustrating a simplified version of the general logic behind the
image processing carried out in MATLAB.
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Figure 2.18: Images of successive steps in the MATLAB image processing algorithm used
to automate measurement of HNT dimensions: (a) the original image; (b) the image after
binary conversion and clearing of border objects; (c) the image after removal of objects
with a size-and-shape-based filter; and (d) the image after the indexing of and fitting of
ellipses to the remaining objects.
An example of a final image output from this process is shown in figure 2.19. The objects
in this image were filtered such that those that remained had a minimum area of 100 pixels,
a width of between 20 and 500 nm, and a fitted ellipse with a minimum eccentricity of
0.7. The eccentricity of an ellipse is the ratio of the distance between its foci and its
length (equation 2.10); for a circle, this value is 0, and it approaches 1 as the ellipse
becomes increasingly elongated, i.e. it is a similar measure to aspect ratio. Applying
a filter based on object eccentricity can therefore remove spherical objects (which will
not be nanotubes). Applying a minimum area filter serves to remove noise and smaller
artefacts on the TEM grid. The width restriction is based on the fact that the maximum
width of a nanotube measured in any of the images was around 370 nm, and the minimum
was 21 nm (which is also close to the internal diameter of the nanotubes). It can be seen
in figure 2.19 that filtering based on these criteria does remove many of the large APs and
NTPs, as well as many of the background artefacts. However, many APs (e.g. objects 4,
6, and 28 etc.), and NTPs (e.g. 55, 70 etc.), remain in the image. In fact, for the example
of the image shown in figure 2.19, 97 objects remain after the filtering criteria have been
applied, of which 28% are APs, 53% are isolated NTPs, and only 19% are isolated HNTs.
In addition, the range of widths and eccentricities for the remaining objects all overlap,
as shown in figure 2.20. It is therefore clear that using object sizes and aspect ratios
as filtering criteria is not suitable for automatically identifying isolated HNTs in TEM
images.
Eccentricity =
Distance between ellipse foci
Ellipse length
(2.10)
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Figure 2.19: An example of a TEM image of HNTs analysed automatically using MAT-
LAB.
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Figure 2.20: A graph illustrating how the values for width and eccentricity overlap for all
of HNTs, NTPs, and APs. The columns are average values, and the error bars represent
the ranges of each value.
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Despite the algorithm’s inability to automatically identify isolated HNTs, where there are
such particles, it has detected them and appeared to fit them well with ellipses (e.g. objects
9, 64, 81 etc. in figure 2.19). A magnified image of object 81 is shown in figure 2.21 as
an example of a HNT which has been well-fitted with an ellipse.
Figure 2.21: An example of a HNT which has been fitted with an ellipse by MATLAB. The
ellipse appears to approximate the dimensions of the HNT well.
The dimensions of the ellipses fitted to the isolated HNTs by MATLAB can be compared
to those found by hand in ImageJ for the same nanotubes (i.e. the true values). Doing
so across all of the TEM images reveals that the dimensions of the ellipses are almost
always an overestimate of the true dimensions of the nanotubes (figure 2.22). However,
when the true value is plotted against the ratio of the ellipse value to the true value for
each dimension, it can be seen that there is no apparent trend (figure 2.23). In practical
terms, this suggests that it would be reasonable to adjust the dimensions of a nanotube
of any size by the average overestimation, propagating the associated uncertainty when
necessary. An example for nanotube length is given in equation 2.11, where the length
of a single tube found by MATLAB is adjusted by the average overestimation of length
by MATLAB (i.e. (8 ± 4)%). Were a large enough number of nanotubes well separated
from other particles, then it should therefore be easy to accurately find their dimensions
by fitting ellipses to them in MATLAB and adjusting the ellipse dimensions to account
for the overestimation of nanotube size.
True nanotube length =
Length found by MATLAB
(1.08± 0.04) (2.11)
Advanced filtering criteria for identifying HNTs
As discussed, the simple filtering criteria outlined thus far serve to remove many of the
larger APs and NTPs from TEM images of HNTs, but many smaller APs and NTPs remain
in the images. More advanced filtering criteria are clearly required to remove these objects
from the TEM images.
Since the ellipses fitted to the APs seem to contain more empty space than those fitted to
single particles (e.g. object 6 in figure 2.19), it was thought that this might provide useful
criteria for at least removing APs from the images. However, while both the difference
between ellipse area and object area and the ratio of ellipse area to object area are gen-
erally smaller for isolated HNTs than APs and NTPs, the ranges of these values for all
types of object overlap (figure 2.24). That is to say, were objects filtered using a minimum
value of either of these quantities, some isolated HNTs might be erroneously removed.
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Figure 2.22: The average ratios of the external diameters and lengths of the HNTs calcu-
lated by MATLAB versus those measured in ImageJ. MATLAB overestimates the dimen-
sions because it approximates the shape of the nanotubes using ellipses. The error bars
represent standard deviation.
Therefore, comparing the areas of the objects versus those of their fitted ellipses cannot
be used as a filtering criteria for identifying isolated HNTs.
Similarly, the circularity of the objects in the images cannot be used to distinguish be-
tween HNTs, NTPs, and APs. Circularity is a measure of a 2D shape’s compactness,
and is computed for an object by MATLAB using equation 2.12, where A and P are the
object’s area and perimeter, respectively. For a perfect circle, this value is 1, and it ap-
proaches 0 with decreasing compactness (i.e. the less ‘circular’ the object is). Since APs
in particular appear to have larger perimeters relative to their areas, it was thought that
filtering objects by circularity might be a useful way to at least remove these from the
images. Figure 2.25 shows the mean circularities of all of the types of objects remaining
in the TEM image after filtering (i.e. all of the indexed objects in figure 2.19). It can be
seen that these are similar for all types of object, and their ranges overlap to a significant
degree. Therefore, any filtering based on circularity would either leave unwanted objects
in the image, or erroneously remove isolated HNTs.
Circularity =
4piA
P 2
(2.12)
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Figure 2.23: Plots of the HNT dimensions measured by ImageJ against the ratio of the
value measured by MATLAB to the value measured by ImageJ for each dimension. There
does not seem to be a trend, which suggests that the degree to which the MATLAB value
differs from the ImageJ (i.e. true) value does not depend on the size or shape of tube being
measured.
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Figure 2.24: A comparison of the areas of the objects and corresponding fitted ellipses
for all of HNTs, NTP, and AP. The error bars represent the ranges of each value.
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Figure 2.25: The mean circularities for the various types of particle found in TEM images
of HNTs. The error bars show the range of values. The ranges overlap for all three types
of particle.
The applicability of the Beer-Lambert law to HNTs in TEM images
It is clear that there is no simple, geometrical property which can be used to automatically
distinguish isolated HNTs from the other types of objects in TEM images. However, there
is one feature in the TEM images that is unique to the isolated HNTs: if a line is drawn
across a HNT perpendicular to its length, the pixel intensity along the line rises and falls
almost symmetrically as the line crosses the tube walls and internal diameter. This is
illustrated in figure 2.26. Indeed, this type of intensity profile was used by Gommes et
al. to fit the internal and external diameters of multi-walled carbon nanotubes (CNTs)
in TEM images.3 In doing so, they were able to not only measure the diameters of their
nanotubes, but also identify when a ‘parasitic’ object was present and had affected the
object measurement; these objects could subsequently be discarded. The existence of
this type of intensity profile for the HNTs therefore appeared promising for removing all
objects apart from isolated HNTs from the TEM images.
To find the pixel intensity across the whole width of a nanotube, a Euclidean distance
transform must first be applied. A Euclidean distance transform of a binary image calcu-
lates the Euclidean (i.e. straight line) distance from every dark (i.e. 0) pixel to its nearest
bright (i.e. 1) pixel. This process is illustrated for a simple matrix in figure 2.27. In a
binary image where objects are represented by dark pixels (e.g. after conversion of the
initial TEM image to binary, but before it has been inverted to allow for edge detection),
the distance transform can be used to assign each pixel in the object a distance to the
edge of the object. When such a matrix is displayed as an image, the centre of the object
appears brightest, and pixels become progressively darker towards its edge. An example
of a distance transform carried out an isolated HNT is shown in figure 2.28. It should
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Figure 2.26: Pixel intensity against distance for a line drawn across the width of a HNT
in a TEM image. The intensity varies almost symmetrically across the tube; this feature
is unique to the HNTs in the images.
be noted that the distance transform method only works for images containing a single
object, but it is relatively straightforward to split an image containing many objects into
a series of images containing only one object each using MATLAB’s image processing
toolbox.
Figure 2.27: An example of a Euclidean distance transform for a simple matrix. The
value of each pixel is changed to the straight line distance between it and its nearest
non-zero pixel neighbour in the original binary matrix.
Figure 2.28: An example of a Euclidean distance transform for an isolated HNT.
After a distance transform has been applied to the image, sets of pixels with unique dis-
tance values can be identified, and their corresponding grey values can be retrieved from
the original image. Averaging the pixel intensities for each unique distance then allows
intensity to be found as a function of distance from the centre of the object. The dis-
tance can easily be converted from pixels to nm using the image scale, but it was left in
pixels here since cropping and enlarging the particles from the original TEM images for
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individual analysis changed the scale of each image by an unknown degree. It should be
noted that the distance transform returns a scalar value for each pixel, which means that
the outcome of this process is an average of pixel intensities in both directions away from
the centre of the object. This is problematic when the intensity profile across the tube is
not perfectly symmetrical (e.g. in figure 2.26). Figure 2.29 compares the intensity profile
across the same HNT found by hand in ImageJ, and by carrying out a distance transform
in one direction using MATLAB.
-20 -10 0 10 20
50
100
150
200
250
G
re
y 
va
lu
e
Distance (Pixels)
 Direction 1
 Direction 2
0 5 10 15 20
100
150
200
 Direction 1 + Direction 2
G
re
y 
va
lu
e
Distance (Pixels)
Figure 2.29: The intensity profile across a HNT as found by hand across one width of the
HNT in ImageJ, and by carrying out a distance transform in one direction on the same
HNT using MATLAB. This distance transform returns a scalar value of distance, so the
right-hand graph contains intensities from both directions away from the centre of the
nanotube, which cannot be separated.
To find the pixel intensity as a function of distance in both directions from the centre of
a HNT, the image skeleton must be found. For a HNT, this is essentially a straight line,
one pixel in diameter, running down the centre of the tube (figure 2.30). MATLAB’s
‘imgradient’ function can be used to assign a positive value to all pixels on one side of
this line, and a negative value to those on the other side. Separately retrieving pixels with
negative and positive gradients in the imgradient matrix from the distance-transformed
matrix then allows pixel intensity versus distance to be plotted in both directions away
from the centre of the nanotube. An example of this plot is also shown in figure 2.30.
The intensity profile found using a distance transform in two directions from the HNT
skeleton is similar to that found by hand in ImageJ, but it is a better representation of the
nanotube as a whole as it takes into account the full length of the nanotube.
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Figure 2.30: The skeleton of a binary image of an isolated HNT (top), and the intensity
profile across the same HNT as found by hand in ImageJ, and by carrying out a distance
transform in two directions from the image skeleton using MATLAB (bottom).
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This process was carried out for three additional isolated HNTs. It can be seen in figure
2.31a that the two which were translucent to the electron beam had similarly shaped in-
tensity profiles across their diameters. However, for an isolated HNT which is so thick
that it is opaque to the electron beam across its internal diameter (figure 2.31b), the in-
tensity profile across its width is slightly different to translucent HNTs; there is no peak
in intensity at the centre of the tube. When the process is applied to an isolated NTP or
an AP, the resulting intensity profiles are significantly different to those observed for both
translucent and opaque HNTs. Two examples are shown in figure 2.32. This suggests
that the shape of the intensity profiles found via distance transforms of the objects in the
images might be able to be used to distinguish isolated HNTs from NTPs and APs.
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Figure 2.31: The intensity profiles for three further examples of isolated HNTs. The two
translucent HNTs (a), both show a similar intensity profile to the first HNT analysed, but
the opaque HNT (b) does not have an intensity rise across its centre.
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Figure 2.32: Examples of an AP (a) and an NTP (b) alongside their corresponding in-
tensity profiles found using a Euclidean distance transform.
In their work, Gommes et al. fitted the intensity profile of the CNTs by using the Beer-
Lambert (BL) law to model the absorption of electrons by a hollow, cylindrical tube.3
The BL law describes the attenuation of incident radiation (in this case electrons) by a
medium. For a single particle, the degree of attenuation of the radiation can be given by
equation 2.13, where I is the intensity of the transmitted radiation, I0 is the intensity of the
incident radiation, l is the thickness of the particle over which the radiation has travelled,
and k is a material-specific constant (the absorption coefficient).3
log(
I
I0
) = −kl (2.13)
To fit the BL law to their data, Gommes et al. calculated l as a function of the distance
from the nanotube centre (d), and the nanotube’s internal (Ri) and external (Ro) radii,
and substituted this into equation 2.13. More specifically, they describe the variation in
intensity of the transmitted electron beam across the nanotube using equations 2.14, 2.15,
and 2.16. The shape of these functions is illustrated in figure 2.33a. In figure 2.33a, there
is a sharp transition in the intensity gradient at the edge of the hollow interior. However,
in experimental data, this transition is blurred, presumably by gaussian noise, giving rise
to smoother intensity changes. Despite this, Gommes et al. found the model sufficient to
fit the intensity profiles across their CNTs, as shown in figure 2.33b.3
−log( I
I0
) = 0 if d > Ro (2.14)
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−log( I
I0
) = 2kRo
√
1− ( d
Ro
)2 if Ro ≥ d ≥ Ri (2.15)
−log( I
I0
) = 2k(Ro
√
1− ( d
Ro
)2 −Ri
√
1− ( d
Ri
)2) if Ri > d (2.16)
(a) A cartoon illustration of the absorption of an electron beam by a hollow
cylinder. Image reproduced with permission.3
(b) An example of the model used by Gommes et al. fitted to data from an
image of a CNT.3 Image adapted with permission.3
Figure 2.33: Gommes et al. used the BL law to model the absorption of electrons of their
CNTs in TEM images, and could use this to fit the intensity profiles found using distance
transforms of the nanotubes.3
It should be possible to carry out a similar fitting process for isolated HNTs, but this
model would clearly not be a good fit for APs or NTPs. Therefore, fitting this model to
the intensity profiles of each object in a TEM image of HNTs might be a suitable way
for discriminating isolated HNTs from other objects, i.e. objects could be discarded if the
quality of this fit was too poor.
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Fitting the Beer-Lambert law to HNTs in TEM images using nonlinear least squares
regression
Gommes et al. fitted equations 2.15 and 2.16 to their data using nonlinear least squares re-
gression carried out in MATLAB.3 Nonlinear least squares regression is a computational
technique which aims to produce the best fit of a nonlinear mathematical model to exper-
imental data. More specifically, the regression algorithm seeks to minimise the sum of
squared residuals (SSE) of the fit in successive iterations until either a minimum is found
(i.e. the fit converges), or the maximum allowable number of iterations is reached.159 The
residuals of the fit are the differences between the data (y) and the fit (yˆ) at each value of
x, i.e. equation 2.17.160 The SSE is then given by equation 2.18.161 To some extent, the
goodness of the resulting fit (i.e. how closely the model matches the data) can be deter-
mined by inspection of the fitted function in comparison to the data, and/or inspection of
a plot of the residuals against x. If the model is a good fit, the fitted function should be
close to most of the data points, and the residuals should be randomly distributed around
zero.162
Residual = y − yˆ (2.17)
SSE =
n∑
i=1
(yi − yˆi)2 (2.18)
The goodness of a fit can be quantified using its root mean squared error (RMSE). The
RMSE is the square root of the mean squared error (MSE), which is calculated as shown
in equation 2.19.161 The ν in this equation is the residual degrees of freedom, which is
calculated as shown in equation 2.20, where n is the number of data points, and m is the
number of coefficients being fitted to the data.161 The closer the RMSE is to 0, the better
a fit the model can be concluded to be for the data. An alternative measure of goodness
of fit is the coefficient of determination, or R2. To find this value, the total sum of squared
errors of the fit (SST) must first be calculated using equation 2.21, where y¯ is the mean of
all of the values of y.161 R2 is then obtained using equation 2.22.161 R2 is a value between
0 and 1, and, in general, the closer it is to 1, the better the model fits the experimental data.
However, it must be acknowledged that R2 values for nonlinear models are known to not
always be valid,160 so they are reported here with the caveat that they are not necessarily
the most reliable indicator of goodness of fit. Nonetheless, reporting R2 alongside RMSE
should allow for the comparison of the quality of the BL law fit to the intensity profile
in TEM images of different particles. The values of both the R2 and RMSE of a fit are
obtainable using MATLAB.
RMSE = (MSE)
1
2 = (
SSE
ν
)
1
2 (2.19)
ν = n−m (2.20)
SST =
n∑
i=1
(yi − y¯)2 (2.21)
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R2 = 1− SSE
SST
(2.22)
Nonlinear regression algorithms require the input of first estimates of the to-be-fitted vari-
ables in order to provide the computer a point from which to start iteration. These esti-
mates need to be reasonably accurate, otherwise the algorithm can arrive at a local rather
than global error minimum, and subsequently output incorrect values.159 In this case, es-
timates are required for the variables k, Ro, and Ri. Gommes et al. suggested determining
these estimates in the following ways: for Ro, the first estimate should be half the ratio
of the object area to its length; for Ri, the first estimate should be the distance at which
the minimum intensity (Imin) is observed; and for k, the first estimate should be calculated
using equation 2.23, which is obtained from equation 2.16 by setting d = Ri and I = Imin.
For the incident intensity, I0, the average intensity of the background pixels is used.
k = − log(
Imin
I0
)
2
√
R2o −R2i
(2.23)
For the HNTs, estimates of Ri and k were found as suggested by Gommes et al..3 How-
ever, the first estimate of Ro was taken simply as the maximum value of the distance
transform in the relevant direction. After manual inspection of background pixels in Im-
ageJ, the value of I0 was taken to be 200. For the intensity profile of the HNT shown in
figure 2.26, figure 2.34a shows how well equations 2.15 and 2.16 fit the data when these
first estimates of the variables are used. It can be seen by inspection that the equations
give a reasonable approximation of the data, especially towards the tube exterior.
Using these estimates as starting parameters, equations 2.15 and 2.16 were then fit to the
same data using nonlinear least squares regression in MATLAB’s curve fitting app. Each
equation is fit separately to the other over the appropriate distance range. It should also be
noted that I0 was fitted as an additional variable (with a first estimate of 200), rather than
kept constant as was done by Gommes et al..3 This is because the intensity of the incident
electron beam was unknown, and because it was also unknown whether the electon beam
intensity was uniform or whether the carbon coating on the grid was uniformly thick. The
results of the fit are shown in figure 2.34b.
From simple inspection of the fits and their corresponding residuals in figure 2.34b, it
appears that the model fits the tube walls (i.e. Ri ≤ distance ≤ Ro) well, and the tube
interior (i.e. distance≤ Ri) less well. Indeed, the fit for the tube interior does not converge
even over 10,000 iterations, whereas the fit for the wall region converges within 400
iterations. In addition, while the fits for the separate distance regions have comparable
R2 and RMSE, they return very different values for the variables, which are given in table
2.13. The fit for the tube interior in particular returns values which are far from the starting
estimates.
Based on table 2.13, inspection of the fit and its residuals, and the fact that the fit did
not converge, it is clear that the model described by Gommes et al. is not a good fit for
pixel intensity across the hollow interior of HNTs in TEM images. This could be due to
the fact that the internal diameter of the tube varies too significantly across its length, or
because Gaussian noise (overlooked by Gommes et al.3) has too large an effect on the
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Figure 2.34: The actual pixel intensity across a HNT in a TEM image plotted alongside
a) the theoretical intensity calculated using first estimates of its radii and absorption
coefficient, and b) the result of fitting equations 2.15 and 2.16 to the data using nonlinear
least squares regression, including the fit residuals.
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Table 2.13: The initial and final variables from fitting an isolated HNT in a TEM image
using the BL law.
Variable First estimate Fit: Distance ≤ Ri Fit: Ri ≤ Distance ≤ Ro
R2 n/a 0.91 0.89
RMSE n/a 5.20 4.55
Ri 9.65 pixels 14.36 pixels n/a
Ro 18.25 pixels 35.31 pixels 17.28 pixels
I0 200 43380 139.1
k 0.03 0.14 0.02
shape of the function to be ignored. However, the variables found by fitting their model3
to the nanotube’s walls were close to both the initial parameter estimates, and the actual
values; for comparison, the Ro found for the tube in the image using ImageJ was 20.32
pixel, which was close to the value of 17.28 pixel found by fitting. Therefore, this model
can be concluded to at least be a good fit for the transmitted intensity across the nanotube
walls.
Initially, it was thought that the unique intensity peak across the centre of the HNTs could
be used as a criterion for distinguishing isolated HNTs from other particles. However, as
has been shown, this region is difficult to fit satisfactorily. Nonetheless, the model for the
tube walls might still be expected to be a better fit for tubular particles than NTPs and
APs, so it was thought that the goodness of this fit might still be a useful criterion for
differentiating the different classes of particle. For example, the logic of the algorithm
shown in figure 2.17 could be altered with the insertion of the routine outlined in figure
2.35 (i.e. after the image borders have been cleared, but before ellipses have been fitted).
To explore this possibility, the model for the tube walls was first applied to the additional
isolated HNTs shown in figure 2.31, before being applied to the NTP and AP shown in
figure 2.32, as well as two further examples of each. The R2 and RMSE values for the
isolated HNTs versus those the other types of particle are shown in figure 2.36.
In general, the R2 values for fitting the BL model are much lower for APs and NTPs,
and the RMSE values are much higher, meaning that the model fits these particles much
more poorly than isolated HNTs. Two examples of poor fits for the NTPs and APs are
shown in figure 2.37 to illustrate where the cylinder model deviates from their intensity
data. However, while the model produced a poor fit for all of APs, it managed to fit
the intensity data for one of the NTPs with an R2 of 0.86, which is very close to that of
the HNTs (the lowest for a HNT was 0.87), and an RMSE of 3.76, which is lower than
that for all but one of the HNTs. This NTP alongside its fitted intensity profile is shown
in figure 2.38. The fact that one of the NTPs could be fitted with the BL model with
comparable values of R2 and RMSE to the HNTs means that these values cannot be used
as criteria to automatically remove all NTPs from the images: if the threshold values were
too restrictive, one would risk erroneously omitting isolated HNTs, and if they were too
inclusive, one might erroneously include some NTPs.
While it is clear that filtering objects in TEM images based on the goodness of the BL
fit cannot get rid of all of the NTPs, it should not be ruled out completely as a filtering
method. This is because it is unknown how many NTPs would be left in the image after
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filtering; if it were relatively few, it might be the case that they only have a small influ-
ence on the overall size distribution found for the HNTs. In order to examine this further,
new TEM images would be required in which there were enough isolated HNT and NTPs
(rather than APs) that their populations could be studied using MATLAB. In addition,
even were a perfectly functional automated measurement algorithm developed, there are
so many APs in the TEM images discussed thus far that there may not be enough iso-
lated HNTs for a useful statistical distribution to be found. This distribution might also be
skewed towards smaller sizes if, as suspected, larger nanotubes are more prone to agglom-
eration. Making progress towards automated analysis of TEM images from this point was
therefore a sample preparation issue, i.e. a method needed to be developed to prevent
agglomeration of the particles on the TEM grid.
Does object 
cross image 
border?
Remove object
Retrieve object as
separate image
Euclidean distance
transform
Retrieve pixel intensities from
original image for each unique
distance with positive gradient (i.e.
in one direction from the skeleton)
Find image skeleton
Find image gradient away
from skeleton
Fit Beer-Lambert model
for tube wall
Fit R2 > 
threshold 
value?
Fit ellipse to object
No
Yes
Yes
No
Output ﬁtted 
variables
Find pixel intensity as a
function of distance
Fit RMSE < 
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Yes
No
Figure 2.35: A flowchart indicating the general logic of how objects in TEM images of
HNTs could be filtered in MATLAB using the goodness of fit of the BL law to their edges.
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Figure 2.36: The results of fitting equation 2.15 to the pixel intensity across several iso-
lated HNTs in a TEM image versus NTPs and APs. The dark red dashed line is at the
minimum R2 found for an isolated HNT (0.87), and the dark blue dashed line is at the
maximum RMSE seen for an isolated HNT (4.55). It can be seen that there is one NTP
with both an R2 close to the minimum for HNTs, and an RMSE below the maximum of
HNTs. This suggests that these goodness of fit criteria cannot be used to distinguish
isolated HNTs from NTPs.
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Figure 2.37: Fits of the intensity profiles at the edges of an example of either an NTP or
AP using the BL model for a cylinder and the corresponding residuals. Note that the the
fit is only applied at distance greater than the value of Ri, which is determined from the
distance at which intensity is a minimum.
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Figure 2.38: An NTP for which the BL model produced a comparable fit to HNTs along-
side its fitted intensity profile and corresponding fit residuals.
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Changing TEM sample preparation method to improve particle separation
It was thought that the problematic agglomeration of the particles seen in TEM images
might be able to be overcome by promoting repulsive interactions between the nanotubes
in the dispersion dropped onto the grid during sample preparation. For example, the pH
of the solution could be increased to increase the zeta potential of the HNTs (see section
2.4.3), or a dispersing agent could be added. Indeed, to their samples, Hillier et al.4 added
a solution of Calgon (sodium poly(phosphate) (SPP)), a widely used dispersing agent for
clay particles, and the nanotubes were dispersed into the solution via ultrasonication in
an attempt to break up existing agglomerates. In addition, in the sample preparation
described here, a solution with a relatively high HNT content (1 wt%) was used, with
the dispersion dried on the TEM grid by wicking away excess liquid with paper, whereas
Hillier et al. used a relatively low concentration of HNTs (on the order of 0.001 wt%),
and left their samples to dry over a longer period of time in a desiccator.4 Presumably as a
consequence of these differences, the HNTs in their images (e.g. figure 2.39) appear better
separated than those shown so far in this work. Therefore, the next step taken towards
developing automated size measurement of HNTs was changing the dispersant solution
used to transfer the HNTs to the grid, and changing the way in which the dispersion was
dried once on the grid.
Figure 2.39: An SEM image adapted with permission from work by Hillier et al..4 They
used a dispersing agent when preparing samples of HNTs, and the particles subsequently
appear well separated in their electron micrographs.
A similar procedure to that described by Hillier et al. was used for making new samples
of HNTs for TEM imaging.4 More specifically, three samples were made which each
contained a much lower concentration of HNTs than used previously (about 0.008 wt%
versus 1 wt%), but which each also contained different aqueous solutions: one contained
deionised water adjusted to pH 12 to maximise the particles’ zeta potentials; one con-
tained SPP at a concentration of around 0.05 wt% (a similar concentration to literature
examples);7, 163 and the remaining one was a control sample containing pure, deionised
water. These samples were ultrasonicated, then 10 µL of each was dropped onto a TEM
sample grid. These were then placed in a desiccator over phosphorus pentoxide to allow
the liquid to dry before being imaged by TEM.
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Images of the control sample (figure 2.40) show a significant degree of agglomeration, so
it is clear that the physical aspects of the new procedure (i.e. lower concentration, better
mixing, and slower drying) are not sufficient on their own to produce TEM sample grids
with well-separated HNTs. Similarly, agglomeration is seen in the pH 12 sample (figure
2.41), especially of the largest particles. However, the smaller particles do appear to be
much more evenly spread out than in previous images, which suggests that the high pH
of the solution has been at least somewhat successful for improving particle separation.
There is also a hazy layer around many of the bigger particles; it is unknown whether this
is an actual chemical feature of the sample, or an unfortunate artefact. For the sample
containing SPP (figure 2.42), not only is agglomeration still present, but there is also
clearly a thick polymer layer over all of the particles, which would cause multiple issues
with automated image analysis (e.g. problems with setting the correct threshold). This
is probably due to too high a concentration of SPP being used: in the literature examples
where SPP was used as a dispersant7, 163 a much greater amount of HNTs was also used.
Indeed, any excess SPP is likely to cause problems when this drying procedure is used;
the polymer will not evaporate under these conditions, and so will always remain on the
sample grid. It is concluded that changing the drying procedure and dispersant solution is
not effective for producing TEM images of HNTs where every particle is well separated
from the rest, at least not at the HNT concentrations described by Hillier et al..4
Figure 2.40: A TEM image of HNTs dried in a desiccator from a concentration of about
0.008 wt% in pH 7 water. Significant agglomeration still occurs.
To investigate the importance of HNT concentration on particle separation in TEM im-
ages, the samples described above were diluted by about a factor of ten with deionised
water (i.e. producing samples of around 0.0008 wt% HNTs) and re-imaged (figure 2.43).
However, in all cases, agglomeration is still apparent, and the dilution only appeared
to achieve a reduction in the HNT number concentration in the images. This reduction
happened to the extent that it would become time-consuming to take pictures of enough
HNTs to allow for a reasonable statistical distribution of sizes to be obtained (i.e. because
they are too far apart for many to captured per image). In addition, a polymer layer is
still apparent around the particles in the SPP sample. The procedure inspired by Hillier
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Figure 2.41: A TEM image of HNTs dried in a desiccator from a concentration of about
0.008 wt% in pH 12 water. Agglomeration still occurs, but many of the smaller particles
appear well separated from one another.
Figure 2.42: A TEM image of HNTs dried in a desiccator from a concentration of about
0.008 wt% in water containing 0.05 wt% SPP as a dispersant. Not only does agglomera-
tion occur, but the particles appear to be coated in a thick layer of polymer.
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et al.4 was therefore concluded to be unsuitable for producing TEM images of HNTs
suitable for automatic image analysis. The reason Hillier et al. may have found their
procedure to be effective could be because they actually dried their samples on uncoated
copper TEM grids (rather than carbon-film coated), and noted that they believe the holes
in the grid to play a role in breaking the droplet up, and changing the way the sample
dries. Unfortunately, while they were able to use such grids for their SEM measurements,
this method is not suitable for TEM imaging, which requires the grid to be covered with
a film. Indeed, it might be the case that any method of preparing HNT samples for TEM
imaging by drying of liquid water will lead to agglomeration of the particles. The next
step in obtaining TEM of HNTs with no agglomeration might be to use cryo-TEM. In
cryo-TEM, the sample is flash-frozen, rather than dried, which might allow the particles
to be imaged essentially as they were when suspended in the liquid (although blotting
of water from the the sample is sometimes also required in this technique).164 From the
results found here, it is suggested that cryo-TEM be carried out on suspensions of HNTs
in water at pH 12.
(a) pH 7 (b) pH 12
(c) SPP (d) SPP
Figure 2.43: TEM images of HNTs dried using the procedure inspired by Hillier et al.,4
but at a lower concentration of around 0.0008 wt%. Agglomeration still occurs for all
samples, and a layer of polymer is still apparent around the particles where SPP was
used as a dispersant (i.e. c and d).
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2.6.5 Small-angle X-ray scattering measurements of halloysite nan-
otubes
Introduction to SAXS
In contrast to WAXS (see section 2.5.2) where the scattering features are similar in size
to the wavelength of the incident X-rays, small-angle scattering of X-rays (SAXS) by a
particle occurs when the particle is large in comparison to the wavelength of the X-rays.165
More specifically, photons scattered from two positions which are relatively far away from
another in a large particle become out of phase and begin to interfere destructively more
quickly with increasing 2θ than those scattered from two positions which are relatively
close together (e.g. in a small particle, or atomic lattice).165 This is also evident from
Bragg’s law (equation 2.6); if λ is constant, then θ must decrease as d increases.
In a SAXS experiment, the intensity of scattered X-rays (I) is typically measured as a
function of q, which is the scattering vector. As shown in equation 2.24, q is calculated
from the scattering angle, which is 2θ, and the wavelength of the incident radiation, λ, and
it has units of reciprocal length.166 Length, L, can be calculated from q using equation
2.25.167 Intensity as a function of q can be described by the relationship in equation 2.26.
The term 〈η2〉 contains the number and volume of the particles, and the contrast (i.e.
difference in electron density) between the particles and bulk medium.168 The functions
P (q) and S(q) are known as the form and structure factors, respectively. The form factor
is characteristic of the shape of the particle, while the structure factor relates to the particle
positions relative to one another. In a dilute system, S(q) can be approximated to 1,
i.e. multiple scattering of X-rays by different particles can be neglected.168 It should
also be noted that scattering scales with particle size as per the relationship shown in
equation 2.27 (where V is particle volume),168 so larger particles will contribute more to
the scattered intensity per particle than smaller ones.
q =
4pi sin θ
λ
(2.24)
L =
2pi
q
(2.25)
I(q) = 〈η2〉P (q)S(q) (2.26)
I(q) ∝ V 2 (2.27)
The length scales which can be measured by SAXS instruments generally range from tens
to hundreds of nm, although this depends on the exact instrument being used. Specifically,
the length scales available for measurement depend on the distance between the sample
and the detector, with scattering by larger colloidal/nanoparticles (i.e. at increasingly
small angles) only able to be sufficiently resolved by instruments where this distance can
be set to be relatively long (several m). The ability to measure dimensions at these length
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scales makes the technique useful for the characterisation of both organic and inorganic
colloids and nanoparticles.165 In contrast to microscopy, the technique produces data
through interactions with a large number of particles, and suffers few issues with regards
to operator bias.169 However, interpreting scattering data to reach meaningful conclusions
about particle size and shape can be challenging.
Scattering by HNTs
SAXS analysis was carried out on a series of dispersions of HNTs in water at increas-
ing concentration, and the results are shown in figure 2.44a. Since low HNT concentra-
tions were measured, and the shape of the scattering patterns does not seem to change
with increasing concentration, measurements are assumed to be in the dilute regime (i.e.
S(q) = 1). Therefore, the small-angle scattering pattern should be described solely by the
form factor of the particles. The intensity of the scattered X-rays increases roughly pro-
portionally to the concentration of HNTs, which is consistent with the introduction of an
increasing number of interfaces which can scatter the radiation. Plotting intensity versus
q on a logarithmic scale gives smooth, straight lines which with gradients between about
-3.4 and -4.0 from q = 0.002 A˚-1 to 0.02 A˚-1, i.e. between around 300 nm and 30 nm. The
gradient appears to increase with decreasing q, as shown in figure 2.44b, but the scattering
patterns are otherwise featureless.
However, featureless SAXS patterns would not be expected for a cylinder. Figure 2.45a
shows intensity versus q which has been simulated for different cylinder sizes using SAS-
fit software and a cylindrical form factor. The dimensions of the cylinders are taken from
examples of HNTs seen in TEM images, and it can be seen that each one produces a
distinct, oscillating scattering pattern. However, the polydispersity of the HNT dimen-
sions, and the external diameter in particular, causes these scattering patterns to average
out. Figure 2.45b shows the scattering patterns of several different cylinder sizes, and the
result of averaging these patterns (after weighting each one by their relative populations
from the PDFs described in section 2.6.1). It can be seen that the average scattering pat-
tern is much closer to a straight line than that from individual cylinders. The actual SAXS
data for HNTs is plotted over this average; it is apparent that a straight line similar to that
of the real data would eventually be obtained by continuing to average the simulated scat-
tering of cylinders representing all of the different nanotube sizes. This smoothing of the
SAXS pattern due to polydispersity of size is exacerbated by the scattering contributions
of the various non-tubular impurities in the samples.
No conclusions about the size or shape of the HNTs can be made from the SAXS data
shown in figure 2.44a, but it could be argued from that there may be features at higher q
(i.e. q = 0.04 A˚-1 and higher) that are indecipherable at long sample-to-detector lengths
due to noise on the detector. This corresponds to a distance of around 15 nm, and so the
internal diameters of the tubes would be expected to be seen in this region. However,
when a shorter sample-to-detector distance was used to reduce noise in the higher q-range
(i.e. by collecting data over a smaller number of pixels), the scattering pattern was equally
featureless. This data is shown in figure 2.46.
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(a) X-ray intensity as a function of scattering vector, q, for a concentration
series of HNTs in water (the signal-to-noise ratio becomes problematically
low at intensities below the dotted line).
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Figure 2.44: Graphs showing a) SAXS by HNTs in water, and b) the first derivative of
this data at low q.
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Figure 2.45: Graphs showing simulated SAXS by cylinders of different sizes, and an
illustration of how averaging this scattering can start to approximate the actual scattering
by HNTs. The featureless SAXS seen for HNTs is therefore explained as a consequence of
the polydispersity of their dimensions.
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Figure 2.46: A graph of X-ray intensity as a function of scattering vector, q, for 0.1 wt%
HNTs in water. This data was obtained using a shorter sample-to-detector distance than
in figure 2.44 in order to reduce noise in the higher q-range.
Small-angle scattering analysis of HNTs in literature
There have been few studies of halloysite by small-angle scattering. The most recent,
and comprehensive, was by Cavallaro et al. in 2017,170 who used small-angle neutron
scattering (SANS) to study four halloysites from different sources across the globe. While
a similar to a technique to SAXS in terms of the data produced and types of features
studied, SANS measures the scattering of neutron radiation by atomic nuclei rather than
the scattering of electromagnetic radiation by electrons. Typically, SANS is used where
the phases being studied do not have significantly different refractive indices (i.e. they
have similar electron density), but do have different tendencies to scatter neutrons, e.g.
normal alkanes versus those enriched with deuterium. However, HNTs in H2O or D2O
have good contrast for both X-ray and neutron scattering, respectively, so similar results
can be obtained from either technique.
HNTs from the Dragon Mine gave featureless SANS patterns,170 similar to the SAXS
patterns reported in this work. HNTs from the Dragon Mine are perhaps the most similar
to those used in this work, as the two sources are relatively geographically close (Utah and
Idaho), and XRD data for HNTs from I-Minerals Inc. in section 2.5.2 could be matched to
many of the scattering features in a reference for those from the Dragon Mine. Cavallaro
et al. did find oscillations in scattering by HNTs from a different origin (specifically
from Western Australia), and they were able to fit this data with a theoretical model for
scattering by a hollow, tubular particle.170 However, the same model did not provide a
good fit for the HNTs from the Dragon Mine. They concluded that this was due to the
relative lack of homogeneity of size and shape for these HNTs, especially in comparison
to those from Australia.170
91
From the SAXS data found here, and other scattering data in the literature, it is reason-
able to conclude that static light-scattering techniques are probably unable to provide any
useful morphological information about the HNTs provided by I-Minerals Inc..
2.6.6 Dynamic Light Scattering
Dynamic light scattering (DLS) refers to a range of light-scattering measurement tech-
niques which can be used to find information about the size of colloidal particles.171
More specifically, experimental data from DLS measurements can be fitted with theo-
retical models of particle diffusion in order to quantify the hydrodynamic properties of
particles suspended in solution, usually their translational and/or rotational diffusion co-
efficients.171 Photon Correlation Spectroscopy (PCS) is a type of DLS technique.
Introduction to Photon Correlation Spectroscopy
When a beam of light passes through a colloidal suspension, it is scattered by the sus-
pended particles. The intensity of light measured at any given scattering angle is depen-
dent on the size and positions of the particles.171 Because the particles’ positions are
constantly changing due to Brownian (i.e. thermal) motion, the total scattered intensity
measured at a constant angle from the incident light fluctuates. The fluctuations occur on
the same time scale that it takes the particles to move a significant fraction of the wave-
length of the incident light. This means that the rate of fluctuation of scattered intensity
at a given angle is related to the rate of diffusion of the particles in solution. More specif-
ically, the faster the rate of diffusion of the particles, the faster the rate of change of the
scattered light intensity at a constant angle.171 For the simple example of a spherical par-
ticle of radius R, the translational self-diffusion coefficient, D, in a liquid with viscosity
η, at temperature, T, is given by the Stokes-Einstein equation (equation 2.28), where kB is
the Boltzmann constant.171
D =
kBT
6piηR
(2.28)
In a typical PCS instrument, the sample is irradiated with a laser beam, the light-scattering
from the sample is measured over time by one or more detectors at set angles to the
incident beam, and the signal is digitised. A laser must be used, as the incident light
needs to be coherent and high intensity. Using the digital signal, a component known as
an autocorrelator computes an intensity time correlation function, which can be expressed
as an integral of the products of intensity at time t, and the intensity at time t plus a delay
time τ (equation 2.29).171
f(τ) = 〈I(t)I(t+ τ)〉 (2.29)
The obtained correlation function is then processed mathematically by using one of either
the CONTIN algorithm or Cumulant method to yield a value for the apparent diffusion
coefficient of the particles in solution.172 For spherical particles, which are isotropic, this
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diffusion coefficient is a direct measure of their centre of mass diffusion.172 This can be
input into Stokes-Einstein equation (equation 2.28) in order to find a value for particle
hydrodynamic radius, which is close to the true radius of the particles.171
PCS measurements of rigid rods
For anisotropic particles such as rods, the situation is more complicated.172 For rods
specifically, this is because they diffuse more quickly in the longitudinal direction than
the transverse direction, and because their translational diffusion is coupled with their
rotational motion.172 The separate diffusion coefficients which must be taken into account
for rigid rods are:
1. The centre-of-mass diffusion coefficient.
2. The longitudinal diffusion coefficient, i.e. motion in the direction of the rod’s
length.
3. The transverse diffusion coefficient, i.e. motion perpendicular to the rod’s length.
4. The rotational diffusion coefficient.
The apparent diffusion coefficient, (D), which is measured for rigid rods has a contribution
from all of these modes of movement.
Indeed, the difficulty associated with calculating rod dimensions from PCS measurements
means that there has been relatively little work concerning the subject. The most recent
attempt to model DLS by rigid rods appears to be the work of Liu et al. in 2012, who
described a theoretical model for calculation of the length (but not width) of rods from
PCS measurements.172 However, their model has not been verified experimentally, and,
more importantly, is only valid for rods with an aspect ratio greater than six. For the
HNTs measured in section 2.6.3, 56% of the particles were found to have an aspect ratio
lower than six. Therefore, even were the HNT sample made up purely of nanotubes, PCS
would not be a good technique for determining their lengths.
Practical uses for PCS measurements of HNT dispersions
In the literature, the size output obtained from a PCS instrument when measuring disper-
sions of HNTs is usually reported as the apparent hydrodynamic radius of the suspended
particles without further comment,111, 173–176 even though these values are presumably (and
in some cases explicitly111, 176) obtained by fitting intensity data with a model for a spher-
ical particle.
However, even though PCS cannot and has not been used to determine the dimensions
of HNTs, it is useful for giving an indication of the level of HNT dispersion in suspen-
sion.111 More specifically, if a larger size is measured for HNTs in one suspension than
in another, it can be concluded that larger aggregates of particles are present in the first
suspension. This is useful for studying aggregation of the particles,176 and could be useful
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for studying destruction of the particles after some high-energy process, to give just two
possible examples.
Because of this, PCS measurements of HNTs were taken. The measurements were taken
using water at pH 12, and after mixing with a high-shear homogeniser. This means that the
‘size’ measured should be that of individually dispersed particles. The size obtained for
such a sample using the cumulant method and a scattering angle of 173° is (395 ± 1) nm,
where the uncertainty is the standard deviation of three measurements. The autocorrela-
tion data for these measurements is shown in figure 2.47a. The cumulant method fits a
single exponential decay function to these data, but it can be seen that the data deviate
from a simple exponential decay function at long delay times. However, as can be seen in
figure 2.47b, fitting the data with the CONTIN algorithm, which can fit multiple exponen-
tial functions to the data, yields nonsensical size results (i.e. several hundred micron even
though there were no visible particles in suspension). It is clear that existing methods are
not sufficient to describe DLS by samples of HNTs.
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Figure 2.47: The raw correlation data for HNTs in water at pH 12 (a), and the same
data fitted with three multiple exponential decay functions (representing different particle
populations) using the CONTIN algorithm (b). Fitting this way does achieve a close fit to
the data, but yields some nonsensical size values.
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2.7 Conclusions and future work
In summary, various chemical, physical and morphological properties of HNTs from I-
Minerals Inc. were characterised. In general, the chemistry of the nanotubes was as
expected from supplier data and the literature for HNTs in general, although ICP-MS
and XRD suggested that there were more metallic and non-HNT mineral impurities than
might be expected from supplier data. The morphology of the HNTs was also found to be
significantly different to that indicated by the supplier data sheet.
Most significantly, it was shown that the dimensions of the HNTs are difficult to measure
reliably; SAXS and DLS results suggest that it is not possible to measure the dimensions
of the HNTs using scattering techniques, and it was shown that relying on manual anal-
ysis of electron micrographs is unreliable because of operator bias, as well as being time
consuming.
Automation of the image analysis process was attempted to overcome these issues, and
it was shown that using basic MATLAB image processing tools could provide accurate
dimensions for isolated HNTs in TEM images. However, it was found to be difficult to au-
tomatically retrieve isolated tubes from the large population of non-tubular particles and
agglomerated tubes. Taking inspiration from a method developed for CNTs,3 it was inves-
tigated whether the pixel intensity profile (i.e. intensity as a function of distance) across
each particle in the images could be used as a criterion for automatically distinguishing
isolated HNTs. However, while fitting a model derived from the Beer-Lambert law3 to this
intensity data was shown to be effective for distinguishing isolated tubes from agglom-
erated particles, it was not always successful at distinguishing HNTs from non-tubular
impurities. Future work to successfully automate image analysis would have to include
developing a more sophisticated algorithm for differentiating between the different types
of intensity profiles. Alternatively, a machine learning approach could be adopted, with
images of each type of particle used as training data. The code would also ideally be
expanded to allow it to analyse batches of images, rather than a single image at a time. In
addition, it was shown that dispersing the HNTs in pH 12 water before dropping onto the
TEM sample grid was the most promising route for producing TEM images containing
only individually dispersed particles. Such images would be necessary to allow accurate
statistical distributions of the nanotubes to be obtained by automated image analysis. It is
suggested that cryo-TEM be explored as a possible route for achieving this. Regardless of
the final approaches adopted (with regards to either sample preparation, or analysis algo-
rithm), this work should be continued, as it is appears that automated analysis of electron
micrographs is the only way to accurately measure the dimensions of HNTs.
The results of this chapter have several implications for the manufacture of epoxy
resin/HNT nanocomposites. Firstly, it is expected from section 2.4.2 that epoxy resin
would only be a moderately good solvent for HNTs. From this conclusion, it can be pre-
dicted that high shear mixing techniques and/or surface functionalisation of the nanotubes
would be necessary for the dispersion of individual HNTs into an epoxy resin, which is
in agreement with the general trends seen in literature, as discussed in chapter 1. Ad-
ditionally, it can be concluded that the degree of dispersion of HNTs in an epoxy resin
nanocomposite would have to be analysed by hand in electron micrographs, rather than by
automated image analysis, or by light scattering. Such manual image analysis can both
take a considerable amount of time (especially if nanotube sizes are to be found), and
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introduce unwanted bias into the measurements. All of these factors must be taken into
account when planning the production and accurate characterisation of epoxy resin/HNT
nanocomposites.
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2.8 Materials and methods
2.8.1 Materials
A summary of the materials used in this chapter is given in table 2.14. Not included is
deionised water, which was purified from the mains supply to a resistivity of 18.0 MΩcm
using a PureLab Option-Q water treatment unit. The solvents used for dispersability tests
are also not included: these were from various suppliers, and were of at least reagent
grade purity.
Table 2.14: A list of the materials used in this chapter.
Material Supplier Purity and/orother comments
Halloysite nanotubes I-Minerals Inc.
ULTRA HalloPure
Halloysite (2015M)
Sodium hydroxide Fluka Analytical >97%
Hydrochloric acid (aqueous) Fisher Scientific 1M (stabilised)
Sodium poly(phosphate) Acros Organic Pure
Phosphorus pentoxide Acros Organic 98% (extra pure)
2.8.2 Methods
Estimation of HNT sedimentation times in different solvents
For each of the solvents listed in section 2.4.2, about 50 mg of HNTs were added to about
5 mL of solvent, and the vial shaken vigorously by hand. To test the sedimentation time
of the particles in each solvent, the mixtures were stirred using a magnetic follower and
stirrer plate whilst being filmed using a generic digital USB microscope controlled by
MATLAB code (see appendix). The first frame after stirring had been turned off is taken
as time = 0 for subsequent sedimentation time estimates.
Evaluation of Hansen solubility parameters
Hansen solubility parameters for the solvents were obtained from HSPiP software.
Zeta potential measurements
Zeta potentials were measured using a Malvern Zetasizer Nano ZS. A disposable polystyrene
measurement cell was used, which was flushed with a large excess of deionised water be-
tween each measurement. Samples of deionised water were made to the desired pH using
either HCl or NaOH. HNTs were added to these solutions at an approx. concentration of
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0.1 wt%, and these dispersions were briefly shaken once to disperse the nanotubes, and
then again just before the measurement was taken. The method described by Joo et al.149
was also attempted for samples below pH 2. Specifically, these samples were treated for
several h in an ultrasonic bath, then filtered through a 0.8 µm cellulose acetate syringe
filter before measurement.
ICP-MS
A few hundred mg of sample were digested using concentrated nitric acid, and analysed
using an Agilent 4500 ICP-MS. Samples were digested with acid and measured by Neil
Bramall in the Department of Chemistry at the University of Sheffield.
XRD
Wide-angle diffraction data for the whole 2θ range was collected using a Stoe STADI P
diffractometer with a Cu Kα1 radiation source and a Cu Imaging Plate detector. Approx.
50 mg of HNT powder was mounted sandwiched between to acetate foils in a standard
Stoe specimen holder. Data was acquired in 8 scans from 0° to 100° 2θ over a total
acquisition time of 55 min. The data was calibrated using a Si standard (NIST 640d Si),
which provides an accurate calibration for peaks at 28° 2θ and above. Peaks were indexed
using Bruker EVA software with access to the International Centre for Diffraction Data
(ICDD) PDF-4+ crystallography database.152
Using a similar HNT sample to that described above, data was collected for the d001 re-
gion specifically using a Xenocs Xeuss 2.0 instrument (Excillium MetalJet liquid gallium
source) with a vertically-offset Pilatus 1M detector, and a sample to detector distance of
544 mm. Data was collected in “high flux mode” with a collection time of 180 s. The data
was calibrated using a silver behenate standard over a q-range of 0.02 - 1.5 A˚, and data
reduction was done using instrument-specific Foxtrot software. The data was collected
and reduced by Dr. Dan Toolan in the Department of Chemistry.
FT-IR spectroscopy
Spectra were collected on a Perkin Elmer Spectrum Two Fourier-Transform Infrared spec-
trometer fitted with an UATR Two sampling accessory. After a background spectrum had
been taken, small amounts of powdered sample (about a mg) were placed on the crystal
for analysis, with the large “shoe” fitted, and the force gauge applied to a level of about
150. Spectra were collected as an average of 10 scans between 450 and 4000 cm-1. All
samples were dried for at least 1 h under vacuum at 100 °C before being immediately
taken for measurement (about 20 min between leaving the oven and measurement).
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TGA
About 15 mg of sample was measured using a Pyris TGA with a pure nitrogen atmo-
sphere. The following heating program was used: hold for 5 min at 25 °C; heat from
25 °C to 800 °C at 10 °Cmin-1; hold at 800 °C for 5 min.
TEM: standard sample preparation
Deionised water was added to HNTs to give a dispersion of approx. 1 wt%, which was
shaken by hand to disperse the nanotubes. An approx. 10 µL portion of this sample
was dropped onto a carbon-coated, copper TEM grid, and the excess water was wicked
away by blotting with filter paper after approx. 1 min. The samples were imaged without
further preparation using an FEI Tecnai transmission electron microscope.
TEM: sample preparation for study on increasing particle separation
A solution of pH 12.5 (as measured by pH probe) was made by dissolving the appropriate
amount of sodium hydroxide in deionised water and stirring overnight. A solution con-
taining 0.066 wt% SPP was made by stirring the polymer in deionised water overnight.
To about 100 mL of these solutions, and to 100 mL of pure, deionised water, were added
between 0.007 and 0.009 g of HNTs. The HNTs were then dispersed by 5 min of ultrason-
ication with a Fisher FB-505 Ultrasonic Processor at an amplitude of 50%. A further three
samples were made by diluting about 2 mL of each of these suspensions with 20 mL of
deionised water, and shaking vigorously. About 10 µL of each sample was then dropped
onto a carbon-coated, copper TEM grid, before being placed in a desiccator over phospho-
rus pentoxide for several h to allow the water to fully dry off. The samples were imaged
without further preparation using an FEI Tecnai transmission electron microscope.
Manual analysis of particles in TEM images
TEM images were analysed by hand using ImageJ. MATLAB was used to fit log-normal
distribution functions to the obtained dimensions (see appendix).
Automated analysis of particles in TEM images
Images in JPEG format were filtered and fitted with ellipses using custom MATLAB code
(see appendix). For fitting the BL law, screen shots were taken after zooming in on ap-
propriate particles in the original images (note that the scale of the blown-up image is
different to the original). Intensity as a function of distance was then found using MAT-
LAB. The BL law was fitted to this data in MATLAB’s curve-fitting application using
the Trust-Region nonlinear least squares regression algorithm, with the starting estimates
outlined in the text, and default values for the algorithm controls (e.g. minimum and
maximum changes in coefficients per iteration).
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SAXS
Samples were prepared by adding the required amount of HNTs to deionised water and
shaking by hand to disperse the nanotubes. The samples were injected into a flow cell
consisting of a glass capillary tube. Scattering patterns were collected using a Xenocs
Xeuss 2.0 instrument (Excillium MetalJet liquid gallium source (λ = 1.34 A˚) and Pilatus
1M detector), a sample to detector distance of either 6.4 m or 2.5 m, and a collection time
of 600 s. Images were corrected for sample transmission and background, and radially
averaged to give the intensity versus q.
Dynamic Light Scattering
A solution of about pH 12 (as measured using a pH probe) was made by addition of the
appropriate amount of sodium hydroxide to deionised water. HNTs were then added to
make a dispersion of about 0.1 wt%. The HNTs were dispersed into the solution using
about 2 min of mixing with an IKA Ultra Turrax Homogeniser set to 25,000 rpm. This
solution was then measured using a Malvern Zetasizer Nano ZS. The size measurement
reported in the text is the average of those calculated by the instrument software using
the cumulant method, and the quoted uncertainty is the standard deviation in the average.
Fitting using the CONTIN algorithm was also attempted via SEDFIT analysis software.
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Chapter 3
A Comparison of Mixing Methods for
Dispersing Halloysite Nanotubes into
Epoxy Resin
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3.1 Introduction
As discussed in Chapter 1, epoxy resins are desirable as engineering materials because
of their high specific modulus relative to traditional materials such as steel.17 However,
for some high-performance applications, epoxy resins are still not robust enough to re-
place these denser materials. The mechanical properties of epoxy resins can be increased
by the inclusion of reinforcing filler materials. However, if the filler is much denser
than the epoxy, the mass of a composite with the desired mechanical properties can be
prohibitively high.39 The use of nanoparticles rather than micro- or macroparticles can
avoid this problem. This is because nanoparticles typically have a very high surface-
area-to-volume ratio, meaning that there is a much higher area for interaction between
the nanoparticle and epoxy per kg of filler compared to traditional, larger particles. This
means that a much lower mass of nanofiller should need to be added for the same rein-
forcing effect to be achieved, hence nanoparticles should be more desirable for composites
than traditional fillers.39
Fundamental considerations for mixing of nanoparticles into epoxy resin
While the addition of nanofillers to an epoxy resin to make a nanocomposite can lead
to the improvement of the mechanical properties of the polymer, this effect relies on the
nanoparticle being well dispersed into the resin, i.e. each particle needs to be individu-
ally separated from the rest.39, 128 This maximises the amount of surface area available
for interaction between the two components. If nanoparticles are not sufficiently well-
dispersed in a nanocomposite, either only limited improvements in mechanical properties
will be seen compared to the pure polymer, no improvement will be seen, or there may
even be a reduction in performance (e.g. if agglomerates of nanofiller are large enough
to act as stress concentrating flaws). Therefore, good mixing of nanoparticle (i.e. disper-
sion of the particles at an individual level) with the bulk is crucial for the production of
nanocomposites with good mechanical properties.
However, mixing nanoparticles into liquids such as an epoxy resin monomer can be chal-
lenging. This is because the entropy of mixing for a nanoparticle with a solvent or other
bulk medium is typically very low.46 As mentioned in Chapter 2, for mixing to be spon-
taneous, the Gibbs free energy of mixing (∆Gmix) must be negative (equation 3.1). Since
the entropy of mixing (∆Smix) for nanoparticles is low, for mixing to be spontaneous, ei-
ther the enthalpy of mixing (∆Hmix) must be negative (i.e. there are favourable energetic
interactions between the nanoparticle and the bulk), or the mixing process is endothermic
and energy must be put in to disperse the particles.46 It was concluded in Chapter 2 that
epoxy resins would only be expected to be moderately good solvents for HNTs, so it is
probable that extensive mixing of the two would not occur spontaneously under normal
conditions. In practice, the interaction between the particle surface and the bulk can be
made more energetically favourable by changing the surface chemistry of the particle, or
a high-shear mixing technique can be employed to overcome inter-particle interactions
and force the particles to separate. The focus of this chapter is the effect of mixing.
∆Gmix = ∆Hmix − T∆Smix (3.1)
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Mixing strategies for dispersing HNTs into epoxy resin
Many strategies for dispersing HNTs into epoxy resins have been reported. Often, the
reported mixing techniques have been low energy, utilising only basic mechanical stirring
of the HNTs in the epoxy resin,110, 131, 177–179 although it could be argued in some of these
cases that the application the nanocomposite is being utilised for does not necessarily
require complete dispersion of the HNTs, e.g. when improving flame retardance of a
resin110 or improving the ability of the resin to prevent metal corrosion when applied as
a protective coating.177 However, many studies also report the use of two higher-shear
mixing techniques, namely ultrasonication and three-roll mill processing.
Ultrasonication, i.e. treatment of the mixture with ultrasound from some variety of
generator, has frequently been reported as a means of dispersing HNTs into epoxy
resin.10, 108, 111, 125, 180, 181 Treating a liquid with ultrasound causes there to be fluctuating
regions of high and low pressure in the fluid.182 During low pressure cycles, bubbles
form, which subsequently collapse during high-pressure cycles. The collapsing of these
bubbles generates extremely high local temperatures, pressures, and shear forces, which
is what allows for effective mixing of components on the nanoscale.182 Dispersing HNTs
into epoxy resin with ultrasonication has been shown to lead to improvements in the me-
chanical properties of the final nanocomposite, including modulus, strength,111, 125 and
impact strength.10 Vahedi et al. compared the effectiveness of using ultrasonication to
disperse HNTs into epoxy resin with mechanical mixing, and found that ultrasonication
produced nanocomposites with higher impact strength and increased viscosity, suggest-
ing that ultrasonication had led to more complete dispersion of the particles.10 In contrast,
Carastan et al. more recently compared ultrasonication to mechanical ball-milling, and
found little improvement to the flexural moduli of the nanocomposites for either tech-
nique.183 While it is clear that ultrasonication can be sometimes be effective for mak-
ing epoxy/HNT nanocomposites, the exact ultrasonic processing parameters (i.e. type
of instrument, ultrasonic power, and processing time) used in the literature vary widely,
and are often only vaguely reported. For example, sometimes the mixing technique is
referred to simply as ultrasonication, with no reference to the type and power of the in-
strument used.111, 125, 180, 181 Ultrasonication can also variously be carried out either on
the resin/nanoparticle mixture diluted with solvent to reduce its viscosity,11 or on the
undiluted mixture, instead relying on the heat generated during in processing to reduce
viscosity.10 Because there has been no work concerning the comparison of different ul-
trasonication methods, and because little work has been done to compare the technique to
other methods (only low-shear mechanical mixing10, 108 and ball-milling183), it cannot be
concluded that any one of the ultrasonication procedures described in the literature is the
optimum for dispersing HNTs into epoxy resin, or indeed whether ultrasonication is the
best technique for doing so.
Another high-shear mixing technique which can been used to disperse nanoparticles into
epoxy resin is the use of a three-roll mill (3RM). A 3RM (shown in figure 3.1) consists of
three parallel rollers which rotate at different speeds and in different directions. The rear
roller rotates the slowest, the middle roller three times faster, and the front roller three
times faster again. The rear and front rollers rotate towards the front of the machine, with
the middle roller rotating in the oppposite direction. This configuration means that a vis-
cous liquid which is fed onto the gap between the rear and middle rollers will be drawn
into the machine, then pass through both the front and rear gaps and onto the front roller,
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where it can be scraped off with a specially-designed knife. The rollers are driven at high
torque, and the distances between them can be set to below 5 µm, which means that any
material passing through the gaps experiences extremely high shear forces. This is what
allows the 3RM to effectively disperse nanoparticles into viscous liquids such as epoxy
resin. For example, Li et al. used a 3RM to effectively disperse unmodifed graphene
into epoxy resin, despite graphene having unfavourable energetic interactions with the
epoxy.184 There are two examples of a 3RM being used to disperse HNTs into epoxy
resin.109, 126 Kim et al. specifically looked at the flexural properties of their epoxy/HNT
nanocomposites, and saw that dispersing the HNTs into the resin with a 3RM led to an
improvement in the flexural strength of the final material.109 However, as with ultrason-
ication, the reporting of the processing parameters in both these cases is vague; in fact,
neither group describe any details of the mixing process beyond stating that a 3RM was
used.109, 126 This is a problem as there are several parameters that have a significant effect
on dispersion quality and which can be altered when processing using a 3RM, namely
processing time (i.e. how many times the sample was passed through the mill), roller
speed, and inter-roller gap distances and forces.184 While it is clear that the 3RM is also
a good candidate for dispersing HNTs into epoxy resin, there is again a need for compar-
ison of different processing parameters in order to establish the most effective means for
doing so.
As well as achieving a good level of dispersion, it is important that a mixing technique
should not damage either the filler or resin into which it is being mixed. In the case of
ultrasonication of dispersions of HNTs, Rong et al. observed that treatment of HNTs
in pure acetone at ultrasonication powers of 100 - 700 W led to significant decreases in
nanotube length, with a larger extent of destruction occurring at higher ultrasonication
powers and longer ultrasonication times.185 Vahedi et al. also noted a large temperature
rise in undiluted resin/HNT mixtures when ultrasonicated with no external cooling,10 so
it is feasible that the resin may also be being damaged in the ultrasonication process,
specifically by oxidation at high temperatures. There are no reports of damage occurring
to HNTs after processing through a 3RM, but it may be that this has simply not been
studied. Because the rollers in a 3RM can be set to gap distances on the order of the
lengths of the longer HNTs (around 5 - 7 µm), it is feasible that breaking of the tubes
may occur during processing. The ability of ultrasonication and the 3RM to produce
mixtures without damaging either component must therefore also be considered alongside
the degree of dispersion obtained using either method.
Aims of chapter
As was also previously highlighted in Chapter 1, when the literature for the use of HNTs
in epoxy resins is taken as a whole, it is clear that there is no consistent/standard method
for achieving good dispersions of the nanotubes in epoxy resins. Notably, there remains a
need to compare the effectiveness of two specific high-shear mixing techniques, namely
the widely-used ultrasonication technique, and the use of a 3RM. There is also a need
to compare how changing processing parameters for both techniques changes the level
of dispersion of HNTs into epoxy resin that can be achieved. It has also never been
established whether these processing methods cause damage to HNTs when used to dis-
perse them into epoxy resin, or to what extent any damage occurs. Therefore, it was
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(a)
(b)
Figure 3.1: An example of a 3RM (a), and a diagram showing how material is fed through
the rollers of the mill during processing (b).
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decided that both ultrasonication and the 3RM should be trialled for making epoxy/HNT
nanocomposites as a first step before carrying out any deeper work on the subject.
Initially, an additional aim of this chapter was to compare the performance of organo-
modified montmorillonite clay (oMMT) as a reinforcing filler for epoxy resins to that of
HNTs when nanocomposites of each were made using the same mixing strategy. As dis-
cussed in Chapter 1, this is a relevant consideration since oMMT, being already widely
available, would be the main competitor to HNTs with regards to price and abundance
were the use of HNTs in epoxy resins ever scaled up for commercial application. How-
ever, as will be discussed in section 3.2.4, there were significant processing challenges
which prevented the manufacture of nanocomposites of oMMT in epoxy which were suit-
able for mechanical testing.
To aid navigation, a flowchart illustrating the structure of the chapter is given in figure
3.2.
Which mixing method is most suitable for
producing epoxy/HNT nanocomposites?
Optical microscopy to
assess degree of
dispersion
Degree of
dispersion?
Damage
to HNTs or 
epoxy?
Comparison 
of Mechanical 
properties?
Comparison 
to oMMT?
Observation of physical
and chemical changes
during mixing
Discussion of issues
with processing
oMMT into epoxy
TEM imaging of
nanocomposites and
uncured mixtures
Rheology of uncured
epoxy/HNT mixtures
Determination of ﬁller
content in
epoxy/HNT
nanocomposites
Three-point bend
testing of epoxy/HNT
nanocomposites
Conclusions
Figure 3.2: A flowchart illustrating the structure of the chapter “A Comparison of Mixing
Methods for Dispersing Halloysite Nanotubes into Epoxy Resin”
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3.2 Results and discussion
3.2.1 The epoxy resin system
The epoxy resin monomer chosen for use in this work was the difunctional digylcidyl
ether of Bisphenol A (DGEBA), which is relatively cheap and widely used. The chemical
structure of DGEBA is illustrated in figure 3.3. In terms of physical properties, DGEBA is
a viscous liquid at room temperature, but becomes significantly less viscous upon heating
above about 40 °C. Commercially, DGEBA is obtained by the reaction of epichlorohy-
drin with bisphenol A under alkali conditions, as shown in figure 3.4.186 This reaction
produces oligomeric as well as monomeric species, since the deprotonated phenol groups
can act as nucleophiles and attack the epoxide ring.
O
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O
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Figure 3.3: The chemical structure of DGEBA.
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Figure 3.4: The reaction of bisphenol A with epichlorohydrin under alkali conditions
produces DGEBA monomer (i.e. n = 0), as well as oligomeric species (i.e. n > 0).
As discussed in Chapter 1, epoxy resins are polymerised by the addition of a difunctional
nucleophilic curing agent to the epoxy resin monomer. In this work, meta-xylylenediamine
(MXDA) was chosen as the curing agent, and its chemical structure is shown in figure 3.5.
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MXDA was chosen because it is a liquid which is miscible with DGEBA at room temper-
ature, and is hence easy to incorporate into the resin, and because it represents a relatively
low hazard compared to many other difunctional hardeners used to cure epoxy resins.
NH2H2N
MXDA
Figure 3.5: The chemical structure of MXDA.
Full details of the curing process are given in the methods section, but a simple descrip-
tion will also be given here. The DGEBA was first mixed with MXDA to give a solution
containing a slight molar excess of amine N-H groups to epoxide groups. This stoichio-
metric ratio had been found previously to repeatably produce a resin with a high extent
of reaction and optimum cross-link density.187 This mixture was sealed in an airtight vial,
and stirred repeatedly over around 1 - 2 h of pot time. After this pot time, the mixture
was degassed using an ultrasonic bath for around 15 min, before being poured into the
appropriate molds/vessels. The filled molds were then heated in an oven from 60 °C to
around 165 °C (i.e. above the glass transition temperature of the cured resin: see section
3.2.9), where they were held for several hours to ensure that the full extent of reaction
was achieved.
3.2.2 The use of ultrasonication to disperse HNTs into epoxy resin
Ultrasonication without cooling
The method described by Vahedi et al. was used as a first attempt to disperse HNTs
into the resin.10 They used a 700 W ultrasonicator set to 50% amplitude to disperse
the HNTs into resin over 1 h of processing. The ultrasonic probe used in this work was
500 W, and the amplitude was set to 70% during processing. Using equation 3.2 to convert
amplitude to power gives the ultrasonication powers listed in table 3.1 (where Ps is the
ultrasonication power applied to the sample, Pmax is the maximum power output of the
ultrasonicator, and A is the amplitude). The ultrasonication power used in this work
was 40% greater than that used by Vahedi et al..10 In their work, they noted that the
temperature of the resin increased to about 100 °C during processing, so the temperature
of the mixing vessel used here was monitored throughout sonication using a thermocouple
attached to the vessel exterior.10
Ps = PmaxA
2 (3.2)
Measuring the temperature of the vessel during ultrasonication showed that the tempera-
ture rose much higher than that reported by Vahedi et al..10 This is probably because of
the higher ultrasonication power used here, although the temperature they report for the
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Table 3.1: The ultrasonication powers used by Vahedi et al.10 versus this work.
Ultrasonicator
power/W Amplitude/%
Ultrasonication
power/W
This work 500 70 245
Vahedi et al.10 700 50 175
mixture is vague, i.e. they presumably did not measure temperature continuously, so it
may have risen higher than they report. As can be seen in figure 3.6, in this work, the tem-
perature of the resin rose rapidly under continuous ultrasonication, reaching over 160 °C
after about 25 min. At this temperature, the resin started to boil and even smoke, so the
ultrasonication was stopped for the sake of safety. After ultrasonication, the resin/HNT
mixture had turned noticeably darker than a similar concentration mixture of resin/HNTs
that had not been processed in this way (figure 3.6). This suggests that some kind of ox-
idation of the resin had occurred at the high temperatures. Heating of the sample during
continuous ultrasonication clearly puts a limit on the overall processing time that can be
used (indeed, the 25 min managed here is already much lower than the 1 h reported by
Vahedi et al.).10
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Figure 3.6: A graph showing the temperature rise of the mixing vessel during continuous
ultrasonication of an epoxy/HNT mixture (left), and a comparison of resin/HNT mixtures
which have and have not undergone ultrasonication (right). The mixture treated with ul-
trasonication (US) is much darker than the other (non-US), which suggests that oxidation
of the resin has occurred.
Only a poor level of dispersion was achieved after 25 min of continuous ultrasonication.
This is obvious from the large agglomerates visible in the optical microscope images
taken of the samples made by continuous ultrasonication, which can be seen in figure 3.7.
If the nanoparticles were dispersed as individual particles, optical microscopy would be
expected to show no features since the particles are small compared to the wavelengths
of visible light. Therefore, it was concluded that continuous ultrasonication processing at
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245 W for 25 min was not an effective way to disperse HNTs into epoxy resin.
Figure 3.7: An optical microscope image of a sample of HNTs in epoxy which was treated
to 25 min of continuous ultrasonication. There are still relatively large (tens of µm in
diameter) agglomerates of HNTs visible, some examples of which are indicated by the
yellow arrows. This shows that complete dispersion of the particles was not achieved.
However, while it is clear that this method did not fully disperse the HNTs into the resin, it
was apparent that the level of dispersion did increase with increasing processing time. Fig-
ure 3.8 shows optical microscope images taken at different ultrasonication times. These
seem to show, at least qualitatively, that longer ultrasonication led to increasingly small
agglomerates. This suggested that ultrasonication might still be an effective method for
dispersing the HNTs were it possible to extend the time for which the mixtures could be
safely processed.
Ultrasonication with solvent dilution and cooling
The next method used to disperse the HNTs into the resin was ultrasonication at the same
power (i.e. 245 W), but this time using dilution of the epoxy with acetone to reduce
its viscosity, and external cooling of the mixture with an ice bath. As an extra measure
to keep the mixture cool, ultrasonication was carried out in pulses (45 s on, 15 s off)
which allowed some of the heat built up during ultrasonication cycles to dissipate. As
can be seen in figure 3.9, the temperature of the vessel remained low (around 5 °C) over
much of the processing time, and would presumably be able to be kept low indefinitely
if the ice in the ice bath were to be replenished (or another method of continuous cooling
used). Processing in this way therefore allowed the epoxy/HNT mixture to be sonicated
for much longer than the previous method; mixing was stopped after 80 min, which was
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Figure 3.8: Optical microscope images taken at different times during continuous ultra-
sonication of an epoxy/HNT mixture. The agglomerates decrease significantly in size and
number the longer ultrasonication proceeds.
equivalent to 60 min of the sample being treated with ultrasonication, compared to 25 min
previously.
However, while ultrasonication with dilution and external cooling allowed for much longer
processing times, it appears that the level of dispersion achieved reaches a maximum be-
fore extremely long processing times are reached. Specifically, DLS measurements of
samples taken from the mixture at different times (figure 3.10) show that the average
size of the suspended particles reaches a minimum of approximately 700 nm after around
45 min of ultrasonication (i.e. 1 h total processing time). That is not to say that this in-
dicates that the HNTs are individually dispersed by this time, especially since neat HNTs
were measured by DLS to have a size of 395 nm (see Chapter 2). Nonetheless, DLS
suggests that the maximum degree of dispersion of HNTs into a diluted epoxy resin has
already occurred after about 35 - 45 min of ultrasonication, at least at this ultrasonication
power.
Optical microscope images also show a decrease in the size of the agglomerates over time
in this processing procedure. However, as can be seen in figure 3.11, some relatively
large particulates are still visible, even after 80 min of processing. This is probably due
to the localised nature of the mixing by ultrasonication, i.e. mixing only occurs where
a cavitation event occurs. At any given time, there may remain large agglomerates in
the sample which by chance have not experienced a sufficient number of mixing events
to be fully broken apart. The likelihood of an agglomerate not having interacted with a
sufficient number of cavitation events decreases as time goes on, but from figure 3.11, it is
at least clear that greater than 60 min of ultrasonication is required to break up absolutely
all of the agglomerates in the sample.
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Figure 3.9: The temperature of the vessel exterior during continuous ultrasonication of an
undiluted resin/HNT mixture with no cooling (red), compared to pulsed ultrasonication of
a resin/HNT mixture diluted with acetone which was cooled with an ice bath (blue). With
pulsed ultrasonication and external cooling, the temperature of the mixture could be kept
low throughout processing.
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Figure 3.10: The size of HNTs during ultrasonication in epoxy diluted with acetone, as
measured by DLS. The size at each time is an average of three measurements, and the
error bars are the standard deviation in this average. The average size is seen to decrease
as ultrasonication proceeds, until a plateau is reached after about 45 min.
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Figure 3.11: Optical microscope images taken during pulsed ultrasonication of an
epoxy/HNT mixture diluted with acetone. The agglomerates decrease significantly in size
and number the longer ultrasonication proceeds. However, even after 80 min, large ag-
glomerates (an example is indicated with the red arrow) can still be found in the samples.
The worm-like features in one of the images are motes of dust caught in the resin.
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3.2.3 The use of a three-roll mill to disperse HNTs into epoxy resin
Choice of processing parameters for using the three-roll mill
A typical 3RM has two user-defined parameters which influence the final dispersion state
of the mixture being processed, namely the inter-roller gap distances and the rotation
speed of the rollers. Both of these machine parameters affect the shear forces experienced
by the mixture as it goes through the rollers, as will the viscosity of the material itself.184
The gaps between the rollers can be set in either gap mode or force mode, meaning that
either the distance between the rollers is set by the user, or the force between the rollers
is set. The minimum gap distance which can be set in gap mode is 5 µm, whereas force
mode can be used to achieve gap distances of below 1 µm. This obviously means that
finer dispersions can be achieved using force mode, but the use of force mode is also more
risky as there is the possibility that the rollers can touch at low gap widths, which causes
catastrophic damage to the machine. However, this only happens in normal operation if a
portion of the rollers becomes dry during processing, meaning that force mode can only be
safely used if the whole width of the rollers remains wetted with product throughout. This
essentially puts a lower limit on the amount of material that can be effectively processed in
force mode (from experience, this is around 100 g). In contrast, relatively small amounts
of a mixture can be handled in gap mode as it is safe to use only a small portion of
the rollers. This makes gap mode more desirable when materials are expensive, or only
available in limited amounts.
In a typical 3RM procedure, the gap widths are initially set to be relatively large, and
gradually decreased with each pass until a final minimum gap or maximum force is set.
This gradually increases the fineness and homogeneity of the mixture. The mixtures
are passed through the rollers at the minimum gap width several times until the desired
degree of dispersion is reached. Indeed, the total number of passes through the machine
is another important processing parameter. For example, Li et al. showed that at least
eight passes through their 3RM (with the final five in force mode) were required to break
stacks of graphene into individual platelets.184 It is clear that all of the inter-roller gap
distances/forces, the roller speeds, the mixture viscosity, and the number of passes through
the machine must be considered when processing on a 3RM, and must at the very least be
recorded and kept similar between batches if repeatable mixing results are to be obtained.
However, as previously mentioned, although there are examples in the literature of a 3RM
being used to disperse HNTs into epoxy resin, the reporting of processing parameters in
these cases is vague.109, 126 Therefore, the processing parameters used here had to be
chosen using common sense and with some technical advice from the 3RM manufacturer.
More specifically, the gaps between rollers and roller speeds were simply set to values
which allowed the material to be processed at a reasonable speed (a few minutes per pass
through the machine), with only the front gap set to the lowest gap width/maximum force
for the final passes. It was decided that gap mode would be used initially to avoid any
damage to the machine, and because the minimum gap of 5 µm is close to the length
of the larger HNTs, so it was unknown whether processing below this gap width would
cause damage to the nanotubes.
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Three-roll mill processing: gap mode
In the first trial of processing HNTs into the resin with the 3RM, the mixture was pro-
cessed five times through a final gap width of 5 µm. As illustrated in figure 3.12, optical
microscopy showed that many agglomerates of up to about 80 µm remained in the sample,
i.e. agglomerates much bigger than the 5 µm gap distance.
Figure 3.12: An optical microscope image taken of an approximately 5 wt% epoxy/HNT
nanocomposite made by passing the epoxy/HNT mixture 5 times through the 3RM at a
5 µm gap setting. Many large agglomerates (an example is indicated with a yellow arrow)
are still visible, suggesting that this was a poor mixing technique.
This might be due to the particulates being broken up into anisotropic sheet-like particles
when passing through the gap, with one dimension being 5 µm, but the other two remain-
ing large, which is illustrated in figure 3.13. This is almost certainly an oversimplification
of the dynamics of particles passing through the mill, which probably involves complex
deformations of the relatively-loosely-bound agglomerates, but nonetheless it certainly
seems feasible that certain large agglomerates can pass through small gap widths with
little damage. In any case, it is clear that five passes through the 3RM at a final gap of
5 µm was not sufficient to break up agglomerates and disperse the HNTs into the resin.
However, it was not known whether good dispersion could be achieved simply by passing
the material through the 5 µm gap more times. It was thought that with enough passes,
each agglomerate might have passed through the gap and been broken up enough times
that every dimension would be reduced to the order of 5 µm (i.e. the order of the individual
nanotubes’ lengths). The process was hence repeated, but this time the mixture was passed
through the final gap width 15 times. Optical microscopy (figure 3.14) once again showed
that large agglomerates remained in the sample. These were smaller than those seen when
only five passes were used, suggesting that increasing the number of passes through the
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Figure 3.13: An illustration of a simple possible explanation for why agglomerates much
larger than 5 µm remain in epoxy/HNT mixtures after several passes through a 5 µm gap
width. Essentially, it is feasible that a particle can pass through the gap with a large size
in one or two dimensions, so long as it has at least one dimension of 5 µm or less.
machine was indeed effective at increasing the level of dispersion of the HNTs. However,
running the material through the machine 15 times at the lowest gap width already took
several hours, so it was decided that while increasing the number of passes through the
3RM at a 5 µm gap width might eventually lead to a good dispersion of HNTs, this would
almost certainly be too time and labour intensive to be practical.
Three-roll mill processing: force mode
After the use of the 3RM’s gap mode to disperse the HNTs into epoxy was concluded
to be ineffective, doing so using force mode was investigated. In the final mixing step,
the mixture was passed 10 times through a gap set to the maximum machine force of
26 Nmm-1. This appeared to lead to some heating of the product, but not to the extent
seen during ultrasonication. More specifically, the final mixture obtained using force
mode was warm to the touch, and estimated to have been around 40 - 50 °C. However,
there is no way of telling what temperature was reached by the mixture while passing
through the roller gaps; this is probably much higher because of the high shear forces
being applied. Nonetheless, there was no obvious colour change to the resin as observed
in section 3.2.2. The increase in temperature certainly did seem to reduce the mixture
viscosity, and have an affect on the forces between the rollers. Figure 3.15 shows how
the real-time inter-roller force reading decreased as the mixture heated up after repeated
passes through the machine in force mode. Cooling of the rollers is possible, but it was
found to cause some complications with the use of the machine. Despite heating of the
mixture potentially reducing the effectiveness of mixing, optical microscopy (figure 3.16)
showed very few visible agglomerates remaining in the samples made via force mode,
suggesting that the process had been effective at dispersing the nanoparticles.
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Figure 3.14: An optical microscope image taken of an approximately 2 wt% epoxy/HNT
nanocomposite made by passing the epoxy/HNT mixture 15 times through the 3RM at a
5 µm gap setting. Many agglomerates are still visible (two examples are indicated with
yellow arrows), suggesting that this was a poor mixing technique, but they are typically
much smaller (about half the size) than the agglomerates seen after 5 passes through the
mill at this gap width. This suggests that increasing the number of passes through the
3RM in gap mode can increase the level of dispersion of the particles.
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Figure 3.15: A graph showing how the mean force between the front 3RM rollers de-
creased as a mixture was repeatedly passed through it in force mode. Heating of the
mixture reduces its viscosity, reducing the forces experienced between the rollers. The
error bars are half the range of observed values.
Figure 3.16: An optical microscope image taken of an approximately 2 wt% epoxy/HNT
nanocomposite made by passing the epoxy/HNT mixture 10 times through the 3RM at the
maximum force setting. Visible agglomerates are rare (an example is indicated with a
yellow arrow), suggesting that this was a good mixing technique.
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3.2.4 Issues experienced with processing organo-montmorillonite into
epoxy resin
As noted in the introduction, significant processing challenges were encountered when
making epoxy/oMMT nanocomposites. More specifically, mixing oMMT into epoxy
resin caused a significant degree of foaming, presumably due to some combination of
the alkyl ammonium species used to modify the organoclay acting as surfactants, and the
hydrophobic coated particles stabilising the resulting bubbles of air. For example, fig-
ure 3.17 shows a 2 wt% mixture of oMMT in epoxy made by diluting the concentrated
epoxy/oMMT paste obtained from the 3RM with pure resin, warming the vessel to 40 °C
to reduce viscosity, then stirring vigorously by hand. It can be seen that the mixture is
opaque because of the large number of bubbles present.
Figure 3.17: A mixture of oMMT and epoxy resin which is opaque because of the degree
of foaming which occurs upon mixing.
Degassing of these mixtures was attempted, however this was found to be both labour
and time intensive. Firstly, degassing was attempted simply by applying vacuum to the
samples. However, this lead to a substantial increase in volume of the mixture as the
trapped gas expanded, meaning that the vacuum could not be left on or the mixture would
spill out of the vessel. An example is shown in figure 3.18. Instead, the vacuum had to be
manually cycled on and off. However, even with over two hours of vacuum cycling, and
the resin being heated to reduce its viscosity, complete degassing could not be achieved
using this method.
It was found that effective degassing of the uncured epoxy/oMMT mixtures could be
achieved by extended treatment in an ultrasonic bath at around 40 °C. The required treat-
ment time was on the order of hours, and increased with increasing oMMT content in the
mixture. Examples of 1 and 2 wt% mixtures of epoxy/oMMT which had been degassed
using an ultrasonic bath are shown in figure 3.19. However, addition of the hardener to the
resin required further vigorous mixing, which served to reintroduce the bubbles. These
bubbles could not be removed using the ultrasonic bath on the time scale of the pot time
of the curing resins.
It was thought that these bubbles might be able to escape the resin as its viscosity de-
creased in the initial stages of being heated in the curing oven. However, when samples
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(a) Before application of vacuum. (b) Shortly after application of vacuum.
(c) The mixture quickly begins to spill
out of the vessel.
(d) Releasing the vacuum causes the
expanded bubbles to collapse.
Figure 3.18: Images illustrating the rapid expansion of gas in an epoxy/oMMT mixture
as vacuum is applied (in this case using a rotary evaporator).
Figure 3.19: Mixtures of 1 and 2 wt% epoxy/oMMT after around one hour of treatment in
an ultrasonic bath at 40 °C. The 1 wt% sample has almost been fully degassed, although
longer treatment times are needed for mixtures with a higher oMMT content than this.
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of epoxy/oMMT were degassed as much as possible with the ultrasonic bath before be-
ing cured, it was found that large bubbles remained throughout the depth of the samples,
which would have had a significant affect on the mechanical properties of the nanocom-
posites. An example is shown in figure 3.20. In contrast, all of the epoxy/HNT nanocom-
posites could be completely degassed with 15 min of treatment in the ultrasonic bath.
Therefore, it was concluded that epoxy/oMMT nanocomposites could not be made in the
same way as epoxy/HNT nanocomposites, and hence a direct comparison between the
two types of filler could not be made in this work.
Figure 3.20: A sample of epoxy/oMMT nanocomposite which had been cured after ex-
tensive degassing using an ultrasonic bath. The sample has been backlit to illustrate the
large number of bubbles that remain throughout the material after curing.
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3.2.5 Sample labelling
Consistent sample labelling is used throughout the remainder of this chapter. The letters
G, F, S, and AS refer to samples made using: the 3RM in Gap mode (G); the 3RM in force
mode (F); ultrasonication with neither cooling, nor solvent dilution (S); and ultrasonica-
tion with dilution with acetone and external cooling (AS). In the case of the G samples,
the prefixes 5 and 15 refer to the number of passes of the material through the 3RM. The
suffixes 1, 2 and 5 refer to the approximate weight fraction of HNTs added to the epoxy
resin before mixing (note that these weight fractions are lower than the actual fraction of
filler in the final nanocomposites because of the contribution of the additional mass of the
hardener). These abbreviations are also summarised in table 3.2.
Table 3.2: A summary of the abbreviations used to label samples in this chapter. The
suffixes 1, 2 and 5, which are later used with these abbreviations, refer to the approximate
amount of HNTs which were added to the epoxy resin before mixing (in wt%).
Abbreviation Meaning
S
Sample made by ultrasonication in epoxy resin with
neither dilution, nor cooling.
AS
Sample made by ultrasonication in epoxy resin but with
both dilution with acetone, and external cooling.
5G
Sample made using five passes through a 5 µm gap
with the 3RM in gap mode.
15G
Sample made using fifteen passes through a 5 µm gap
with the 3RM in gap mode.
F
Sample made using ten passes through a maximum gap force
with the 3RM in force mode.
3.2.6 Using TEM to study the degree of dispersion and size of hal-
loysite nanotubes in epoxy/HNT nanocomposites
In a nanocomposite material, the optimum degree of mechanical reinforcement is achieved
when the nanofiller is distributed to the level of individual particles.128 Because of this,
it is useful to have a means of studying how well dispersed the particles are in the bulk
medium. Were the particles found to be poorly dispersed, it would be clear that a different
mixing strategy would be required to improve the performance of the final material.
In practice, there are several possible methods for studying the dispersion of particles in a
polymer, but the most appropriate method to use depends on the type of filler being stud-
ied. The most direct method is the use of microscopy at the appropriate length scale, with
TEM being a widely-used example for studying nanofillers. However, sample preparation
for TEM imaging of bulk polymer is not straightforward, as it requires specialised cutting
tools and expertise for the preparation of very thin samples (typically<100 nm). As noted
in Chapter 2, TEM is also time-consuming, subjective, and has the disadvantage of not
necessarily being representative of the whole sample since only a relatively small area of
the material can be studied. Bulk scattering techniques, such as SAXS, can be used to
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study the aggregation state of nanofillers in polymer nanocomposites, as long as the parti-
cles have well defined shapes and are relatively mono-disperse in size, for example silica
nanoparticles.188, 189 However, as shown in Chapter 2, SAXS measurements of HNTs do
not give any useful information about the size or relative positions of the particles due to
their polydisperse shapes and sizes. Alternatively, WAXS can be used to study disper-
sions of many types of platy nanoparticles, such as graphene,184 montmorillonite,190 and
kaolinite.59 These particles exist as stacks of plates in their native (i.e. unmixed) states,
and the interlayer spacing (i.e. d001) in these stacks is an inter-particle distance. The d001
is typically of the right size to be measured using WAXS, and the absence of the d001 peak
in nanocomposites containing these nanoplates can hence be used as evidence of a good
degree of dispersion of the particles (although it is not conclusive evidence of this on its
own).190 However, the d001 in HNTs is an intra- rather then inter-particle distance, and
hence gives no information about the degree of separation of individual particles. Since
the bulk X-ray scattering techniques commonly used for other nanofillers are not applica-
ble to HNTs, it was concluded that TEM was the most appropriate method for studying
the dispersion of HNTs in epoxy/HNT nanocomposites, despite its disadvantages.
TEM imaging of nanocomposite samples
To assess the nanoscale dispersion of the HNTs in the epoxy/HNT nanocomposites, TEM
images were taken of the 15G, F, S and AS samples (see table 3.2). Samples of HNTs
imaged in the epoxy/HNT nanocomposites are denoted with the prefix N. These TEM
images are shown in figure 3.21.
Figure 3.21: TEM images of nanocomposites of HNTs and epoxy made by different mix-
ing methods. Large agglomerates of several µm were visible for the S and G samples,
whereas most of the HNTs seemed to be individually dispersed in images of the AS and F
samples.
In the area observed by TEM, both the NS and NG samples were seen to have large (i.e.
many µm in diameter) agglomerates of HNTs, which was expected since many large ag-
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glomerates were visible in optical microscope images of these samples. Interestingly,
these samples did also contain individually dispersed HNTs, suggesting that the mixing
had been successful at least to some extent. It was even possible to find areas of the badly
mixed 15G sample where all of the HNTs in the frame of the TEM image were indi-
vidually dispersed (figure 3.22). This is important to note, since if only this image were
considered, it would be reasonable to conclude the HNTs to have been well-dispersed in
this sample, which is clearly not the case. That is to say, this shows that it is important to
survey a large area and take many images when conducting TEM of polymer nanocom-
posites.
In contrast, agglomerates in the images of NF and NAS samples were rare, and those
that were observed were considerably smaller than those seen for NG and NAS. Most of
the HNTs in these samples were individually dispersed. From qualitative assessment of
TEM images at least, it is clear that all of the mixing techniques dispersed the HNTs as
individual particles to some extent, but only in the NF and NAS samples can the HNTs
be considered to have been essentially fully dispersed. On the basis of these images and
those acquired by optical microscopy, using the 3RM in force mode and ultrasonicating
the HNTs in an epoxy/acetone solution can be concluded to be effective mixing strategies
for dispersing HNTs into epoxy resins.
(a) (b)
Figure 3.22: TEM images of nanocomposites of HNTs and epoxy made using the 3RM in
gap mode. A large agglomerate of several µm is visible in image (a), but not image (b).
This illustrates the potential for incorrect conclusions to be drawn from TEM images if
only a small area/number of images is considered in isolation.
In order to determine whether any damage had occurred to the nanotubes during the mix-
ing process, the lengths of several hundred HNTs were measured in TEM images of each
sample. As would be expected from Chapter 2, the lengths in each sample appeared to fol-
low a log-normal distribution. Table 3.3 lists the most probable (i.e. mode) lengths of the
log-normal disributions fitted to the HNTs in the N samples, as well as the maximum nan-
otube length measured in each sample. For all of the samples, the mode tube length was
considerably shorter than that which had originally been found for pure HNTs in Chapter
2 (i.e. 486 nm), and the mode length of the nanotubes were found to be much smaller for
the NF and NAS samples than the NS and NG. In addition, the maximum length of HNTs
measured for all of the nanocomposite samples was found to be about three times shorter
than the maximum measured for the pure HNTs (i.e. 6763 nm). This might lead one to
conclude that all of the mixing techniques damaged the nanotubes, specifically by break-
ing them into shorter lengths, as has been concluded by some authors.132 However, it did
not make sense that two very different mixing techniques (i.e. ultrasonication and 3RM)
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would cause damage to the HNTs such that they ended up very similar in length (e.g. the
mode lengths of the distributions for NF and NAS were only 3 nm apart). This suggested
that other factors could be at play, namely sample preparation for TEM imaging of the
nanocomposites.
Table 3.3: The mode lengths of the log-normal distributions fitted to the HNTs seen in
TEM images of the N samples, and the maximum length of tube measured for each sample.
Sample Mode length/nm Maximum length/nm
NS 221 2120
NAS 163 1687
NG 205 2184
NF 160 1949
To prepare the samples for TEM imaging, slices of the nanocomposites had to be pre-
pared which were thin enough to be transparent to the electron beam. While the exact
thickness of the samples was not measured, the cutting tool was set to cut slices of around
85 nm thickness. This is similar to the external diameters of many of the nanotubes, and
is much smaller than the lengths of the tubes. The act of cutting these slices probably
directly affects the HNT lengths measured in the images of the nanocomposites since it is
probable that many nanotubes lay across a cutting face, and were subsequently chopped
into two. This would lead to an increased number of short nanotubes in the final material.
In addition, the 2D profile of TEM images means that any HNTs rotated to a significant
degree perpendicular to the plane of the image would appear shorter. Both of these possi-
ble reasons for the apparent shortening of the HNTs in the TEM images are illustrated in
figure 3.23.
Figure 3.23: An illustration of how both cutting of the nanotubes by the microtome knife
during sample preparation, and rotation of nanotubes out of the plane of the TEM image,
could make HNTs in TEM images of nanocomposites appear shorter than they truly are.
In the case of rotation of nanotubes out of the plane of the image, it is even possible to
quantify this effect to some degree. Assuming a slice thickness of 85 nm and that the
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nanotubes are randomly oriented in space, it is possible to use equation 3.3 to get some
idea of how the angle of rotation would affect the apparent length of a nanotube that would
be seen in a TEM image .
Observed length of tube ∼ 85
tanθ
(3.3)
While this equation does not exactly describe the observed length of nanotube as a func-
tion of the angle of rotation, since the angle of rotation is slightly different to the angle
of the triangle made by the observed length of the nanotube and the slice thickness, using
it to plot apparent length as a function of angle of rotation (figure 3.24) illustrates that
long nanotubes need only be rotated a small amount out of the image plane before they
appear significantly shorter than they actually are. For example, at a rotation of 5°, the
maximum observable nanotube length would be around 970 nm. The observation that the
maximum measured lengths in the N samples are much shorter than the longest HNTs
measured in Chapter 2 is explained by the fact that long tubes are rare to begin with, and
that there is also only a low likelihood that they will be found in the right conformation
to be observable at their true length in TEM images of the nanocomposites. It is clearly
feasible that both the act of cutting the nanocomposite samples into slices and the 2D
nature of TEM imaging itself could have an influence on the length of HNTs measured in
TEM images. Therefore, it is impossible to conclude from TEM images taken of cured
nanocomposite samples whether or not any of the mixing techniques damaged the HNTs.
However, there is at least one published article where this was not taken into account, and
the apparent shortening of the nanotubes seen in nanocomposite samples was attributed
to damage caused by the mixing methods (ultrasonication and mechanical mixing).132
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Figure 3.24: A plot of length versus angle of rotation calculated using equation 3.3. This
gives an idea of how only a small rotation of a nanotube out of the plane of a TEM image
is needed before it will look significantly shorter than it truly is.
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TEM imaging of nanotubes washed from uncured resin mixtures
To establish whether or not the apparent reduction in both the mode and maximum ob-
served lengths of the HNTs in nanocomposites was due to the sample preparation or
the mixing process, samples of the uncured mixtures were taken for TEM imaging. In the
first attempt, the resin mixtures were simply diluted with acetone to give an approximately
1 wt% dispersion of HNTs (the same concentration as that used to image pure HNTs in
Chapter 2), and these solutions were dropped onto carbon-coated TEM grids. However,
there was enough resin left in these solutions to form epoxy films on the grids, which were
thick enough to be opaque to the electron beam. An example is shown in figure 3.25. This
meant that the HNTs had to be washed out of the epoxy before they could be measured,
which was done by repeated dilution with acetone, and centrifugation to retrieve the clay,
which was then dried. Washing the HNTs out of the mixtures was initially avoided, as
it is unknown whether centrifugation would artificially change the length distribution of
the samples, i.e. it is unknown if, at a given centrifugation time, most of the nanotubes
have settled out from solution, but the shortest remain suspended and might be acciden-
tally discarded with the washing solvent. The HNTs obtained by this method no longer
dispersed readily in water, but did disperse readily an acetone, suggesting either that there
was some coating of the HNTs with the epoxy, or that the epoxy still had not been fully
washed away. Dropping these dispersions of HNTs in acetone onto carbon-coated grids
did produce samples in which the HNTs could be imaged. The samples of tubes which
were washed from the uncured resin mixtures are denoted with the prefix W, and TEM
images of the W samples are shown in figure 3.26.
Figure 3.25: A TEM image of a sample made by dropping an acetone-diluted mixture
of HNTs in epoxy onto a carbon-coated copper TEM grid. The epoxy forms a film im-
penetrable to the electron beam, meaning epoxy/HNT mixtures cannot be imaged in this
way.
Interestingly, the nanotubes found in the WF and WS samples appeared to have a fuzzy
coating, which did not appear to be present for the WAS and WG samples. The extent
of this coating seemed to be greater for the WS sample than the WF sample. Examples
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of coated nanotubes are shown in figure 3.27. Both of the WF and WS mixtures had
heated up significantly during mixing, with the temperature of the WS sample specifically
reaching over 160 °C. It might be the case that they both got hot enough that reactions
between the epoxide and clay surface occurred, as well as homopolymerisation of the
epoxy monomer, which would lead to a polymerised layer bound to the HNT surfaces.
Homopolymerisation of epoxide monomers is a well known phenomenon, and it usually
occurs in the presence of a base or Lewis acid catalyst.191 For example, it has been seen
previously in the preparation of epoxy/oMMT nanocomposites, where the presence of the
quaternary ammonium compound used to organofunctionalise the clay is thought to act as
a catalyst and cause epoxide homopolymerisation between the clay plates.192 However, it
is unknown whether the bare HNT surface could act as a catalyst in this reaction. In any
case, further experiments would be required to prove that the resin has covalently bonded
to the surface at all. One way to do so would be deliberately heating HNTs in epoxy, then
thoroughly washing them before taking them for characterisation.
Figure 3.26: TEM images of HNTs washed from epoxy/HNT mixtures made by different
mixing methods.
Figure 3.27: Close-up images of HNTs in the WS and WF samples which appeared to
have a coating. The red arrows indicate features which are thought to be a coating of
epoxy, possibly formed due to heating of the epoxy/HNT dispersion during mixing.
The results of measuring the lengths of the HNTs that had been washed from the resin are
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given in table 3.4. They were found to be very similar in length to those measured in the
nanocomposites, although there were many more long nanotubes in the washed samples,
and the maximum length of nanotube measured for the washed samples was generally
around twice that measured for the nanocomposite samples. Again, at this point, one
might have concluded that all of the mixing techniques had caused a reduction in length
of the nanotubes. However, one possibility remained: the original length measurement of
the pure HNTs might have been inaccurate.
Table 3.4: The mode lengths of the log-normal distributions fitted to the HNTs seen in
TEM images of the N and W samples, and the maximum length of tube measured for each
sample.
Sample Mode length/nm Maximum length/nm
NS 221 2120
WS 312 3689
NAS 163 1687
WAS 186 4810
NG 205 2184
WG 219 4537
NF 160 1949
WF 192 3952
As discussed in Chapter 2, at this point it was found to be the case that the original
measurements of the HNTs’ lengths that were made were inaccurate. More specifically,
returning to the TEM images of the pure HNTs, and measuring as many nanotubes as
possible (560) without disregarding any, showed their mode length to be around 164 nm,
much shorter than the original 486 nm that was found. Using the 95% confidence intervals
for MATLAB’s estimates of the log-normal parameters for each set of lengths measured,
uncertainties can be added for each sample. Doing so reveals that the mode lengths of all
but one sample are within error of one another (figure 3.28).
An anomalously large length was found for the WS sample. This may have been due
to the fact that the HNTs in this sample appeared to have a significant polymer coating,
which might have improved the stability of their dispersion in acetone, and meant that
not all of the small nanotubes had sedimented from solution during centrifugation (i.e.
during preparation of the W sample), which would artificially deplete the population of
shorter nanotubes seen in TEM images. However, when DLS measurements of a sample
of a 2S resin mixture dispersed in acetone were taken at increasing centrifugation times
(figure 3.29), it was seen that all of the nanotubes appeared to have been retrieved from
solution by 30 min of centrifugation (the time used to retrieve the HNTs when making
the W samples). Therefore, the anomalously large size of the HNTs in the WS sample
is not due to small nanotubes remaining in the acetone during preparation. Alternatively,
it might be the case that the fuzzy coating may have caused the nanotubes to have been
measured to be longer than they actually were, and/or may have obscured some of the
smaller nanotubes (e.g. that were lying close to large ones in agglomerates) and prevented
them being measured. In any case, ignoring the result for WS samples, the fact that all of
the other W samples and the pure HNTs had very similar mode lengths suggests they are
actually all following the same size distribution.
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Figure 3.28: A comparison of the mode values of the log-normal probability density
functions of HNT length found for pure HNTs and both N and W samples. All of the
samples bar WS seem to have overlapping uncertainties, suggesting that they are probably
all following the same size distribution. The uncertainties are the mode values calculated
using the 95% confidence intervals of the log-normal paramters µ and σ fitted to the data
using MATLAB.
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Figure 3.29: DLS measurements of S HNTs in an epoxy/acetone solution at different
centrifugation times (at 3000 rpm). By 20 min of centrifugation, the measured ‘size’ of
the S sample is the same as that of a pure epoxy + acetone solution, and this does not
change after 30 min. Therefore, it is concluded that all of the HNTs have been retrieved
from solution by 30 min of centrifugation. The error bars are the standard deviation of
three size measurements.
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Conclusions drawn from length measurements in TEM images
The preceding results highlight the fact that the log-normal fits of the data sets are prob-
ably not useful for comparing lengths between different samples of HNTs. More specif-
ically, all of the fitted mode lengths are within uncertainty of one another, yet there are
clearly many more long nanotubes in the W samples than in the N samples. That is to say,
the fitted length distributions are so dominated by short nanotubes, that the absence of the
longest tubes does not significantly change them. As such, it is probably better to return
to the raw length data for each sample to compare between them, specifically to compare
the fractions of long nanotubes present for each sample.
Figure 3.30 shows the percentages of nanotubes that were found to have lengths of above
1000 nm, 2000 nm, 3000 nm, 4000 nm, and 5000 nm for the pure HNTs and the W
samples. It can be seen that all of the W samples have a similar percentage of longer
nanotubes, and indeed the W samples all have a higher percentage of nanotubes over
2000 nm long than the pure HNTs do. Only the pure HNT sample was seen to have
a nanotube longer than 5000 nm, but this amounted to one tube out of 560 (0.2%), so
nanotubes above this length are probably just very rare, and not necessarily always found
in the relatively small sample area measured by TEM. The comparable amount of longer
nanotubes seen for all of the W samples and pure HNTs is compelling evidence that none
of the mixing methods used reduced the lengths of the nanotubes, not even ultrasonication,
which had previously been shown by Rong et al. to cut HNTs into shorter lengths,185 and
suggested to do so by Brantseva et al..132
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Figure 3.30: A comparison of the percentages of HNTs over certain lengths found for
pure HNTs and the W samples. The W samples actually seem to have a larger proportion
of longer tubes than the pure sample, which suggests that the mixing techniques used did
not damage the HNTs (i.e. did not reduce their length).
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3.2.7 Investigating rheometry as a means for determining the degree
of dispersion of halloysite nanotubes
The viscosity (η) of a liquid can be described simply as its tendency to resist flowing
when an external force is applied.193 It is described mathematically as the ratio between
the shear stress (σ), i.e. the pressure being applied to the fluid, and the shear rate (γ), i.e.
the rate of change of velocity at which layers in the fluid are being made to flow over one
another (equation 3.4). In Newtonian fluids (e.g. most solvents), the viscosity does not
change with changing shear rate. In non-Newtonian fluids, viscosity does change with
changing shear rate. If the viscosity increases as shear rate increases, then the fluid is said
to be shear thickening, and if viscosity decreases as shear rate increases, it is said to be
shear thinning.193
η =
σ
γ
(3.4)
Adding a second, dispersed phase, e.g. a solid particle, to a fluid will often increase its
viscosity.193 This is because collisions between the dispersed particles increase friction
in the fluid and enhance its resistance to flow. The viscosity increases as filler concen-
tration increases, because inter-particle collisions become more frequent, and the type of
collisions can change from single to many body. For example, at high enough filler con-
centrations, particles can form relatively large, networked structures in the fluid. Particle
dispersions often also show non-Newtonian behaviour.193 For example, shear thinning
can occur when anisotropic particles preferentially align in the direction of flow, thereby
lowering their collision cross-sections in that direction, and shear-thickening can occur
when the applied shear force causes the particles to come together to form networked
structures more resistant to flow. Nanoparticles dispersed in pre-polymer blends (e.g. un-
cured epoxy resin) and polymer melts are essentially a dispersed phase in a bulk phase,
and study of the rheological properties of these materials can hence give an indication of
the structure of the dispersed particles. For example, it has been shown that a marked
increase in shear thinning behaviour is seen for nanocomposites containing oMMT when
complete exfoliation of the plates is achieved.194
Investigations regarding the rheology of dispersions of HNTs in epoxy resin have typically
been justified for two reasons: firstly, the viscosity of an epoxy/HNT mixture could be an
important factor when considering possible applications of the nanocomposites (e.g. it
might need to be low enough to allow for injection in a resin transfer molding process),10
and secondly, it might be a good indicator of the degree of dispersion of epoxy/HNT
mixtures made by different mixing techniques.10, 132, 183 Vahedi et al. specifically used an
increase in viscosity seen for an epoxy/HNT sample made by ultrasonication versus one
made by mechanical mixing as evidence for better mixing in the ultrasonicated sample.10
Rheometry was used here for a similar reason, i.e. to ascertain if there was a viscosity cri-
terion which could be used to distinguish between poorly mixed and well mixed samples
without having to go to the extent of looking at the samples using TEM (which is both
expensive and time-consuming). Were viscosity found to be significantly dependent on
the degree of dispersion of the HNTs, it was hoped that a simple bench-top experiment
could then be designed to ascertain whether a particular sample matched the viscosity
criterion for being well mixed. This would allow real-time evaluation of the degree of
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dispersion of HNTs in portions of a sample taken at different stages during mixing (e.g.
at increasing ultrasonication time, or increasing number of passes through the 3RM), and
hence present a quick way of establishing the minimum degree of processing needed to
fully disperse the HNTs.
Along with measuring the viscosities of the uncured epoxy/HNT samples, their filler con-
tents had to be known, since the viscosity of a particle/fluid mixture is dependent on the
particle concentration.193 These samples were prepared separately to the ones used for
mechanical testing, so their filler contents could not simply be extrapolated from those
measured in section 3.2.8. Despite the dependence of mixture viscosity on filler fraction,
this was not measured in any of the three cited examples of measurements of the vis-
cosities of epoxy/HNT mixtures.10, 132, 183 Indeed, correspondence with one set of authors
revealed that the value of 3 wt% that they list for the mixtures they measured was actu-
ally nominal, and based on the approximate amount of filler assumed to be in the cured
nanocomposites (i.e. HNTs + epoxy + hardener), rather than the actual amount in the
mixtures, which must be much lower.183, 195 In order to avoid confusion, and to confirm
that any difference in rheological properties seen between different samples is not simply
due to a difference in filler content, it is important to have a means of measuring this for
the uncured epoxy/HNT mixtures.
The most straightforward way of determining the filler content in uncured epoxy/HNT
mixtures is to wash the resin out with an appropriate solvent (e.g. acetone), and dry and
weigh the remaining solid. Soxhlet extraction seems ideal for this, as it allows for many
washes of the sample with solvent to be carried out easily, meaning that one could be
confident all the resin had been removed. In addition, there would be little chance of any
HNTs being inadvertently lost during the washing process (which would lead to an under-
estimation of filler content); if the washing solution was clear at the end of extraction, it
would be safe to assume that none or only minimal amounts of HNTs had been lost from
the thimble. However, it was found that mass measurements of the cellulose thimbles
used for extraction were unreliable. Figure 3.31 shows that the mass uptake of a cellulose
thimble that had been weighed, soaked in acetone, dried in a vacuum oven, then weighed
again once dry. The mass of the thimble after drying took a long time to become sta-
ble, and it was never seen to reach its original mass. This would introduce significant and
unpredictable error into the measurement of HNT content, since while the absolute uncer-
tainty in the mass of the thimble caused by drying was only small (a few tens of mg), the
masses of HNTs being measured were also small (on the order of a hundred mg). Instead,
the filler content was determined by repeated washing and centrifugation of the samples.
Instrumental uncertainties for this method are low (relying on three mass measurements
made using a precise balance), however there is always potential for unintentional loss of
clay from the sample, e.g. through spillages. Nonetheless, it was determined to be the
only viable way to find filler content values for the uncured mixtures, which are listed in
table 3.5.
The results of measuring sample viscosity as a function of shear rate for pure epoxy and
the epoxy/HNT samples made by different mixing methods are shown in figure 3.32.
Measurements of viscosity were taken during an initial ramp up from a shear rate of 0 s-1
to 1000 s-1, and then again as the shear rate was decreased from 1000 s-1 to 0 s-1. All
of the nanocomposite mixtures had viscosity greater than the pure resin, and, ignoring
the anomalous AS sample for the time being, they seemed to show similar rheological
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Figure 3.31: The moisture uptake of a cellulose soxhlet thimble which had been soaked
in acetone then completely dried.
Table 3.5: Filler content for uncured epoxy/HNT mixtures made by different mixing tech-
niques, as found by washing away the resin through repeated rinsing, and weighing the
resulting solid. The instrumental uncertainty in filler content is low, but values are only
given to 1 d.p. in recognition of the fact that the uncertainty is unknown and probably
much larger than the instrumental uncertainty (e.g. due to loss of sample during wash-
ing).
Sample Filler content/wt%
15G 6.0
F 6.7
S 5.3
AS 4.9
behaviour. Specifically, they all showed some degree of shear thinning on the initial
ramp up, and lower viscosity at low shear rates on the ramp down than on the ramp
up. This suggests that some alignment of the nanotubes in the direction of flow had
occurred. Surprisingly, the viscosity of the mixtures did not show positive correlation
with the apparent degree of dispersion of HNTs seen by optical microscopy and TEM,
even after taking filler content into account.
The viscosity of the apparently-poorly-mixed S sample was found to be over 10% greater
than that of the well-dispersed F sample, despite F being measured to have a higher filler
content. It is speculated that this might be due to homopolymerisation of the epoxy at
the high temperatures reached during sonication, since an increase in molecular weight
would be expected to increase solution viscosity.196 This is an important result, as it
means that the increase in viscosity for a sample made by ultrasonication without cooling
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Figure 3.32: Viscosity plotted against shear rate for pure epoxy and the epoxy/HNT sam-
ples made by different mixing methods. Up and down refer to measurements made during
an initial increase of shear rate from 0 s-1 (up), and subsequent measurements made as
the shear rate was decreased from 1000 s-1 (down).
reported by Vahedi et al. may well have actually been due to a chemical change in the
epoxy resin, rather than an increase in the degree of dispersion of filler, which is what
they attribute it to.10 Similarly, Brantseva et al. noted an increase in viscosity for samples
made by ultrasonication, which they attributed to breakage of the nanotubes leading to
a greater number concentration of particles in the mixture (and a subsequent increase in
viscosity).132 However, it was shown in section 3.2.6 that ultrasonication probably does
not break the nanotubes, so it is possible that the increase in viscosity they saw was also
due to a change in the composition of the resin. It is therefore clear that this is a factor that
needs to be taken into account when studying the rheology of epoxy resin nanocomposite
mixtures made by ultrasonication.
The AS sample showed completely different rheological behaviour to the others. Specif-
ically, shear thickening occurred on the ramp up from zero, followed by rapid thinning.
The reverse behaviour is subsequently not seen during the ramp down, and is not seen
when the sample is kept in the instrument and subjected to a repeat of the shear sweep.
This suggests that there is some kind of microstructure in the AS sample which initially
resists shear deformation, then is broken up as shear rate increases, and cannot recover its
original structure on the timescale of the experiment. The filler content of the AS sam-
ple (4.9 wt%) was found to be similar to (albeit slightly lower than) the other samples
(5.3 - 6.7 wt%), and the sample showed a similar degree of dispersion of HNTs as the F
sample. Therefore, this shear thickening behaviour is probably not due to the AS sample
containing a uniquely percolated network of nanotubes compared to the other mixtures.
It is suggested that it is instead due to the presence of traces of acetone in the sample,
although exactly how that would lead to a shear-thickening network is unclear. However,
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the fact that the viscosity of this sample after thickening and subsequent thinning is much
lower than the other nanocomposite mixtures is consistent with the presence of acetone,
which is known to reduce the viscosity of epoxy resins.197
It is acknowledged that this amounts to quite a superficial analysis of the rheological
properties of these samples. Indeed, in hindsight, oscillatory rheometry rather than the
continuous shear sweep used here would have been more appropriate, as it would have
yielded more information about the alignment of the nanotubes, and may have allowed
for more quantitative analysis of the degree of dispersion of the mixtures.194 However,
even from brief inspection, it is clear that rheometry is not a good way to compare the
degree of dispersion of HNTs in samples using the 3RM and ultrasonication. Specifically,
the samples made by ultrasonication can probably both be assumed to have a different
fluid phase than simply pure resin, due to the probable presence of acetone and higher
molecular weight species for AS and S, respectively. That is to say, it would be difficult
to justify changes in rheological properties as being due to a difference in the level of
dispersion of filler rather than a difference in the composition of the resin.
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3.2.8 Determining HNT content in epoxy/HNT nanocomposites
It is well established that the mechanical properties of a nanocomposite are a function
of the amount of filler added to the material.198 Unsurprisingly, this has also shown to
be true for nanocomposites of HNTs in epoxy: for example, Sun et al. observed a 4%
increase in the Young’s modulus and a 5% increase in the tensile strength of epoxy/HNT
nanocomposites when they increased the HNT loading from 2.5 to 5 wt%,11 and Kim et al.
saw a steady increase in the flexural strength of their epoxy/HNT nanocomposites up to a
15 wt% loading (after which, the strength dropped off sharply).109 Since the mechanical
properties of epoxy/HNT nanocomposites are so dependent on the filler content in the
material, it is important to have a means of measuring this.
Despite the importance of filler concentration in relation to nanocomposite mechanical
properties, its measurement is often not discussed in literature. Indeed, for the specific
subject of epoxy/HNT nanocomposites, published articles do not mention the measure-
ment of filler content; the values of filler content reported are presumably calculated from
the amount that was added to the epoxy before mixing.10, 11, 125, 126, 178, 179 This might seem
reasonable assuming careful experimentation on behalf of the authors, however it was
found in this work that it was difficult to ensure that all of the clay added to the resin
ended up as part of the final material. For the example of the S samples specifically, there
are clearly many large agglomerates at the bottom of the mixing vessel after sonication
and decanting of the mixture (illustrated in figure 3.33). This is presumably due to the
fact that these agglomerates were large enough to sink and be deposited before having a
chance to be dispersed by the sonication. Similar effects were seen for the AS sample,
and, albeit to a lesser extent, the samples made using the 3RM (in the latter case, the issue
arises when transferring the mixture from its original vessel to the mill). In light of this,
the filler content of the mixture certainly should not be assumed to be the amount added
to the resin. What was uncertain was how far off estimates of filler content based on the
initial amounts added were to the actual values. Because it was unknown how much the
filler contents of the final nanocomposites differed from the filler contents of the initial
mixtures, several methods of determining this were investigated.
Figure 3.33: A photo of the bottom of the mixing vessel for an S sample after sonication
and decanting of most of the mixture. There are clearly many large agglomerates remain-
ing in the vessel (highlighted with the red arrow), so the filler content in the decanted
mixture must be lower than that which was originally added before mixing.
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Filler content determination using TGA
As already mentioned, literature regarding the determination of filler contents in nanocom-
posites is thin on the ground, especially with regards to HNT nanocomposites. Nonethe-
less, there are reports of filler content for related clay nanocomposites being determined
by burning the polymer off in a furnace and using the remaining mass as an indicator of
filler content.199 Therefore, as a first experiment for determining the filler content in the
epoxy/HNT nanocomposites, TGA was used. Filler content analysis using TGA has the
advantage of using a very precise mass balance. However, there has previously been some
suggestion that the very small sample size analysed in TGA (on the order of mg to tens
of mg) means that samples taken from different parts of a material might have different
filler content, and not represent the material as a whole.200 For all of the TGA analyses,
the filler content of the nanocomposite was calculated using equation 3.5 (the variables
are explained in table 3.6). Essentially, the difference between the mass of the nanocom-
posite and the mass of a pure epoxy heated to the same temperature is assumed to be the
mass of filler remaining in the nanocomposite, which is then adjusted to take into account
the mass that pure HNTs will have lost by that temperature. It should be noted that this
assumes that the thermal degradation of the HNTs and epoxy are independent processes,
which might not be the case.
Filler content/wt% =
a− b
0.01c
(3.5)
Table 3.6: Explanation of the variables used in equation 3.5
Variable Assignment
a
The mass, in wt%, of nanocomposite remaining
at the end of the TGA run.
b
The mass, in wt%, of pure epoxy remaining
at the end of the TGA run.
c
The mass, in in wt%, of pure HNTs remaining
at the end of the TGA run.
TGA was attempted on different sets of samples in three different atmospheres: pure
nitrogen, a mixture of nitrogen and air, and air. The filler contents found for each sample
analysed by TGA are given in table 3.7. In the first attempt, analysis of the 5G samples
was carried out under nitrogen atmosphere. However, this was found to give a high char
yield of around 18 wt% for the pure epoxy. This in turn led to a nonsensical, negative filler
content being calculated for 5G1, so TGA in nitrogen atmosphere was clearly unsuitable
for determining filler content. The analysis was then attempted using the 15G samples
and a mix of air and nitrogen, which led to a lower char yield for the pure epoxy (about
1.3 wt%) than in pure nitrogen (about 18 wt%). However, subsequent calculation of filler
content again gave a negative result (this time for the 15G1 sample). Finally, TGA was
carried out on S1 and S5 in an air atmosphere. This time, the pure epoxy had burned
away completely after it had been held at 800 °C for 15 min. The TGA traces for pure
epoxy in each atmosphere are shown in figure 3.34. Calculating the filler content of the
nanocomposites heated in air did not give any negative results, but did give significantly
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lower filler contents than were expected considering the amount of HNTs that had been
added to the epoxy. The analysis under air was repeated three times each on different
samples of S1 and S5, so average values could be calculated. For the S1 sample a standard
deviation of 20% was calculated, but there was only a 2% deviation for the S5 sample.
This suggested at least that TGA in air was a repeatable method of determining the HNT
filler content, but it remained to be seen whether any of the filler contents determined by
TGA were accurate.
Table 3.7: The filler contents of various epoxy/HNT samples as found by TGA in different
atmospheres. Only TGA in air does not give nonsensical, negative values.
Sample Filler content (TGA)/wt% Atmosphere
5G1 -0.04 Nitrogen
5G2 1.01 Nitrogen
5G5 3.90 Nitrogen
15G1 -0.003 Nitrogen/air mix
15G2 0.30 Nitrogen/air mix
15G5 4.37 Nitrogen/air mix
S1 0.6 ± 0.1 Air
S5 3.00 ± 0.07 Air
It is also worth noting at this point that TGA analysis of the epoxy nanocomposites is po-
tentially hazardous: after each measurement, a strong smell of burning plastic pervaded
the lab, and while the exact composition of these fumes is unknown, they may well have
included toxic compounds such as acrolein, allyl alcohol, and various volatile aromat-
ics,201 exposure to which it is important to avoid. The gases evolved from samples during
TGA are usually extracted from the heating chamber, but often not extracted from the
vicinity of the chamber after the measurement has finished and the chamber has opened.
To safely heat cured epoxy resins, the sample must therefore either be kept in the sam-
ple chamber until all gases have been extracted, or external extraction must be applied in
the vicinity of the instrument. In the former case, this can add a lot of time to the TGA
measurement. For example, in the case of the samples heated in a nitrogen/air mixture,
it took tens of minutes after heating to the final temperature for all of the gases to be
evolved, and even then a smell still remained when the furnace chamber was opened. Ap-
plying external extraction is therefore the most appropriate way to ensure safety during
these measurements, but it should be noted that this is not always available or practical.
Nonetheless, it is advised that TGA of cured epoxy resins up to high temperatures should
not be carried out unless appropriate extraction can be guaranteed.
Filler content determination using density
Another feasible way of calculating the filler content of a composite is via measuring its
density. Compared to TGA, this has the advantage of being non-destructive and uses a
larger sample amount which should be more representative of the composite as a whole.
The density of a composite sample (ρs) can be expressed in terms of the density of the
bulk material (ρb), and the density and volume fraction of the filler material (ρf and φf
respectively), as shown in equation 3.6. This can be rearranged to give the volume fraction
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Figure 3.34: TGA of pure cured epoxy under different atmospheres. Only heating under
air leads to complete combustion and no mass remaining at the end of the run. The dotted
line is at y = 0 wt%.
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of filler in terms of the density of the composite, and the density of the two separate
materials (equation 3.7). From this, the mass percentage of filler in the nanocomposite
can be described using equation 3.8.
ρs = φfρf + (1− φf )ρb (3.6)
φf =
ρs − ρb
ρf − ρb (3.7)
Filler content/wt% =
100φfρf
ρs
(3.8)
It is worth noting that the uncertainty in filler content determination made via density
measurements is governed by the uncertainty in the densities and φf . The uncertainty in
φf is in turn governed by the relative uncertainties in the values ρs−ρb and ρf−ρb. These
relative uncertainties increase with a decreasing difference between the densities of filler
and bulk. For example, the relative uncertainty in ρf − ρb is given in equation 3.9. This
means that the determination of filler content in a polymer nanocomposite by measuring
its density would be expected to be more precise for denser fillers, and hence is probably
more appropriate for inorganic (and relatively dense) fillers than it would be for organic
fillers, which would have a density more similar to the polymer.
δ(ρf − ρb)
ρf − ρb =
√
δρ2f + δρ
2
b
ρf − ρb (3.9)
To provide densities with which to calculate filler contents, Helium (He) pycnometry was
used. He pycnometry is a technique which can be used to measure the volume of solids
in samples for which it is otherwise difficult to do so, for example porous materials and
powders, which do not fill the entire volume of a container.202 Helium atoms are so
small that they are able to pervade even the narrowest pores in a sample, and they do
not typically adsorb strongly to surfaces.202 This means that in a sealed cell of known
volume containing only helium and a solid sample, the volume in the cell not occupied
by helium must be the true volume of the sample. In practice, the pressure in the cell
is measured to give the volume of helium within it (obtained using Boyle’s law). By
comparison of the volume of the empty cell to the cell containing sample, the volume of
sample can be found. Providing that the mass of sample is known, the density of sample
can subsequently be calculated. Precise measurements of density can be found using He
pycnometry. The densities of HNTs and pure, cured epoxy found by He pycnometry are
given in table 3.8.
Subsequently, the densities of the samples S1, S5, 15G1, 15G2, 15G5, 5G1 and 5G2 were
also measured using He pycnometry, and the filler content in these samples calculated
using equation 3.8. These values are listed in table 3.9. For the S samples, the calcu-
lated filler contents agreed well with those found by TGA in air; indeed, as shown in
figure 3.35, the value for S5 found by He pycnometry was within the standard deviation
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Table 3.8: The densities of HNTs and cured epoxy (with no filler).
Material Density/gcm-3
HNTs 2.5479 ± 0.0022
Cured epoxy 1.1884 ± 0.0002
of the values found by TGA. This suggests that the filler content found by both He pyc-
nometry and TGA in air is accurate, and that the actual filler content of these samples was
much lower than that which was expected from the amount of HNTs added to the epoxy.
Equation 3.5 assumes that the thermal degradation of the epoxy and HNTs are indepen-
dent, so it is probable that incorrect values of filler content are found when incomplete
combustion occurs (i.e. under nitrogen and a nitrogen/air mix) because the presence of
HNTs influences the charring process.
Table 3.9: Values of filler content found via He pycnometry.
Sample Density/gcm-3 Filler content/wt%
S1 1.1912 ± 0.0002 0.44 ± 0.04
S5 1.2074 ± 0.0003 2.95 ± 0.06
15G1 1.1912 ± 0.0006 0.4 ± 0.1
15G2 1.1969 ± 0.0004 1.33 ± 0.07
l5G5 1.2115 ± 0.0005 3.57 ± 0.08
5G1 1.1944 ± 0.0005 0.94 ± 0.08
5G2 1.1996 ± 0.0001 1.75 ± 0.04
Because measuring the density of the nanocomposite samples had been shown to be a rea-
sonable method of finding the HNT filler content in the samples, the same was attempted
using bulk volume measurements. More specifically, the density of the 15G samples was
found by measuring the dimensions and masses of the tokens being used for mechani-
cal testing. Bulk measurements are much quicker and simpler than He pycnometry, and
measure a substantially larger amount of sample. However, this method gave different
densities for each sample compared to He pycnometry. For example, the density of the
pure epoxy was found to be 1.1884 gcm-3 by He pycnometry, but 1.1542 gcm-3 by bulk
measurements (a difference of 3%). This in turn led to significantly different filler con-
tent being measured for the nanocomposite samples, with bigger disparities for the 15G1
and 15G2 samples than the 15G5 sample, for which the filler content measurement for
the bulk sample is not too different than He pycnometry (the bulk filler content is about
96% of that measured by He pycnometry). A comparison between these measurements is
shown in figure 3.36.
As filler contents found by He pycnometry were similar to those found by TGA, it was
concluded that the bulk density measurements were the inaccurate data. This is probably
because measuring the dimensions of the sample (i.e. length, height and width) with a
micrometer does not take into account surface roughness, and because only three mea-
surements were taken of each dimension, so the exact measured shape of the samples
was probably inaccurate. The fact that the filler content value obtained via bulk measure-
ments was more accurate for the 15G5 sample could just be because these samples were
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Figure 3.35: A comparison of the filler content measured for the S1 and S5 samples using
TGA in air and He pycnometry. The values measured by both techniques are similar,
suggesting that both are accurate. The uncertainties in the TGA measurements are a
standard deviation of three measurements, while the instrumental uncertainties are given
for He pycnometry.
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Figure 3.36: A comparison of the filler content measured for the 15G samples using den-
sities found via He pycnometry and bulk measurements. The bulk measurement gives filler
content close to that found via pycnometry for the 15G5 sample, but the bulk measure-
ments give very different filler contents to the pycnometry values for 15G2 and 15G1. The
error bars associated with He pycnometry values are instrumental uncertainties.
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coincidentally more uniformly shaped. Because measuring filler content via bulk mea-
surements of sample density generally gave values very different to those obtained by He
pycnometry, it was deemed an inappropriate method, at least for these samples.
Filler content determination by burn-off in a furnace
While TGA in air and He pycnometry both seemed to be accurate methods for determin-
ing filler content in the epoxy/HNT nanocomposites, they share the same disadvantages;
both techniques are relatively time and labour intensive, and both measure a relatively
small sample amount. In addition, instrument time on the TGA can be expensive. Be-
cause of these disadvantages, determination of filler content was also attempted using a
furnace heated to 800 °C to burn off the resin. This is essentially the same process as
TGA in air, but using a less precise mass balance. However, a much larger portion of
each sample can be heated in a furnace, so the results are more representative of the sam-
ple as a whole, and many samples can be heated at once (>10). In addition, there are
furnaces available at the University of Sheffield which are continuously extracted, so the
hazardous fumes from the burning resin are not an issue. Therefore, the use of a furnace
should be the ideal way to measure the HNT filler content of a large number of epoxy
samples quickly, and to a reasonable degree of accuracy.
However, there are several significant sources of uncertainty when determining the filler
content of nanocomposite samples using a furnace. Firstly, the precision of the balance
must be taken account, and this error must propagated for the several mass measurements
taken during the process. This is especially important when small samples are being
burned, and/or when less precise balances are used. In both of these cases, the relative
error in the mass measurements may be quite high. Secondly, and more significantly, the
crucibles used for burning off resin in the furnace were made of mullite (a clay mineral),
which also loses a small amount of mass during heating (presumably due to moisture
loss). In some cases, the amount of mass lost by the crucible can be similar to the mass
of filler remaining at the end of heating. Both the precision of the balance used and the
mass lost by the crucible must be taken into account when calculating the uncertainty in
filler content.
To account for the mass lost by the mullite crucibles during heating to 800 °C, the masses
of 12 empty crucibles of different sizes were measured before heating and after they
had cooled down the following day. The mass loss of the empty crucibles appeared not
to correlate to their size, so it was therefore felt that an average of the mass fraction
lost by all the crucibles could be used to correct data for nanocomposite samples. The
standard deviation of this average mass loss would then be treated as the uncertainty in
the mass lost by the crucibles. The average mass loss of the empty crucibles was found
to be (0.008 ± 0.003) wt%, and these values are used in all subsequent filler content
calculations.
Equation 3.10 was used to calculate the filler content of the nanocomposite samples, and
the variables are explained in table 3.10. The equation assumes that all of the mass left
in the crucible after heating is the filler. All of the variables in equation 3.10 have an
associated uncertainty, and these must all be propagated to find the final uncertainty in the
filler content of the samples. The equations used to propagate the error in filler content
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are included in the appendix.
Filler mass fraction =
mf −mc +mx
lms
(3.10)
Table 3.10: Explanation of the variables used in equation 3.10
Variable Assignment
mf The mass of the crucible + sample after heating.
mc The mass of the empty crucible.
mx
The mass lost by the crucible lost during heating
(mx= 0.00008mc)
.
ms The mass of the sample before heating.
l
The mass fraction of filler remaining after heating
(for HNTs, this is 0.8580 ± 0.0006)
The uncertainty in the calculated filler content can be mitigated by either using a more
precise balance, or using a larger sample amount. In both cases, this reduces the relative
error of the mass measurements made. However, the limit of precision for most laboratory
balances is 0.0001 g, and indeed the balance used here was only felt to be precise to 0.001
g, despite nominally having a precision of 0.0001 g, because the fourth decimal place was
fluctuating by more than 0.0001 g (but less than 0.001 g). The simplest way, therefore, to
reduce uncertainty in filler content is by using a larger sample amount.
However, by the time it was decided to try using the furnace to measure filler content,
there were only small amounts remaining of some samples, as the rest had already been
used, e.g. for TGA measurements. For some samples, there was very little material to
attempt heating in the furnace. In addition, the only balance available for the first attempt
at the process was precise to 0.01 g rather than 0.001 g, which further compounded the
large uncertainties in some measurements. Nonetheless, the values of filler content found
using the furnace are listed in table 3.11 for all samples. Asterisks indicate those samples
with particularly large uncertainties in filler content caused by using an imprecise balance
and/or limited availability of sample for measurement.
The filler contents measured by heating samples 15G5, 5G1 and 5G2 in the furnace had
relatively low uncertainty, and these samples had also been measured using pycnometry.
There was good agreement between the values found using the furnace and pycnometry
for all three of these samples, as illustrated in figure 3.37. Therefore, the values of filler
content found using the furnace were concluded to be accurate.
Determination of HNT filler content in epoxy: summary
In summary, all three of TGA in air, He pycnometry, and burn-off in a furnace were
deemed to be suitable techniques for accurate measurements of HNT filler content in
epoxy/HNT nanocomposites. This is because filler contents found via TGA in air were
close to those found by He pycnometry for the same samples, and values found by He py-
cnometry were in turn close to those found by burn-off in a furnace for the same samples.
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Table 3.11: The filler content of various epoxy/HNT samples as found by heating in a
furnace. Asterisks indicate samples with particularly large uncertainties in filler content
(arising from a low sample mass and/or an imprecise balance being used).
Sample Filler content/wt% Relative uncertainty/%
5G1 0.9 ± 0.1 11
5G2 1.54 ± 0.06 4
5G5 3.94 ± 0.08 2
15G1* 1.0 ± 1.2 120
15G2* 1.6 ± 1.4 90
15G5* 4.0 ± 1.0 26
F1 1.2 ± 0.2 16
F2* 1.6 ± 0.9 55
F5 4.0 ± 0.2 5
S1* 0.2 ± 1.4 628
S2 1.7 ± 0.1 7
S5* 4.3 ± 2.8 64
AS1 0.8 ± 0.1 14
AS2 1.4 ± 0.1 10
AS5 4.0 ± 0.1 4
Unfortunately, the availability of samples meant that all three techniques could not be
used for all samples. As such, the filler content for each sample is taken from the method
which was found to give the lowest uncertainty for that particular sample. These values
are given in table 3.12.
Also in table 3.12, the measured values of filler content for each sample are compared
to those that were calculated from the initial amount of HNTs added to the epoxy before
mixing (excluding the 5G2 sample, for which the recorded value of the initial amount of
HNTs added could not be found). The same values are plotted in figure 3.38 for a visual
comparison. It can be seen that the measured values of filler content are significantly
lower for many of the samples. This is most notable for the S and AS samples, which
makes sense considering the sedimentation of agglomerates which was seen during mix-
ing. The disparity between the measured and calculated filler contents for these samples
is important, considering how common ultrasonication is in the literature, and how rare
filler content measurements are. Specifically, this may bring into question comparisons
between the properties of samples which have been given nominal filler contents, espe-
cially if differences in properties are seen to be small. Interestingly, the measured values
of filler content for the 5G and F samples are mostly close to the calculated values. This
is not only further evidence for the accuracy of burn-off in the furnace as a technique,
but also suggests that it is possible to mix almost all of the added HNTs into the resin
using the 3RM. The measured filler contents were slightly higher than expected for 5G1
and F1. However, the expected value is just about within the experimental uncertainty for
5G1, and may well be within a second standard deviation for the F1 sample, i.e. both of
these discrepancies may just be statistical coincidences. Taken as a whole, these results
indicate that the filler content of an epoxy/HNT nanocomposite, and probably any type
of nanocomposite, should not be assumed to be the same as can be calculated from the
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Figure 3.37: A comparison of filler contents found for three samples via He pycnometry
and burn-off in a furnace. The two measurements seem to be in good agreement with one
another.
Table 3.12: The filler content of various epoxy/HNT samples found by either TGA in
air, He pycnometry, or burn-off in a furnace. These are compared to the expected filler
contents calculated from the amount added to the resin before mixing.
Sample Method Filler content(actual)/wt%
Filler content
(expected)/wt%
5G1 Furnace 0.9 ± 0.1 0.8
5G2 Furnace 1.54 ± 0.06 n/a
5G5 Furnace 3.94 ± 0.08 4.15
15G1 He pycnometry 0.4 ± 0.1 0.9
15G2 He pycnometry 1.33 ± 0.07 1.60
l5G5 He pycnometry 3.57 ± 0.08 4.00
F1 Furnace 1.2 ± 0.2 0.9
F2 Furnace 1.6 ± 0.9 1.7
F5 Furnace 4.0 ± 0.2 4.1
S1 TGA in air 0.6 ± 0.1 0.8
S2 Furnace 1.7 ± 0.1 2.1
S5 TGA in air 3.00 ± 0.07 4.30
AS1 Furnace 0.8 ± 0.1 0.9
AS2 Furnace 1.4 ± 0.1 1.8
AS5 Furnace 4.0 ± 0.1 4.9
amount of filler added, especially if ultrasonication is used as the mixing technique.
On a practical note, because burning the resin off in the furnace allowed analysis of such
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large sample amounts and so many samples at once while still giving reasonably accurate
measurements, it was concluded that this was the best method for determining the filler
content in the epoxy/HNT nanocomposites.
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Figure 3.38: A comparison of actual filler contents found for the nanocomposite samples
versus the expected filler contents calculated from the amount added to the resin before
mixing.
150
3.2.9 The glass transition temperatures of epoxy/HNT nanocompos-
ites
The glass transition temperature (Tg) of a polymer is the temperature above which it acts
like a rubber, and below which, it is a relatively stiff, polymer glass.203 There are a number
of factors which affect the Tg of a polymer, and several theories about its exact origin. It
is often justified in simple terms as being related to the amount of free volume in and the
inherent flexibility of the polymer network, i.e. the amount of free space in the network,
and the ability of the polymer to explore that space. Because the amount of free volume
in a material increases as it heats up and expands, the Tg is then considered to be the
temperature above which there is enough room in the network for large-scale motions
(e.g. translation, rotation, etc.) of polymer segments to take place.203
For cured epoxy resins, the glass transition temperature has been shown to be an indicator
of the degree of cure of the material.187 Specifically, a higher glass transition temperature
usually indicates a greater cross-link density in the cured epoxy (and vice versa), which in
turn corresponds to greater strength and stiffness of the material. As such, two different
samples of cured epoxy resin of the same composition would be expected to have similar
mechanical properties if they were to have a similar Tg.187
In some cases, the presence of nanoparticles in a polymer nanocomposite can lead to
changes in the Tg of the polymer.188, 204 This is thought to be because polymer chain
dynamics near a polymer/particle interface are different than in the bulk polymer.188, 204
For example, attractive interactions between polymer and filler may lead to anchoring of
polymer chains to the surface, causing local increases in chain entanglements and seg-
mental packing.188 Because of the large surface-area-to-volume ratio of nanoparticles,
there should be a correspondingly large polymer/particle interfacial area in a nanocom-
posite containing individually dispersed nanoparticles. It is thought that there may be a
large enough volume of the interfacial region in such polymer nanocomposites that the
changes in polymer chain dynamics in the microscopic interfacial region can manifest as
changes in the macroscopic properties of the polymer, notably its Tg, and possibly even
its mechanical properties.
The Tgs of all of the epoxy/HNT nanocomposite samples made using different mixing
methods were measured. This was done for two reasons: firstly, to assess whether the
addition of HNTs had any effect on the Tg of the resin, and, if it did, to see whether
this correlated to the filler content or degree of dispersion of the particles; secondly, if
no change in Tg was observed, it could be used to confirm that all the resins had been
cured to a similar extent. In both of these cases, the Tg would be useful for justifying any
changes in mechanical properties seen between samples.
Dynamic Mechanical Analysis (DMA) was chosen as the method for measuring Tg. In
DMA, a sample is heated and subjected to deformation at a constant displacement and
frequency, while the load required to deform it is measured. At the Tg, the sample tran-
sitions from glassy to rubbery, and its modulus drops sharply. The Tg was taken as the
centre of a gaussian curve fitted to the peak in a plot of tanδ versus temperature, where
δ is the angle between the complex modulus and the storage modulus of the sample, and
tanδ is the ratio between loss and storage moduli (i.e. inelastic and elastic moduli). DMA
was chosen for determining Tg instead of the other commonly used technique, DSC, as
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fitting the tanδ curve in DMA to obtain the Tg is less subjective than fitting the curves
obtained by DSC.
The Tgs found by DMA for all of the pure epoxy and epoxy/HNT nanocomposite samples
are listed in table 3.13. The Tgs of all of the pure epoxy samples made were found to be
between 129-130 °C. The Tgs of all of the nanocomposite samples were similar, although
there was several degrees variation either side: the minimum Tg seen was 125 °C, and the
maximum was 132 °C. However, this variation showed no correlation with either degree
of dispersion or HNT content. Therefore, it is concluded that the presence of HNTs in
epoxy resin had no effect on the final Tg of the material, at least not at concentrations
below about 4 wt%. The similarity in Tg for all samples suggests that they were all cured
to the same extent, i.e. all of the epoxy networks were similar. This is important, as it
means that any changes in the mechanical properties seen between samples are probably
due to the presence of the HNTs, and not due to any differences in the network structures
of the epoxies.
Table 3.13: The Tgs of pure cured epoxy and all of the epoxy/HNT nanocomposites made
by different mixing methods, as found using DMA.
Sample type HNT content/wt% Tg/°C
Pure cured epoxy 0 129 - 130
S 0.44 ±0.01 125
S 1.7 ±0.1 131
S 2.95 ±0.07 126
AS 0.8 ±0.1 129
AS 1.4 ±0.1 129
AS 4.0 ±0.1 126
5G 0.9 ±0.1 127
5G 1.54 ±0.06 128
5G 3.94 ±0.08 132
15G 0.4 ±0.1 130
15G 1.33 ±0.03 130
15G 3.57 ±0.08 127
F 1.2 ±0.2 130
F 1.6 ±0.9 125
F 4.0 ±0.2 129
3.2.10 The effect of mixing method on the mechanical properties of
the obtained composites
Perhaps the most important criterion for evaluating the effectiveness of a method for
mixing nanoparticles into epoxy resin is the mechanical performance of the obtained
nanocomposites. One of the most common ways to assess a material’s mechanical perfor-
mance is by subjecting it to deformation (i.e. deflection) at a constant rate, and measuring
the resulting load experienced by the material. While there are several different ways to
do this, flexural testing using a three-point bend set-up was chosen in this work. This
152
is mostly because of the ease of preparing samples for three-point bend testing; only a
simple rectangle was required, and samples could be made small enough for them to be
easily polished to the correct thickness. Three-point bend tests involve applying a down-
wards load to the midpoint of a (usually) cuboid-shaped sample supported by two parallel
beams. The test can be used to measure the flexural modulus (i.e. stiffness) of the mate-
rial, and its flexural strength (i.e. the load at which it yields or breaks).
Samples were made and tested to the specifications given in the British Standard ISO
178:2010.205 As per the standard, the flexural stress experienced by the sample was cal-
culated using equation 3.11, where σf is flexural stress, F is the applied load, b is the
test specimen width, h is the test specimen thickness, and L is the span between the two
support beams. The flexural strain was calculated using equation 3.12, where εf is flex-
ural strain, and s is deflection. Flexural modulus was then found by taking the gradient
of flexural stress plotted against flexural strain (i.e. equation 3.13) in the the low strain
region. The flexural strength of a sample is taken as the maximum value of flexural stress
experienced before it broke or yielded.
σf =
3FL
2bh2
(3.11)
εf =
6sh
L2
(3.12)
Flexural modulus =
σf
εf
(3.13)
A note about issues with tensometer
Three-point bend tests were carried out using a small tensometer which was relatively old
and infrequently maintained. It was chosen because it had a load cell with a relatively low
load rating, and hence high enough precision to test small samples, and because access to
it was both free and readily available. However, it became clear about halfway through
the experiments that there was a problem with the set-up: the fixing used to attach the
supporting beam to the tensometer base was changed, resulting in a change in modulus
values of about 10%, even after adjusting for machine compliance. It is unclear why this
happened, since checking the accuracy of the load cell showed no issues. However, nor-
malising modulus values for samples measured before and after the change in the fixing
relative to the modulus of a sample of pure epoxy measured in the appropriate configu-
ration (i.e. before or after) seemed to give reasonable values for comparison regardless
of the configuration in which the measurement was taken. Therefore, it was concluded
that while absolute values of modulus for the samples could not be compared, it was
reasonable to compare their relative moduli. All absolute and relative values of flexural
modulus are given in table 3.14 to allow the reader to assess for themselves whether this
is an accurate conclusion.
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Table 3.14: The results of flexural testing of the nanocomposite samples. Because of
problems with the tensometer, samples were essentially measured in two different set-
ups (original and changed), and the flexural moduli are normalised using that of a pure
epoxy measured in each set-up. The error in flexural modulus is the standard error of
several measurements, and the error in relative flexural modulus is that error for each
nanocomposite propagated with the standard error in the epoxy measurement.
Sample Set-up AbsoluteFlexural Modulus/MPa
Relative
Flexural Modulus/%
Pure epoxy Original 2550 ± 30 100 ± 1
Pure epoxy Changed 2690 ± 40 100 ± 2
5G1 Original 2600 ± 40 102 ± 2
5G2 Original 2590 ± 50 101 ± 2
5G5 Original 2700 ± 100 107 ± 5
15G1 Original 2490 ± 20 98 ± 1
15G2 Original 2610 ± 40 102 ± 2
l5G5 Original 2630 ± 20 103 ± 1
F1 Changed 2600 ± 30 97 ± 2
F2 Changed 2730 ± 40 102 ± 2
F5 Changed 3020 ± 30 112 ± 2
S1 Changed 2770 ± 20 103 ± 2
S2 Changed 2790 ± 40 103 ± 2
S5 Changed 2910 ± 10 108 ± 2
AS1 Original 2490 ± 10 97 ± 1
AS2 Original 2460 ± 30 97 ± 2
AS5 Original 2550 ± 50 100 ± 2
A comparison of the flexural moduli of epoxy/HNT nanocomposites obtained by dif-
ferent mixing methods
The relative moduli of the samples of epoxy/HNT nanocomposites made by different
mixing methods are shown as a function of filler content in figure 3.39. Most of the
samples showed a small increase in flexural modulus of a few percent relative to the pure
epoxy, and only the S5 and F5 samples showed a larger increases of about 8% and 12%
respectively. There was a larger amount of filler in the F5 sample than the S5, but it is
unknown whether this accounts for all of the difference in modulus seen between the two
samples. In contrast, the 15G1, F2, and AS1 and AS2 samples had lower moduli than the
pure epoxy, and there was no improvement seen for the AS5 sample. The 5G5 sample
has a larger uncertainty which extends into this range, but no conclusion is drawn from it;
this was one of the first samples made, so the samples used for mechanical testing may
well have not been ideal (e.g. they may have been misshapen). The overall conclusions
are that mixing using the 3RM force mode led to the greatest improvement in flexural
modulus, with ultrasonication in undiluted resin leading to some improvement in flexural
modulus, mixing with the 3RM in gap mode leading to a small improvement, and mixing
using ultrasonication in diluted resin leading to no improvement.
The largest improvement being seen for the F samples is not surprising, as HNTs in these
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Figure 3.39: The flexural moduli relative to that of pure epoxy for samples of different
filler content made by different mixing methods. The uncertainty in filler content is that
found in section 3.2.8, and the uncertainty in relative flexural modulus is propagated from
the standard error of several nanocomposite and pure epoxy samples.
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samples were well dispersed, as shown by both TEM and optical microscopy. It was
surprising that the S samples showed such an improvement in modulus, as HNTs in these
samples had appeared quite badly dispersed in optical microscope images. However,
TEM showed that the agglomerates of HNTs in badly mixed samples existed alongside
many individually dispersed particles. It is therefore likely that enough of the particles
were individually dispersed in the S samples for mechanical reinforcement to occur, albeit
to a lesser extent than when all the particles were individually dispersed as in the F5
sample. This highlights the importance of complete particle dispersion for achieving the
optimum improvement to mechanical properties.
Perhaps most surprising is the fact that the AS samples were all worse or no better than
the pure epoxy, despite having appeared to contain well dispersed particles in both op-
tical microscope and TEM images. This is probably unrelated to the dispersion state of
the particles, but rather due to the presence of traces of acetone remaining in the sample,
despite the extensive effort made to remove it.197 This is supported by the presence of
a low temperature peak in the DMA trace for the AS5 sample (figure 3.40), which indi-
cates plasticisation of the material by the remaining solvent, and is also consistent with
the anomalous rheological behaviour seen for the AS sample in section 3.2.7. It would
probably possible to remove all of the acetone from the sample with even more exten-
sive effort, however the need to do so should be noted as a major disadvantage of the AS
mixing method.
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Figure 3.40: The DMA trace for the AS5 sample. A low temperature peak is observed,
which is not seen for the other samples (e.g. the pure epoxy sample also shown here).
This suggests that the sample is being plasticised to some degree by solvent remaining
from the mixing step.
156
A comparison of the flexural strengths of epoxy/HNT nanocomposites obtained by
different mixing methods
Figure 3.41 shows the flexural strength of each sample. While most of the samples seem to
have a slightly higher strength than the pure epoxy (by a few percent), there is no apparent
trend correlating flexural strength with either the degree of dispersion or the filler fraction
of the HNTs. These observations are perhaps unsurprising considering that the surface of
the HNTs was unmodified with coupling agents. That is to say, it appears that, since there
was no covalent bridge between the surface of the HNTs and the epoxy network, stresses
could not be effectively transferred between the two phases at high loads.
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Figure 3.41: The flexural strength relative to that of pure epoxy for samples of different
filler content made by different mixing methods. The uncertainty in filler content is that
found in section 3.2.8, and the uncertainty in relative flexural strength is propagated from
the standard error of several nanocomposite and pure epoxy samples.
It might have been expected that HNTs in the S samples, which appeared to have a sub-
stantial coating of epoxy homopolymer, would be able to react into the bulk epoxy net-
work. However, the chemical structure of this coating remains unknown, so it is difficult
to speculate about its reactivity. Nonetheless, it would appear from these results that the
coating formed on the surface of the HNTs does not have a sufficient surface concentra-
tion of epoxide or nucleophilic groups to be able to effectively couple the HNT surface
to the curing epoxy network, which would have improved the strength of the resulting
nanocomposite.
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Comparison of HNT to oMMT in epoxy nanocomposites
As discussed in section 3.2.4, epoxy/oMMT nanocomposites could not be made for direct
comparison with epoxy/HNT nanocomposites. Therefore, the only comparison that can
be made is with examples of epoxy/oMMT nanocomposites from literature. Two pieces
of work by Yasmin et al. are good points of reference for this.5, 51 In both cases, they
processed oMMT into a DGEBA-based epoxy using high shear techniques (a 3RM51 and
a high-shear mixer5), and proved that the plates were well exfoliated by using XRD and
TEM. They found that a 5 wt% loading of oMMT led to an increase in Young’s modu-
lus of around 50%. An example plot of modulus versus clay loading is shown in figure
3.42.5 Similarly, Wang et al. saw a 40% improvement in the Young’s modulus of their
epoxy/oMMT nanocomposites at 5 wt% clay.124 These increases are much higher than
the maximum increase in flexural modulus of 12% seen in this work for an epoxy/HNT
nanocomposite at a filler loading of about 4 wt%. Comparing the performance of two
nanofillers based on their mass fraction can be misleading, as reinforcement depends on
the volume fraction of filler used, and the volume fraction of filler in two nanocomposites
with the same mass fraction of filler will be different if the fillers have different densities.
However, commercially available oMMT typically contains a large amount of organic
material (over 30 wt%), which means that the reinforcement of epoxy seen for oMMT in
the literature probably actually occurred at a lower volume fraction of inorganic material
than in the epoxy/HNT nanocomposites made here. Based on the fact that improvements
in modulus were much greater for epoxy/oMMT nanocomposites reported in literature
than for the epoxy/HNTs made here, the obvious conclusion is that oMMT is a much bet-
ter reinforcing agent for epoxy resins than HNTs. This may be due to MMT nanoplates
having a relatively higher modulus compared to HNTs (180 GPa48 versus 140 GPa,1 re-
spectively), but it is also due to the fact that plate-like geometries are expected to offer
more efficient reinforcement in a composite than tubular particles when the particles are
randomly oriented in space.128
However, while oMMT is clearly more effective at improving the stiffness of epoxy resins,
it can be detrimental to their strength. When reporting the preparation of epoxy/oMMT
nanocomposites, Yasmin et al. noted similar processing issues as reported in this work,
i.e. foaming of the nanocomposite mixtures, which was difficult to alleviate. In turn, they
found that the strength of the nanocomposites decreased by almost 50% upon the addi-
tion of 1 wt% of clay or more (figure 3.43). They attribute this to the nanocomposites
failing due to the presence of microbubbles in the material acting as stress-concentrating
flaws.5, 51 This is supported by the fact that the strength of all of their nanocomposites
was decreased by about the same amount, regardless of filler content, which suggests
that the failure was not due to the oMMT particles themselves.51 This drop in strength
upon the addition of oMMT to epoxy has been seen by some other authors,124 but not
all.206, 207 Nonetheless, taking into account literature, as well as the difficulty of produc-
ing epoxy/oMMT nanocomposites in this work relative to the production of epoxy/HNT
nanocomposites, it can be concluded that while HNTs are clearly not as efficient at im-
proving the stiffness of epoxy resins as oMMT, they are much more easily incorporated
without detriment to the strength of the final material.
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Figure 3.42: A plot of modulus versus oMMT content for a series of epoxy/oMMT
nanocomposites, adapted with permission from work by Yasmin et al..5 The improve-
ments in modulus are much greater than those seen for the epoxy/HNT nanocomposites
made here.
Figure 3.43: A plot of tensile strength versus clay content for a series of epoxy/oMMT
nanocomposites, adapted with permission from work by Yasmin et al..5 The strength is
seen to drop significantly upon the addition of oMMT, which they attribute to the formation
of difficult-to-remove bubbles during processing.5
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3.3 Conclusions and future work
The most practical conclusion from this piece of work is that the use of a 3RM in force
mode is the best way to mix HNTs into epoxy resin to produce an epoxy/HNT nanocom-
posite. This is because this was the only method that produced a material that both con-
tained mostly individually dispersed HNTs (shown by optical microscopy and TEM), and
showed a significantly improved flexural modulus. The improvement in flexural modulus
was much lower than that seen for epoxy/oMMT nanocomposites made in the same man-
ner in the literature,51 but where the addition of oMMT was seen in the literature to reduce
the strength of the epoxy,51 it was found here that the addition of HNTs does not cause a
change in strength. The decrease in strength seen for the epoxy/oMMT nanocomposites
was attributed to bubbles formed during processing of the oMMT into the epoxy, which
were difficult to remove.5, 51 A similar problem was encountered in this work, with foam-
ing of the mixture making it impossible to manufacture suitable nanocomposite samples
for mechanical testing. It is therefore concluded that the main advantage of using HNTs
rather than oMMT as a reinforcing filler in epoxy resins is the fact that HNTs can improve
the modulus of the material without affecting its strength. Future work would include test-
ing the strength of nanocomposites containing coupling-agent-coated HNTs, in which the
strength of the material may be increased because of more effective load transfer between
the epoxy and the HNTs.
It was also shown through analysis of TEM images that none of the mixing methods
appeared to damage (i.e. reduce the length) of the HNTs. This specifically contradicts
earlier work suggesting that ultrasonication does cause a decrease in length of HNTs,185
and is a useful conclusion in that it suggests that these nanotubes can withstand quite
violent processing techniques, which might be relevant to their use in some applications.
The large potential for inaccuracy surrounding the measurement of HNT lengths by TEM
generally, and in nanocomposites specifically, was also highlighted. It is important to be
aware of this, especially considering that it has already led to confusion in at least one
published article.132
Another important observation was that ultrasonication might change the fundamental
chemistry of the epoxy resin. More specifically, the high temperatures reached during
ultrasonication in an epoxy with no dilution or cooling certainly seemed to oxidise the
sample, and may have been high enough to cause homopolymerisation of the epoxy. The
HNTs washed from the ultrasonicated resin also seemed to have a significant degree of
coating, which may have formed when the high temperatures led to reaction of the epoxy
with the HNT surface, and/or homopolymerisation of the epoxy around the nanotubes. In
addition, the viscosity of the ultrasonicated epoxy/HNT mixture was found to be much
higher than expected considering its filler content and the degree of dispersion of the
particles within, which is consistent with an increased concentration of higher molecular
weight molecules. One should hence bear in mind the possibility for changes in the
composition of epoxy resins when treated with ultrasonication without cooling.
Finally, it was shown that the HNT content in epoxy/HNT nanocomposites could be de-
termined by all of He pycnometry, TGA in air, and burn-off in a furnace. Burn-off in par-
ticular is suggested to be a good technique for filler content determination, since it allows
for accurate measurement of a large amount of sample and many samples at once (provid-
ing a precise enough balance is used and enough sample is available for measurement). It
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was shown that the filler content of the final nanocomposites was often significantly lower
than that which would be expected from the initial amount of HNTs added, especially for
the samples prepared using ultrasonication. Perhaps the most important general conclu-
sion from the chapter is hence that the filler content of a nanocomposite sample should
always be measured, especially considering how many published articles do not do so,
and how frequently ultrasonication is used to prepare nanocomposites.
3.4 Materials and methods
3.4.1 Materials
A summary of the materials used in this chapter is given in table 3.15. Not included is
deionised water, which was purified from the mains supply to a resistivity of 18.0 MΩcm
using a PureLab Option-Q water treatment unit.
Table 3.15: A list of the materials used in this chapter.
Material Supplier Purity and/orother comments
Halloysite nanotubes I-Minerals Inc.
ULTRA HalloPure
Halloysite (2015M)
Epikote 828
(DGEBA epoxy resin) Delta Resins Ltd.
Number average
molecular weight < 700
meta-Xylylenediamine (MXDA) Acros Organics 99%, N2(g) flushed
Acetone Merck ≥99.8%
Nanomer I.44P (oMMT) Sigma-Aldrich
35-45 wt% dimethyl
dialkyl (C14-C18) amine
3.4.2 Synthetic methods
Ultrasonication of epoxy/HNTs without cooling or solvent dilution (S)
About 60 g of a mixture containing DGEBA epoxy resin and about 5 wt% HNTs was
mixed with an overhead stirrer, then ultrasonicated continuously using a Fisher Scientific
FB-505 500 W Sonic Dismembrator at 70% amplitude for 25 min. The temperature
of the vessel was measured throughout sonication using a data logger connected to a
thermocouple attached to the exterior of the beaker using high-temperature sticky tape.
Ultrasonication of epoxy/HNTs with both cooling and solvent dilution (AS)
In a sealed flask, about 60 g of epoxy was dissolved in around 90 g of acetone using mag-
netic stirring. HNTs were added to give a HNT/epoxy mass ratio of about 0.05 (i.e. to give
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a final HNT content in the pure epoxy of about 5 wt%). After a short period of stirring, the
mixture was transferred to a 500 mL beaker and sonicated using a Fisher Scientific FB-
505 500 W Sonic Dismembrator at 70% amplitude, with pulsed sonication (45 s on, 15 s
off), and a total processing time of 80 min (i.e. 60 min of ultrasonics on). The mixture was
kept cool during sonication by keeping the vessel in a large (>2 L) volume of ice water,
which was magnetically stirred to ensure optimum cooling of the vessel. The temperature
of the vessel throughout sonication was measured using a thermocouple attached to the
exterior of the beaker with high-temperature sticky tape. Acetone was removed from the
sample by several hours of rotary evaporation under vacuum with water-bath heating at
40 °C, until the change in the mass of the flask when weighed at 15 min intervals was less
than the precision of the balance (± 0.01 g).
Processing of epoxy/HNTs with the 3RM: gap mode (5G and 15G)
HNTs were carefully mixed into epoxy with an overhead stirrer to give a mixture of about
30 wt%. This mixture was then processed by passing it 15 times through an Exakt 80e
three-roll mill with the parameters listed in table 3.16.
Table 3.16: The 3RM parameters used to process the epoxy/HNT mixtures in gap mode.
Pass through
the machine Rear gap width/µm Front gap width/µm Roller speed/rpm
1 120 40 80
2 90 30 80
3 60 15 100
4 - 19 15 5 100
Processing of epoxy/HNTs with the 3RM: force mode (F)
HNTs were carefully mixed into epoxy with an overhead stirrer to give a mixture of about
30 wt%. This mixture was then processed by passing it 10 times through an Exakt 80e
three-roll mill with the parameters listed in table 3.17.
Table 3.17: The 3RM parameters used to process the epoxy/HNT mixtures in force mode.
Pass through
the machine
Rear gap
width/µm
Front gap
width/µm
Front gap
force/Nmm-1 Roller speed/rpm
1 120 40 n/a 80
2 90 30 n/a 80
3 60 15 n/a 100
4 15 5 n/a 100
5 - 15 15 <1 26 120
162
Curing epoxy/HNT nanocomposites
In all cases, a nanocomposite mixture of about the right HNT content was made by dilut-
ing with pure resin the original samples made by each mixing method. Once diluted to the
right composition, each sample was heated to 40 °C then vigorously mixed by hand un-
til it appeared homogeneous. After cooling to room temperature, the diamine-functional
curing agent, MXDA, was added to give a molar ratio of N-H/epoxide groups of between
1.01 and 1.05. These mixtures were sealed in vials with parafilm to limit carbamation of
the MXDA, then stirred repeatedly over a pot time of about 1.5 h, before being poured
into poly(tetrafluoroethylene) (PTFE) molds. Curing was carried out by heating the sam-
ples in an oven from 60 °C to 165 °C at a heating ramp rate of 1 °Cmin-1, then holding
the oven temperature at 165 °C for a further 3 h. After curing, the molds were removed
from the oven, and the samples were removed from the molds, then stored in a desiccator
over phosphorus pentoxide.
Preparation of samples for mechanical testing
Cured samples were polished to a thickness of about 1 mm using a MetPrep grinder/polisher
and P240 grit wet and dry paper, being careful to ensure that the samples remained cuboid-
shaped with parallel faces. After polishing, samples were dried with paper towel, then
kept in a desiccator over phosphorus pentoxide for at least a day before mechanical test-
ing.
3.4.3 Characterisation
Measuring vessel temperatures with a thermocouple
To measure the temperature of vessels during ultrasonication of epoxy/HNT mixtures,
one Class 1 K-type thermocouple (precision = ± 2 °C) was attached to the exterior of
the vessel wall using high temperature sticky tape. Temperature data was recorded at a
sample rate of 1 s-1 using a Pico Logger.
Optical microscopy
Samples for optical microscopy were made by curing a drop of the epoxy/curing-agent
mixture described in section 3.4.2 between two glass coverslips. Images were taken in a
transmission configuration using a Olympus BX50 microscope with a 4X magnification
lens and a Pixelink digital camera. The scale of the images was calibrated by comparison
with an image of a graticule with known dimensions at 4X magnification.
163
DLS measurement of the AS sample
To measure the size of the AS sample during sonication, an approx. 0.5 - 1 mL portion of
the HNT/epoxy/acetone mixture was taken at each time interval, then diluted by shaking
with about 10 mL of pure acetone. These samples were immediately placed into a quartz
cuvette and analysed using a Malvern Zetasizer Nano S.
DMA
The Tgs of the cured nanocomposites were measured by Dynamic Mechanical Analysis
(DMA) using a PerkinElmer DMA 8000. Samples were made for measurement with
DMA by curing portions of the mixtures described in section 3.4.2 in aluminium materials
pockets (Perkin-Elmer). The samples were tested using a single-cantilever bending set-up,
with a frequency of 1 Hz. The sample temperature was ramped from room temperature
up to 180 °C at a rate of 2 °Cmin-1. The Tg was taken as the centre of a Gaussian curve
fitted to the peak in a plot tanδ versus temperature.
Flexural testing
Samples with dimensions of approx. (25 x 25 x 1) mm were tested with a three-point bend
set-up using a span width of 20 mm, support beam and loading crosshead radii of 1 mm
and 5 mm respectively, and a test speed of 1 (mm)min-1. These sample dimensions and
experimental set-up are similar to those described in British Standard ISO 178:2013.205
The tensometer was a Lloyd Texture Analyser fitted with a 500 N load cell. After ad-
justing for machine compliance by comparison to the load/displacement response of a
thick, metal bar, the flexural moduli were obtained by fitting the stress/strain curves with
a straight line in the region between 0.015 and 0.035 strain, and flexural strengths were
obtained as the maximum stress endured by the sample before breaking or yielding.
Rheometry of uncured mixtures
Rheometry data was collected using a TA Instruments AR-G2 rheometer with a cone
and plate configuration. The cone had a base diameter of 40 mm, an angle of 2°, and a
truncation of 56 µm. The viscosity of the mixtures was measured at increasing shear rates
from 0.1 to 1000 s-1. The temperature of the plate was maintained at 25 °C throughout
the acquisition of data.
TEM of cured epoxy/HNT nanocomposites (N)
Samples of epoxy/HNTs containing approx. 5 wt% filler were cured as per section 3.4.2
in PTFE molds. After curing, samples were cut by hand with a junior hacksaw, then
polished to give samples with an approximately quadrilateral cross-section of about (5 x
5) mm. These samples were prepared for TEM imaging by cutting off approx. 85 nm
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thick slices using a Reichert-Jung Ultracut E ultramicrotome. They were then imaged
using an FEI Tecnai transmission electron microscope. Cutting of the samples with the
ultramicrotome was performed by by Christopher J. Hill in the department of Biomedical
Science at the University of Sheffield.
TEM of uncured epoxy/HNT nanocomposites (W)
As noted in the section 3.2.6, samples of uncured epoxy/HNT were first imaged without
washing away the resin. This samples were made by diluting the mixtures described in
section 3.4.2 with acetone to make dispersions containing approx. 1 wt% HNTs. Approx.
10 µL portions of these dispersions were then dropped onto carbon-coated TEM grids,
and the excess liquid wicked away after approx. 1 min. They were then imaged using an
FEI Tecnai transmission electron microscope.
To prepare samples of HNTs washed from epoxy/HNT mixtures, approx. 5 g portions
of each sample were dissolved in about 40 mL of acetone. Once fully dissolved, these
samples were centrifuged at 3000 rpm for 30 min to retrieve the solid. The solution was
discarded, taking care not to disturb the settled solid. Fresh acetone (approx. 40 mL) was
then added, and the mixture shaken to re-suspend the HNTs, before re-centrifugation.
This cycle was repeated five times. Portions of the final solid were then suspended in
acetone to give a dispersion of about 1 wt% HNTs. Approx. 10 µL portions of these dis-
persions were then dropped onto carbon-coated TEM grids, and the excess liquid wicked
away after approx. 1 min. They were then imaged using an FEI Tecnai transmission
electron microscope.
TGA in nitrogen atmosphere
Small droplets of sample (about 20 - 50 mg) were cured on the surface of a clean block
of PTFE. These samples were then measured on a Perkin-Elmer Pyris1 TGA with a pure
nitrogen atmosphere. Filler content was then calculated as described in section 3.2.8. The
following heating schedule was used: hold for 5 min at 25 °C; heat from 25 °C to 800 °C
at 10 °Cmin-1; hold at 800 °C for 5 min.
TGA in nitrogen/air atmosphere
Small droplets of sample (about 20 - 50 mg) were cured on the surface of a clean block of
PTFE. These samples were then measured on a Perkin-Elmer Pyris1 TGA with a mixed
nitrogen/air atmosphere (2:1 nitrogen:air). Filler content was then calculated as described
in section 3.2.8. Samples were heated as follows: heat from 25 °C to 800 °C at a rate of
40 °Cmin-1; hold for 15 min at 800 °C; cool from 800 °C to 600 °C at a rate of 40 °Cmin-1;
hold at 600 °C for 20 min; cool from 600 °C to 25 °C at 40 °Cmin-1; hold for 10 min at
25 °C.
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TGA in an air atmosphere
Small droplets of sample (about 20 - 50 mg) were cured on the surface of a clean block of
PTFE. Three of each of these samples were then measured using a TA Instruments Q500
with a compressed air atmosphere. An extraction hose was available for this instrument,
which was placed directly next to the sample chamber to remove any gases evolved once
the chamber had opened. Samples were heated from 30 °C to 800 °C at a heating rate of
20 °Cmin-1, then held at 800 °C for 15 min.
He pycnometry
Densities were measured using a micromeritics AccuPyc 1330 pycnometer with a 1 cm-3
sample cell. The density of HNTs was measured by weighing the powder into the cell.
The densities of pure epoxy and epoxy/HNT nanocomposites were measured by filling
the sample cell as much as possible with fragments of the nanocomposite samples which
had been used for mechanical testing. In general, sample masses were on the order of a
few hundred mg.
Burn-off in a furnace
Fragments of the nanocomposite samples used for the mechanical testing described in
section 3.4.3 were placed in mullite crucibles of masses between 22 - 77 g, and the cru-
cibles were weighed. The crucibles were then heated to 800 °C in a Lenton AWF115/25
furnace at a heating rate of 5 °Cmin-1, after which the furnace was left to cool overnight.
The crucibles were then weighed again, being careful not to distrub the remaining solid.
Filler content was calculated as outlined in section 3.2.8.
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Chapter 4
Functionalisation of Halloysite
Nanotubes with Alkoxysilane and
Activation with Piranha Solution
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4.1 Introduction
4.1.1 Justification for alkoxysilane coating
As noted in Chapter 1, the ability to control the surface properties of a filler is useful
for achieving optimum mechanical properties in reinforced polymer composite materials.
More specifically, the surface of the filler is frequently chemically altered in order to en-
hance wetting by the bulk phase, and often also to provide a means for the formation of
a bridge of covalently-bonded molecules between the filler surface and the polymer. In
composites using macro- or microfillers, the enhanced wetting helps mitigate the forma-
tion of voids in the composite where the bulk has either not been able to penetrate between
separate filler units, or has dewetted from the filler surface. In nanocomposites, the en-
hanced wetting can make it much easier to effectively disperse the nanoparticles, which is
justified by the Gibbs free energy equation discussed in Chapters 2 and 3. Formation of a
covalent bridge between the filler surface and bulk should enhance stress transfer between
the phases, which leads to large gains in material strength in particular.208 Commercially
produced reinforcing filler materials, e.g. glass, are usually treated with a “sizing” for-
mulation to promote adhesion in the final composite.27, 29 A common component of such
sizings is some variety of alkoxysilane, which provides the covalent bridge between bulk
and filler.29
The reaction of a surface with an alkoxysilane is a commonly-used, simple way to achieve
a surface coating. More specifically, alkoxysilanes can form covalent bonds with hydroxyl
groups (which are present on many types of surfaces), leading to relatively robust surface
layers. An alkoxysilane consists of a central, tetra-valent silicon atom, which is bonded
to up to three alkoxy groups, with the remaining functional group/groups being some
organic moeity, as shown in figure 4.1. It is this organic moeity which allows for chemical
interaction between the coated-surface and the bulk medium, and a wide variety of organic
functional groups can be included as part of an alkoxysilane molecule (some examples are
included in figure 4.1). Because of this, alkoxysilanes are useful for changing the physical
and chemical properties of the surfaces of reinforcing fillers used in polymer composites.
Si
R1
O
O O R2
R2
R2
Trialkoxysilane
R1 = C3H6NH2, C3H6SH etc.
R2 = CH3, C2H5 etc.
Figure 4.1: The structure of a generic trialkoxysilane.
4.1.2 Introduction to alkoxysilane chemistry
The formation of an alkoxysilane coating on a surface is a complex chemical process. It
consists of several reaction steps, each of which exists in an equilibrium affected by a
number of factors. The example of the reaction of a trialkoxysilane, the most typical type
of organosilane used for coating reactions,209 is shown in figure 4.2.
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Figure 4.2: A reaction scheme showing the hydrolysis of a trialkoxysilane followed by
subsequent condensation, in this case with another a silanol, but which can also take
place with hydroxyl groups on a surface to form a coating.
The trialkoxysilane first undergoes hydrolysis to form an alkoxysilanol, and eventually
a silane triol if repeated subsitutions occur.209 These species are reactive, and undergo
rapid condensation reactions, either with surface hydroxyl groups, or with other silanols.
Depending on reaction conditions, the latter reaction can lead to dimers and eventually
oligomers, although these can then be broken down again by subsequent hydrolysis or
alcoholysis in a process referred to as depolymerisation.209
The roles of reactant concentrations and pH
It is obvious from Le Chatelier’s principle that the concentrations of silane and water will
influence the position of the equilibrium for each step of the reaction shown in figure 4.2.
Specifically, an increased concentration of water will favour hydrolysis (which removes
water) and disfavour condensation (which produces water). Similarly, an increase in the
concentration of silane in a coating reaction favours the formation of polymeric species
over the surface-grafting of monomeric silanols. It is therefore important to take the
concentration of both water and alkoxysilane into account when designing these coating
processes.
The rates of the hydrolysis and condensation steps also depend strongly on pH, because
hydronium and hydroxide ions will both catalyse the reaction via different transition states
(figure 4.3). The rates of hydrolysis and condensation reactions show minima at about
pH 7 and about pH 2.5, respectively.210
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Figure 4.3: The different transition states which occur during the hydrolysis of alkoxysi-
lanes under acidic (left) and basic (right) conditions.
The role of the alkoxy substituent
It is the size of the substituents on the alkoxy group rather than their chemical nature that
has more influence on the reaction. More specifically, the rate of hydrolysis decreases with
increasing size of the alkyl substituent because of an increased degree of steric hindrance.
As would be expected, substituents containing long, branched alkyl chains will slow the
rate of hydrolysis the most.209
While size is the most important factor, the electronegativity of the substituents does
also have some influence on the rate of hydrolysis in base or acid catalysed reactions.
Electron withdrawing substituents (e.g. -OH) will stabilise the transition state at high pH,
and inductively electron donating substituents (e.g. alkanes) will stabilise the positively
charged transition state which occurs at low pH, thereby lowering the activation energy
of the hydrolysis step.209
The structure of an alkoxysilane coating
The reaction conditions are important in determining the final structure of the silicate. Us-
ing solutions with intermediate pH and/or low concentrations of water, thereby favouring
condensation over hydrolysis, produces “weakly-branched” structures which arise from
diffusion-limited particle growth,209 i.e. each new unit added to the polymer remains at
the site it first reached and at which it reacted. In contrast, performing the reaction at high
pH in aqueous conditions, i.e. favouring hydrolysis over condensation, leads to highly-
branched, essentially smooth, spherical particles.209 These arise from reaction-limited
particle growth.209 That is to say, the increased rate of hydrolysis and de-polymerisation
allows the polymer to be repeatedly broken down and reorganised (i.e. by subsequent
condensation reactions) until it reaches its most thermodynamically favourable structure.
Both types of particle are illustrated in figure 4.4.
A monolayer coating refers to when the surface is coated with a layer which is effectively
only one molecule thick, which would correspond to an alkoxysilane molecule reacting
with the surface without undergoing any reactions with other alkoxysilane molecules.
To achieve this, polymerisation of the silanols needs to be avoided, i.e. condensation
reactions should ideally only occur between silanols and surface hydroxyl groups. This
is most favoured under dry conditions in an aprotic solvent, with a low concentration of
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Figure 4.4: Simple 2D representations of the types of structures obtained from diffusion
limited (left) and reaction limited (right) growth. In the context of silane coatings, dif-
fusion and reaction limited structures are obtained when hydrolysis is disfavoured and
favoured respectively.
alkoxysilane. If an alkoxysilane does polymerise from the surface with other molecules
in solution, or oligomeric alkoxysilanes form in solution before condensation onto the
surface, a coating will form which is several molecules or more thick. This is known as a
multilayer coating. In the context of surface functionalisation, the goal is often to achieve
a monolayer of coating on the surface.7
The special case of amine-functional alkoxysilanes
The use of (3-aminopropyl)trialkoxysilanes and related amine-functional silanes are a
special case.211 This is because of several factors: the amine group can participate in the
reaction as a catalyst, which complicates the kinetics; protonation of the amine to form
an ammonium ion gives the resulting silicates a net positive charge, which can also coor-
dinate to any anions present (e.g. Si-O-); and hydrogen bonding of the amines with each
other and with any oxygen bearing species leads to a much more complicated structure
within the silicate. Some examples of these interactions are shown in figure 4.5.211
The positive charge on any silicates formed by condensation of aminoalkoxysilanes can
be especially problematic when attempting to coat silica surfaces. This is because sil-
ica surfaces have a negative charge above about pH 2, meaning that polymeric silicates
formed in solution may adhere to the surface via electrostatic/dipole and hydrogen bond-
ing interactions rather than covalent bonds.212 This relatively loosely-bound layer would
lead to a weaker interphase between surface and bulk were it part of a reinforcing filler in
a polymer composite.213
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Figure 4.5: Some examples of the complex structures that amine-functional alkoxysi-
lanes (in this case APTES) can form on silica surfaces via various means of inter- and
intramolecular bonding.
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4.1.3 Alkoxysilane coating in practice
Many examples of different silane coating procedures can be found in the literature. The
use of toluene is common,7, 156, 211, 214–216 as it is a hydrophobic, aprotic solvent, and pre-
sumably also because it is so readily available. Toluene should naturally have low water
content, but nonetheless it is sometimes also rigorously dried before being used as a sol-
vent for silane coating.7, 211, 216 The use of ethanol is also common,103, 163, 217, 218 which is a
protic and hygroscopic solvent. Some groups even report adding water to the silane coat-
ing reaction.217, 218 In these cases, a monolayer coating of silane is presumably not deemed
an important requirement. There are also examples of coating reactions being carried out
in other solvents, such as acetone,219 as well as some simply in pure alkoxysilane.220 It is
also possible to avoid using solution reactions at all, as coatings can be achieved by ex-
posing the surface to silane vapour.211 So, while the fundamental chemistry behind silane
coating is complex, it is clear that they are reactions which are easy to carry out under a
range of conditions. However, whether all of these conditions lead to optimum surface
coating amounts and structures is a different matter. Indeed, the structure of the obtained
silane coating is often not assessed.
Zhu et al. are one of the few groups to have compared the effectiveness of different
silane coating techniques.211 Specifically, they were interested in comparing a reaction in
toluene to a vapour-phase reaction for preparing (3-aminopropyl)triethoxysilane (APTES)
functional silicon surfaces. It was found that coating in toluene produced multilayers, and,
importantly, they found significant deviation between the amount of silane which was
grafted to the surface when this procedure was repeated. This persisted despite rigorous
purification and drying of solvents and reaction vessels. They suggest that variations in
batches of APTES and even ambient humidity can have an affect on the repeatability of
preparing coatings in this way. In contrast, coating the silicon by exposing it to APTES
vapour produced repeatable, stable monolayers of silane.211 It is clear from this work
that silane coating reactions should ideally be done using silane vapour rather than in
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solution, as this method was concluded to be the only way to produce repeatable silane
monolayers.211
However, while vapour-phase reactions are clearly the best route for producing silane
monolayers on surfaces,211 it is not clear how practical or necessary this is when coating
HNTs with silane. For instance, the exterior surface of HNTs is supposed to only have a
relatively low density of hydroxyl groups,7 so monolayer coverage might be so minimal
that there would not be a great change in the wettability of the surface, and only few
sites for reaction into the network. In this case, a multilayer coverage might even be
preferable in terms of improving the surface compatibility with the bulk. In addition,
in terms of experimental practicality, a vapour phase reaction would be difficult to carry
out on HNTs. A vapour phase coating requires a bespoke reaction vessel in which the
surface to be coated can be suspended above the liquid silane.211 For HNTs, it would
be difficult to construct a vessel that allows the powder to be both suspended above the
liquid and have all of its surface area exposed to the vapour. This would be especially
problematic if large quantities of HNTs needed to be coated, e.g. for large-scale use in
polymer nanocomposites. That is to say, despite their proven disadvantages relative to
vapour-phase reactions, solution-phase coating reactions seem like the most appropriate
for functionalising HNT surfaces with alkoxysilanes.
4.1.4 Piranha solution pretreatments
Piranha solution is the name of a reactive mixture made by adding aqueous hydrogen
peroxide to concentrated sulfuric acid (typically in the ratio 1:3 vol/vol peroxide to acid).
This solution heats up rapidly upon mixing, due to the exothermic hydration of the con-
centrated sulfuric acid,6 and it subsequently undergoes rapid, sometimes explosive,221, 222
reactions with organic compounds. Piranha solution can hence be quite hazardous, but
it is especially effective at cleaning organic residues off a variety of substrates, and is
therefore widely used in applications where clean surfaces are important (e.g. in micro-
electronics), despite the associated risk.
The active component of piranha solution is peroxymonosulfuric acid, which is also often
referred to as Caro’s acid.6 The formation and structure of Caro’s acid is illustrated in fig-
ure 4.6. Caro’s acid is a powerful oxidising agent, capable of oxidising many metallic223
and organic224 species, which is why it is so effective at removing organic compounds
from substrates. The extremely low pH of piranha solutions is also thought to play a
role in its interactions with organic compounds, i.e. by catalysing hydrolysis reactions
and causing extensive dehydration. However, it should be noted that much of the in-
formation available regarding the mechanism of action of piranha solution appears to be
well-informed speculation, and it is difficult to trace the origins of these theories to peer-
reviewed literature; for most researchers, it appears to be enough to know that piranha
solution works well for cleaning substrates, and how it does so is less important. Nonethe-
less, the consensus seems to be that piranha solution works to solvate organic compounds
via both oxidation due to the formation of Caro’s acid, and hydroylsis/dehydration in the
extremely concentrated sulfuric acid.
Silica glass surfaces are among those that are often cleaned with piranha solution before
use,225 and there has been some suggestion that the piranha treatment not only cleans the
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Figure 4.6: Upon mixing, sulfuric acid and hydrogen peroxide react to form Caro’s acid,
a powerful oxidising agent.6
silica surface, but also reacts with it. For example, piranha solution has been suggested
to etch silica surfaces,226, 227 and make them inherently more hydrophilic by increasing
the concentration of silanol (i.e. Si-OH) groups on the surface.226 However, considering
the chemistry of both components, it is difficult to see how this could be the case. Seu et
al. suggest that it is because piranha solution “is a strong oxidizer and will hydroxylate
the surface by increasing silanol groups and Si-O- species on the glass support”,226 but it
does not make sense for silica (i.e. SiO2) to be able to be oxidised further; the oxidation
numbers of neither Si nor O change upon transformation from Si-O-Si to Si-OH. Acid-
catalysed hydrolysis and subsequent dissolution of silica would be a more reasonable
explanation, and a hypothetical mechanism for this is given in figure 4.7. However, the
equilibrium solubility of amorphous silica in water at low pH is relatively low,228, 229 and
it takes days for this equilibrium to be reached at room temperature,228 compared to the
tens of minutes over which piranha solution is typically applied. Nonetheless, Seu et al.
showed using AFM that the nano-scale roughness of glass slides increased as they were
subjected to an increasing treatment time with piranha solution.226 Therefore, while the
mechanism of the interaction between silica surfaces and piranha solution is not clear,
it does not seem unreasonable to conclude that it can have some effect on silica beyond
simply removing organic residues from it.
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Figure 4.7: A hypothetical mechanism for the acid-catalysed hydrolysis of silica.
Similar to silica glass, the external surface of HNTs is composed mainly of Si-O-Si bonds,
with Si-OH groups only accessible at surface edges and defects.55 This is thought to limit
the area of the HNT surface that is accessible for functionalisation with alkoxysilanes.7
Being able to increase the surface concentration of silanol groups on HNTs before subse-
quent silane coating would allow the inclusion of the useful, silane-borne functional group
over a greater area, potentially leading to improved performance of the coated HNTs. For
example, inclusion of a greater number of amine groups might lead to a greater area of the
HNTs being able to react into an epoxy network, thereby improving interfacial adhesion
in the subsequent nanocomposite. Therefore, were piranha solution able to increase the
concentration of silanol groups on a silica surface, it would be interesting for application
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to HNTs intended for use as fillers in epoxy resin nanocomposites.
Halloysite is composed of alumina as well as silica. In contrast to silica, alumina is highly
soluble at low pH.229 The interior surface of HNTs (i.e. the wall of the nanotube lumen)
consists of exposed alumina, and several studies have shown that treament of HNTs with
aqueous acid can damage these interior surfaces, specifically by acid-catalysed hydroly-
sis.155, 229, 230 In physical terms, this leads to enlargement of the HNTs’ lumina from the
inside out, which is accompanied by the formation of silica nanoparticles (Si-NPs) of
about 10 - 20 nm in diameter. Eventually, only a nanotubular, silica skeleton is left. An
example of nanotubes damaged by acid-etching is shown in figure 4.8. Abdullayev et
al. studied the kinetics of sulfuric acid etching of HNTs.155 They found the process (i.e.
dissolution of alumina) to be first order with respect to the acid at 50 °C, and zeroth order
above 80 °C. With respect to HNT concentration, the process was found to be pseudo-
zeroth order below 70 °C, and approximately two-thirds order above this temperature.
The zero order kinetic regimes are explained as being due to diffusion of acid into, and
etching products out of, the narrow nanotube opening. That is to say, in these regimes, the
process can only happen as fast as diffusion in and out of the tube can occur.155 At ambi-
ent and intermediate temperatures, it took days for significant dissolution of the alumina
to occur, but it took place in a matter of hours above 70 °C: at a treatment temperature
of 90 °C, 100% of the alumina was removed in under 10 h.155 Because of this, when
applying a piranha solution pretreatment, it is important to take into account the potential
for damage to HNTs due to acid-etching of their interior alumina surfaces.
In 2015, Sun et al. studied the affect of treating HNTs with piranha solution, and com-
pared the outcomes of APTES coating reactions using either untreated or piranha solution
treated HNTs.7 They inferred hydroxylation of (i.e. formation of new Si-OH groups on)
the piranha treated HNT surface from the appearance of new peaks in IR spectroscopy
and X-ray photoelectron spectroscopy (XPS) data. Data from XRD and TEM appeared
to indicate that the structure of the nanotubes was largely retained after piranha solution
treatment, despite the highly acidic environment. Specifically, while the porosity of the
nanotubes was seen to increase slightly, there was no observable damage in TEM images.
Most notably, they found that the grafted amount of APTES increased from 1.55 wt%
on untreated HNTs to 2.78 wt% on piranha solution treated HNTs, an increase of 80%.
From their work, it seems clear that piranha solution treatment of HNTs is a good way to
increase the extent to which the nanotubes can be coated with alkoxysilane.7 However,
they only studied the outcomes of the coating reactions, and did not investigate whether
the increased degree of coating led to any improvements when the HNTs were used in a
specific application, for example, as reinforcing fillers in a nanocomposite.
4.1.5 Aims of chapter
The aim of this chapter was to study the coating of HNTs with alkoxysilane, with par-
ticular attention to the repeatability and scale-up of this process. An additional goal was
to replicate the “activating” effect of piranha solution treatment described by Sun et al.
to increase the degree of coating of the HNT surface.7 This was done with a mind to
use and compare the various coated samples as fillers in an epoxy resin nanocomposite,
but unfortunately the three-roll mill broke towards the end of the project, before this work
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(a) Acid-treated
(b) Pristine
Figure 4.8: An example of HNTs which have been damaged during treatment with aque-
ous acid (a), compared to pristine, untreated HNTs (b). The damage manifests itself as
enlargement and roughening of the nanotube interior as the alumina surface is removed
(some examples in (a) are indicated with yellow arrows), which is accompanied by the
formation of Si-NPs (some examples are indicated with purple arrows in the inset image
in (a), which shows a zoomed-in view of part of the same TEM image).
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could be carried out. To aid navigation, a flowchart illustrating the structure of the chapter
is given in figure 4.9.
4.2 Results and discussion
4.2.1 Initial investigation of silane coating of HNTs
Early in the project, the intention was to use HNTs as fillers in poly(acrylate) poly-
mers. Because of this, silane coating reactions on HNTs were first attempted using 3-
(trimethoxysilyl)propyl methacrylate (TMPM), the structure of which is shown in figure
4.10. A reaction similar to that described by Sun et al. was used.7 Specifically, the HNTs
and silane were heated for 24 h in refluxing toluene. The TMPM concentration was above
2 wt%, as Sun et al. had found the grafted amount of silane to level off after this concen-
tration.7 However, the method used here differs from that of Sun et al. in that dry toluene
was not used, and the dispersions of HNTs in toluene were not treated with 30 min of
ultrasonication before heating (they do not specify the instrument type or power). In the
case of ultrasonication, this was neglected because HNTs do not disperse very readily into
toluene (see Chapter 2), so it was unknown how much effect low power ultrasonication
from an ultrasonic bath (the only ultrasonic instrument available at the time) would have
in terms of dispersing the HNTs such that a significantly larger surface area was exposed
for reaction. That is to say, it was uncertain what advantage ultrasonication would pro-
vide, especially considering that facilitating ultrasonication significantly complicates the
process. Dry toluene was not used since the solubility of water in toluene is low under
ambient conditions, and presumably very low in boiling toluene. Drying large amounts of
toluene for this procedure was hence seen as an unnecessary complication, especially con-
sidering that doing so would become increasingly impractical as the process was scaled
up. A simple measure to prevent too much exposure of the system to water was the fitting
of a drying tube to the reflux condenser. In addition, TMPM was only added once the
mixture of HNTs and toluene had reached reflux. Because the boiling point of toluene
(110 °C) is above that of water, it was expected that this would be sufficient to remove
water to the extent that the rate of hydrolysis of the silane was not so high as to limit the
grafting of silane to the HNT surface. The above method for coating the HNTs is denoted
procedure 1 (P1).
Several methods were used to indicate the success of the coating reaction. Firstly, TGA
analysis showed significantly more mass loss for the coated HNTs than for the untreated
nanotubes, as shown in figure 4.11. Subsequent IR spectroscopy (figure 4.12) showed the
presence of absorption peaks corresponding to sp3 hybridised C-H bonds, as well as the
carbonyl (C=O) bond, and ester C-O bond. More absorption peaks would be expected
for the TMPM molecule, but because it is only present in low concentrations, only the
most strongly absorbing peaks can be observed. Most notably, the sp2 C=C could not
be observed, which is significant as this is the bond that would allow reaction of the
surface coating into the bulk network if the HNTs were then used to make poly(acrylate)
nanocomposites by free-radical polymerisation. Additionally, the water contact angle of
the coated HNTs was much greater than that of the pure nanotubes, as can be seen in
figure 4.13, which indicates that a (relatively) hydrophobic coating has been achieved
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Figure 4.9: A flowchart illustrating the structure of the chapter “Functionalisation of
Halloysite Nanotubes with Alkoxysilane and Activation with Piranha Solution”
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Figure 4.10: The structure of 3-(trimethoxysilyl)propyl methacrylate (TMPM).
on the HNTs (contact angle measurements will be discussed in more detail later in the
chapter). TEM images of the coated nanotubes appear to show to a new layer of coating on
some of the surfaces of the nanotubes (figure 4.14). As would be expected from the non-
uniform coverage of the HNT surface with hydroxyl groups, this surface layer appears to
be patchy rather than homogeneous. It also extends many nanometres from the surface,
indicating that a polymerised, multilayer network has been formed. However, It cannot be
concluded that this is solely due to the formation of a silicate, as it is unknown whether the
TMPM polymerised via a free-radical pathway in the relatively high temperature reaction.
Taken together, the above characterisation methods showed that the modified version of
the reaction described by Sun et al.7 was able to be used to coat HNTs in TMPM with
a heterogeneous multilayer coating that significantly increased the hydrophobicity of the
nanotubes. However, it is unknown whether the reactive alkene bonds survived the coating
process.
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Figure 4.11: A greater mass loss is seen for TMPM-coated HNTs than for untreated
HNTs, and this mass loss occurs at a lower onset temperature. This suggests that an
organic coating is present, i.e. that the reaction was successful.
A comparison of different washing methods for purifying the coated HNTs was also made.
Washing is supposed to remove any unreacted silane and silicates from the final sample,
and should be sufficiently thorough to ensure that any material that appears to be ‘grafted’
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Figure 4.12: The IR spectra of HNTs and TMPM-HNTs. After silane coating, new ab-
sorption peaks can be seen, which are associated with various organic functional groups
on the coating molecule. However, no absorption peaks associated with the C=C bond
can be identified.
Figure 4.13: A side-by-side comparison of a water droplet on TMPM coated HNTs and
unmodified HNTs. The coated HNTs appear to have a relatively high water contact angle,
while the untreated HNTs have a much lower contact angle, that quickly recedes to 0 as
the water is absorbed by the HNT pellet.
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Figure 4.14: A TEM image of TMPM coated HNTs. The yellow arrows indicate features
which are thought to be the silane coating, as they are not seen in TEM images of pure
HNTs. In places, these features extend many nanometres away from the HNT surface,
indicating a multilayer coating of silane.
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is actually covalently bonded to the surface rather than weakly bonded and free to leave.231
This is especially important when coating reinforcing fillers, since a weakly bound layer
of silane in the interphase will be detrimental to mechanical properties.213 Washing HNTs
by filtration was found to be time consuming, especially if large amounts of solvents need
to be used, because the clay is able to clog the filtration medium. Instead, the coated clay
was washed by removing it from solution with a centrifuge, dispersing the solid in fresh
toluene, then repeating the process. This was compared to using a soxhlet extraction.
In a soxhlet extraction, a sample is added to a cellulose thimble in a specially designed
extractor, in which it is repeatedly rinsed with solvent which is being boiled in a flask
below the thimble. The solvent condenses in the chamber containing the sample, and is
drained once a certain fluid level is reached within the chamber, thereby being recycled.
Soxhlet extraction has several advantages over hand-washing: it is less intensive for the
operator, as the washing is essentially automated and continuous once reflux has begun,
and many more wash cycles can be carried out for little additional effort; less solvent
has to be used, as it is repeatedly recycled and purified by distillation; and it exposes
the operator to less solvent, hence reducing hazard. The main disadvantages to soxhlet
extraction are that it is slower than hand-washing if only a few rinses are needed, and the
reflux can be energy intensive as it requires constant heating.
To compare hand-washing to soxhlet extraction, a sample was coated with TMPM, then
half was taken to be washed by either method. Using hand-washing, the sample was able
to be rinsed with several hundred mL of toluene over an hour or two of dedicated work.
With soxhlet extraction, about half an hour of set-up was required. It took around an hour
for the extractor to fill and drain, but the extraction was left running for 48 h, meaning
that 48 washes of around 100 mL of solvent could be achieved for little extra effort. TGA
(figure 4.15) showed 0.34 wt% lower mass loss for the soxhlet extracted sample than
the hand washed sample, indicating that soxhlet extraction was indeed more effective at
removing non-grafted products from the clay. Because of this, and the fact that it was
easier and safer, soxhlet extraction of the coated HNTs with toluene was chosen as the
washing method going forward.
Reactions were also carried out in ethanol for comparison to toluene. This was because
the most common solvent seen for silane coatings in the literature other than toluene
appears to be ethanol, and because HNTs disperse much more readily in ethanol than in
toluene. It was thought that this increased compatibility might lead to a greater extent of
the HNT surfaces being available for coating than in toluene (i.e. fewer surfaces would be
blocked by the nanotubes agglomerating together). For a first comparison, a completely
different reaction procedure was used (denoted P2), which is a modified version of that
described by Guo et al..103 A similar concentration of HNTs and TMPM was used as
in their work, but they also acidified the mixture with acetic acid, which was not done
here, and they ran the reflux for 1 h, whereas the reaction here was for 24 h. While IR
spectroscopy showed that the same functional groups were present in the modified clay,
TGA analysis on the product of P2 suggested it had significantly less TMPM coating than
that of P1; the mass of the P2 sample at 800 °C was 1.18 wt% higher than that of the P1
sample. However, in P1, the sample was extracted exclusively with toluene, whereas P2
was extracted with ethanol. To check whether washing with different solvents had made
the difference, the P1 product was subjected to further extraction with ethanol. However,
this led to only a 0.2 wt% decrease in mass at 800 °C, much lower than that difference
between P1 and P2. The difference in grafted amount between P1 and P2 is more likely
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Figure 4.15: TGA of the same TMPM-HNT sample, half of which was washed using
soxhlet extraction, the other half by hand (as described in the text). The higher mass
remaining for the soxhlet extracted sample indicates that this was the better method for
washing non-grafted species away from the HNTs.
due to the much higher concentration of TMPM used in P2, leading to a much higher
degree of polymerisation of the silane, which subsequently did not graft to the surface of
the HNTs.
The reaction was then repeated, but this time using a much lower concentration of TMPM,
i.e. essentially the same procedure as P1, but with ethanol instead of toluene. In this new
procedure (denoted P3), TGA showed that the mass remaining in the sample at 800 °C was
only 0.31 wt% higher than the sample obtained by P1. However, the water contact angle
of the sample obtained via P3 was significantly lower than that from P1 (figure 4.17).
Possible reasons for the difference could be the increased reaction temperature which is
reached by boiling toluene versus ethanol (bp = 110 °C versus 78 °C), or the fact that both
water (which is more difficult to remove from ethanol than toluene) and even the ethanol
itself could hydrolyse/alcoholyse and remove surface-grafted silane in P2 and P3, leading
to a different surface silane structure than in P1. Regardless of the exact reason, it was
concluded that using toluene as a solvent for the coating was better than using ethanol, as
it produced a more hydrophobic sample with a higher grafted amount of silane.
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Figure 4.16: TGA for TMPM-HNTs coated using toluene and ethanol. Coating in ethanol
with a high TMPM concentration (P2) led to a much lower grafted amount than using
toluene. Coating in ethanol with the same TMPM concentration as was used in P1, i.e.
P3, led to different thermal degradation behaviour, and a somewhat lower grafted amount.
Figure 4.17: A side-by-side comparison of the water contact angles of TMPM coated
HNT samples made by reaction in toluene or ethanol (i.e. by using P1 or P3, respectively).
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4.2.2 Coating HNTs with APTES
In order to coat the surface of the HNTs with amine groups, and thereby allow for reaction
into an epoxy resin network, the nanotubes were coated using (3-aminopropyl)triethoxysilane
(APTES). The structure of APTES is shown in figure 4.18.
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O
NH2
Figure 4.18: The structure of (3-aminopropyl)triethoxysilane (APTES).
As with the TMPM-HNTs, the success of the APTES coating reaction was determined
using several techniques. TGA (figure 4.19) showed there to be material grafted to the
APTES treated HNTs (NH2-HNTs) as they had a higher mass loss upon heating than the
pure HNTs. As shown in figure 4.20, the sp3 C-H absorptions were again seen in the
IR absorption spectrum of the NH2-HNTs, although the absorption peak for the amine,
which would have been expected at around 3500 cm-1, was not observed. This is probably
due to the low concentration of amine groups on the surface of the HNTs. The presence of
the amine group was instead confirmed with XPS (which will be discussed in more detail
in section 4.2.3): a peak corresponding to the N 1s orbital was found for NH2-HNTs, but
not untreated HNTs (figure 4.21). While XPS cannot be used to infer the identity of the
exact nitrogen functional group, the element can only have come from the amine group
on APTES. On the basis of TGA, IR spectroscopy, and XPS, it can be concluded that
the HNTs were successfully functionalised with APTES to introduce amine groups to the
nanotube surface.
TEM images of a sample of the NH2-HNTs were taken, and examples are shown in figure
4.22. As with the TMPM-HNTs, it was possible to find areas where there appeared to
be a multi-layered coating extending many nanometres away from the nanotube surface.
However, these features were rare, and not seen for most nanotubes. That is not to say
that most of the nanotubes had no coating, since it is possible that the coating was too thin
to be observed by TEM. The most that can be concluded from TEM images is that the
reaction probably produced an inhomogeneous surface coating on the order of nanometres
in thickness.
For one portion of NH2-HNTs, an additional 24 h of soxhlet extraction was carried out,
this time with ethanol as the washing solvent. This is partly because Sun et al. had carried
out additional washing of their product with methanol after washing with toluene,7 but
also because APTES is known to be able to undergo hydrogen bonding and other non-
covalent interactions with silica surfaces.211 The second wash was therefore carried out
to determine whether there were any non-covalently bound APTES species remaining on
the HNTs surface; these may have remained bound to the surface in toluene, but should
come off in ethanol, which is much more polar and can undergo hydrogen bonding itself
(and indeed will probably have contained a significant amount of water since it was stored
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Figure 4.19: A greater mass loss is seen for NH2-HNTs than for untreated HNTs, which
suggests that the APTES coating reaction was successful.
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Figure 4.20: The IR spectrum of a sample of NH2-HNTs compared to that of unmodified
HNTs. The presence of a C-H stretching absorption suggests that APTES grafting has
been successful, but the signature vibrations of the amine group cannot be seen, presum-
ably due to their low concentration and relatively low absorption coefficient.
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Figure 4.21: There is a peak for the N 1s electron orbital in XPS of NH2-HNTs, but not
in the spectra of HNTs. This can be taken as proof that APTES has been grafted onto the
surface of the HNTs.
under ambient conditions). The sample washed with ethanol in addition to toluene showed
the same amount of mass remaining at 800 °C as that which was washed with toluene only
(figure 4.23), suggesting that further washing of the NH2-HNTs after soxhlet extraction
with toluene is unnecessary. This also suggests that grafted amounts obtained by TGA
are repeatable for the same sample.
Once it had been shown to be successful, this APTES coating procedure was repeated
several times. This is because Zhu et al. had noted that they found the results of APTES
coating of silica surfaces in toluene to show significant variability between samples, re-
gardless of the rigour with which it was carried out, which they attribute to variations
in ambient humidity.211 As such, it was important to get an idea of the variability of the
APTES coating reaction, especially as conditions used in this work were far less rigourous
than those described by Zhu et al..211 Repeating the coating reaction several times did
seem to lead to variation in the grafted amount of silane on the HNTs, which ranged from
1.07 wt% to 1.79 wt%. For comparison, Sun et al. found a grafted amount of APTES of
1.55 wt% when they carried out their procedure on untreated HNTs,7 which is well within
the range of the grafted amounts found here.
As shown in figure 4.24, there were some differences in the amounts of reagents used
in the process, but grafted amount correlated neither with the absolute concentrations,
nor the relative concentrations of APTES or HNTs. It is expected that variations in the
exact batch of APTES (i.e. the presence of oligomers and other impurities) used may
affect the results of surface coating. However, all of these reactions were carried out
using APTES from the same bottle, and there was also no correlation between the date
of the coating reaction and the grafted amount, which suggests that aging of the batch
of APTES (i.e. polymerisation caused by adventitious water) was not the cause of the
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Figure 4.22: TEM images of a sample of NH2-HNTs. In some areas, there appears to be
a multilayer coating of APTES on the nanotubes (indicated with yellow arrows), but these
features are rare.
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Figure 4.23: The mass remaining at 800 °C for NH2-HNTs extracted with toluene and
NH2-HNTs extracted with toluene followed by ethanol is virtually identical. This suggests
that the toluene wash removes all non-grafted silane species, and further washing with a
more polar solvent is unneccessary.
variation. Therefore, the variation seen in the amount of APTES grafted to the HNTs’
surfaces can only be assumed to arise from variations in ambient humidity, as previously
suggested by Zhu et al..211
Figure 4.25 shows the relative humidity in our lab measured over three months (March
to May) using a humidity probe. The relative humidity was seen to vary between 20%
and 62% over the course of the three months, and could vary to a significant degree over
the course of just a few days. The probe in our lab was in the vicinity of the reaction
fumehood, not in the fumehood itself, and the measurement dates do not overlap with the
dates on which the coatings were carried out. Nonetheless, the data illustrates that there is
significant variation in the ambient humidity of our lab. In addition, this variation is cer-
tainly to the extent that it could affect the outcome of alkoxysilane coating reactions; for
example, Zhu et al. measured an N-(2-aminoethyl)-3-aminopropyltriethoxysilane coating
thickness of (92 ± 11) A˚ when the reaction was carried out at 39% humidity, compared
to a thickness of (355 ± 100) A˚ when the reaction was carried out at 59% humidity.211
That is to say, increased humidity leads to a thicker, more variable silane coating. It is
therefore reasonable to conclude that variations in ambient humidity played a part in the
variable grafted amounts of APTES on HNTs seen in this work.
Within these results are two APTES coatings carried out on 40 g of HNTs in 240 mL
of toluene, compared to the others at 10 g in 120 mL, and Sun et al.,7 who used 2 g
of HNTs in 100 g of toluene (about 120 mL). However, the ratio [APTES]/[HNTs] was
kept similar for all samples, and doing so seems to allow for similar coating results to be
achieved, regardless of the change in the absolute concentrations of all species. This is
important, as the ability to scale the process up to 40 g and above without significantly
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Figure 4.24: The amount of grafted APTES found on HNTs by TGA plotted against sev-
eral variables. There does not seem to be any correlation between the grafted amount of
APTES, and any of the variables listed here.
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Figure 4.25: The relative humidity in our lab measured between March and May, and
over one week in April (note that these dates do not overlap with the APTES coatings
reported here). It can be seen that ambient humidity varies significantly (within a range
of 42%), even over the course of a few days.
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different results means that the coated HNTs would be able to be produced in amounts
usable for making nanocomposite parts, e.g. using the three-roll mill (which requires
about 30 g of HNTs for mixing in force mode, as noted in Chapter 3).
It is clear that the coating of HNTs with APTES in toluene produces variable grafted
amounts of coating. However, it remained to be seen whether this variation produced any
meaningful differences in the micro- and macroscopic properties of the obtained HNTs.
As a way to study this, it was decided that the water contact angle of each sample be
measured.
Measurement of water contact angles of APTES coated HNTs
In a three phase system consisting of a solid interface (A) and two fluid phases (B and C),
one of the fluid phases can adhere to the solid surface as a discrete droplet provided that
the strength of the energetic interaction between the surface and the fluids is intermediate
between the strength of interaction between the two fluids.232 Such a droplet is illustrated
in figure 4.26. If the energetic interaction between either of the fluids (B or C) and the
surface (A) is too great or small, then there will either be complete wetting of the surface
(i.e. the formation of a film), or no wetting at all, depending on the relative amounts of B
and C.232
Figure 4.26: In a system consisting of two fluid phases (B and C), and a solid surface,
a droplet can form on the surface provided that the energetic interaction between the
surface and the fluid phases is intermediate between the interactions between the two
fluid phases. The angle, θ, between the surface and the edge of the adhered droplet is
known as the contact angle.
When a droplet forms at the interface, and the interfacial energy of the system is min-
imised, the interactions can be described using the Young equation (equation 4.1). Here,
γAB is the interfacial energy between A and B etc., and θ is known as the contact angle.
Equation 4.1 can be rearranged to give equation 4.2. The more favourable the energetic
interaction between the droplet and the surface (relative to the interaction between the
fluids), the lower the contact angle will be, and vice versa.
γAC + γBCcosθ = γAB (4.1)
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cosθ =
γAB − γAC
γBC
(4.2)
This model is an oversimplification, as it assumes that the surface involved is physically
and chemically homogeneous. Real world surfaces may be chemically heterogeneous, for
example a surface might have a patchy coating of alkoxysilane, and almost all surfaces
are likely to be rough at small length scales.233 Both of these factors can affect measured
contact angles. Nonetheless, measurement of the contact angle of a droplet on a surface
is a widely used method for studying the surface’s chemical properties, e.g. to ascertain
the success of a process which was intended to coat the surface. Water is typically the
liquid of choice, presumably due to its low price, low hazard, and relatively low vapour
pressure (compared to other common laboratory solvents), which means evaporation from
the droplet should not affect the macroscopic properties of the droplet on the time-scale
of the measurement. A high contact angle for a droplet of water on a surface indicates
that the surface is hydrophobic, and a low contact angle indicates that it is hydrophilic.
A typical instrument for measuring the contact angle of a water droplet on a surface con-
sists of: a flat, adjustable stage on which to place the sample surface; a syringe or pipette
to repeatably deliver a precise amount of liquid onto the surface; a camera, or an optical
viewing scope with a goniometer, which can be used to image the droplet at high magnifi-
cation; and a diffuse backlight which increases contrast in the images, allowing for more
accurate determination of the corners of the droplet. In the Department of Chemistry at
the University of Sheffield, there is a an analogue instrument for measuring water contact
angles (i.e. using an optical viewfinder and goniometer). An example image of a droplet
seen through the viewfinder is given in figure 4.27. This instrument was used to obtain
initial measurements for the untreated and APTES coated HNTs.
Figure 4.27: An example of a contact angle being measured using the analogue go-
niometer (not a sample from this work). The sample height, the viewfinder focus, and the
goniometer must all be adjusted manually in order to take a measurement.
However, the analogue instrument was found to be unsuitable for measuring the contact
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angles of both HNTs and NH2-HNTs. For the measurements, each sample was pressed
into a smooth, flat pellet with a metal die. These pellets were found to be porous, with
a droplet of water quickly being absorbed after being placed on the surface. For the
HNTs, complete absorption of the water droplet took place on the order of tens of seconds,
whereas it generally took place over a few minutes for the NH2-HNTs. In both cases,
this time scale was short compared to the amount of time it took to manually adjust the
viewfinder and take a measurement of the contact angle using the goniometer. Because of
this, a new measurement set-up had to be made, i.e. one capable of taking contact angle
measurements shortly after the droplet has been delivered to the surface.
The set-up which was made for measuring the contact angles of the HNT samples is
shown in figure 4.28. Rather than an optical viewfinder, the droplet is imaged using a
digital microscope, which can interface with a computer via a USB connection. Using
MATLAB, it is possible to film the droplet with the microscope, and the frame rate can
be altered by the user. A custom holder was made for the microscope using a 3D printer,
and this was stuck to the surface of an adjustable stand. This was necessary to ensure
repeatable alignment of the microscope between measurements. A small LED panel con-
nected to a simple circuit (a battery plus an appropriate resistor) was used to provide
back-lighting. A droplet of water is delivered to the sample using a micro pipette, which
has been clamped in place above the surface. There are a few drawbacks to this set-up,
most notably: droplets cannot be placed close enough to the microscope lense for very
high magnification images to be taken, and the action of delivering the droplet to the sur-
face is not always the same, since it requires manual grasping and plunging of the pipette.
Nonetheless, the set-up can be used to obtain suitable images for the measurement of
contact angles. An example is shown in figure 4.29.
Figure 4.28: The set-up that was constructed to allow measurement of the water contact
angle of HNT samples immediately after delivery of the water droplet.
Once images of the droplets are obtained, their contact angles can be evaluated using
193
Figure 4.29: An example image of a droplet taken using the digital microscope set-up
shown in figure 4.28.
image analysis software like ImageJ. This can be done simply by drawing appropriate
freehand (FH) lines on the image, and measuring the angle between them. However, as
illustrated in figure 4.30, the resolution of the images on the scale required to measure
contact angles is limited, which makes it difficult to decide where the lines should be
drawn. An alternative method is to use a “snake-based” approach, as developed by Stalder
et al.,234 whose software is available for free as an additional feature to use in ImageJ. The
software is known as DropSnake (DS). Essentially, DS allows the user to place points
along the outline of the droplet. The software then uses this information, along with
theoretical models that describe droplet shape, to calculate the contact angles of a droplet
that would correspond to the shape in the image.234 An example of a droplet analysed
using DS is shown in figure 4.31. The relatively low resolution of the images still causes
problems when judging where to place the points, but the situation is far better than in
the FH measurement, since the DS method takes into account the whole droplet and its
reflection, so it becomes easier to determine when a measurement does not properly fit
the image. It was possible to obtain apparently reasonable contact angles for the HNT
samples using the new set-up and ImageJ/DS software.
In order to assess the accuracy of contact angles measured by the digital microscope, a
sample was made which could both be measured on the analogue goniometer, and had
already been measured in literature. This sample was the commercially available organ-
oclay, I.44P, i.e. montmorillonite clay modified with a quaternary alkylammonium sur-
factant to make it hydrophobic. A pressed pellet of this clay does not absorb a droplet
of water, so it can be measured on the analogue instrument available at the University
of Sheffield. Measurements made using the analogue equipment were compared to those
made from the digital images analysed either FH in ImageJ, or using DS software, and
these are in turn compared to a literature value235 for the water contact angle of I.44P
organoclay in figure 4.32. The uncertainties in contact angle are the standard deviation
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Figure 4.30: The contact angle of a water droplet on a surface can be measured by
drawing freehand lines in ImageJ and evaluating the angle between them (the contact
angle is 180°- this angle). However, the relatively poor resolution at small scales means
that there is some uncertainty over exactly where the edge of the droplet is.
Figure 4.31: An example use of the DropSnake plug-in for ImageJ to evaluate contact
angles. The software uses the droplet shape as defined by the user (the blue points) to
calculate the contact angle. The red line/dots are part of a a fitting feature which was not
used, but could not be turned off, and should be ignored.
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of several different measurements made on different samples, or different positions on
the same sample. Standard deviation is preferred to standard error, since it is assumed
that surface topography affects these measurements, and that the surfaces are randomly
patterned, i.e. the measured contact angle would be expected to be part of a normally
distributed population of contact angles dependent on the exact surface structure. Neither
the analogue measurement, nor the measurement made by the FH analysis of the digital
images are close to the literature value, but the measurement made using DS is in good
agreement with it, with the literature value almost lying within the uncertainty of the DS
measurement.235 Indeed, the literature value is reported without its associated uncertainty,
and it seems reasonable to suggest that the uncertainty in the DS value probably overlaps
with the unreported uncertainty in the literature value. The literature value for I.44P clay
is assumed to be accurate, as it is close to other measurements made for similar materi-
als (i.e. other surfactant-modified montmorillonites that are similar but not identical to
I.44P).236 The analogue measurement of the water contact angle in particular is quite far
off the literature value; it is thought that this might be due to misalignment of the viewing
scope meaning that the whole of the droplet is not in view, and the contact angle mea-
surements are therefore taken away from the true corners of the droplet. Therefore, it
was concluded that the new set-up using the digital microscope was not only an accurate
method for measuring the water contact angle of these samples, but it was also the most
reliable method available in this case.
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Figure 4.32: A comparison of the mean water contact angle for a sample of I.44P organ-
oclay found in the literature to those measured using the analogue goniometer, the digital
USB microscope and freehand line drawing (USBM-FH), and the microscope and Drop-
Snake software (USBM-DS). The contact angle found using the USBM-DS method was
closest to the literature value.
The digital microscope set-up was then used to take water contact angle measurements
of samples of pure HNTs. Six measurements were taken using three separately pressed
discs (i.e. a measurement on either side of three droplets); absorbing a droplet of water
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was seen to cause the discs to undergo stresses which eventually led to their fracture, so
each disc could only be used once. This is illustrated in figure 4.33. The mean water
contact angle of the HNTs immediately (i.e. 0.1 s) after the droplet had been delivered to
the surface), was found to be (16 ± 2)°, where the uncertainty is the standard deviation in
the six measurements. This value is within the range of water contact angles expected for
pristine HNTs, which has variously been reported in literature to be between about 10°69
and 20°.237
Figure 4.33: A figure illustrating how absorption of a water droplet by a pressed pellet
of HNTs causes the pellet to undergo stresses which eventually lead to it breaking. This
means that each sample can only be measured once.
The contact angles of the droplets were also measured as a function of time. As shown in
figure 4.34, it was found the contact angle of a droplet of water on pure HNTs decreased
linearly with time. This is consistent with Lucas-Washburn flow,238 which models the
absorption of water by a porous medium with a network of cylindrical capillaries. The
normal form of the Lucas-Washburn equation is given in equation 4.3, where l is the
penetration length of the liquid, r is the pore radius in the substrate, γ is the surface
tension of the liquid, η is the viscosity of the liquid, θ is the solid/liquid contact angle, and
t is time. This can be rearranged to give equation 4.4, which demonstrates how the area
over which the liquid front has diffused at a given time is a function of the contact angle.
Assuming that only θ changes between different samples, it was thought that this might
be a better way to quantify differences in wettability, i.e. using the gradient of the contact
angle versus time slope, rather than the initial contact angle. For example, in figure 4.34,
the average contact angle over the three discs is plotted versus time, and this can be fitted
with a line of gradient (-0.62± 0.04) °s-1, where the uncertainty is the standard error in the
fit. This would potentially be a more accurate measure of wettability than simply using
the initial contact angle, since it would rely on several data points rather than one, and
may also reduce the uncertainty due to surface effects (e.g. surface roughness, variations
in droplet delivery). Indeed, for pure HNTs, the relative uncertainty in the value of the
slope of contact angle versus time is 6%, compared to the 13% relative uncertainty in the
standard deviation of the value taken only from the initial contact angle.
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Figure 4.34: The water contact angle against time for three individual samples of HNTs,
and the average of all three samples at these times. The contact angle appears to decrease
linearly with time, which is consistent with Lucas-Washburn flow. Indeed, the change in
average contact angle over time can be well-fitted with a straight line.
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The digital set-up was then used to study the behaviour of a water droplet on a sample
of NH2-HNTs. The initial water contact angle of the sample was found to be (33 ± 2)°,
which is the same as Zhu et al. found for APTES coated silicon wafers.211 In contrast to
the HNTs, the change in contact angle over time was not found to be purely linear, but
rather was found to be non-linear at short times, before eventually reaching a linear regime
after about 30 s (figure 4.35). In addition, the exact behaviour of the droplet was seen to
vary between the pellets of the same sample. Nonetheless, taking an average across all
three pellets still seemed to show a pattern, so it appeared that the gradient of the linear
portion of the graph could indeed be used as an indicator of the wettability of the APTES
coated HNTs. The gradient of this linear portion was found to be (-0.14 ± 0.03) °s-1,
which is lower than for the pure HNTs, as would be expected from equation 4.4 for a
more hydrophobic sample. However, when this measurement was repeated for the other
NH2-HNTs, it was found that the rate of water uptake in the linear regime could vary
extremely even between pellets of the same sample, which is shown in figure 4.36.
It was thought that this variation in droplet absorption rate could have been due to differ-
ences in pellet thicknesses, i.e. it may have been easier for the droplets to be absorbed
by a thinner pellet, since the greater flexibility of a thinner pellet might mean there was
198
0 20 40 60 80 100
15
20
25
30
35
 Disc 1
 Disc 2
 Disc 3
 Average over all discs
 Linear fit
M
ea
n 
co
nt
ac
t a
ng
le
 (
)
Time (s)
Figure 4.35: The water contact angle against time for three separate pellets of the same
NH2-HNTs. The behaviour of each sample is different, but an average across all three
discs still seems to show a reasonable trend, with the contact angle starting to decrease
linearly with time after about 30 s.
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Figure 4.36: The contact angle versus time for several pellets of two different samples of
NH2-HNTs. The rate of absorption was seen to vary significantly even between pellets of
the same sample, suggesting that the previous observation of a well-defined linear regime
of water absorption by NH2-HNTs may have been a coincidence.
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less mechanical resistance to the reduction in size of the droplet. However, as shown in
figure 4.37, plotting absorption time (i.e. the amount of time it took for the droplet of
water to be completely absorbed) against disc thickness revealed no trend. The difference
in the rate of absorption of the droplet must therefore instead be due to another factor, for
example, random differences in droplet shape or surface topography somehow pinning
and restricting the droplet, or the porous structure of each pellet somehow being different
(despite the pellets being made in the same way). Regardless of the exact reason, it was
concluded that the change in contact angle over time was an unreliable measure of wetta-
bility. Therefore, the initial water contact angle had to be used to quantify the wettability
of the samples despite the relatively large uncertainty associated with this measurement.
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Figure 4.37: Absorption time (i.e. the amount of time for the water droplet to be fully
absorbed) versus pellet thickness. Identical symbols indicate different pellets of the same
sample. There was no clear trend between the speed of droplet absorption and disc thick-
ness, so the differences in absorption time seen for discs of the same sample must be due
to some other factor.
The water contact angles of all of the NH2-HNTs are shown in figure 4.38. The uncer-
tainty in each measurement is the standard deviation of several measurements, and the
relative uncertainties range between 7% and 24%. The data appear to show that the water
contact angle of the sample actually decreases as the amount of APTES coating increases.
This is perhaps a surprising result, since it would indicate that the more of the (relative
to pure HNTs) hydrophobic APTES that is grafted, the less hydrophobic the sample is.
It would also mean that the variability of the APTES coating procedure used does in fact
have a measurable impact on the chemical properties of the obtained coated material. A
possible explanation for this trend would be that the differences in grafted amounts corre-
spond to different multilayer structures of grafted silane, which have different wettability.
However, the uncertainties in the data are relatively large (up to 24%), and overlap for
all of the data points. Therefore, more samples and, ideally, a more precise measurement
set-up would be needed to draw a concrete conclusion. Nonetheless, it can be concluded
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that the 0.7 wt% variation seen in the grafted amount of APTES on the HNTs did affect
their macroscopic wettability, which may in turn lead to differing degrees of reinforce-
ment being provided by different batches of nanofiller were the NH2-HNTs to be used as
reinforcing fillers in an epoxy resin nanocomposite.
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Figure 4.38: The mean initial water contact angles for all samples of NH2-HNTs com-
pared to untreated HNTs. All of the NH2-HNTs show an increased contact angle in com-
parison to HNTs, but surprisingly the contact angle appears to decrease with a greater
degree of coating. The solid red line is the initial water contact angle of untreated HNTs,
and the dotted red lines are its associated uncertainty.
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4.2.3 Piranha solution treatment of HNTs
General observations regarding the piranha solution treatment process
The published report by Sun et al. on piranha solution treatment of HNTs is vague with
regards to experimental details; they do not even report reagent quantities for the pro-
cess.7 Communication with the authors reveals that 30 g of HNTs were treated with
about 100 mL of piranha solution, which had been left to cool slightly to allow for safer
pouring from the vessel.239 They then heated the mixture of HNTs and piranha solution to
90 °C for 1 h. In this work, their procedure was compared to one where sulfuric acid was
added to the HNTs, followed by the hydrogen peroxide (i.e. making the piranha solution
in situ with the HNTs), and the reaction left for only 15 min. This was done to eliminate
the hazard associated with pouring and heating piranha solutions (which increases the
potential for spillages). In addition, 10 g of HNTs in 100 mL piranha solution was used
here instead of 30 g, since the exact physical behaviour (exotherms, dispersion viscosity,
etc.) of the system was unknown. From here on, the piranha solution treatment where the
solution was generated in situ with the HNTs is referred to as p, and the treatment where
the piranha solution was mixed before addition to the HNTs, followed by 1 h of heating
at 90 °C, is referred to as 90p. The samples of treated HNTs obtained from either method
are referred to as p-HNTs and 90p-HNTs, respectively.
The temperature was measured during both the p and 90p procedures. Figure 4.39 shows
the temperature rise that occurs in the p procedure when sulfuric acid is added to HNTs,
followed by the addition of aqueous hydrogen peroxide to make piranha solution. A
temperature rise of around 2 °C is seen when the acid is added alone, but a rapid increase
to about 90 °C is seen upon the addition of hydrogen peroxide, which is thought to mainly
be due to the heat of hydration of the acid.6 The mixture cooled down slowly over the
remaining treatment time, and was about 60 °C around 15 min after the formation of the
piranha solution. It should be noted that this temperature range is within that at which
Abdullayev et al. found that acid-etching of the HNTs’ alumina interiors occurred at an
appreciable rate.155 The temperature of the 90p procedure was measured with an analogue
thermometer. An exotherm to over 110 °C was seen upon heating, but the temperature
was stable for most of the hour over which the mixture was heated. The temperature rise
in both procedures is important to note with regards to safety, especially the exotherm in
the case of the 90p procedure, as it suggests that there is a maximum safe volume that
should be used, i.e. too large a volume would not be able to dissipate sufficient heat over
its area, which could lead to rapid boiling and bumping of the mixture.
In both the p and 90p procedures, the dispersions were seen to foam significantly (figure
4.40), with the HNTs apparently able to stabilise the bubbles formed in the piranha solu-
tion. This is potentially very hazardous: foaming would have caused spillage out of the
vessels were they to have been smaller in volume, and bursting bubbles have the potential
to spit piranha solution out of the vessel. This is less of a problem in the p procedure;
because no heating was required, a significantly oversized vessel could be used, meaning
there was little chance of piranha solution being ejected. In the 90p procedure, a smaller
vessel had to be used to allow for heating, and its contents came significantly closer to
spilling out of the vessel. It is speculated that this potentially hazardous foaming would
be exacerbated when using an increased concentration of HNTs, as Sun et al. did,7 i.e.
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Figure 4.39: The temperature change seen when sulfuric acid is added to HNTs, followed
by hydrogen peroxide to make piranha solution. The x axis is time from the addition of
the sulfuric acid to the HNTs.
because increasing the concentration of HNTs would presumably lead to larger bubbles
being stabilised. It is clear that the p procedure was safer than the 90p procedure, and that
it is probably safer to use a lower concentration of HNTs in piranha solution than was
used by Sun et al..239
It was also found that washing the piranha treated HNTs to neutral pH was difficult.
Once the peroxide has decomposed, piranha solution is essentially a very concentrated
solution of sulfuric acid, and a large volume of water is needed to return it to neutral pH
(at least a 107 fold volume dilution is required, seeing as piranha solution has a pH below
0). Because HNTs form a gel at high concentrations in water, especially at low pH,136
washing HNTs with water over a filter is impractical (i.e. because the water takes a long
time to drain through the HNTs). The HNTs were instead washed using dialysis, i.e. a
concentrated dispersion of the treated HNTs was placed in dialysis tubing, and suspended
in a large amount of distilled water, with the water being changed frequently to maintain
a pH gradient across the membrane.
The pH of the suspension inside the tubing was measured after each water change until
it was neutral. Interestingly, it was found that using a pH meter to measure the washings
gave an incorrect pH. Instead, using universal indicator paper was the best way to assess
the pH of the washings. More specifically, although a pH meter measures a neutral pH for
a dispersion of untreated HNTs in water, a reading of around 4.5 was repeatedly found for
water containing a dispersion of p-HNTs, even though universal indicator paper showed
a neutral pH for these dispersions. Additionally, when the p-HNTs were being washed by
dialysis in distilled water, the pH meter would show a neutral pH in the water surrounding
the dialysis tubing (which should contain no HNTs) and a pH of 4.5 inside the tube (where
the p-HNTs were dispersed). Because pH meters work by measuring the conductivity
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Figure 4.40: Pictures taken of the HNTs during the p and 90p piranha solution treat-
ment processes. In both cases, the clay dispersion formed a foam, which is potentially
hazardous as it could lead to spills of piranha solution.
of a solution, this suggests that there are some mobile, charged particles present in the
dispersions of p-HNTs. These particles are presumably too large to diffuse through the
dialysis tubing membrane (which had a molecular weight cut-off of 14 kDa, i.e. less
than 5 nm240). The identity of these particles is unknown, but they are speculated to be
the Si-NPs that form as a consequence of etching of the alumina in HNTs by the acidic
solution.155 DLS on dispersions of HNTs and p-HNTs which had both been filtered twice
through a 0.45 µm syringe filter to remove larger particles showed that HNTs remained in
dispersion even after filtration, and also did not reveal a new population of small particles
in the p-HNTs (figure 4.41). Indeed, the increased signal at longer delay times for the
p-HNTs suggests that larger particles are present than in the HNTs. These are probably
flocs of HNTs which form since the low pH lowers the energy barrier for flocculation (see
Chapter 2). However, DLS is not neccessarily evidence of absence of very small, mobile
particles in the p-HNTs dispersion; small particles would be expected to scatter less light,
and their autocorrelation functions would decay faster, so it is possible that the scattering
from small particles would be swamped by the HNTs. In any case, universal indicator
paper showed that the piranha treated HNTs could be washed to neutral pH by dialysis.
This required a large volume of water: about 100-200 mL of an acidic dispersion of p-
HNTs was initially suspended in the dialysis bag in 2 L of water, and >10 water changes
were required to return the pH of the suspension to neutral.
Because of the difficulty of returning the piranha solution treated HNTs to neutral pH, a
third sample was prepared by deliberately drying a sample of pure HNTs from water at
about pH 1. This pH corresponds to a few hundred fold dilution of the piranha solution
with water, which is a reasonable amount of washing solvent for someone to have used
were they unaware of how much water was required to truly wash the HNTs back to
neutral pH. The idea was to see whether any of the affects of piranha solution treatment
of the HNTs were simply due to surface groups remaining protonated after inadequate
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Figure 4.41: The correlation data from DLS for a dispersion of filtered p-HNTs vs filtered
HNTs. Fitting the correlation data does not reveal a new population of smaller particles
for the p-HNTs, which would be evidence of the small particles suspected to cause in-
accurate pH meter readings in the dispersions of p-HNTs. Instead, the correlation data
shows increased signal at longer times for the p-HNTs, suggesting the presence of larger
particles, which are probably flocs of HNTs.
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washing of the p-HNTs. These HNTs are referred to as pH1-HNTs.
Iron removal by piranha solution treatment
The most obvious change in the HNTs after piranha solution treatment is a colour change
from light brown, to white, as shown in figure 4.42. Iron oxide is soluble in water at low
pH,137 so the colour change is probably due to dissolution of iron oxide in the extremely
low pH piranha solution, which is subsequently washed away. This is confirmed by ICP-
MS (table 4.1), which shows that the amount of iron in the sample is approximately halved
after piranha solution treatment. The fact that any iron remains at all might be because the
remaining iron is part of the HNTs’ crystal structure (i.e. due to isomorphous substitution
of Fe3+ for Al3+),55 rather than a separate impurity. Piranha solution treatment is clearly an
effective way to remove free iron oxide impurities from HNTs, which could be desirable
in applications where colour is important, or where the presence of iron oxide would
cause problems. However, it is probably the case that the same could be achieved just
by rinsing HNTs with an acidic aqueous solution, rather than using the more hazardous
piranha solution. The pH1-HNTs remained brown, so such a washing solution would
have to be lower than pH 1.
Figure 4.42: A side-by-side comparison of samples of untreated and piranha solution
treated HNTs. Piranha solution treatment causes a colour change from light brown to
white, which is thought to arise from dissolution and removal of iron oxide in the low pH
solution.
Table 4.1: The concentration of iron in HNTs and p-HNTs as found by ICP-MS
Sample Fe concentration/wt%
HNTs 1.00
p-HNTs 0.48
TEM imaging of piranha-solution treated HNTs
TEM images of the p-HNTs and 90p-HNTs (figure 4.43) appear to show that the nan-
otubes are largely intact after piranha solution treatment, which was also found by Sun
et al..7 However, when compared to untreated HNTs (figure 4.44), there appears to be at
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least some damage to the interiors of the piranha solution treated HNTs, which manifests
as roughening of the interior surfaces of the nanotubes. This is consistent with the dam-
age seen to HNTs after extensive acid digestion (figure 4.8), although it appears to occur
to a much lesser extent in piranha solution treated HNTs than in deliberately acid-etched
HNTs. The presence of the nanoparticles formed after acid dissolution of alumina from
the HNTs might explain the incorrect pH readings given by the pH meter when washing
the p-HNTs, i.e. these small particles may be charged and mobile enough to increase the
conductivity of an aqueous suspension. These nanoparticles are about 5-10 nm in diam-
eter, which is certainly large enough for them to be unable to pass through the dialysis
membrane. However, while clearly abundant in acid-etched HNT samples (figure 4.8),
these particles are not obviously present in the piranha treated samples.
Thermal degradation behaviour of piranha solution treated HNTs
TGA was carried out on the samples, and the masses lost by each sample are given in
table 4.2. Both the p-HNTs and 90p-HNTs lost less mass than the HNTs (a difference of
0.14 wt% and 0.34 wt% respectively). This is consistent with dissolution and removal of
alumina from the HNTs, as dehydroxylation of alumina is the main cause of weight loss
as the HNTs are heated, i.e. a HNT sample containing less alumina would be expected to
lose less mass upon heating. Interestingly, the pH1-HNTs lost 0.36 wt% more mass than
the unmodified HNTs, and this increased mass loss was repeatable when the measurement
was run again. It is unknown why this happens, but it could be that the aluminol groups
on the interior of the HNTs remain protonated in the pH1-HNTs, and the extra hydrogen
in the material is hence the cause of the extra mass loss upon dehydroxylation. However,
it might be expected that this protonation would also change the kinetics of the decom-
position, and it will be shown that the onset of dehydroxylation did not seem to change
for the pH1-HNTs. In any case, it was clear that the differently treated HNT samples did
lose different amounts of mass upon heating, and this has to be taken into account when
determining grafted amounts in any subsequent coating reactions.
Table 4.2: The masses lost by treated and untreated samples of HNTs by 800 °C during
TGA.
Sample Mass lost at 800 °C/wt% Difference relativeto pure HNTs/wt%
HNTs 13.94 0.00
p-HNTs 13.80 -0.14
90p-HNTs 13.62 -0.34
pH1-HNTs 14.29 +0.36
The Differential Thermogravimetry (DTG) data, i.e. the rate of mass loss versus temper-
ature, for the samples are noisy, but they all seem to show similar thermal decomposition
behaviour, i.e. they all have one, similarly shaped peak (figure 4.45), which corresponds
to dehydroxylation of alumina. The DTG peaks do have different heights and positions,
and indeed, Sun et al. seem to take a lower DTG peak temperature for piranha-treated
HNTs as an indication of lower thermal stability for this sample, which they attribute to
the presence of more Si-OH groups on the HNTs.7 However, it is incorrect to use peak
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Figure 4.43: TEM images of piranha solution treated HNTs. There appear to be some
initial signs of acid-damage having occurred to the p-HNTs and 90p-HNTs, which mani-
fests as roughening of the interior surfaces of the nanotubes. Examples of these features
are highlighted with yellow arrows.
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Figure 4.44: A magnified TEM image of untreated HNTs which illustrates the relatively
smooth surface of the nanotube interiors.
centres in DTG data to draw conclusions about thermal stability, as their positions are
influenced by the amount of sample that is being heated. Specifically, it will take longer
for the whole of a larger sample to reach a given temperature, and once decomposition
has started, it will take longer for decomposition products to diffuse from the centre of
the sample and be evolved. For a larger sample, the DTG peak centre (i.e. the point of
the maximum rate of mass loss) is hence shifted to a higher temperature.241 Instead, the
onset temperature of degradation should be used to compare thermal stabilities. The onset
temperature is the temperature at which decomposition first starts to occur, which should
not be as affected by sample amounts being measured.
However, quantifying thermal decomposition behaviour by means of the onset tempera-
ture is also not ideal. Methods for doing so are described in ASTM E2550-17,242 which
states that the onset temperature should be taken as the first temperature at which the data
deviates from the baseline in either the raw data or the DTG data. The DTG data found
here was too noisy, so the raw data had to be used. To find the onset temperature from the
raw data, a slope was fitted to the baseline between 150 and 200 °C. The onset temperature
was then taken as the first point that the data and fitted line deviated from one another. As
per the ASTM guidance, this is done by subjective judgement after setting the full range
of the y axis to only 1 wt%. However, this subjective method appeared to produce vari-
able results. For example, when TGA of a sample of pH1-HNTs was repeated, the onset
temperature was found to vary by almost 20 °C (between 227 and 245 °C), despite the
mass remaining at 800 °C being repeatable (85.705 wt% and 85.707 wt%). This shows
that onset temperature is not a reliable measurement, at least for these samples measured
on this specific instrument. Nonetheless, onset temperatures found for the various HNT
and treated HNTs are given in table 4.3 (note that only the pH1-HNTs were subject to a
repeated onset temperature determination). All of the values are similar (within 10 °C of
one another), and the p-HNTs in particular had an onset temperature only 3 °C away from
the pure HNTs. Taking into account the unreliability of the measurement, this probably
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Figure 4.45: DTG curves for the various HNT and piranha-treated HNT samples. The
data are noisy, but appear to show similar thermal decomposition behaviour (i.e. a sim-
ilarly shaped peak) for all samples, at least superficially. The peak heights and centres
differ, but these are influenced by the amount of sample used, so cannot be used to draw
conclusions.
means that all of the samples had similar thermal decomposition temperatures. At the very
least, TGA data almost certainly does not provide evidence of an increased concentration
of Si-OH on the HNTs, as was postulated by Sun et al..7
Table 4.3: The temperatures at the onset of alumina decomposition for HNTs and treated
HNTs.
Sample Onset temperature/°C
HNTs 239
pH1-HNTs 227 - 245
p-HNTs 236
90p-HNTs 245
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Characterisation of piranha-solution-treated HNTs using IR-spectroscopy
The piranha solution treated HNTs were characterised using IR spectroscopy. For the
pH1-HNTs, IR spectroscopy seemed to indicate no significant chemical change, but for
the p-HNTs and 90p-HNTs, a new shoulder on the Si-O-Si stretch peak at around 1250 cm-1
is observed, which is shown in figure 4.46. This was seen by Sun et al.,7 and is associated
with the dissolution of alumina in the acidic conditions of piranha treatment.155, 229 Sun
et al. also found a new, broad peak at around 3450 cm-1, which is important, as they at-
tribute it to the presence of newly-formed Si-OH bonds.7 In this work, the broad ‘peak’ at
3450 cm-1 could be found for all the HNT samples, as shown in figure 4.47. Additionally,
this peak seems more prominent if the sample was not dried immediately before the mea-
surement (figure 4.48), which suggests that the absorption is actually due to physisorbed
water. In correspondence, Sun et al. confirmed that they had not dried their samples im-
mediately prior to measurement, so the variation they saw in this region could feasibly
have been due to variations in ambient humidity.239 In summary, IR spectroscopy showed
evidence of acid-etching of the alumina in the HNTs, but there was no evidence of the
formation of new Si-OH groups.
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Figure 4.46: A close-up of the low frequency region of the IR spectra of HNTs, acid-
etched HNTs, and piranha treated HNTs. The shoulder at about 1200 cm-1 is indicative
of acid-etching of the nanotubes, and this has started to appear for both piranha-solution
treated samples. The dotted lines are at 100% transmission for each sample.
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Figure 4.47: A close-up of the high frequency region of the IR spectra of HNTs and
piranha treated HNTs. Sun et al. reported a new peak at 3450 cm-1 after piranha solution
treatment, which they suggest is evidence of formation of new Si-OH groups.7 A broad
absorption peak in this region was also found here, but it was found for untreated HNTs
as well as piranha-treated HNTs, so it is not evidence of a change in the chemistry of the
material. The dotted lines are at 100% transmission for each sample.
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Figure 4.48: A close-up of the high frequency region of the IR spectra of p-HNTs that had
and had not been dried immediately prior to measurement. Drying the samples reduces
the intensity of the broad peak, suggesting that this peak is due to physisorbed water. To
allow for comparison, the spectra have been adjusted using the ratio of the peak heights
of the highest frequency Al-OH absorption (i.e. the peak at about 3700 cm-1)
Introduction to XPS
XPS is a technique which allows the study of the chemical composition of surfaces. In
XPS, samples are irradiated with X-rays which cause the ejection of electrons from atoms
in the material via the photoelectric effect.243 The kinetic energy (Ek) of a resultant photo-
electron depends on the energy of the incident radiation, the work function of the material
(φ), and the binding energy of the electron (EB), i.e. the energy of the orbital from which
it was ejected. This relationship is described in equation 4.5.243 Therefore, the kinetic
energy of a photoelectron can be used to calculate the energy of the electron orbital from
which it was ejected. This energy is unique to a specific electron orbital in each element,
and can also be affected by the element’s exact chemical environment. This allows chem-
ical information to be inferred from ejected photoelectrons. However, if a photoelectron
undergoes a collision with another particle before it is detected, then its kinetic energy
is no longer described by equation 4.5, and gives no information about the environment
from which the electron came. The likelihood of a collision occurring as a photoelectron
is emitted from a sample increases with increasing depth from the sample surface, which
means that XPS gives information about the chemical composition of the surface alone,
down to depths of a few nm.244
Ek = hν − EB − φ (4.5)
In practice, an XPS instrument irradiates a sample with X-rays of a known wavelength,
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and measures the intensity of detected photoelectrons as a function of their kinetic energy.
Peaks in intensity correspond to the electron orbitals present, and the background inten-
sity arises from photoelectrons which underwent collisions before being emitted from the
sample. Each peak can be assigned to a specific element and chemical environment based
on the binding energy at which it was measured. Taking into account the probability of
an incident photon to cause ejection of an electron for each type of orbital (known as the
sensitivity factor), the areas of these peaks can be used to find relative concentrations for
each type of surface atom. This is typically done by applying a background subtraction to
the regions containing each peak, then fitting them individually with one or more distri-
butions (usually some kind of combined Gaussian/Lorentzian function). If multiple peaks
are required for an acceptable fit of a region corresponding to a given element, it can be
inferred that the element is present in multiple chemical environments within the sample.
During the XPS measurements, insulating samples (such as HNTs) have to be flooded
with electrons using an electron gun in order to prevent cation build-up during the mea-
surement.245 The flood of electrons slightly lowers the binding energies of the elements
on the surface, so calibration is needed to find their true binding energies.245 Calibration
is usually done by using the C 1s peak as an internal reference, i.e. the measured position
of the C 1s peak is compared to an established true value, and the difference between the
two is used to calibrate the binding energies for the rest of the elements. Carbon almost
always provides a suitable calibration, since it is always present to some extent due to
adventitious sources (e.g. adsorbed carbon dioxide).245
XPS measurements of HNT samples
In XPS measurements of treated HNTs, binding energy had to be calibrated differently
to typical spectra. As previously mentioned, the C 1s peak is often used as reference
for calibration, but in the case of the p-HNTs, 90p-HNTs, and pH1-HNTs, using the C
1s peak is problematic because the signal to noise ratio in the C 1s environment is low
(illustrated in figure 4.49). While this low signal intensity might have been taken as an
indication that piranha-solution treatment had removed organic impurities, the fact that
it was also seen for the pH1-HNTs, which had not been piranha-treated, means that it is
probably unrelated to sample preparation. Because the untreated HNTs were measured
on a different day to the rest of the samples, the low C 1s signal intensity in the other
samples is instead concluded to be due to a measurement-to-measurement difference in
the operation of the instrument, specifically a reduced beam intensity. The low signal-to-
noise ratio reduces the quality of the fit that can be made for the C 1s peak in p-HNTs,
90p-HNTs, and pH1-HNTs, which makes calibration based on this peak less reliable. It is
also worth noting that Greczynski and Hultman questioned whether calibration using the
C 1s peak was reliable at all.245 Therefore, the Al 2p peak was used to calibrate binding
energy instead. This peak is relatively high intensity for all of the samples, and is known
to be at 74.8 eV for halloysite.8 In aluminosilicates, this peak is also unchanged with
changes in the aluminium coordination environment,246 so it is reasonable to assume it
would not change after piranha solution treatment. Table 4.4 compares the position of the
Si peak for each sample after calibration using either the C 1s or Al 2p peaks, and it can
be seen that there is substantially less variation when the Al 2p is used; the variation seen
when the Al 2p is used is within the instrument precision of ± 0.1 eV, whereas the peak
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position varied by up to 0.4 eV when the C 1s was used. Therefore, it was concluded that
calibration of the binding energies of HNT samples should be done using the Al 2p peak
rather than the C 1s peak.
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Figure 4.49: The C 1s region of HNTs, pH1-HNTs, and piranha-solution treated HNTs.
The signal-to-noise ratio is poor for samples other than the pure HNTs, so it could not be
used for calibration. The left-hand image illustrates the relative peak intensities when the
background is adjusted to be the same for all four samples, while the right-hand image
illustrates the absolute count rates for each sample.
Table 4.4: The position of the Si 2p peak when binding energy is calibrated using either
the C 1s peak or Al 2p as a reference. Using the Al 2p produces much less variation, and
so is preferred.
Sample Si 2p (C 1s calibration)/eV Si 2p (Al 2p calibration)/eV
HNTs 103.39 103.12
p-HNTs 103.51 103.13
90p-HNTs 103.47 103.15
pH1-HNTs 103.14 103.12
The binding energies of the elements (excluding iron) found in samples of HNTs and
treated HNTs are given in table 4.5. The fitted peak positions for C 1s and O 1s were
found to be variable. In the case of C 1s, this is due to low signal, as already mentioned.
The fitting of the O 1s region will be discussed in more detail later. The positions of the Si
2p peak were found to be the same to within± 0.1 eV, and were the same as the literature
values of 103.18 eV8 and 103.2 eV.7
Table 4.5: The binding energies for the peaks fitted to XPS spectra of the HNTs
and piranha-solution treated HNTs (calibrated by setting the Al 2p binding energy to
78.4 eV8).
Sample Al 2p/eV Si 2p/eV C 1s/eV O 1s/eV
HNTs 74.8 103.12 284.71, 286.23, 288.75 529.40, 532.20, 533.71
p-HNTs 74.8 103.13 284.66, 286.17, 286.35 531.86, 532.51, 532.59
90p-HNTs 74.8 103.15 285.24 531.68, 532.34, 532.59
pH1-HNTs 74.8 103.12 284.93, 286.59, 288.76 531.65, 532.18, 532.66
XPS measurements of the HNTs can be used to quantify the elemental composition of
their surfaces. The absolute values of surface elements found by XPS are given in table
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4.6, while the relative (to Si) concentrations of each element are given in table 4.7, and
displayed visually in figure 4.50. In comparison to untreated HNTs and pH1-HNTs, the p-
HNTs and 90p-HNTs were found to show depleted amounts of Al and C. The depletion of
Al is consistent with dissolution and removal of the alumina from the sample. The surface
concentrations of Al were similar for both p-HNTs and 90p-HNTs, but it is difficult to say
whether this means a similar degree of acid-etching of the HNT interior occurred for both
samples, since electron orbitals on the interior surface may be too far away from the
nanotube surface to be able to be measured by XPS. The reduction in the intensity of
the C peak relative to Si is consistent with oxidation and removal of at least some of the
organic impurities from the HNTs by piranha solution. It is also worth noting that the
lowest intensity C 1s was found for the p-HNTs rather than the 90p-HNTs, which might
suggest that this method was more effective at removing organics as well as being safer.
The enrichment of oxygen in p-HNTs and 90p-HNTs would be evidence of an increase in
the number of surface hydroxyl groups on the HNTs after piranha solution treatment were
it not for the fact that the pH1-HNTs, which had not been treated with piranha solution,
were seen to have similar enrichment with oxygen. The reason for this oxygen enrichment
is unknown, but it could possibly be due to adsorbed water on the samples, or some other
difference in the ambient conditions of the measurement (e.g. reduced vacuum leading
to more gas adsorption on the samples). In addition, no Fe was detectable for either the
p-HNTs or 90p-HNTs, which is further evidence of the removal of iron oxide from the
samples in the concentrated acid. On the basis of elemental analysis by XPS, it can be
concluded that piranha solution treatment did remove iron and organic impurities from
the HNTs, and that it removed Al from both the p-HNTs and 90p-HNTs via acid-etching.
Table 4.6: The concentrations of surface atoms as found in XPS spectra of the HNTs and
piranha solution treated HNTs. The units are the percentage of total atoms, At%.
Sample Al 2p/At% Si 2p/At% C 1s/At% O 1s/At% Fe 2p/At%
HNTs 14.83 18.46 5.15 61.26 0.29
p-HNTs 11.75 17.70 2.33 68.22 0.00
90p-HNTs 11.27 17.14 3.02 68.58 0.00
pH1-HNTs 13.28 16.79 4.07 65.4 0.46
Table 4.7: The relative (to Si) concentrations of surface atoms as found in XPS spectra of
the HNTs and piranha-solution treated HNTs.
Sample Al 2p Si 2p C 1s O 1s Fe 2p
HNTs 0.80 1 0.28 3.32 0.02
p-HNTs 0.66 1 0.13 3.85 0.00
90p-HNTs 0.66 1 0.18 4.00 0.00
pH1-HNTs 0.79 1 0.24 3.90 0.03
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Figure 4.50: The concentration of elements in HNTs and piranha-solution treated HNTs
relative to the concentration of silicon.
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The lack of evidence from XPS for increased surface silanol concentration after pi-
ranha solution treatment
Sun et al. used the Si 2p peak in their XPS measurements of HNTs and piranha solution
treated HNTs as further evidence of an increase in surface silanol concentration after pi-
ranha treatment.7 Their data for the Si 2p region is shown in figure 4.51. Specifically,
they claimed that the Si 2p peak of HNTs could be fitted with one peak corresponding to
the Si-O-Si silicon environment, but that the Si 2p peak of piranha solution treated HNTs
should be resolved into two peaks representing the Si-O-Si and Si-OH silicon environ-
ments respectively.7
Figure 4.51: XPS data for the Si 2p region of HNTs and piranha solution treated HNTs,
taken from work by Sun et al. (adapted with permission from The Royal Society of Chem-
istry).7 They fit the Si 2p region of their piranha solution treated HNTs with two peaks, and
suggest that this is evidence of an increased concentration of silanol functional groups.
However, it was found here that both the HNTs and piranha solution treated HNTs could
be fitted equally well with either one or two peaks. These fits are illustrated in figure 4.52.
Table 4.8 lists the peak positions found for each sample using a one peak fit (1PF) or two
peak fit (2PF), as well as the associated residual from the fit regression for both. Fitting
with two peaks naturally leads to a lower residual, as it is always easier to more closely
match the raw data with a larger number of peaks. However, from the fit residuals, there
is no clear evidence that any of the samples should be fit with a different number of peaks
to the others, i.e. because the difference between the 1PF and 2PF residuals is similar
for each. In addition, automated fitting of two peaks to the Si 2p environment using XPS
analysis software was found to give variable results depending on the exact order that
fitting process was carried out. The fitting process can be constrained, e.g. by fixing the
number of peaks and/or the positions of their centres, but at that point the user may start
to artificially attribute meaning to the fitted peaks. Because the 2PF was not clearly more
appropriate, and because the Si 2p peak for aluminosilicates like halloysite is only fitted
with one peak elsewhere in the literature,8 the 1PF was deemed to be the correct one. The
full width at half maximum (FWHM) for the Si 2p 1PF is also given in table 4.8, and was
found to be the same to 0.1 eV for all of the samples, which is the instrument precision.
Since the Si 2p region was so similar for all of the samples, it was concluded not to show
any evidence for an increased number of silanol groups in HNTs after piranha solution
treatment.
Kloprogge and Wood measured XPS spectra for several aluminosilicate minerals includ-
ing halloysite.8 They fitted the O 1s region of their spectra with three peaks, as shown in
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Figure 4.52: A comparison of one and two peak fits for XPS data in the Si 2p region of
HNTs and treated HNTs. The black line is the data, the red dashed line is the 1PF, and
the blue dotted lines represent the 2PF.
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Table 4.8: A comparison of the peak positions and residuals found when fitting the Si 2p
of the HNT and piranha-solution treated HNTs with either one peak (1PF) or two peaks
(2PF).
Sample 1PF/eV 2PF/eV 1PF FWHM 1PF residual 2PF residual
HNTs 103.12 102.97, 103.45 1.68 1.15 0.90
p-HNTs 103.13 103.04, 103.63 1.71 1.06 0.89
90p-HNTs 103.15 103.08, 103.74 1.74 1.11 1.02
pH1-HNTs 103.12 103.03, 103.34 1.73 1.14 1.05
figure 4.53, with the two largest peaks corresponding to oxygen atoms in either of Si-O-Si
or Si-O-Al, and oxygen atoms in hydroxyl groups (i.e. -O-H), respectively. They state
that the ratio of these peaks can be used to quantify the relative amounts of oxygen in
each environment. As such, analysis of the O 1s peak would theoretically be useful for
determining whether piranha solution treatment had led to an increase in the number of
surface hydroxyl groups in the HNTs. However, fitting the O 1s region with three peaks
gave variable peak positions and areas between samples (figure 4.54), and none of the
fits matched that described by Kloprogge and Wood.8 Even with extensive constraint of
fitting parameters, it was difficult to achieve a satisfactory fit of the O 1s environment that
was similar to that found in the literature.8 However, as can be seen in figure 4.55, the O
1s region does clearly require three peaks to be fit well, although it is difficult to give them
physical meaning because they vary so much between samples. Fitting the O 1s region
is therefore only used to obtain an overall concentration of oxygen in the samples, rather
than to draw conclusions about different oxygen environments. Most importantly, it was
not possible to draw any conclusions about the amount of hydroxyl groups on the HNT
surface before and after piranha solution treatment.
Figure 4.53: XPS data for the O 1s region of HNTs, adapted from work by Kloprogge and
Wood.8 They fit the O 1s region of HNTs with three peaks, and suggest that the two largest
peaks correspond to either Si-O-Si/Si-O-Al, or -O-H environments. Image adapted with
permission.
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Figure 4.54: The O 1s region in XPS spectra of p-HNTs and 90p-HNTs. Between different
samples, there was a lot of variation in how the O 1s peak could be fitted. It is therefore
difficult to ascribe any physical meaning to the fitted curves.
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Figure 4.55: The raw data (black, solid lines) for the O 1s region of XPS spectra of HNTs
can be fitted with one, two or three peaks (dashed lines). One peak clearly does not fit the
edges of the peak, whereas two peaks produces a fit which is much closer to the raw data.
Only using three peaks matches the data closely, but the three peaks do not match those
described for halloysite by Kloprogge and Wood.8
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The wettability of piranha solution treated HNTs
Finally, the water contact angles of p-HNTs and 90p-HNTs were measured. It should
be noted that both of these samples were a different batch to those measured by the tech-
niques discussed thus far, as the first batches were used up in the APTES coating described
in the next section. However, they were made in exactly the same way as the first batch,
so they would be expected to have the same properties. As can be seen in figure 4.56, the
water contact angle of p-HNTs was essentially identical to that of HNTs, but the contact
angle of the 90p-HNTs was only 75% that of the pure HNTs, i.e. the 90p-HNTs were
measurably more hydrophilic than untreated HNTs. This is further evidence that the p-
treatment caused no chemical change to the HNTs’ surface chemistry; it certainly did not
make the sample more hydrophilic, which had previously been suggested as an affect that
piranha solution treatment has on silica surfaces.226 However, the 90p-treatment clearly
had some effect. The increase in the hydrophilicity of the 90p-HNTs might be taken as
evidence of an increased number of surface silanol groups, but this would contradict the
findings from XPS and IR spectroscopy. An alternative explanation might be that the
change in wettability is related to an increased amount of acid-etching products in the
90p-HNTs, i.e. the presence of more of the newly-formed Si-NPs may have had an im-
pact. This is supported by TGA, which suggested that more alumina had been removed
from the 90p-HNTs, although surface analysis by XPS suggested that both samples had
similar amounts of surface Al.
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Figure 4.56: The water contact angle of untreated HNTs versus p-HNTs and 90p-HNTs.
The HNTs and the p-HNTs have the same water contact angle, so it is concluded that the
p-treatment does not change the HNT surface. However, the 90p-HNTs were measurably
more hydrophilic; it is unknown why this is the case.
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4.2.4 Summary of the effect of piranha solution treatment on HNTs
On the basis of IR spectroscopy, TGA, and XPS, it was concluded that piranha solution
treatment led to no change in the concentration of surface silanol groups on HNTs, but
these techniques, as well as TEM, also suggested that it did lead to acid-etching of the
alumina from the interior of the HNTs. From water contact angle measurements, it can
be concluded that p-treatment had no effect on the surface chemistry of the HNTs at
all. However, the 90p-treatment made the HNTs measurably more hydrophilic; the exact
reasons for this remain unknown, but it is speculated to be related to an increased degree
of acid-etching of the HNTs in the 90p-treated sample compared to those in the p-treated
sample.
4.2.5 APTES coating of piranha-solution-treated HNTs
The treated HNTs were coated with APTES in the same way as described in section
4.2.2. As can be seen in table 4.9, the grafted amounts of silane found by TGA on piranha
solution treated and pH1-HNTs were within or close to the range found for untreated
HNTs.
Table 4.9: The grafted amounts of APTES on HNTs and pre-treated HNTs.
Sample Grafted amount of APTES/wt%
NH2-HNTs 1.07 - 1.79
NH2-p-HNTs 1.72
NH2-90p-HNTs 1.83
NH2-pH1-HNTs 1.40
Table 4.10 gives the relative (to Si) concentrations of surface elements found by XPS
for the APTES-coated samples. Compared to the uncoated samples, the APTES-coated
samples are all enriched with Si, C and N, which is consistent with the addition of the
aminoalkoxysilane to the surface. The concentration of N is most important, as this is
the only peak which is solely due to the grafting of APTES. This was found to be similar
for each sample (note that the NH2-HNT sample measured by XPS had a grafted amount
of 1.62 wt%), which in turn suggests that all of the samples had a similar thickness of
coating of APTES on the exterior surface - since XPS is a surface measurement, a thicker
coating of APTES would be expected to be reflected in a higher concentration of N, and
vice versa. Similarly, the water contact angles of the coated pre-treated samples were
found to be the same as coated untreated HNTs with similar grafted amounts of silane
(figure 4.57). Therefore, TGA, XPS and contact angle measurements indicate that piranha
solution pretreatment of the HNTs did not influence the outcome of subsequent coating
with APTES. This is in contrast to the results of Sun et al., who saw about an 80% increase
in the amount of APTES that could be grafted after piranha solution treatment.7
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Table 4.10: The relative (to Si) concentrations of surface atoms as found in XPS spectra
of uncoated and APTES-coated HNT samples.
Sample Al 2p Si 2p C 1s O 1s N 1s
NH2-HNTs 0.63 1 0.86 3.60 0.18
NH2-p-HNTs 0.57 1 0.80 3.27 0.17
NH2-90p-HNTs 0.51 1 0.93 3.07 0.18
NH2-pH1-HNTs 0.63 1 0.88 3.39 0.20
HNTs 0.80 1 0.28 3.32 0
p-HNTs 0.66 1 0.13 3.85 0
90p-HNTs 0.66 1 0.18 4.00 0
pH1-HNTs 0.79 1 0.24 3.90 0
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Figure 4.57: The water contact angles of all the APTES coated samples. None of the
pre-treatments had an effect on the water contact angle of the obtained APTES-coated
samples.
The pH1-HNTs had the lowest grafted amount as measured by TGA, but a similar surface
concentration of N compared to the other samples. This might be because of a reduced
amount of APTES coating on the interior alumina surface of the pH1-HNTs compared to
the other samples. More specifically, it may be that the interior aluminol groups remained
protonated after drying from pH 1 water, which might have meant that they were less
able to undergo condensation with APTES, since the lone pair of electrons on the oxy-
gen atom in Al-O+H2 would be unavailable for reaction. Imogolite, an aluminosilicate
nanotube with an exterior of alumina groups (imogolite nanotubes essentially have the in-
verse structure of HNTs), has a large, positive zeta potential below about pH 8,247 so it is
reasonable to assume that the alumina surface of HNTs would be extensively protonated
at pH 1. The decreased amount of APTES on the interior surface would not necessarily
224
be seen by XPS if electrons from the this interior coating were not able to escape through
the walls of the nanotubes without undergoing collisions that altered their kinetic energy.
There are several reasons why the results here may have differed from those of Sun et
al.. Firstly, it could be that the differences in their procedure and the one used here
were more important than expected. For example, ultrasonication of the HNTs into the
toluene might be an important factor when coating piranha solution treated HNTs, as it is
possible that flocculation of the particles in the low pH solution is never recovered from
during washing, which would mean there was less surface area available for coating.
Alternatively, it may be necessary to use the more rigorously dry conditions that they
described, rather than the procedure used in this work. Since the grafted amounts of
silane for untreated HNTs were similar in this work to those reported by Sun et al.,7 it
seems unlikely that such differences were to blame. However, without knowing exact
details of their experimental and analytical methods, it is difficult to isolate exactly why
they saw such an increase in grafted amounts after piranha solution treatment.
4.3 Conclusions and future work
Through adapting procedures described in the literature, a method for silane coating of
HNTs was established using the methacrylate-functional silane, TMPM. Specifically,
two coating procedures using common reaction solvents seen in literature, toluene and
ethanol, were compared. The successes of the coating reactions were confirmed by the
appearance of new peaks in the IR spectra of the samples, a greater mass loss in TGA for
samples after coating, and an increase in the water contact angle of the coated samples
compared to untreated HNTs. TEM images appeared to show a new layer on the sur-
face of HNTs coated with TMPM in toluene, suggesting that the procedure produced a
multi- rather than mono-layer coating. It was found that using toluene rather than ethanol
produced samples with a higher grafted amount of silane, and much greater water con-
tact angle, so toluene was chosen as the better solvent. In addition, soxhlet extraction was
compared to washing the samples by repeated rinsing and centrifugation, and it was found
that soxhlet extraction was both less labour intensive, and, through TGA, appeared more
effective at removing non-covalently bound silane. The knowledge gained in this process
was used to inform future silane-coating procedures.
The HNTs were then coated with the amino-functional alkoxysilane, APTES, which
should improve the performance of the HNTs when used as part of an epoxy resin nanocom-
posite. The success of the reactions were confirmed in a similar manner to those carried
out previously. Repeating the reaction several times for various concentrations of HNTs
and APTES showed that the results of the APTES coating were variable even when condi-
tions were similar, with TGA indicating that grafted amounts of silane varied from around
1.1 wt% to around 1.8 wt%. This is consistent with the observation made by Zhu et al.
that the outcome of the reaction was dependent on many factors, including variations in
ambient humidity.211 However, it was also found that coating 40 g of HNTs with APTES
led to grafted amounts within the range of those found when 10 g of HNTs was used,
provided that the ratio [APTES]:[HNTs] was kept the same. This indicates that it should
be possible to scale the coating process up to amounts relevant for producing a large
number of nanocomposite parts without a significant change in the material. Because ex-
225
isting facilities at the University of Sheffield were not suitable for measuring the water
contact angle of porous substrates, a new, digital contact angle measurement set-up was
built. Using this, it was possible to show that the variation in grafted amount of silane
on the various NH2-HNT samples did lead to variation in the water contact angle. Sur-
prisingly, the samples with the least amount of grafted APTES appeared to be the most
hydrophobic. The variability in the results of APTES coating of HNTs may be impor-
tant when considering the performance of different batches of NH2-HNTs used in epoxy
resin nanocomposites. Whether the variability does have an effect should be the subject
of further investigation.
The effect of piranha solution treatment was also studied as a means of increasing the
amount of APTES that can be grafted onto the HNTs. This was inspired by the work of
Sun et al., who found that piranha solution treatment of HNTs led to an increase in the
number of hydroxyl groups on the surface, and a subsequent 80% increase in the amount
of APTES that could be grafted to the nanotubes.7 Their piranha solution treatment was
repeated, and compared to a shorter, safer one. In both cases, no evidence was found
for an increased concentration of hydroxyl groups on the HNT surface, in contrast to their
results. Subsequent APTES coating of the treated HNTs was found to yield similar results
to using untreated HNTs. In addition, both piranha solution treatments led to damage of
the nanotubes through acid-etching. Therefore, it was concluded that piranha solution
was not effective for improving the amount of APTES that could be grafted onto HNTs.
It was, however, found that piranha solution treatment is an effective way of purifying
the HNTs, since it appeared to reduce the concentration of both iron and carbon in the
samples. However, if this is to be adopted as a purification method for HNTs, more work
should be carried out to modify the procedure (e.g. shorter reaction time) to limit acid-
etching of the nanotubes. Future work should also include repeating the silane coating
reactions on untreated and piranha solution treated HNTs, but this time using the exact
procedure that Sun et al. reported,7 and making sure that all of the samples were coated in
a humidity-controlled environment. This should isolate the effect of the piranha solution
pre-treatment, and prove conclusively whether or not it made any difference.
As a final note, it is acknowledged that it may be strange to dwell so much on the results
of a single piece of literature as was done here, i.e. the work of Sun et al..7 However,
their work remains the only published report about piranha solution treatment of HNTs
(and indeed is the top search engine result for the phrase “piranha halloysite”), so it was
felt to be important to study it in detail. In addition, the idea that piranha solution “hy-
droxylates” silica surfaces seems to be commonly repeated without citation, even though
the chemistry of that hypothetical process does not make sense. As such, the result that
the HNTs did not appear to have any more hydroxyl groups on their surfaces after piranha
solution treatment is particularly important.
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4.4 Materials and methods
4.4.1 Materials
A summary of the materials used in this chapter is given in table 4.11. Not included is
deionised water, which was purified from the mains supply to a resistivity of 18.0 MΩcm
using a PureLab Option-Q water treatment unit.
Table 4.11: A list of the materials used in this chapter.
Material Supplier Purity and/orother comments
Halloysite nanotubes I-Minerals Inc.
ULTRA HalloPure
Halloysite (2015M)
3-(trimethoxysilyl)propyl
methacrylate (TMPM) Alfa Aesar 97%
Toluene Fisher Scientific ≥99%
Absolute Ethanol Fisher Scientific HPLC grade
(3-aminopropyl)-
triethoxysilane (APTES) Sigma-Aldrich ≥98%
Nanomer I.44P (oMMT) Sigma-Aldrich
35-45 wt% dimethyl
dialkyl (C14-C18) amine
Sulfuric acid Fisher Scientific ≥95%
Hydrogen peroxide Fisher Scientific 30% w/v stab., reagent grade
4.4.2 Synthetic methods
TMPM coating of HNTs (P1)
HNTs were dried in a vacuum oven at 100 °C for 1 h, then added to toluene (approx.
120 mL). The flask was fitted with a reflux condenser with a calcium chloride drying tube,
and the mixture was heated to reflux with constant stirring. Once the toluene was boiling,
TMPM was added rapidly to give an approximate alkoxysilane/HNT ratio of 0.3 wt/wt.
The flask was quickly sealed, and the mixture was heated to reflux for 24 h with constant
stirring. After this time, the mixture was allowed to cool. The solid was then washed
using one of the two following methods:
1. The dispersion was poured into centrifuge tubes, and centrifuged for 10 min at
6000 rpm. The toluene was then carefully decanted, fresh toluene (about 40 mL
in each centrifuge tube) was added, and the samples were centrifuged again. This
was repeated five times before the final solid was obtained by decanting the toluene
from the centrifuge tubes.
2. The dispersion was transferred to a cellulose soxhlet extraction thimble and soxhlet
extracted with toluene for 48 h.
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In both cases, the samples were subsequently dried overnight in a vacuum oven at 60 °C.
The dry samples were then gently ground by hand to a fine powder.
TMPM coating of HNTs (P2)
About 5 g of HNTs were dispersed in 250 mL of absolute ethanol, and 17.5 g of TMPM
was added. The mixture was heated to reflux with constant stirring for 24 h, then allowed
to cool before being soxhlet extracted with ethanol for 48 h. After this time, the solid was
dried overnight in a vacuum oven at at 60 °C. The dry samples were then gently ground
by hand to a fine powder.
TMPM coating of HNTs (P3)
P3 was carried out using the method described for P1 (with washing method 2), with the
exception that ethanol was used as the reaction and washing solvent rather than toluene.
APTES coating of HNTs
The HNTs were coated using the same procedure described for P1 (with washing method
2), except APTES was used rather than TMPM.
Piranha solution treatment (90p)
In a beaker, 30% H2O2 (aq) (approx. 25 mL) was slowly and cautiously added to con-
centrated sulfuric acid (approx. 75 mL) with continuous stirring using a PTFE-coated
magnetic follower. Once this solution had cooled enough to safely handle (several min),
it was carefully poured into a flask containing HNTs (approx. 10 g). A thermometer
and a reflux condenser were fitted to the flask, and the mixture was heated to 90 °C for
1 h with continuous stirring. Metal beads were used as the heating medium to prevent
dangerous exothermic reactions occurring in case of spillage of the piranha solution out
of the reaction vessel. During heating, the mixture was observed to foam and rise up the
vessel walls; caution is therefore advised when carrying out this reaction.
After 1 h of heating, the piranha-solution/HNT mixture was left to cool, then carefully
diluted with about a 4-fold excess of deionised water. The HNTs were then filtered out
of the mixture under vacuum, before being re-dispersed in a minimum amount of water
and placed in a cellulose dialysis tube with a molecular-weight-cut-off of 14 kDa. The
HNTs were dialysed in about 2 L of water with regular water changes over 2-3 days,
until the dispersion inside the tube was found using indicator paper to be neutral pH. This
took >10 water changes. Once the dispersion was neutral pH, the HNTs were filtered out
before being dried overnight in a vacuum oven at 60 °C. Once dry, the HNTs were gently
ground by hand. The final 90p-HNTs were obtained as a fine, white powder.
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Piranha solution treatment (p)
HNTs (approx. 10 g) were measured into an oversized beaker (500 mL capacity). Con-
centrated sulfuric acid (approx. 75 mL) was then added, and the mixture was gently stirred
using a PTFE-coated magnetic follower to disperse the particles. Under continuous stir-
ring, 30% H2O2 (aq) (approx. 25 mL) was slowly and cautiously added to the mixture.
Once addition was completed, the mixture was left for 15 min with continuous stirring.
When a thermocouple was taped to the underside of the beaker throughout mixing, it was
found that temperature of the mixture rose rapidly to about 90 °C, before cooling to about
60 °C over the course of 15 min.
After this time, the mixture was carefully diluted with about a 4-fold excess of deionised
water. The HNTs were then filtered out of the mixture under vacuum, before being re-
dispersed in a minimum amount of water and placed in a cellulose dialysis tube with a
molecular-weight-cut-off of 14 kDa. The HNTs were dialysed in about 2 L of water with
regular water changes over 2-3 days, until the dispersion inside the tube was found using
indicator paper to be neutral pH. This took >10 water changes. Once the dispersion was
neutral pH, the HNTs were filtered out before being dried overnight in a vacuum oven at
60 °C. Once dry, the HNTs were gently ground by hand. The final p-HNTs were obtained
as a fine, white powder.
Making pH1-HNTs
With magnetic stirring, about 1 g of conc. sulfuric acid was added to approx. 200 mL
deionised water to give a solution of pH 0.8 (as measured by a pH probe). Approx. 13 g
HNTs were added to this solution, which was stirred for 10 min to ensure that all of
the solid had been wetted by the solution. The HNTs were then retrieved by 10 min of
centrifugation at 6000 rpm, before being dried overnight in a vacuum oven at 60 °C. Once
dry, the pH1-HNTs were gently ground to a fine powder by hand.
Acid-etching of HNTs
5.6 mL of conc. sulfuric acid was added to 100 mL deionised water to make a solution of
about 1.05 M. To this solution, 0.9 g of HNTs were added, and the mixture was heated to
50 °C for 3 d with constant stirring. After this time, the solid was retrieved from solution
by repeated centrifugation (10 min at 6000 rpm) and rinsing with deionised water (about
40 mL each cycle). The acid-etched HNTs were then retrieved by 10 min of centrifugation
at 6000 rpm, before being dried overnight in a vacuum oven at 60 °C. Once dry, the pH1-
HNTs were gently ground to a fine powder by hand.
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4.4.3 Characterisation
TGA
About 10 - 20 mg of sample was measured using a Pyris TGA with a pure nitrogen
atmosphere. The following heating program was used: hold for 5 min at 25 °C; heat
from 25 °C to 60 °C at 10 °Cmin-1; hold for 10 min at 60 °C; heat from 60 °C to 800 °C
at 10 °Cmin-1; hold at 800 °C for 5 min. The 10 min at 60 °C is included to remove
physisorbed water from the sample surface. The percentage of sample remaining at a
given temperature is then calculated by setting the sample mass at 100 °C as 100%, and
comparing this to the mass of sample at the given temperature. The grafted amount was
then calculated as the difference between the percentage mass remaining for pure HNTs
at 800 °C and that of the sample at 800 °C, as shown in equation 4.6. For NH2-p-HNTs
etc., the mass of the pure HNTs is replaced with the mass of the appropriate treated HNTs
(e.g. p-HNTs).
Grafted amount (wt%) = (Mass (pure HNTs) at 800 °C−Mass (sample) at 800 °C)wt%
(4.6)
FT-IR spectroscopy
FT-IR measurements were taken using a PerkinElmer Spectrum Two spectrometer and a
‘UATR Two’ ATR sampling accessory. Samples were dried in a vacuum oven at 100 °C
for at least 1 h before being taken for immediate measurement. After a background spec-
trum had been taken, small amounts of powdered sample (about a mg) were placed on the
crystal for analysis, with the large “shoe” fitted, and the force gauge applied to a level of
about 150. Spectra were collected as an average of 10 scans between 450 and 4000 cm-1.
The ‘not dried’ sample described in section 4.2.3, figure 4.48, was stored under ambient
conditions before measurement.
TEM imaging
The samples were added to deionised water at a concentration of about 1 wt% HNTs, with
vigourous shaking to disperse the solid. An approx. 10 µL portion of each dispersion was
then dropped onto a carbon-coated TEM grid, and the excess liquid wicked away after
approx. 1 min. The samples were then imaged using an FEI Tecnai transmission electron
microscope.
Lab humidity measurements
The relative humidity of our lab was measured using a Files Thru The Air WIFI-TH+
High Accuracy Temperature and Humidity Sensor. This was kept on a shelf a few m
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away from the fumehood, and logged relative humidity every 30 min over a period of
9 weeks. The data was collected by Stephen Knox.
Measurement of water contact angles
To obtain samples for water contact angle measurements, the HNT powders were pressed
into circular pellets of about 1 cm in diameter using a hydraulic press, with pressure
applied up to around 4000 psi, at which the samples were held for 30 s. The metal die
used was one typically used for making KBr discs for IR spectroscopy. These pellets were
then kept in a drying oven at 60 °C until immediately before measurement.
To obtain contact angle measurements, a 20 µL droplet of water was placed on the pellet
surface using a micro-pipette, and filmed as the droplet was absorbed using a generic
digital microscope. Contact angles were found from images taken immediately after the
introduction of the droplet by analysis using the DropSnake plug-in in ImageJ.234 The
values reported here are the averages and standard deviations of 6 measurements for each
sample (i.e. 2 measurements for each droplet, 3 pellets/droplets for each sample).
Measurements of pH
Measurements of pH were either made using a Mettler Toledo MP255 pH meter, or using
universal indicator paper.
ICP-MS measurements of HNTs and p-HNTs
A few hundred mg of sample were digested using concentrated nitric acid, and anal-
ysed for Si, Al and Fe content on an Agilent 4500 ICP-MS. Samples were digested with
acid and measured by Neil Bramall in the Department of Chemistry at the University of
Sheffield.
XPS measurements
To obtain samples for XPS measurements, the HNT powders were pressed into circular
pellets of about 1 cm in diameter using a hydraulic press, with pressure applied up to
around 4000 psi, at which the samples were held for 30 s. The die was carefully cleaned
between samples to limit cross-contamination. XPS data were collected by Dr. Deborah
Hammond at the Sheffield Surface Analysis Centre using a Kratos Axis Supra X-ray
Photoelectron spectrometer with an aluminium source.
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Chapter 5
Conclusions and Future Work
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5.1 Introduction
In this chapter, the conclusions from the preceding chapters will be summarised. These
will then be placed in the context of the work as a whole; while the content and specific
conclusions of each chapter are fairly disparate, there are still some general themes and
conclusions which can be drawn. Finally, some recommendations and suggestions for
future work will be discussed.
5.2 Summary of conclusions of each chapter
5.2.1 Chapter 2 - Characterisation of Halloysite Nanotubes
It was shown that the quantity and type of impurities in a sample of HNTs from I-Minerals
did not always match the supplier data. Most importantly, it was illustrated using TEM
that there are a significant number of non-tubular impurities in the samples, and that the
HNT dimensions are both polydisperse, and different to the typical dimensions reported
by the supplier. These facts serve to highlight that researchers should fully characterise a
sample of HNTs independently, rather than relying on supplier or literature data.
A more important outcome of this chapter is the illustration of some of the difficulties
associated with measuring the sizes and shapes of HNTs. More specifically, it was con-
cluded that measuring values of size by hand from TEM images was susceptible to bias,
as well as being time and labour intensive. It was found that scattering techniques (SAXS
and DLS) could not be used to overcome these issues, since the polydispersity of the
HNTs’ dimensions, as well as the presence of morphological impurities, makes scattering
data difficult to model. Automated image analysis of TEM images was suggested as a
way of determining HNT sizes without bias. However, it was found to be difficult to auto-
matically distinguish isolated HNTs from the large populations of agglomerated and non-
tubular particles in the images. Some ways of reducing the population of agglomerated
particles in the TEM images by changing sample preparation procedures were explored,
but these were ultimately unsuccessful.
5.2.2 Chapter 3 - A Comparison of Mixing Methods for Dispersing
Halloysite Nanotubes into an Epoxy Resin
In this chapter, ultrasonication was compared to the use of a three-roll mill (3RM) as a
means of dispersing HNTs into an epoxy resin. It was found using optical and electron
microscopy that the HNTs could be dispersed into the resin on the level of individual
particles using both the 3RM in force mode and ultrasonication of a dispersion of HNTs
in an epoxy/acetone solution, but not using the 3RM in gap mode, or with ultrasonication
in the undiluted resin. TEM images showed that HNTs washed from the epoxy resin
mixtures all had both a comparable mode length, and similar populations of longer tubes
in comparison to each other and to the pure HNTs. Therefore, it was concluded that
none of the mixing techniques damaged the nanotubes. This was in contrast to previous
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literature, which had suggested that ultrasonication did reduce the length of HNTs.108, 185
Ultrasonication without dilution or cooling specifically caused an apparent chemical change
in the resin, which was thought to be due to oxidation at the high temperature reached dur-
ing the process. This chemical reaction seemingly increased the inherent viscosity of the
resin/HNT mixture relative to the other mixing techniques, even after the difference in
filler content in the mixtures was taken into account. This casts doubt on previous lit-
erature, which concluded that the increase in viscosity of an epoxy/HNT mixture upon
ultrasonication was indicative of a greater degree of dispersion of the nanotubes in the
resin.10, 108 The reaction also led to an apparent coating on the surface of the HNTs, as
seen by TEM, although the exact chemical nature of this coating is not known.
It was found that the filler content of the epoxy/HNT nanocomposites could be accurately
determined by density measurements, and by burning off the resin in an air atmosphere
(either by TGA or using a furnace). However, burning in low-oxygen atmospheres gave
inaccurate results. It was seen that the actual measured filler content was often consider-
ably less than the filler content expected considering the amount of HNTs initially added
to the resin. This was especially true where ultrasonication had been used as the mixing
technique. Therefore, an important conclusion of this chapter is that the filler content of
epoxy/HNT nanocomposites should always be measured, rather than be calculated from
the quantity added before mixing. As far as I am aware, the measurement of filler content
has always been ignored in the literature for epoxy/HNT nanocomposites. Indeed, this
may go some way to explaining the diversity of results seen in the literature.
Once filler contents had been determined, the flexural properties of epoxy/HNT nanocom-
posites made using the different mixing methods could be compared. Increases in flexural
modulus relative to pure epoxy were seen for the highest filler content samples made by
ultrasonication without dilution and by using the 3RM in force mode (up to 8% and 12%,
respectively). However, flexural modulus was essentially unchanged for the other sam-
ples. No significant change in flexural strength relative to pure epoxy was seen for any of
the samples.
It was found that epoxy/oMMT nanocomposites were difficult to make because of foam-
ing of the mixtures, which could not be alleviated. Therefore, epoxy/HNT nanocom-
posites could only be compared to examples of epoxy/oMMT nanocomposites from lit-
erature. Doing so suggested that oMMT is more effective at increasing the stiffness of
the epoxy at low filler contents,5, 51 but HNTs can do so without causing any issues with
processing. Such processing issues were seen in the literature to have a subsequent detri-
mental effect on the final strength of the epoxy/oMMT nanocomposites.5, 51 This fact,
and the fact that HNTs can clearly be well dispersed into epoxy resins without surface
modification, are the main advantages of using HNTs rather than oMMT, since both are
comparable in price and abundance.
5.2.3 Chapter 4 - Functionalisation of Halloysite Nanotubes with Alkoxysi-
lane and Activation with Piranha Solution Pre-treatment
Coating of HNTs with 3-(trimethoxysilyl)propyl methacrylate was compared using three
different procedures carried out in either toluene or ethanol. While all of the coating re-
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actions were successful, it was determined that coating from refluxing toluene gave the
best results, as indicated by a greater grafted amount of silane, and a greater water contact
angle for this sample. Subsequently, soxhlet extraction rather than hand washing was de-
termined to be the most effective means of removing the physisorbed silane from the HNT
surface, which would be detrimental to mechanical performance in a nanocomposite.
It was then found that HNTs could effectively be coated with (3-
aminopropyl)triethoxysilane (APTES) by the same reaction in toluene to give similar
results to literature.7 However, repeating this reaction for several samples of HNTs led
to variable grafted amounts of APTES as seen by TGA. This variation did not seem to
correlate to reactant concentrations or aging of the silane in the bottle between reactions.
The variability is instead concluded to be due to ambient humidity, as has previously
been observed in literature.211 The analogue system for measuring water contact angles
at the University of Sheffield was found to be unsuitable for these samples, so a new,
digital set-up was developed. Using this digital set-up, the water contact angles of the
APTES-coated samples could be found, and these also seemed to vary between batches.
Indeed, the variation in wettability appeared to correlate to grafted amount of APTES,
with a lower grafted amount leading to a higher water contact angle, and vice versa.
Nonetheless, it was shown that the coating process could be scaled up from the 2 g scale
reported in literature, to up to 40 g with the results remaining within the same range of
variability. The degree of variability seen might have implications for the repeatability of
performance between different batches of APTES-coated HNTs were they to be used as
reinforcing fillers in epoxy resin nanocomposites.
Piranha solution pre-treatment of HNTs was attempted as a means of increasing the sur-
face concentration of silanol groups, which would theoretically increase the amount of
APTES that could be grafted to the HNT surface in subsequent reactions. This had pre-
viously shown to be effective in literature,7 despite the exact nature of the chemical in-
teraction between the piranha solution and the HNT surface being unclear. A piranha
solution pre-treatment for HNTs from literature7 (90p) was compared to a shorter, safer
treatment (p). It was found that there was no evidence for an increased number of silanol
groups on the HNT exterior surface after either piranha solution treatment process, al-
though there was evidence for some degree of acid-etching of the HNTs’ interior surfaces
during treatment. However, while the p-treatment caused no change in the wettability
of the HNTs, the 90p-treatment made them measurably more hydrophilic; the reasons for
this are unknown, but are speculated to be related to an increased degree of acid-etching of
this sample. Nonetheless, subsequent APTES coating of the piranha-treated HNTs gave
results within the variability range of the untreated HNTs. Therefore, piranha solution
pre-treatment was concluded not to be effective for improving the amount of APTES that
could be grafted to the HNT surface. Piranha solution is hence not recommended as a
pre-treatment step for HNTs, especially considering the risk involved in the process.
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5.3 General conclusions
Variability of literature
An important general conclusion of this thesis is that existing literature regarding HNTs
and HNT nanocomposites should be treated with some degree of scepticism. While it
would be wrong to accuse authors of publishing intentionally misleading work, there a
several important aspects which tend to be overlooked in literature, and could inadver-
tently be sources of confusion.
For example, the filler content of epoxy/HNT nanocomposites has, to best of my knowl-
edge, never been reported in the literature. Instead, the reported values are generally either
nominal, or calculated from the initial amount of HNTs added. However, in Chapter 3, it
was shown that the actual filler content in epoxy/HNT nanocomposites was often lower
than the expected value, especially when ultrasonication was used to make the samples.
Since many nanocomposite properties are a function of filler content, this serves to shed
doubt on the validity of comparisons between different nanocomposite samples in litera-
ture, especially in cases where differences in properties were seen to be small.
Similarly, it was found in Chapter 2 that measured values of HNT dimensions were signif-
icantly different to those listed in the supplier data sheet. In addition to that, it was found
that these values were susceptible to bias when they were measured by hand in TEM
images. Where HNT dimensions are reported in literature, they are usually based off sup-
plier data,109, 129, 130 or obtained from a small number of manual measurements.131–134 It
can be concluded that assuming either of these to be accurate is probably unwise.
Lastly, it was shown in Chapter 4 that no evidence could be found for an increase in
surface silanol concentration on HNTs after piranha solution treatment. For HNTs, this is
a direct contradiction of literature,7 but it also may cast doubt on the apparently-widely-
held belief that piranha solution treatment increases silanol concentration on silica glass
surfaces in general (specifically by hydroxylation).
Repeatability and inconsistency in literature
A second issue with the literature regarding HNTs and HNT nanocomposites is a lack of
focus on consistency and repeatability. Indeed, there seems to be more focus on develop-
ing new and creative ways to modify and use HNTs than on improving existing techniques
and technologies; many literature reports seek to functionalise HNTs in new ways or use
them in a new application, rather than to “fill in the gaps” of existing literature.
For epoxy/HNT nanocomposites, one area in particular highlighted in Chapter 3 is the
lack of consistency in the mixing techniques used in literature. More specifically, many
different mixing procedures have been reported, and the reporting of mixing parameters
in literature is often vague. However, in Chapter 3 it was shown that both the type of
mixing and exact mixing parameters used have a significant impact on the quality of
the obtained epoxy/HNT dispersion, which in turn can affect the properties of the fi-
nal nanocomposites. It is therefore difficult to compare the results of different literature
reports regarding epoxy/HNT nanocomposites which used different mixing techniques,
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especially in the many cases where the degree of dispersion of the HNTs in the final
nanocomposite is either not assessed, or seen to be poor. More consistency in mixing
methods would be needed for it to be able to be established in literature which HNT
properties (e.g. geographical origin, surface treatments etc.) lead to the best performing
epoxy/HNT nanocomposites.
Another gap in the literature for HNT polymer nanocomposites is the repeatability of
functionalisation. That is to say, the results of adding a functionalised HNT to a poly-
mer are reported, but there is usually no indication of the repeatability of these results
between different batches of functionalised HNTs. In Chapter 4, it was shown that there
can be measurable differences between repeats of the same alkoxysilane coating process
specifically. Surface functionalisation based on alkoxysilane chemistry is widely used for
modifying HNTs, and it should therefore be established to what degree these differences
between batches have implications for the application of HNTs before different alkoxysi-
lane coatings are compared to one another, or to other types of surface modification.
5.4 Future Work
5.4.1 Chapter 2
One of the most obvious pieces of necessary future work would be the development of a
method to measure the sizes of HNTs without bias, which would likely build on the auto-
mated analysis of TEM images of HNTs outlined in Chapter 2. The two main challenges
associated with this are automatically distinguishing isolated HNTs from agglomerated
and non-tubular particles, and producing TEM images in which there are very few ag-
glomerated particles to begin with. In the former case, it is likely that machine learning
would provide a solution. This would involve providing many images of the different
types of object as training data, from which an appropriate algorithm may be able to
recognise distinguishing patterns which are not obvious to the human eye. In the case
of sample preparation, it is probable that cryo-TEM would need to be used to image
samples in which the HNTs have not agglomerated during drying on the sample grid.
Alternatively, a very low concentration of HNTs could be used, and the sample could
be measured using by automated scanning of a large area of the TEM grid. This would
both reduce the labour associated with imaging the nanotubes at low concentrations, and
eliminate bias with regards to selecting which areas and nanotubes to image.
5.4.2 Chapter 3
The work outlined in Chapter 3 about measuring filler content in epoxy/HNT nanocom-
posites would be worth pursuing further. More specifically, epoxy/HNT nanocomposites
could be prepared in a range of concentrations by ultrasonication without dilution, and
their mechanical properties could be measured. Their mechanical properties could then
be compared as a function of the expected value of filler concentration versus the actual
value; doing so would quantify the extent to which relying on expected or nominal values
of filler content is incorrect. Additionally, work could be carried out towards reducing the
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uncertainty in the filler content measurements, specifically by replacing the mullite sam-
ple crucibles with another material (e.g. high-temperature steel), which would not suffer
the same issue with moisture absorption increasing the uncertainty in the measurement.
The observation that ultrasonication of HNTs in epoxy resin without dilution or cooling
causes a coating to form on the HNT surface is another interesting avenue for future
work. It would be worth investigating the chemical nature of this coating, and initial
characterisation could be carried out using the techniques outlined in Chapter 4. Whether
or not this coating process can be controlled should also be explored, as this might provide
an interesting functionalisation route for increasing the compatibility between HNTs and
epoxy resin. However, it may be difficult to replicate the reaction, since it is unknown to
what temperatures and pressures the epoxy was exposed during ultrasonication. That is
to say, simply heating a mixture of epoxy and HNTs to the temperature achieved during
ultrasonication may not recreate the same reaction conditions. Nonetheless, heating such
mixtures at different temperatures for different reaction times would be a good place to
start.
5.4.3 Chapter 4
The most important remaining work from Chapter 4 is investigating whether the variation
in the APTES coating process leads to any differences in the mechanical properties of
epoxy/NH2-HNT nanocomposites between different batches of coated nanotubes. This
could be investigated using the flexural testing outline in Chapter 3, but it would also
be interesting to carry out further tests to measure other mechanical properties, such as
fracture toughness and impact strength.
With regards to piranha solution pre-treatments, it would be worthwhile to replicate ex-
actly the process described by Sun et al..7 Since the variation in APTES coating may well
stem from day-to-day variations in ambient conditions (most importantly, humidity),211 it
would be worth carrying out this experiment in a well-controlled environment. The use of
an inert-atmosphere glove box would perhaps be the ideal solution, with all solvents and
glassware being rigorously dried beforehand (the glassware specifically could be evacu-
ated with inert gas while still hot from a glassware drying oven). Doing so would provide
final, conclusive evidence as to whether or not piranha solution pre-treatment is effective
for improving the amount of APTES that can be grafted to the HNT surface.
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Appendix A
A.1 Appendix to Chapter 2
A.1.1 Supplier data sheet for HNTs
Figures A.1 to A.3 give relevant data for the HNTs used in this work, which is available
directly from the supplier, I-Minerals Inc.. Figures A.1 and A.2 are taken from a presen-
tation about the HalloPure product line, and figure A.3 is a standalone data sheet. Both
documents were available from the company, and up-to-date, as of September 2019. They
are reproduced here with permission.
Figure A.1: TEM images of and size data for ULTRA HalloPure HNTs provided by I-
Minerals Inc.
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Figure A.2: Trace elements in ULTRA HalloPure HNTs provided by I-Minerals Inc.
  
      Typical Chemical Analysis
  SiO2  AI2O3  Na2O  K2O  CaO  MgO  Fe2O3  TiO2  LOI 
          HalloPure  48.25  36.00  0.01  0.50  0.12  0.20  1.20  0.20  13.50 
ULTRA HalloPure  46.00  37.80  0.01  0.30  0.07  0.13  0.72  0.07  14.90 
 
Typical Mineralogy by XRD (%)
  HalloPure  ULTRA 
HalloPure 
Halloysite  78.0  90.0 
Kaolinite  20.0  9.5 
Quartz  0.9  0.5 
Feldspar  1.1  – 
Typical Physical Properties 
ISO Brightness (%)  72.0  80.0 
Oil Absorption (g/100g)  65.0  70.0 
Moisture Content (% maximum)  1.0  1.0 
Form  Powder 
Packaging  Sacks, IBCs, drums 
03.20.2018 
Typical Tube Dimensions,  
both grades 
Tube Length  2 microns 
Internal Tube Diameter  20 nanometers 
 
  
 
  HalloPure Halloysite Nanotubes (HNT)
HalloPure: 70%+ HNTs  |  ULTRA HalloPure: 90%+ HNTs  
 
Typ
ica
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is 
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CT
 
 
product data 
HalloPure 
Particle size distribution, 
cumulative % finer 
µm   
20  100 
10  99 
5  97 
2  80 
1  67 
 
ULTRA HalloPure 
Particle size distribution, 
cumulative % finer 
µm   
20  100 
10  100 
5  99 
2  95 
1  88 
 
www.imineralsinc.com
The information and data contained herein are believed to be accurate, but the manufacturer makes no warranty with respect thereto and disclaims responsibility for 
reliance thereon. These data relate only to the specific material described herein, and does not relate to use in connection with any other materials or in any process. 
 
I‐Minerals Inc. makes no warranties, express or implied, concerning this product. No warranty of fitness for any particular purpose is made and we assume no 
responsibility whatever for any use of this product. This product should be used by properly trained personnel, and incompliance with applicable health and safety laws 
and regulations. 
Suite 880, 580 Hornby Street • Vancouver, BC Canada V6C 3B 
 For More Info: Linda Koep  | Lkoep@imineralsinc.com | 208-659-8787 
Figure A.3: The standalone data sheet for the properties of ULTRA HalloPure HNTs
provided by I-Minerals Inc.
240
A.1.2 Comparison of all size data for HNTs
Figures A.4a and A.4b show the histograms and probability density functions (PDFs) for
all of the HNT dimensions for both the first and second sets of measurements. These were
referred to in section 2.6.3 of the main text.
A.1.3 MATLAB code
Code for filming using USB Microscope
The following MATLAB code takes images from a digital camera (“cam”) at a user de-
fined frequency (“Pause”), for a user defined duration (“AcqTimeMin”). It returns JPEG
format images with a time-stamp, starting at 0 s. This code was written by Ryan Seabright.
%Clears workspace to avoid overlaps
clear
%User to set Pause (s)
Pause =0.1;
%Writes set pause as pause for the first iteration
SetPause = Pause;
%Sets initial average time to UI set time for initial iterative step
tAve = SetPause;
%User to set Acquisition time (minutes)
AcqTimeMin = 10;
%Converts aquisition time in minutes to number of frames
Frames = round((AcqTimeMin*60)/Pause);
%Selects webcam
cam = webcam(2);
%Starts the timer for naming purposes
tStart = tic;
%Starts Loop for image acquisition
for j = 1 : (Frames + 1);
%Calculates time difference between set time and actual time
DeltaT = Pause - tAve;
%recalculates pause required to reach set pause
SetPause = Pause + ((j-2)*DeltaT);
%Pauses time that is set by measured time between loops
pause(SetPause);
%Calculates time in seconds elapsed each loop (s)
TimeElap = toc(tStart);
%Creates an Array with data on the time of each acquisition
T(j,:) = TimeElap;
%Calculates time elapsed in seconds as a fraction of a Day
DayFrac = TimeElap/86400;
%Converts time elapsed in seconds to HH:MM:SS format
HHMMSS = datestr(DayFrac, ’HH:MM:SS’);
%Compiles Tilte and HHMMSS into image text
ImageText = [HHMMSS];
%Snaps image from webcam selected
img = snapshot(cam);
%Combine image text and image into one image
IMG = insertText(img, [10 10], ImageText, ’FontSize’, 28, ’BoxOpacity’, 0, ’TextColor’, ’green’);
%Makes Filename
Filename = num2str((j-1));
%Writes each image to a file with the above set name
imwrite(IMG, [Filename ’.jpg’]);
%Displays images on subplot
imshow(IMG);
%calculates avreage pause per frame since begining
tAve = toc(tStart)/j;
end
%Writes time data to a text file
dlmwrite(’Time_Data’,T);
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Figure A.4: Histograms and PDFs for the internal and external diameters (a), and
lengths and aspect ratios (b) of HNTs measured in TEM images from the first (i.e. old)
and second (i.e. new) sets of measurements
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Code for fitting log-normal distributions to size data
This code takes a single column of data that has been imported into MATLAB by the user
(e.g. “VarName1”) and fits the log-normal parameters mu (i.e. µ) and sigma (i.e. σ) to
the data, as well as the 95% confidence intervals of these values from the fit. A value of
probability (y) is then calculated for each value of x, starting at “start”, then continuing
at intervals of “step” until “stop” is reached. Start, step and stop are user-defined input
parameters. Values of x and y can be exported for use in other software. Note that this
code works in MATLAB 2016a, but not MATLAB 2019a.
%set ’data’ to whatever name your input data has
data = VarName1;
%set the starting value, increment, and final value
%for the x axis in the logn plot
start = 0;
step = 0.01;
stop = 100;
%find mu and sigma of data, and 95% confidence
%intervals of both
[lognpar, conf] = lognfit(data);
mu = lognpar(1);
sigma = lognpar(2);
%sets x axis for logn plot
x = (start:step:stop);
%finds logn probability density function
y = lognpdf(x, mu, sigma);
%returns x and y as two columns
r = [x y]
pdf = r’
Code for automated image analysis
The following code identifies objects in TEM images of HNTs, fits them with ellipses, and
filters them with the criteria outlined in section 2.6.4. It also returns values for circularity,
and the ratios of, and differences between, the ellipse areas and object areas. The final
image output is the original image with objects fitted with ellipses and indexed by object
number.
%set image scale (input pixels/nm)
scale_pnm = 0.292;
scale = 1/scale_pnm;
% Read in image (must be in current folder).
Image = imread(’HNTs_test_3.jpg’);
% Convert image to greyscale.
I = rgb2gray(Image);
% Convert to binary with im2bw. Level is the threshold.
level = 0.6;
Ithresh = im2bw(I, level);
% Redraw the image with a square structuring element of 1 pixel.
se = strel(’square’, 1);
Imorph = imopen(Ithresh, se);
% Invert the binary image
Imorph = ˜Imorph;
% Remove objects that cross the image borders
Imorph2 = imclearborder(Imorph, 8);
%turn into labelelled image to allow ismember function to work later
labeled_Image = bwlabel(Imorph2, 8);
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%Finds geometric properties of objects in the image
stats = regionprops(labeled_Image, ’Orientation’, ’MajorAxisLength’, ’MinorAxisLength’, ’Eccentricity’, ’Centroid’,
’Area’, ’Circularity’);
%Define object properties, NB length and width being scaled to nm,
%area left as pixels
obj_Areas = [stats.Area]
obj_Ecc = [stats.Eccentricity]
obj_Width = [stats.MinorAxisLength]*scale
obj_Length = [stats.MajorAxisLength]*scale
obj_Circ = [stats.Circularity]
%Set filtering criteria, e.g. use minimum and maximum known tube
%dimensions obj_Width to be set using the distance in nm
allowableAreas = obj_Areas > 100;
allowableEccentricity = obj_Ecc > 0.7
allowableWidth = obj_Width < 500 & obj_Width > 20
keepTubes = find(allowableAreas & allowableEccentricity & allowableWidth);
%create image using only objects that fit the filtering criteria
keepTubesI = ismember(labeled_Image, keepTubes);
%create regionprops using only objects that already have been
%filtered
filtstats = regionprops(keepTubesI, ’Orientation’, ’MajorAxisLength’, ’MinorAxisLength’, ’Eccentricity’, ’Centroid’,
’Area’);
%find areas of ellipses, and the difference between
%ellipse and object area
for n = 1:length(filtstats)
E_Area(n) = pi*[filtstats(n).MinorAxisLength]*[filtstats(n).MajorAxisLength]
Empty = E_Area - [filtstats(n).Area]
P_E_Space(n) = E_Area(n)/[filtstats(n).Area]
end
%Show original TEM image
figure, imshow(Image);
%hold to allow ellipses to be plotted without deleting image
hold on
%script for drawing ellipses
phi = linspace(0,2*pi,50);
cosphi = cos(phi);
sinphi = sin(phi);
for k = 1:length(filtstats)
xbar = filtstats(k).Centroid(1);
ybar = filtstats(k).Centroid(2);
a = filtstats(k).MajorAxisLength/2;
b = filtstats(k).MinorAxisLength/2;
theta = pi*filtstats(k).Orientation/180;
R = [ cos(theta) sin(theta)
-sin(theta) cos(theta)];
xy = [a*cosphi; b*sinphi];
xy = R*xy;
x = xy(1,:) + xbar;
y = xy(2,:) + ybar;
plot(x,y,’r’,’LineWidth’,2);
%plot the centroids of the ellipses
centroids = cat(1, filtstats(k).Centroid);
plot(centroids(:,1), centroids(:,2), ’r+’);
%Label each tube
%shift label along x from centroid
tex_x = xbar + 40;
%turn obj num integer to text character
label = int2str(k);
text(tex_x, ybar, label, ’Color’, ’y’, ’fontsize’, 28);
end
hold off
%Final dimensions of filtered objects in nm
Widths_nm = [filtstats.MinorAxisLength]*scale;
Lengths_nm = [filtstats.MajorAxisLength]*scale;
Aspect_R = Widths_nm/Lengths_nm;
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Code for fitting the Beer-Lambert law to TEM images
This code was used to generate values of pixel intensity as a function of distance in two
directions from a particles centre. The results were then fitted separately in the curve
fitting app available with MATLAB. More specifically, the “Dooo” and “Intensity o” (or
“Diii” and “Intensity i”, as appropriate) outputs from the MATLAB code were set as x
and y in the curve fitting app.
%set image scale (input pixels/nm) (currently set to 1 since image scale
%is not known for the image)
scale_pnm = 1;
scale = 1/scale_pnm;
% Read in image (must be in current folder).
Image = imread(’Single_Tube.jpg’);
% Convert to greyscale.
I = rgb2gray(Image);
% Convert to binary with im2bw. Level is the threshold.
level = 0.6;
Ithresh = im2bw(I, level);
% Redraw the image with a square strucuring element of 1 pixel.
se = strel(’square’, 1);
Imorph = imopen(Ithresh, se);
% Invert the binary image, as white pixels are the ones recognised as
% objects.
Imorph = ˜Imorph;
% Remove objects that cross the image borders
Imorph2 = imclearborder(Imorph, 8);
Imorph3 = imfill(Imorph2, ’holes’)
%turn into labelelled image to allow ismember to work later
labeled_Image = bwlabel(Imorph3, 8);
%Finds geometric properties of objects in the image
stats = regionprops(labeled_Image, ’Orientation’, ’MajorAxisLength’, ’MinorAxisLength’, ’Eccentricity’,
’Centroid’, ’Area’);
%Define object properties, NB length and width being scaled to nm, area
%left as pixels
obj_Areas = [stats.Area]
obj_Ecc = [stats.Eccentricity]
obj_Width = [stats.MinorAxisLength]*scale
obj_Length = [stats.MajorAxisLength]*scale
%Set filtering criteria, e.g. use minimum and maximum known tube dimensions
%obj_Width to be set using the distance in nm
allowableAreas = obj_Areas > 1000;
allowableEccentricity = obj_Ecc > 0.7
allowableWidth = obj_Width < 500 & obj_Width > 50
keepTubes = find(allowableAreas & allowableEccentricity & allowableWidth);
%create image using only objects that fit the filtering criteria
keepTubesI = ismember(labeled_Image, keepTubes);
%Euclidean distance transform on the binary-inverted object
D = bwdist(˜keepTubesI);
%Finds object skeleton
SK = bwskel(keepTubesI, ’MinBranchLength’, 50);
%Distance transform of object skeleton
D_SK = bwdist(SK);
D_SK_Max = max(D_SK, [], ’all’);
%Gives every pixel a direction away from the image skeleton
[Ig_Dm, Ig_Dd] = imgradient(D_SK, ’sobel’);
%Finds the pixel furthest away from a 0 in the distance transform, i.e. the
%radius of a tube
D_Max = max(D, [], ’all’);
%Find unique distances in the distance transform and the number of unique
%distances
D_U = unique(D);
DL = length(D_U);
%For loop finds the pixels corresponding to each distance in the distance
%transform and finds and averages their intensities in the original image.
%The distance from the centre, L, is taken from D_max.
for h = 1:DL
%Finds distances in direction away from skeleton
Dist_1 = find(D == D_U(h,1) & Ig_Dd < 0 & D_SK < ceil(D_Max));
Dist_2 = find(D == D_U(h,1) & Ig_Dd > 0 & D_SK < ceil(D_Max));
%This block handles data in direction 1
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%
%Retrieves pixel intensities at a unique distance in the distance
%transformed image from the orignal image
Int_1 = Image(Dist_1);
%Averages all intensities at that distance
Mean_1(h) = mean(Int_1, ’all’);
%Finds standard deviation of pixel intensity at that distance
Conv_1 = im2single(Int_1);
s_d_1(h) = std(Conv_1, 1, ’all’, ’omitnan’);
%Changes distances so minimum distance is now at the object centre
L_1(h) = -1*(D_U(h,1)-D_Max)*scale;
%Returns array of data (distance, intensity, std dev)
R_1 = [L_1; Mean_1; s_d_1];
%Transforms ros to columns for easy data handling
Results_1 = R_1’;
%Repeats for direction 2
Int_2 = Image(Dist_2);
Mean_2(h) = mean(Int_2, ’all’);
Conv_2 = im2single(Int_2);
s_d_2(h) = std(Conv_2, 1, ’all’, ’omitnan’);
L_2(h) = (D_U(h,1)-D_Max)*scale;
R_2 = [L_2; Mean_2; s_d_2];
Results_2 = R_2’;
end
%Plots data in MATLAB figure for insepection (if desired)
P_d1 = Results_1(:,1)
P_I1 = Results_1(:,2)
P_d2 = Results_2(:,1)
P_I2 = Results_2(:,2)
figure, plot(P_d1, P_I1)
hold on
plot(P_d2, P_I2)
hold off
%Sets I_o
I_o = 200;
%Finds I_min to allow determinataion of R_i
I_min = min(Results_1(:,2));
%Determination of I_min
R_i_findlin = find(Results_1 == I_min);
[row,col] = ind2sub(size(Results_1), R_i_findlin);
R_i = Results_1(row,1);
%Determination of R_o
R_o = max(Results_1(:,1))
%Determination of k
k = (-0.5*log(I_min/I_o))/sqrt((R_oˆ2)-(R_iˆ2));
%Retreieve D from original image analysis code
D = Results_1(:,1);
D_U = unique(D);
%Find I vs. D for the tube walls
Intensity = Results_1(:,2);
Do = D < R_o & D > R_i
Doo = find(Do == true);
Dooo = D(Doo);
Intensity_o = Intensity(Doo);
%Find I vs. D for tube interior
Di = D < R_i & D > 0;
Dii = find(Di == true);
Diii = D(Dii);
Intensity_i = Intensity(Dii);
%Calculates I for the fit using starting estimates of parameters
for h = 1:length(D);
if D(h,1) > R_o
Abs(h) = D(h,1)*0;
elseif D(h,1) < R_o & D(h,1) > R_i
Abs(h) = 2*k*R_o*sqrt((1-(D(h,1)/R_o)ˆ2))
else
D(h,1) < R_i
Abs(h) = 2*k*(R_o*sqrt((1-(D(h,1)/R_o)ˆ2)) - R_i*sqrt((1-(D(h,1)/R_i)ˆ2)))
end
end
%Retrieves real values from the fit (ML automatically gives an i component
%to the fit).
Abs_real = real(Abs);
Abs_r = -1*Abs_real;
Abs_e = exp(Abs_r);
%Plots the BL function using the first estimates of parameters (plots over
%the original data)
I_fit = I_o*Abs_e;
figure, scatter(D,I_fit);
I_fit_col = I_fit’
F_D = [D;I_fit_col]
hold on
plot(P_d1, P_I1)
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plot(P_d2, P_I2)
hold off
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A.2 Appendix to Chapter 3
A.2.1 General propagation of uncertainties
Propagation of uncertainties was carried out using the following general relationships:
If:
c = a+ b or c = a− b etc.
Then:
δ2c = δ
2
a + δ
2
b
If:
c = ab or c = a
b
etc.
Then:
( δc
c
)2 = ( δa
a
)2 + ( δb
b
)2
Here, c is a hypothetical variable calculated from two hypothetical measured values of a
and b. The uncertainty in each variable is denoted δ, e.g. the uncertainty in b is δb.
In practice, propagation of uncertainties was done in several steps using a spreadsheet,
rather than by simplifying an equation containing all of the relevant variables and uncer-
tainties. These steps are summarised in the following sections.
A.2.2 Uncertainty in filler content determined by He pycnometry
The filler mass fraction in epoxy/HNT nanocomposites was determined from He pycnom-
etry measurements using equations A.1 and A.2, which contain the variables explained in
table A.1. Also included in the table are the densities of pure HNTs and the bulk epoxy
resin polymer for reference.
φf =
ρs − ρb
ρf − ρb (A.1)
mm =
φfρf
ρs
(A.2)
Equation A.2 can be derived as follows:
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mm =
mf
ms
=
ρfVf
ρsVs
Vf = φfVs therefore mm =
ρfφfVs
ρsVs
=
ρfφf
ρs
Table A.1: Explanation of the variables contained in equations A.1 and A.2
Variable Assignment Value
φf Volume fraction of filler n/a
ρf Density of filler (i.e. HNTs) 2.5479 ± 0.0022
ρb Density of pure polymer 1.1884 ± 0.0002
ρs Density of sample n/a
mm
Mass fraction of
filler in sample n/a
mf Mass of filler n/a
ms Mass of sample n/a
Vf Volume of filler n/a
Vs Volume of sample n/a
The uncertainty in the volume fraction of filler can be found by inputting the results of
calculations A.3 and A.4 into equation A.5. The uncertainties in density are output by the
pycnometer as the standard deviation of several measurements.
δ(ρs−ρb) = (δρ
2
s + δρ
2
b)
1
2 (A.3)
δ(ρf−ρb) = (δρ
2
f + δρ
2
b)
1
2 (A.4)
δφf = φf ((
δ(ρs−ρb)
(ρs − ρb))
2 + (
δ(ρf−ρb)
(ρf − ρb))
2)
1
2 (A.5)
The uncertainty in the filler mass fraction is then given by equation A.6. When reporting
filler fraction in wt%, δmm simply needs to be multiplied by 100.
δmm = mm((
δφf
φf
)2 + (
δρf
ρf
)2 + (
δρs
ρs
)2)
1
2 (A.6)
A.2.3 Uncertainty in filler content determined by burn-off in a fur-
nace
The initial filler content of a sample in which the resin had been burned off in a furnace
was calculated using equation A.7, which contains the variables explained in table A.2.
Filler mass fraction =
mf −mc +mx
lms
(A.7)
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Table A.2: Explanation of the variables used in equation A.7
Variable Assignment
mf The mass of the crucible + sample after heating.
mc The mass of the empty crucible.
mx The mass lost by the crucible lost during heating (mx= 0.00008mc).
ms The mass of the sample before heating.
l
The mass fraction of filler remaining after heating
(for HNTs, this is 0.8580 ± 0.0006)
Equation A.8 gives the uncertainty in the mass lost by the crucible during heating. The
uncertainty in the average mass fraction lost by the crucible is the standard deviation
across several crucibles, and the uncertainty in mc is the precision of the balance being
used (either 0.01 g or 0.001 g).
δmx = mx((
0.00003
0.00008
)2 + (
δmc
mc
)2)
1
2 (A.8)
The uncertainty in the mass remaining in the crucible after heating (denoted mr) is given
by equation A.9. The uncertainties δmf and δmc are equal, and are obtained from the
precision of the balance being used.
δmr = (δ
2
mf
+ δ2mc + δ
2
mx)
1
2 (A.9)
If one assumes that the mass remaining in the sample after heating is only from HNTs,
then the mass of HNTs in the sample before heating (mHNTs) can be given by equation
A.10. The uncertainty in l is that obtained by propagating the precision of the TGA
balance for the two measurements of mass required to work out the fraction of mass of
HNTs remaining at 800 °C (i.e. initial mass, and mass at 800 °C). The uncertainty in
mHNTs is given by equation A.11.
mHNTs =
mr
l
(A.10)
δmHNTs = mHNTs((
δmr
mr
)2 + (
0.0006
0.08580
)2)
1
2 (A.11)
The filler mass fraction in the sample, denoted mm, can be simplified to equation A.12.
The uncertainty in mm is then given by equation A.13. Again, δmm can be multiplied by
100 to give the uncertainty when filler fraction is being quoted in wt%.
mm =
mHNTs
ms
(A.12)
δmm = mm((
δmHNTs
mHNTs
)2 + (
δms
ms
)2)
1
2 (A.13)
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