In a unified system of passive radar and communication systems of joint transmitter platform, information intended for a communication receiver may be eavesdropped by a passive radar receiver (RR), thereby undermining the security of communications system. To minimize this information security risk, in this paper, we propose a unified passive radar and communications system wherein the signal-to-interference and noise ratio (SINR) at the RR is maximized while ensuring that the information secrecy rate is above a certain threshold value. We consider both scenarios wherein transmissions of the radar waveform and information signals are scheduled with the disjoint (non-overlapping case) as well as with the same set of resources (overlapping case). In both cases, the underlying optimization problems are non-convex. In the former case, we propose alternating optimization (AO) techniques that employ semidefinite programming and computationally efficient semi-analytical approaches.
been proposed for PRS consisting of a single transmitter and a single receiver, whereas the corresponding GLRT detectors for multiple-input multiple-output (MIMO) PRS have been developed in [14] - [15] . While these papers assume multi-frequency networks, an extension to single-frequency multi-static PRS has been proposed in [16] .
Recent advancements in PRS (especially in the case of single-frequency multi-static scenario) demonstrate that the estimation of the non-cooperative transmitters' waveforms is challenging and significantly affects the performance of the PRS. In particular, the performance of the PRS approaches that of active radars [16] , if the waveform estimation is sufficiently accurate. Motivated from this fact, the authors in [17] propose to develop PRS as a part of a bandwidth-flexible communication system [17] , where the transmitters no longer remain completely non-cooperative, and in fact, assist the radar receiver in estimating the broadcast signals more efficiently through improved resource allocations. The single joint radar and communications transmitter proposed in [17] is recently extended to a scenario of multiple transmitters in [18] . However, in both papers, information security is not considered, each transmitter is equipped with only a single antenna, and the radar and information signals are transmitted through orthogonal channels (non-overlapping case).
Security in wireless communications is a critical issue, since wireless channels are often prone to eavesdropping. To this end, based on the seminal work of [19] , information theoretic physical layer design approaches for enhancing security in wireless systems have been widely studied in the literature [20] [21] [22] . Physical layer security approach aims to prevent unintended users from decoding information transmitted to the intended users by maximizing information secrecy rate. The advantage of this approach is that secrecy can be achieved without using an encryption key. On the other hand, information theoretic metrics have been also used in the design and analysis of radar systems [23] , [24] . To this end, the authors in [25] consider a monostatic MIMO radar system, wherein the objective is to enhance radar performance and secure information transmitted to a legitimate communication receiver from an eavesdropper-target. For this purpose, beamforming vectors, applied to communication and distortion signals, are jointly optimized. A Taylor series approximation approach [26] is proposed to convexify the non-convex function of secrecy rate. However, to the best of our knowledge, the problem of designing algorithms for a unified system of passive radar and communications, while emphasizing information security has not been investigated in the literature. This problem is important in a unified system since information signals intended for a communication receiver (CR) may be eavesdropped by a passive radar receiver (RR), thereby undermining information security. Moreover, in contrast to [25] , our objective is to jointly optimize radar waveforms and covariance matrix of information signals without additionally transmitting distortion signal.
In this paper, we consider a unified system consisting of a transmitter, a passive RR, and a CR, each equipped with multiple antennas. The performance tradeoff between radar and communications is characterized by obtaining the boundaries of the signal-tointerference-and-noise ratio (SINR) for the RR versus information secrecy rate region, when considering the same RR as an eavesdropper 1 . To this end, joint optimization of radar waveforms and transmit covariance matrix of information signals is proposed with the objective of maximizing the SINR at the RR, while ensuring that the information secrecy rate is above a certain threshold. We formulate the underlying non-convex optimization problems and provide corresponding solutions when the radar and information signals use both orthogonal and non-orthogonal (overlapping) sets of resources. In both cases, iterative alternating optimization (AO) methods that employ semi-definite programming (SDP)/semi-definite relaxation (SDR) are proposed for optimizing radar waveforms and transmit covariance ma- 1 In general, information security should be achieved against all eavesdroppers, including the RR. While such design approach will be reported in our future work, it is worthwhile to mention that the RR's eavesdropping capability is higher than that of any other eavesdropper, since, as a part of the unified system, the RR has more knowledge about the settings, parameters, and protocols of the unified system. trices 2 . However, in the former case, a computationally efficient semi-analytical approach is also proposed. Simulation results show that this approach provides significant performance gains over the SDP-based approach. Moreover, in spite of interference caused in the overlapping method, due to joint optimization of radar waveforms and transmit covariance matrix, results show that the overlapping method provides better performance than the non-overlapping one.
The remainder of this paper is organized as follows: Section 2 presents the system model of unified passive radar and communications. Section 3 provides problem formulations and corresponding solutions for the optimization problems of the non-overlapping case. The problem formulation and optimization method for the overlapping case are presented in Section 4. Numerical results are provided in Section 5. Finally, Section 6 concludes the paper and summarizes the key findings.
Notations: Upper (lower) bold face letters will be used for matrices (vectors); (·) H , I N , ||·||, and ⊗ denote Hermitian transpose, N × N identity matrix, Euclidean norm for vector/Frobenius norm for matrix, and Kronecker product operator, respectively. tr(X) and det(X) denote trace and determinant of a matrix X, respectively, X 0 denotes that X is a positive semi-definite matrix, and vec(X) denote the vectorization of X. C N ×M stands for a space of complex matrix of dimension N × M, and N C (µ, σ 2 ) and E{} denote circularly symmetric complex Gaussian distribution with mean µ and variance σ 2 and expectation operation, respectively.
System Model
Consider a system that supports both communications and radar receivers, as shown in be scheduled using totally disjoint, partially overlapping, and completely overlapping groups of resource elements (time-frequency units) [2] . The optimum scheduling of the resource elements for the transmission of communication signal will change due to channel fading. This will, in turn, change the scheduling of the resource elements for the transmission of radar waveforms, since the total available resource is the same in unified system. Moreover, since it becomes costly for the transmitter to let the RR estimate the transmitted radar waveform after every change of scheduling, we consider that the RR estimates the radar waveform using the direct path channel. We consider that the RR can achieve synchronization like the communication receivers which achieve synchronization by detecting dedicated primary and secondary synchronization signals [28] transmitted by the transmitter, for example in LTE systems. As such, no additional communication links between the radar and communication receivers are required for maintaining synchronization. We also assume a clutter-free noiseonly environment considering that the effect of the clutter-path signals can be mitigated by applying a variety of techniques (see [14] - [15] and references therein) 3 .
3 The tradeoff analysis of the unified system in the presence of clutters will be presented in our future work. The transmitter uses a portion of its total system power, P T , to broadcast the radar waveform and the remaining portion to transmit an information signal. We consider both orthogonal and non-orthogonal cases of signal transmissions. In the former, we assume that the signal transmissions from the transmitter are scheduled optimally using non-overlapping groups of resource elements. In the latter case, we relax this approximation and consider that the transmitter broadcasts radar and communication signals using the same resource elements. The tradeoff analysis is conducted by solving an optimization problem, where the objective is to maximize the SINR at the RR while ensuring that the information rate for the CR is above a certain threshold value.
The signal received by the RR, at a time instant l, via direct path channel is expressed as
where θ r is the direction of arrival (DoA) of the signal received via the direct path channel when reference is DC-antennas, and θ t is the direction of departure (DoD) of the signal when reference is transmitter-antennas. a d (θ r ) ∈ C N ×1 and a d (θ t ) ∈ C Nt×1 denote the steering vectors corresponding to θ r and θ t , respectively. γ d is the channel coefficient of the direct path channel between the transmitter and RR, and s r [l] ∈ C Nt×1 is the radar waveform transmitted by the transmitter for the lth time instant.
Gaussian noise at the DC-antennas of the RR, which is assumed to have zero mean and covariance of σ
can be expressed as
where
LN ×LNt , and use the fact that
On the other hand, the received signal vector at the lth time through surveillance channel can be expressed as
where θ r,0 is the DoA of the signal received via the surveillance channel when reference is SC-antennas, and θ t,0 is the DoD of the signal when reference is transmitter-antennas.
a s (θ r,0 ) ∈ C N ×1 and a s (θ t,0 ) ∈ C Nt×1 denote steering vectors corresponding to θ r,0 and θ t,0 , respectively. γ t is the channel coefficient of the surveillance channel between the transmitter and RR and includes the effects of bi-static attenuation from the transmitter to the RR as well as target's reflection coefficient. v sr [l] ∈ C N ×1 denotes additive Gaussian noise at the SC-antennas of the RR, which is also assumed to have zero mean and covariance of σ (2) from (1) and collecting
in a long vector x s , we have
The RR utilizes the direct path channel to estimate s r by using matched filtering. As such, the estimatedŝ
Note that the estimatedŝ r may not be noise free. The effect of noisy direct channel into radar's performance can be taken into account by considering that this estimatedŝ r is the true s r . Thus, substituting (5) into (4), the received surveillance channel signal can be expressed as
The signal x s can be processed with a linear operator w ∈ C LN ×1 which can be considered as a vectorized form of a spatio-temporal matrix of size N × L. The resulting decision metric x s = w H x s can be expressed as
As such, the SINR at the RR is expressed as
We assume block fading channel between the transmitter and CR, i.e., the communication channel remains constant for a block of symbols and changes independently from one block to another. For conciseness, without loss of generality, this block length is considered to be L. Since we first consider the case in which signal transmissions to the RR and CR employ different set of non-overlapping resource units and the communication channel does not change over L symbols, the information rate for the CR can be obtained by considering the channel at a specific time instant 4 . As such, the signal received by the CR can be expressed as
where H c ∈ C M ×Nt is the MIMO channel between the transmitter and CR,s c ∈ C Nt×1 is the vector of data transmitted from N t antennas at a given time instant, and v c ∈ C
is additive Gaussian noise at the antennas of CR. Each element of v c is assumed to be distributed as N C (0, σ 2 c ). Since information intended for the CR will be also received by the RR, any confidential information can be decoded by the RR, thereby undermining the security of the communication system. Considering that the direct channel is much stronger than the surveillance channel, the information received by the RR through the direct path channel can undermine the security most. Therefore, we mainly focus on the information signal leaked by the transmitter to the RR through the direct path channel. The received information signal at the RR is given bỹ
v dr ∈ C N ×1 is the additive Gaussian noise at the DC-antennas of the RR. The capacity of the transmitter-CR channel is given by
The capacity of the transmitter-RR channel is given by
The secrecy capacity is given by C s = max(0, C c − C r ) [21] , where
3. Proposed Optimization Given a total system power, P T , the objective is to maximize the received SINR at the RR while maintaining the secrecy capacity above a certain threshold value. We assume that the channels from the transmitter to the CR and RR (direct path) can be estimated with sufficient accuracy using channel acquisition techniques proposed in [30] . Moreover, we assume that noise powers at all receiver terminals are known. Since these parameters may not be perfectly known, the performance results presented in this paper will serve as upper bounds for the performance of the underlying system in practice. The optimization will be solved for each hypothesized target position (or equivalently range-Doppler cell) and updated after each coherence time of the communication channel. The secrecy rate threshold is a user specific parameter and depends on the requested level of security, i.e., usually a larger value of the threshold is selected for a communication link requiring the higher priority in information security. Mathematically, the proposed optimization can be expressed as
where r m is the threshold value of information secrecy rate. The constraints of the optimization problem (15) do not depend on w. For a given s r , the optimization w.r.t. w can be expressed as
This maximization problem in (16) can be equivalently expressed as
Employing Lagrangian multiplier function approach [31] , it can be shown that the optimum w in (18) is
Substituting (19) into γ R , the resulting SINR can be expressed as
Without loss of generality, we assume that r m ≥ 0. This means that the constraint C s ≥ r m can be cast as C c − C r ≥ 0. Substituting (20) into (15), we obtain the following optimization
and the first constraint is not a function of temporal structure of s r . Let s r = √ P rsr , wheres H rs r = 1 and P r is the power allocated for the radar waveform.
Then, it is clear that the optimums r is the eigenvector corresponding to the largest eigenvalue of DC −1 D H . In this case, the objective function of (21) can be expressed as
where λ max (·) stands for the maximum eigenvalue of a matrix. Note that the SINR at the RR does not depend on actual Q c , but only on its trace since P r is a function of tr(Q c ).
Substituting (22) into (21), it can be expressed in terms of P r and Q c as max
tr(Q c ) + P r ≤ P T .
It is clear that the optimum P r is such that P r = P T − tr(Q c ). Substituting P r in (23), the remaining optimization in terms of Q c can be expressed as
Note that if the optimum Q c is such that tr(Q c ) turns out to be larger than P T , then such solution is not feasible. Moreover, the secrecy rate does not depend on actual s r and only on its squared norm (power). Unfortunately, the optimization problem (24) is not convex.
Following the approach of maximizing the secrecy capacity under a transmit power constraint in a MIMO wiretap channel [22] , we propose alternating optimization (AO) methods for solving (24) . We first propose an iterative approach wherein an SDP problem is solved in each iteration. We then propose an AO method where the SDP optimization will be replaced by a semi-analytical approach that includes bisection method [22] , [27] .
Iterative SDP
Since det(A −1 ) = 1 det(A) [29] , (24) can be expressed as
We now introduce an additional matrix variable Y ∈ C N ×N , Y 0, and utilize the following expression [32] :
Substituting (26) into (25), we obtain the following optimization problem: 
On the other hand, for a given Y 0, the optimization over Q c 0 can be expressed as
This optimization problem is convex and can be solved numerically using convex optimization toolbox such as discipline convex programming (CVX) [33] . The algorithm (Algorithm 1)
to solve the optimization problem (24) is summarized below.
• 1) Initialize maximum number of iterations, convergence accuracy, ǫ, and initial Q c 0.
• 2) Update Y using (28).
• 3) Update Q c by solving (29).
• 4) Go to step (2) until required convergence accuracy is achieved or maximum number of iterations is reached.
Note that the SDP problem (29) (which is convex optimization problem over Q c ) is solved for a given Y. In each iteration of the algorithm, Y is updated to approximate the lefthand side of (26) via maximization of a concave function over Y. This means that in each iterative step of Algorithm 1, we have an improved estimate of the left-hand side of the constraint used in the original problem (24) . This leads to a decreasing objective function in each iteration. Moreover, since the objective function is continuously differentiable, and each variable (i.e, Q c and Y) belongs to a nonempty, closed, and concave subset, the AO approach is guaranteed to converge [22] . However, in general the execution of the SDP problems become very slow when they consist of large size matrices. This is evident from the worst-case complexity of the standard form SDPs, which is given by O N , where N it is the number of iterations required to achieve
denotes the covariance matrix at the nth iteration.
Semi-analytical Approach
Motivated from the solution approach of the secrecy rate maximization problem in MIMO system [22] , we propose a semi-analytical approach for solving (29) . The Lagrangian multiplier function for (29) can be expressed as
where λ ≥ 0 is a Lagrangian multiplier. Now the main result is presented in the following proposition.
Proposition 1. For a given feasible λ, the optimum solution of Q c , as a function of λ, is
given by
where 
are the non-zero diagonal elements of Σ, and r = min(M, N t ).
Proof. Please refer to Appendix.
The remaining step is to calculate the value of λ. The optimum λ is such that it satisfies the following complementary slackness condition [35] 
The optimum λ cannot be equal to zero. This is obvious since ∂L(Qc,λ) ∂Qc = I Nt , i.e., the partial derivative of the Lagrangian function with respect to Q c cannot be a zero matrix for λ = 0.
As such, the optimum λ is such that
The value of λ can be found by solving (34) . As there exists no closed-form solution for this equation, λ can be obtained from a general one-dimensional search over λ or more specifically, the bisection method. Thus, the proposed semi-analytical approach for solving the optimization problem (24) is summarized below (Algorithm 2).
• 1) Initialize maximum number of iterations, N it , convergence accuracy, ǫ, and Q c 0
• 2) Update Y using (28) • 3) Execute the following steps of bisection method to find λ -a) Initialize λ min and λ max such that g(λ min )g(λ max ) < 0 On the other hand, the global optimization technique, such as branch and bound [36] , can be applied to get the global optimum solution. However, such global optimization method requires exponential complexity and becomes computationally prohibitive in radar systems in which L can easily take large values. On the other hand, a rigorous investigation, which we believe is a significant new task and beyond the scope of this paper, is required for solving the underlying optimization problems with the global optimization techniques [36] .
Radar and Communication Transmissions with Same Resources
In this section, we consider that the transmitter sends radar and information signals using the same set of resources (overlapping case). In this case, both RR and CR observes a mixture of radar and information signals. Due to this reason, we will find in the sequel that the optimization problem required for obtaining the optimum tradeoff between radar and communication systems become further challenging to solve. In this overlapping case, the transmitted signal vector for the lth time instant can be expressed as
Nt×1 is the communication signal corresponding to the lth time instant. Replacing (1) and following similar derivations as in (2)- (6), the received signal vector at the surveillance antennas,x s ∈ C LN ×1 (i.e, equivalent version of (7)) can be expressed as
. After linear processing of the received surveillance signal with spatio-temporal vectorw ∈ C LN ×1 , the SINR at the RR is given by
Considering that the channels remain same during a period of L time instants, the signals received by the DC-antennas of the RR and CR are, respectively, given bȳ
capacities for the transmitter-CR and transmitter-RR, are, respectively given bỹ
),
The secrecy capacity can be expressed asC s = max(0,
As in the case where radar and communications signals occupy different resources, our objective is to optimize SINR at the RR, while ensuring that the secrecy capacity is above a certain threshold value,r m .
For a given Q c 0 and s r , the objective function in (42) is a function of onlyw. The optimumw will be similar as in (19) with C replaced by C(Q c ). After substituting such optimumw, the objective function in (42) turns tō
The relaxed optimization problem (50) can be solved using iterative approach as in the case of Algorithm1. In each iteration, the convex optimization problem w.r.t.S r and Q c is solved by keeping the auxiliary variables, {X,Ȳ, Z}, fixed, and then the convex optimization problem w.r.t. auxiliary variables is solved by keepingS r and Q c fixed. As such, this method is an AO method and its convergence can be proven with a similar way as in Algorithm1. After convergence, if the optimumS r is rank-one, then it will also be the optimum solution of the original problem (48). Otherwise, randomization techniques can be applied to approximate rank-one solutions fromS r [27] .
In contrast to the optimization problem in orthogonal (non-overlapping) case, the SINR at the RR as well as secrecy information rate depend on the actual values ofS r and Q c . This suggests that the overlapping case provides additional degrees of freedom to maximize the SINR and satisfy the target secrecy rate. Consequently, although overlapping case causes interference (to RR from communication signal) and (to CR from radar waveform), better performance can be obtained through joint optimization ofS r and Q c . Our numerical simulations of next section also justify this argument. However, this improvement in performance is achieved with a increased complexity. The reason is that, in contrast to the SDP in nonoverlapping case, problem (50) has an additional matrix variable,S r , of size LN t × LN t .
This means that the complexity of the corresponding algorithm increases polynomially in LN t (in contrast to only N t in non-overlapping case). It is worthwhile to comment that, in the non-overlapping case, the secrecy rate does not depend on the radar waveform, s r , (see (14)) , whereas the radar SINR does not depend on the transmit covariance matrix, Q c , of information signals (see (20) ). However, in the overlapping case, the secrecy rate as well as the radar SINR depend on both radar waveform and transmit covariance matrix (see (37) and (41) ).
Numerical Results
In this section, we first simulate the performance of the proposed SDP-based (Algo- This is due to the fact that the feasibility of the SDP decreases when r m increases. More specifically, the number of channels, for which the secrecy rate threshold cannot be met, increases as r m increases. is not rapid as in the SDP-based method. Moreover, Fig. 3 -Right shows that the achieved average secrecy rate is same as r m except at its largest value when N t = 4. This is due to the fact that, when r m increases, the feasibility of the semi-analytical approach decreases at a much smaller rate than the SDP-based method. In a nutshell, by comparing Fig. 3 and Fig.   2 , it is clear that the semi-analytical approach provides much better performance than the SDP based approach. This is a significant advantage since the computational complexity of the proposed semi-analytical approach is much less than that of the SDP-based method. Fig. 4) , the performance drop caused by higher infeasibility of the SDP-based method can be minimized by using the proposed semi-analytical approach.
In Fig. 6 , we compare the performance of the proposed method for the case wherein The performance between the overlapping and non-overlapping (Algorithm 2) cases is shown in Fig. 7 for N t = 2, L = 3, and M = N = 3. It can be observed from this figure (Left side) that the achieved SINR drops significantly in the non-overlapping case for larger values of secrecy rate threshold. In particular, for the largest threshold value of 9.1 bpcu, Algorithm 2 turns out to be infeasible for all channel realizations. On the other hand, the SINR in the overlapping case remains relatively stable for all values of the secrecy rate threshold. Moreover, Fig. 7 (Right side) shows that the achieved average secrecy rate in overlapping case is almost close to the threshold, whereas the average secrecy rate in the nonoverlapping case drops to zero at the largest threshold value of this setting. This shows that when the radar waveform and covariance matrix of information signals are jointly optimized, the overlapping case outperforms the non-overlapping case. 
Conclusions
In this paper, we analyzed the performance tradeoff between radar and communications in a unified system consisting of a transmitter, a passive radar receiver, and a communication receiver, all equipped with multiple antennas. The tradeoff was characterized by obtaining the boundaries of the signal-to-interference-and-noise ratio (SINR) for the radar receiver versus information secrecy rate region. To this end, optimization problems, with the objective of maximizing the SINR at the radar receiver while ensuring that the information secrecy rate is above a certain threshold, are formulated when radar and information signals use both non-overlapping and overlapping sets of resources. In both cases, iterative alternating optimization methods are proposed for optimizing the radar waveforms and transmit covariance matrices of information signals. However, in the former case, in contrast to the iterative approach that employs semi-definite programming (SDP), a computationally efficient semianalytical approach was also proposed. Simulation results show that this approach provides significant performance gains over the SDP-based approach. In the latter (overlapping) case, the optimization problem is non-tractable and challenging. However, it was reformulated as a semi-definite relaxation problem and solved iteratively under a framework of alternating optimization methods.
