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Abstract Application of standard binary coded genetic algorithms for the solution of problems
with continuous design variables requires discretization of the continuous decision variables. Coarse
discretization of the design variables could adversely affect the final solution, while finer discretization
would increasingly enlarge the scale of the problem, leading to higher computation cost. A rebirthing
procedure is used in this paper as a remedy for the problem just outlined. Themethod is based on the idea
of limiting the originally wide search space to a smaller one once a locally converged solution is obtained.
The smaller search space is designed to contain the locally optimum solution at its center. The resulting
search space is refined and a completely new search is conducted to find a better solution. The procedure is
continued until no refinement is necessary or no improvement could be made by further refinement. The
method is applied to a benchmark problem of a stormwater network design, and the results are compared
with those of the existing method. The method is shown to be very effective, efficient and insensitive to
the population size of the genetic search and the search space size of the optimization problem.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Genetic Algorithms (GAs), as in any other random search
method, are basically designed for optimization problems
with a discrete set of decision variables. Application of these
algorithms, in its standard form, to continuous optimization
problems requires special treatment. Transformation of the
continuous search space to a discrete one, by discretization
of the continuous decision variable, is the primary and most
used approach. In this procedure, the allowable continuous
range of decision variables is discretized into a discrete set
of allowable values, and a search is then conducted over the
resulting discrete search space for the optimum solution [1].
The solution of the discrete search theoretically converges to
the solution of the continuous problem if the discretization
size approaches zero. A highly refined discretization requires
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variables, leading to a wider search space. This, in turn, requires
large population sizes, leading to higher computation cost in
the search for a high-quality solution. In a relatively coarse
discretization scheme; however, many useful solutions could
be missed, leading to a poorer solution.
The second approach uses different coding to represent
the possible continuous values of the decision variables and
special genetic operators to consider the continuity of the
search space. A real value continuous coding system is usually
used for this purpose [1]. Special forms of averaging cross-over
operators have been used by different researchers to exploit the
continuous nature of the design variables. Savic andWalters [2]
designed a ‘one child average crossover’ operator and used it for
calibration of pipe network models. This operator averages the
values of the decision variables from a pair of parent strings to
produce one offspring. A two child staggered average crossover
by Vitkovsky and Simpson [3] was later used by Vitkovsky et al.
[1] for leak detection using the genetic algorithm. This is a
three-point crossover operator, which averages the values of
the decision variables from a pair of strings for corresponding
bits in the same position of the parent strings, while the original
bits are used at other locations. This operator differs from that
of Savic andWalters [2] in that it maintains some of the original
genetic information contained in each parent string. Vitkovsky
et al. [1] used the staggered average crossover in conjunction
with a new mutation operator, which alters the gene value to
a new value within a range of pre-specified step-size below or
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requires the value of the step size to be known a priori, adding
to the number of free parameters of the GA to be tuned prior
to the main application. Good convergence characteristics have
been reported for these crossover and mutation operators,
while no supporting figures or graphs have been provided by
the authors. Application of these operators to problems of a
mixed, continuous-discrete nature introduces either more free
parameters into the algorithms or more complexity in coding
the procedure.
A rebirthing procedure is proposed in this paper, as a
remedy for the aforementioned shortcomings of the discrete
representation of continuous design variables. The method
uses the same idea used before in conjunction with the
ant algorithm [4]. The method is applied to a benchmark
storm water network optimization problem and the results
are presented. The method is shown to overcome all problems
associated with a discrete representation of continuous search
space. The method is capable of producing optimal or near-
optimal solutions with reduced computational effort and
storage requirements, making it a suitable choice for the
optimization of continuous design problems.
2. Storm water network optimization
Evolutionary algorithms and in particular Gas have been re-
ceiving considerable attention in many areas of the water re-
sources industry. These methods have been successfully used
for the optimal design of pipe networks with a fixed layout
[5–9], the layout optimization of pipe andgas networks [10–13],
themanagement of groundwater systems [14,15], and reservoir
operation problems [16–19]. GAs have proven to be very robust,
as these algorithms do not require the objective function to be
continuous. They can be used for highly nonlinear convex and
non-convex problems,with orwithout dynamic and serial char-
acteristics. These interesting features of GA explain the wide
range of successful applications of the method in different ar-
eas of water resources engineering.
The optimal design of storm sewer networks has received
less attention by GA researchers. Most works in this area have
been dominated by Dynamic Programming (DP) and heuristic
methods. DP methods are the primary and most used methods
for optimal design of storm sewer networks, due to the serial
features of these networks. Robinson and Labadie [20], Yen
et al. [21], Kulkarni and Khanna [22] and Li and Matthew [23]
employed DP to optimally design wastewater and/or storm
water networks. DP methods, which are theoretically capable
of finding global optimum solutions, suffer from the curse of
dimensionality and, therefore, are not applicable to large scale
real-world sewer networks. There have been some attempts
using the Linear Programming (LP)method to solve the problem
of stormwater design. Elimam et al. [24] used a combination of
LP and a heuristic approach to design large-scale storm water
networks. Heuristic approaches are presently being used for
the problem, due to their simplicity and good results have
been reported using these methods. Miles and Heaney [25]
and Afshar and Zamani [26] used heuristic approaches on
spreadsheet templates to get near optimal solutions for the
problem. Recently, Afshar [4] used an adaptive refinement
method, in conjunction with the ant colony optimisation
algorithm, to solve the problem of storm sewer network
optimization problems. More recently, Afshar [27] proposed
a constrained ant algorithm for the efficient solution of
optimization problems with explicit constraints. The method
was successfully applied to the problem of storm sewer
network design with notable improvements.The problem of storm water network design in its general
form may be formulated as:
Min.Z =
N
i=1
fi(di, Z¯i), (1)
subject to:
gi1 ≡ qi ≥ Q ∗i ∀i, (2)
gi2 ≡ Vi ≤ Vmax ∀i, (3)
gi3 ≡ Vi ≥ Vmin ∀i, (4)
gi4 ≡
 y
d

i
≤ α ∀i, (5)
gi5 ≡ Si ≥ Smin ∀i, (6)
gi6 ≡ Ei ≤ Emax ∀i, (7)
gi7 ≡ Ei ≥ Emin ∀i, (8)
where:
di pipe diameter in link i;
Z¯i average excavation depth for link i;
qi flow rate in link i corresponding to the normal
depth;
Q ∗ peak flows used as design discharge;
Vi velocity in link i;
yi flow depth in link i;
Si slope of link i;
Ei average pipe cover;
Vmin, Vmax minimum and maximum velocity, respectively;
α maximum allowable ratio of water depth upon the
pipe diameter;
Emin, Emax minimum and maximum average pipe cover, re-
spectively;
Smin minimum permitted slope (more than zero in
general);
N total number of links in the network.
Constraint (6) is usually used in traditional engineering design
to enforce the minimum velocity constraint, which already has
been included in the problem formulation. This constraint, with
Smin = 0, is used here to enforce a positive slope for the pipes.
It should be noted that the formulation used here, as
represented by Eqs. (1)–(8), is a simplified version of the
more general formulation of the storm water network. A more
general treatment of the storm water network optimization
problem should consider a set of hydrographs at system inlet
points, rather than fixed pipe design flows. It should also allow
for the inclusion of drops, pumps, tanks and other sewer system
elements. The adoption of the simplified formulation, however,
enables us to compare the results with those produced by other
researchers, as all publishedworks on the subject have used the
simplified formulation.
GAs are basically designed for unconstrained optimization
problems. Application of GA to constrained optimization
problems, such as storm water networks, requires a transform
of the underlying constrained problem to an unconstrained
optimizationproblem. Penaltymethods are usually used for this
purpose, in which the constraints are included in the objective
function via a penalty cost term, resulting in the following
penalized form of the objective function:
Min.Zp =
N
i=1
fi(di, Z¯i)+ βf (G), (9)
in which f is some function of the constraint violation matrix,
G, with a typical component, gij, representing the jth constraint
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Different forms of function f have been used by different re-
searchers. One of the most frequently used forms of function
f is the maximum function, which uses the maximum con-
straint violation in Eq. (9) [8,28–30]. In this method, GA can-
not distinguish between two different designs with the same
maximum constraint violation but different number of con-
straint violations. Here, a different form of function f is used.
For this, first, consider the normalized form of Constraints
(2)–(8) as:
gi1 ≡ 1− qiQ ∗i
≤ 0 ∀i, (10)
gi2 ≡ ViVmax − 1 ≤ 0 ∀i, (11)
gi3 ≡ 1− ViVmin ≤ 0 ∀i, (12)
gi4 ≡
 y
d

i
α
− 1 ≤ 0 ∀i, (13)
gi5 ≡ 1− SiSmin ≤ 0 ∀i, (14)
gi6 ≡ EiEmax − 1 ≤ 0 ∀i, (15)
gi7 ≡ 1− EiEmin ≤ 0 ∀i. (16)
The penalized form of the objective function is now defined as:
Min.Zp =
N
i=1
fi(di, Z¯i)+
7
j=1
βj
N
i=1
(gij)2, (17)
where gij is the value of the jth constraint violation at the ith
pipe. Here, all constraint violations are used for the penalty cost
calculation. This method ensures that non-proper networks
have more penalty costs and, therefore, leads to a better distri-
bution of the fitness function in the search space, compared to
the conventional method, by helping GA to locate useful genes.
This problem can be solved with different sets of decision
variable. In the firstmethod,most suitable for binary codedGAs,
the diameter, di, of the pipes is taken as the decision variable.
Pipe slopes, Si, are then calculated using Constraints (2) and (5),
which are subsequently eliminated from the set of constraints.
This would allow for computation of the total penalized cost of
the trial solution, using Eq. (17). This method, however, would
often force the network to have pumps or drops at nodal points
of the network, as the matching of pipes meeting at a nodal
point is not always possible. The second approach is to use
pipe diameters, di, and slopes, Si, as decision variables of the
problem, which eliminates the aforementioned problem. This
method would unnecessarily increase the number of decision
variables, which could in turn affect the quality of the solution
obtained. The third and most proper method is to take the pipe
slopes as the decision variables of the problem. In the absence
of any pump and drop in the network, this could be replaced
by the nodal elevation of the network. For every trial solution,
pipe diameters are calculated using Constraints (2) and (5) in
the following manner. For each link in turn, and starting from
the smallest diameter available, a normal depth is calculated
for the design flow, automatically satisfying Constraint (2). The
smallest diameter for which Constraint (5) is satisfied is taken
as the diameter of the considered pipe. Constraints (2) and (5)are then eliminated from the set of constraintswhen calculating
the total penalized cost of the network, using Eq. (17). This
method has the advantage of easy enforcement of Constraints
(7) and (8) as box constraints. In this method, however, the
decision variables are continuous and all the shortcomings
of the standard discrete GA apply. This formulation of the
storm water network optimization is adopted here to test the
versatility and efficiency of the proposed method.
2.1. Rebirthing GA formulation
GAs are basically designed and mostly used for discrete
optimization problems in which design variables can only take
values from a pre-specified discrete set of values. Application of
these algorithms in their original form to continuous problems
with decision variables that can take on any valueswithin a pre-
specified continuous range of values requires special treatment.
The continuous possible range of values is discretized for each
of the decision variables to provide a look-up table, which
relates a binary or integer code with a corresponding discrete
value of the decision variables. The GA procedure is followed
in the usual manner hereafter. Computational effort, storage
requirements and the quality of the solution obtained by the
resulting GA search are very much dependent on the size of
the look-up table provided by the discretization scheme. A
small size look-up table provided by a coarse discretization
would certainly undermine the optimality of the final solution.
This could even lead to a failure of the GA search to find
any feasible solution, if the discretization is too coarse. The
resulting GA procedure, however, requires less computational
effort and storage requirement. Problems introduced by fine
discretization of continuous decision variables, leading to large
size look-up tables, are twofold. A longer substring would have
to be used to represent all possible values of the discretized
decision variable, leading to very lengthy strings to represent
trial solutions of the problem in hand. This in turn increases
the storage requirement of the GA runs, which could be
prohibitive for large-scale optimization problems. A large size
population and more generations have to be used in this
situation, if optimal or near optimal solutions are searched for.
This in turn leads to deterioration of the already questionable
computational efficiency, if not the quality of the final solution,
of the GA search.
A rebirthing procedure is proposed, which restores the
computational efficiency of the discrete genetic search for
continuous problems while improving the quality of the final
solution. This method has already been used in conjunction
with the ant algorithm with considerable success [4]. The
efficiency of thismethod is examined here in a GA search for the
optimal solution of the underlying problem. The method uses
the fact that GAs are often very quick in narrowing the search
space to an area containing high-quality solutions by quickly
discarding the highly unfit, feasible and infeasible solutions,
but are rather slow in pinpointing the desired optimal or
near-optimal solution. This is often characterized by a rapid
convergence in the early stages of the computation and a mild
or slow convergence rate thereafter. The proposed method is
based on the assumption that a GA search is effectively limited
to an already narrowed down search space around the optimal
or near-optimal solutions at the later stages of the search, when
the convergence rate of the method is low. This assumption
could not be theoretically proven at this point, but will be
supported by numerical experiments later. If so, then the GA
search can be guided by artificially limiting the search within
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solutions. Here, the new search space is so constructed as to
have the current locally converged best solution of the GA
search at its center. This is introduced into the GA search by
reducing the possible range of each decision variable with the
current value of the decision variable corresponding to the best
solution of the search at its center. A new and different look-
up table for each decision variable is then constructed, and the
GA search is continued as usual. This can be accomplished using
two different strategies.
The first approach proportionally reduces the length of
the substrings to represent the smaller range of the decision
variables while keeping the discretization step size constant.
This method is useful if the original discretization is fine
enough, leading to lengthy substrings. The computational
efficiency of the method, however, would be low in the early
stages of the search, and is gradually improved as evolution
proceeds. This approach, however, increases the chance of the
GA search becoming lost in the very large space defined at the
early stages of the search and, thus, ruining the whole process.
The second approach, used here, is to keep the substring
length constant and reduce the discretization step size in
proportion to the reduction of the possible range of the
decision variables. Once a refinement is carried out and a
new look-up table is constructed for each decision variable,
a totally new population is created, and the GA computation
proceeds as usual. In the process of creating a totally random
population, called rebirthing, one may think that all the genetic
information of the GA search is lost. This is not true, as the
most important genetic information is saved by narrowing
down the search space around the best solution of the search,
which will be exploited effectively by the GA in the search
process. Furthermore, the proposed rebirthing procedure could
act as a remedy for the premature convergence phenomenon
often encountered in genetic algorithms [31]. In this approach,
the chances of the GA search locating the optimal or near-
optimal solution of the corresponding continuous problem are
increased for repeated refinements, without any increase in
the computational and storage requirements of the search.
This method allows for a high-quality solution to be obtained
with small size substrings and, therefore, a small population
size, resulting in the improved computational efficiency of
the GA. The efficiency and effectiveness of the proposed
method is verified by its application to a storm water network
optimization problem.
The following steps are taken in the proposed rebirthing GA
search for the optimal design of the stormwater network under
consideration.
1. Initialization. A substring length is chosen to be used for
discretization of the design variables.
2. Discretization of design variables. The allowable range of
each design variable is discretized into a number of points,
such that they all can be encoded into the substring of
chosen length.
3. Encoding the design variables. The genetic algorithm
requires that any trial solution of the design problem be
represented by a coded string of finite length similar to
the structure of the chromosome of a genetic code. This is
usually achieved by defining a selected mapping between
the possible values of the design variables and a set of coded
substringswith a required number of bits, depending on the
systemof coding used. For example, a four-bit substring can
be coded in a binary coding to represent a design variable
with 16 possible values.4. Generation of an initial population. The GA randomly gen-
erates an initial population of coded strings representing
some trial solutions to the storm water network design
problem. Here, different population sizes between 100 and
400 are used to investigate the effect of the population size
on the performance of the proposed rebirthing GA.
5. Decoding the population. The population of the strings is
decoded, using the mapping defined in step 3, to produce
a population of trial solutions to the corresponding storm
water network problem.
6. Computation of network cost. Each member of the popula-
tion is considered in turn and decoded to the corresponding
storm water network. The cost of each trial solution of the
current population is then calculated.
7. Hydraulic analysis of the network. A steady-state analysis
is carried out for each network of the current population to
find the constraint violations of the trial solution.
8. Computation of total penalized cost. The penalty cost of
the networks in the population is computed if the trial
design does not satisfy the problem constraints. The total
penalized cost is considered as the sum of the network and
penalty cost.
9. Computation of fitness. The fitness of a trial design is taken
as some function of the total network cost. Investigators use
different forms of fitness functions [28]. Here, the inverse of
the total cost is used as the fitness of each trial network.
10. Generation of a new population. The simple GA generates
the members of the new generation by a roulette wheel
selection scheme. In this scheme, the probability of string
i, pi, to be selected for the next generation, is given by:
pi = fiN
i=1
fi
.
This scheme, however, is believed to be the source of
premature convergence, especially in small population
genetic searches. Different remedies, in the form of scaling
or alternative selection operators, are proposed to prevent
the dominance of the extraordinary fit strings in the early
stages of the search [31]. Here, a tournament selection
scheme, with a size randomly chosen between 2 and the
square root of the population size, is used.
11. The crossover operation. Two off-spring are formed via
partial exchange of bits between two selected parents using
a crossover operator. Crossover occurs with some specified
probability of crossover pc for each pair of parents selected
in the previous step. Here, a one-point crossover with Pc =
1 is used.
12. Mutation. A bit-wise mutation with some specified proba-
bility of mutation, pm, is carried out for each of the strings
which have undergone crossover. In a binary coded GA, the
bit-wise mutation changes the value of the selected bit to
the opposite value (i.e., 0 to 1 or 1 to 0). Here, a one-bit mu-
tation operator with Pm = 0.5 is employed in which only
one bit in a chromosome is randomly selected formutation.
13. Production of successive generations. The three operators
described above produce a new generation of storm water
network trial designs.
14. Convergence of basic GA. Steps 5–13 are repeated until
the convergence criteria for the basic GA search set by the
user is met. Here, the basic GA search is considered to be
converged if the best solution of the search is not improved
for a number of generations.
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15. Activation of the rebirthing mechanism. The allowable
range of each decision variable is reduced in such away that
the final solution of the converged basic GA search lies at
the centre of the resulting search space. The search space
size is reduced using a pre-defined size reduction factor to
be defined later when discussing the model application.
16. Convergence of rebirthing iterations. Steps 4–14 are
repeated until the convergence criteria for the rebirthing
GA search set by the user is met, or the maximum number
of rebirthing iterations is exhausted. Here, the maximum
number of rebirthing iterations is used as the stopping
criteria of the rebirthing GA.
3. Model application
The performance of the proposed GA is investigated in this
section by applying the model to solve a benchmark problem
in the literature. The example to be considered is a problem
originally designed by Mays and Wenzel [32] and solved by
various investigators. The test problem includes 20 links and 21
nodes as shown in Figure 1. Table 1 presents the characteristic
data of the test problem. This problem is constrained to have
a maximum velocity of 12 fps (3.6 m/s), a minimum velocity
of 2 fps (0.6 m/s), and a minimum cover of 8 ft (2.4 m). Mays
andWenzel [32] first used this problem to test a DDDP (Discrete
Differential Dynamic Programming) model they proposed. The
problem was later solved by Robinson and Labadie [20] with a
different version of the DP model. Miles and Heaney [25] and
Afshar and Zamani [26] approached this problem in a spread
sheet template. Afshar [4] used the same idea of rebirthing to
develop an adaptive ant algorithm and used it to solve this
problem with considerable success. More recently, Afshar [27]
employed the incremental solution building capability of ant
algorithms to develop a method in which constraints of an
explicit nature can be explicitly enforced during the search.
The method was used to solve this problem, illustrating great
improvement over the conventional ant algorithm.
The cost estimates in each of these papers were performed
using the following pipe and manhole cost functions, which
were used earlier by Meredith [33]:
CP =

10.98d+ 0.8H − 5.98 d ≤ 3ft,H < 10ft
5.94d+ 1.166H + 0.504.H.d− 9.64
d ≤ 3ft,H ≥ 10ft
30d+ 4.9H − 105.9 d > 3ft
(18)
Cm = 250+ h2, (19)
where:
Cp installed pipe cost ($/linear foot of pipe);
Cm installed manhole cost ($);Table 1: Data of the benchmark example.
Link Ground elevation (m) Length (m) Design discharge
(m3/s)
Upstream Downstream
1122 152.40 150.88 106.68 0.1132
2233 150.88 148.49 121.92 0.1982
3342 148.49 146.30 106.68 0.2548
1232 149.35 147.83 121.92 0.1132
3242 147.83 146.30 131.08 0.2265
4252 146.30 143.26 167.68 0.6229
2334 149.35 147.83 147.64 0.2265
3443 147.83 144.78 137.16 0.3398
4352 144.78 143.26 106.68 0.4530
5261 143.26 141.73 152.40 1.2459
3141 147.83 144.78 152.40 0.2548
4151 144.78 143.26 106.68 0.4530
5161 143.26 141.73 106.68 0.5663
6171 141.73 138.65 172.21 2.0104
4453 142.65 141.43 121.92 0.1132
5362 141.43 140.21 91.44 0.1699
6271 140.21 138.65 105.23 0.2548
7181 138.65 137.46 121.92 2.4635
8191 137.46 136.55 152.40 2.5201
9110 136.55 135.64 186.54 2.6617
d pipe diameter (ft);
H average invert depth below the ground surface (ft);
h manhole depth (ft).
The manning coefficient and the value of relative depth (α) for
all pipes are considered to be 0.013 and 0.82, respectively. Pipe
sizes are to be chosen from a set of available pipe diameters, as
304.8 mm (12 in.), 381 mm (15 in.), 457.2 (18 in.), 533.4 mm
(21 in.), 762mm (30 in.), 914.4 mm (36 in.), 1066.8 mm (42 in.),
and 1219.2 mm (42 in.).
To illustrate the problems encountered when approaching
the continuous optimization problems by a standard discrete
GA search and, hence, justify the proposition of the present
method, some experiments are first carried out using an 8-
bit representation of the decision variables (pipe slopes) with
different population sizes. Figure 2 shows the convergence
history of the best feasible solution during the evolution
process. Clearly, the quality of the final solution improves with
an increase in the number of population size, as one would
expect. The total cost of the solutions obtained after 1000, 500,
333 and 250 generations, for population sizes of 100, 200, 300,
and 400, amounting to a fixed number of 100,000 function
evaluations, are $286,443, $258,508, $258,398, and $245,465,
respectively. One might expect a better solution with higher
population size at the expense of increased computational
effort and storage requirements. The characteristics of the best
solution obtained in this experiment are shown in Table 2.
The second experiment is carried out to investigate the
effect of substring length on the final solution. Figure 3 shows
the convergence characteristics of the resulting GA search
for a population size of 100 and different substring lengths.
The total costs of the optimal solution obtained after 1000
generations, for 4, 5, 6, 7, and 8-bit substrings, are calculated
to be $249,407, $243,427, $257,588, $262,163, and $286,443,
respectively. The solution cost has generally been increased
for an increasing number of substring lengths, except for the
marginally better solution obtained with a 5-bit representation
of the decision variables. This can be attributed to the fact that
the GA search will lose its way toward the optimal or near-
optimal solution when the search space is too large. Table 2
shows the characteristics of the best solution obtained in this
experiment.
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Link Crown elevation (m) Diameter (mm) Velocity (m/s)
Upstream Down-stream a b a b
a b a b
11–22 150.00 150.00 148.48 148.48 304.8 304.8 1.877 1.877
22–33 148.48 148.48 146.09 146.09 381 381 2.479 2.479
33–42 146.09 146.09 143.90 143.90 381 381 2.615 2.615
12–32 146.95 146.95 145.40 145.32 304.8 304.8 1.776 1.822
32–42 145.40 145.32 143.90 143.90 457.2 457.2 2.103 2.056
42–52 143.90 143.90 140.47 140.58 533.4 533.4 3.274 3.225
23–34 146.95 146.95 144.57 144.54 381 381 2.323 2.334
34–43 144.57 144.54 142.38 142.38 457.2 457.2 2.592 2.579
43–52 142.38 142.38 140.47 140.58 533.4 533.4 2.950 2.884
52–61 140.47 140.58 138.08 138.26 762 762 3.595 3.547
31–41 145.43 145.43 142.38 142.38 381 381 2.586 2.586
41–51 142.38 142.38 140.86 140.86 533.4 533.4 2.693 2.693
51–61 140.86 140.86 138.08 138.26 533.4 533.4 3.587 3.490
61–71 138.08 138.26 136.04 136.25 914.4 914.4 3.571 3.550
44–53 140.25 140.25 138.65 138.64 304.8 304.8 1.803 1.809
53–62 138.65 138.64 137.81 137.81 381 381 1.751 1.740
62–71 137.81 137.81 136.04 136.25 457.2 457.2 2.507 2.389
71–81 136.04 136.25 135.06 135.06 1066.8 1066.8 3.264 3.551
81–91 135.06 135.06 133.75 133.74 1066.8 1066.8 3.373 3.386
91–10 133.75 133.74 132.02 131.98 1066.8 1066.8 3.515 3.537Table 3: Optimal solution obtained with (a) 4-bit substring length and different population sizes (P400) and (b) population size of 100 and different substring
lengths (2-bit) with rebirthing.
Link Crown elevation (m) Diameter (mm) Velocity (m/s)
Upstream Down-stream a b a b
a b a b
11–22 150.00 150.00 148.48 148.48 304.8 304.8 1.877 1.877
22–33 148.48 148.48 146.09 146.09 381 381 2.479 2.479
33–42 146.09 146.08 143.90 143.90 381 381 2.615 2.615
12–32 146.95 146.95 145.41 145.40 304.8 304.8 1.770 1.779
32–42 145.41 145.40 143.90 143.90 457.2 457.2 2.109 2.100
42–52 143.90 143.90 140.67 140.66 533.4 533.4 3.183 3.185
23–34 146.95 146.95 144.68 144.66 381 381 2.269 2.278
34–43 144.68 144.66 142.38 142.38 457.2 457.2 2.648 2.639
43–52 142.38 142.38 140.67 140.67 533.4 533.4 2.827 2.829
52–61 140.67 140.66 138.31 138.31 762 762 3.568 3.568
31–41 145.43 145.43 142.38 142.38 381 381 2.586 2.586
41–51 142.38 142.38 140.86 140.86 533.4 533.4 2.693 2.693
51–61 140.86 140.86 138.31 138.31 533.4 533.4 3.460 3.462
61–71 138.31 138.31 136.25 136.25 914.4 914.4 3.596 3.594
44–53 140.25 140.25 138.70 138.70 304.8 304.8 1.775 1.776
53–62 138.70 138.70 137.81 137.81 381 381 1.799 1.798
62–71 137.81 137.81 136.25 136.25 457.2 457.2 2.389 2.389
71–81 136.25 136.25 135.06 135.06 1066.8 1066.8 3.551 3.551
81–91 135.06 135.06 133.86 133.87 1066.8 1066.8 3.242 3.225
91–10 133.86 133.87 132.23 132.24 1066.8 1066.8 3.405 3.407The example problem is solved again using the proposed
rebirthingmechanism, using a size reduction factor of 0.5. First,
a 4-bit substring is used with different population sizes to solve
the problem. The rebirthing procedure is used four times at each
run in order to be able to compare the results with those of
an 8-bit substring representation of the decision variables used
before. Figure 4 shows the convergence characteristics of the
rebirthing GA with different population sizes, as the evolution
proceeds. It is interesting to notice that all GA runs converge
to more or less the same solution. The costs of the solution
obtained with population sizes of 100, 200, 300 and 400 are
calculated to be $242,162, $242,112, $241,995 and $241,988,
respectively, which can be assumed to be the same, considering
the continuous nature of the problem. This experiment clearly
shows that the rebirthing procedure considerably reduces the
sensitivity of the GA to the population size and improves thequality of the final solution with less computational effort for
the problem considered. In all the experiments, the rebirthing
mechanism is activated whenever the best solution of the
search is not improved for 40 consecutive generations. The
range of decision variables is halved at each rebirthing process.
The characteristics of a typical solution are shown in Table 3.
Another experiment is carried out to access the sensitivity
of the rebirthing GA to the substring length used to represent
the continuous variables. Figure 5 illustrates the convergence
characteristics of the rebirthing GA with a population size of
100 and 2, 3, 4 and 5-bit substrings. The costs of the solutions
obtained are calculated to be $241,972, $241,896, $242,162 and
$241,969 for a 2, 3, 4 and 5-bit representation of the substrings,
respectively. It is clearly seen that the solutions obtained are
effectively the same as the solutions obtained in the previous
experiment. The number of rebirthings carried out at each
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Figure 3: Best feasible design (BFD) cost of the generations for different
substring lengths and constant population size of 100.
Figure 4: Best feasible design (BFD) cost of the generations for different
population sizes and constant 4-bit substring length with rebirthing.
run was designed so that the final discretization step size is
the same as an 8-bit representation. For this, the rebirthing
mechanism was activated 6, 5, 4, and 3 times, for 2, 3, 4,
and 5-bit GAs. This experiment clearly shows the insensitivity
of the final solution obtained with the rebirthing GA to the
substring length used. A typical solution of these runs is also
shown in Table 3. An important note should be pointed out
here regarding the convergence behavior of the rebirthing GAs.
As seen from Figures 4 and 5, the rebirthing GAs convergence
curve has some peaks, while illustrating a convergent behavior.
These peaks occur whenever the rebirthing mechanism is
activated. All the runs in the first rebirthing experiment
(Figure 4) show 4 peaks, since a 4-bit substring is used in this
experiment. The number of peaks, however, varies for different
runs of the second experiment, as each run uses a different
number of rebirthing procedures. 2-bit, 3-bit, 4-bit and 5-bitFigure 5: Best feasible design (BFD) cost of the generations for different
substring lengths and constant population size of 100 with rebirthing.
rebirthing GAs used in the second experiment are therefore
showing 6, 5, 4 and 3 peaks in corresponding convergence
curves.
A note has to be added regarding peaks produced after re-
birthing. Each time the rebirthing mechanism is carried out,
the search space is reduced to an area containing good so-
lutions. The population created randomly out of this reduced
search space is fitter than the initial colony of the previous it-
eration, both in an average sense and in the elite solution it
contains. This point is supported by the fact that these peaks
are reduced as the search proceeds. The elite solutions of these
initial colonies, however, are expected to be inferior to the fi-
nal solution of the previous iteration. This expectation is real-
ized via these peaks, each time a rebirthing takes effect. These
peaks could be removed by exploiting an elitist strategy be-
tween iterations. Experiments showed however that this could
adversely affect the performance of the proposed rebirthing GA.
With elitism, the initial population after rebirthingwill be com-
prised of random solution of generally low fitness, except for
the highly fit elite solution. The elite solution will dominate the
population, preventing the exploration of the search space for
better solutions.
Table 4 compares the results obtained with standard and
rebirthing GA with those of other methods presented in the
literature.While 2 out of 9 solutions obtainedwith standard GA
are superior to the solution obtained by Miles and Heaney [25],
using a GA on a spreadsheet, all rebirthing GA results are much
cheaper than this solution. The best solution of the proposed
rebirthing GA, however, is the second best solution obtained for
this problem. The best known result of 241,496has been already
reported by Afshar [4], using the same idea, in the context
of an ant algorithm. These results, however, show the ability
of the proposed rebirthing GA in locating the search space
containing the optimal or near-optimal solutions, irrespective
of the population size and substring length used. The proposed
method can therefore be effectively and efficiently used for
the solution of continuous optimization problems, with much
less computational effort and storage requirement compared to
those required by the standard GA.
A note has to be added regarding some of the parameters
used by the rebirthing GA that might seem to be additional
to those required by a standard GA. First, consider the search
space size reduction factor, and assume that starting with n-
bit representation, one wants to reach the accuracy required
by m-bit representation, with the rebirthing mechanism used
k times. The reduction factor can then be calculated as (1/2)a
with a = (m − n)/k. It is easy to see that the natural choice of
k = m− n leads to the value of 1/2 for the size reduction factor
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Model Cost (units)
[32] 265,775
[20] 275,218
[25] (spreadsheet) 245,874
[4] 241,496
[27] 242,539
Present model without rebirthing
8-bit substring with population size of
100 286,443
200 258,508
300 258,398
400 245,465
Population size of 100 with substring length of
4-bit 249,407
5-bit 243,427
6-bit 257,588
7-bit 262,163
8-bit 286,443
Present model with rebirthing
4-bit substring with population size of
100 242,162
200 242,112
300 241,995
400 241,988
Population size of 100 with substring length of
2-bit 241,972
3-bit 241,896
4-bit 242,162
5-bit 241,969
that has been used here. A sensitivity analysis on the value of
the size reduction factor, however, reveals that a value of a
between 0.5 and 1 leads to virtually the same solution, while for
values of a greater than unity, the performance of the method
deteriorates rapidly with increasing values of a. The number
of generations without fitness improvement, which have been
used as a triggering criterion for the rebirthingmechanism, does
not also add to theGAparameters used here, since it can be used
as a stopping criterion for the GA search as well. Our experience
shows that a rebirthingwhich triggers a criterion above 15 leads
to the same performance of the method, except for the total
number of generations, which naturally increases for increasing
values of this parameter.
4. Concluding remarks
A rebirthing procedure is used, in conjunction with a stan-
dard discrete GA, for the solution of continuous optimization
problems. The standard application of the discrete GA to con-
tinuous optimization problems requiring discretization of the
continuous search space is shown to suffer from some short-
comings. A coarse discretization, enabling small size substrings
to beused in representing thedecision variable values, results in
poor solutions. On the other hand, a fine discretization and a big
size substrings representation of the decision variables require
a large population size, leading to costly computation for a qual-
ity solution to be obtained. The GA search could otherwise lose
its way and therefore converge to a suboptimal solution, if the
population size is not big enough. The proposed rebirthing pro-
cedure is shown to be effective regarding the optimality of the
solution and the efficiency of the GA. The procedure is shown to
be insensitive to the substring length and population size used
and is therefore very suitable for the solution of continuous op-
timization problems.References
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