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ABSTRACT 
Over the last decade the concept of stationarity has occupied the mind 
of many econometricians. This new understanding of time series data 
has led many to rethink the procedure of forecasting modelling on the 
evidence that models that seem to fit well are not necessarily well 
specified. Hence, in many new applied works, the forecasting 
performances of many econometric models have been shown to improve 
by taking into account the stationarity and non-stationarity 
characteristics of the variables involved. Amongst the many new 
developments in the econometric forecasting modelling are models 
being developed using differenced series. Hence, this paper seeks to 
explain the concept of stationarity and non-stationarity in economic 
time series data. The importance of giving due considerations to these 
properties when estimating econometric forecasting models is stressed 
and it is hoped that this discussion may act as a guide to economic 
forecasters. Also discussed is the method commonly used to test for 
non-stationarity. 
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INTRODUCTION 
Since the publication of their paper in 1982, Nelson and Plosser have led 
econometricians into a debate on the proper characterisation of macroeconomic time 
series, particularly that regarding the non-stationary components. The question they 
asked, "Why is it important when forecasting that the macroeconomic time series 
have to be properly characterised?". The answer to this question goes back to the 
early works of Box and Jenkins in late 1960s and subsequently to the works of 
Granger and Newbold (1974, 1979). Box and Jenkins introduced a modelling 
philosophy that proposed transforming the variables to achieve stationarity and 
modelling the transformed variables. Since then econometricians have been working 
towards freeing themselves from the danger of spurious regression in which a 
significant variable which seems to influence the response variable well is in fact is 
caused by trends in both series. This is to say that though the relationships between 
the variables in the regression model seem to be statistically significant they are in 
fact brought about by the contemporaneous correlations rather than meaningful causal 
relations. 
To begin the discussion on the concept of stationarity and non-stationarity let us 
consider a time series variable yt. If this series is observed over a long period of time 
two phenomena may emerge: 
i. that the series remain stationary, or alternatively 
ii. the series is not stationary. 
These characteristics are discussed herewith. The structure of this paper is as follows. 
Section 2 and 3 describe the characteristics of stationary series and non-stationary 
series, respectively and their implication in econometric forecasting modelling. 
Section 4 explains the procedure for testing for non-stationarity and Section 5 
concludes the discussion of this paper. 
STATIONARY SERIES 
The concept of stationarity has strong implication in forecasting. To describe the 
concept of stationarity let us assume that yt (for all values of t) is a process generated 
by some random inputs such that for each value of t, yt is a random variable. 
Suppose also that yt can be represented as a linear function of its previous values 
such that yt can be characterised by specifying its distribution function. It follows 
that yt is said to be stationary if it meets the following conditions: 
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a. the mean of yt, E(y t) = \i, where u. is a constant. 
b. the variance, var(yt) = E ( y t - | x ) 2 
= o2 < « ; 
c. the covariance between yt and y,+v is 
y s=cov(y t ,y t + s) = E[(y, - ix)(yt+s-u.)J 
and is independent of t for t •$• s , with the corresponding autocorrelation 
P S = P - s = J T 
c 
To demonstrate, let the linear function for yt be a first-order autoregressive model 
y t - i i = 0 (y t _ 1 - | i ) + e t (1) 
where fl is a parameter representing the mean of yt and £, is the random error term 
which is generally defined as follows; 
i) E(e t) = 0 fort =1,2,3 T 
ii) E(ef) = a2 for t= 1,2,3 ,T 
iii) E(£ tes) = 0 for t * s and f = 1,2,3 T 
If equation (1) is constrained such that lol < 1 then the observations will fluctuate 
around u. and hence the process is called, in the weak sense, stationary series. 
Obviously, a series can also be stationary with observations fluctuating around mean 
zero. 
Under stationarity condition it can be assumed that the covariance between the values 
of the process at two time periods depends only on the distance between these two 
time periods irrespective of the time. Hence, the autocorrelation as given by 
Y ps =—s- declines rapidly as the lag increases. It follows that the assumption of 
a 
stationarity as stated above implies that the generating mechanism of the process is 
time invariant so that the parameter values remain constant through time. This led 
Dolado et al (1990) to comment that the concept of stationarity in time series 
J Hid I, Bil I, Okt. 1997 m 
jurnal Fakulti Teknologi Maklumat Dan Sains Kuantitatif 
modelling has an extremely important implication since it forms the basis of much 
theoretical economic considerations. 
In most practical applications strong stationarity always implies weak stationarity. A 
strongly stationary series is defined as follows (Fuller, 1976): 
If for any t , , t2 ,tn e Z and k e Z and n =1,2,3,..., 
Fy„.y,2 . y l n ( y i . y 2 . y n ) = Fy„ tk.y,2+k,...,y,„ tk ( y . . y 2 . . y „ ) ( 2 ) 
where F is the distribution function of the set of random variables y t. The equality 
in (2) holds for all possible values of the finite variable set with suffixes 
t,, 12, ,tn and t , + k , t 2 + k , t n + k which exist in the set of finite values 
y t l . y t , , ,y, of the set of random variables Yt. 
Under the strong stationarity condition, for any positive value of n the distribution 
function F is independent of time period t. This means that both the expected value 
of y, and the variance of yt (for E(yf) < °°), remain constant for all values of t. 
What this really means is that the statistics of yt are in all cases not affected by a 
shift in the time origin where the two processes yt and yt+k have the same statistics 
for any k. This is also another way of saying that the distribution function of the 
random variable yt remains the same, whether in the past, in the present or in the 
future. However, in most practical applications it is always necessary to work on the 
assumption of weak stationarity because it is virtually impossible to test for strong 
stationarity (Granger and Newbold, 1977). 
Consider the following simple example of data generating process (dgp) given in the 
form of a stationary time series. Let yt be a random process (t=l,2,3, ,) which is 
identically and independently distributed for all values of?. 
This random process is written as, 
y , = e 0 + e , (3) 
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where the parameter 60 is a known constant term in the model. et are error terms 
assumed to be independent and normally distributed variables with mean zero and 
variance a].. On the basis of this information it can be deduced that the variables yt 
are independent with mean n which equals 0O and variance o2y which equals a £ . 
This type of variable that derives its origin in engineering is called a white noise 
process and model (3) is commonly called a white noise model. 
Forecasting Under Stationarity Condition for a White Noise Process 
Using the conditional expectation procedure we can show that in equation 3 the 
A 
forecast for period t+1 is y t + 1 = 9 0 - Since all yt (t=l,2,....,) are independent, 
therefore the probability distribution of yt+1 is not affected by whatever observed 
A 
values of y 1 ; y 2 , ,y t so that the expected value of y t+1, E(yt+1) = 60 =y t + 1 . 
From here it can be shown that the one-step-ahead forecast error is basically the 
random shock et+1. 
To demonstrate this comment, let the one-step ahead forecast error be e t (1). Then, 
A 
e t ( i ) = y t + i - y t + i 
= y t + i - 6 0 
= £ t + i 
Hence it can be concluded that for any white noise model the forecast error for each 
lead time / equals its random shock et (1) where, 
A 
etO) = y , + i - y , + i 
= 8 t+ i 
It follows that the variance of the forecast errors is given as 
a2[e t(l)] =a2e 
= °; 
which is the variance of the random process y t . 
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Since the variables yt are independent, then pk = 0 and all other autocorrelation 
pk for k > 0 in the theoretical autocorrelation function (ACF) will be zero and 
similarly all the partial autocorrelations p ^ for k > 0 in the theoretical partial 
autocorrelation function (PACF) are also zero. Though in actual practice the 
autocorrelation and partial autocorrelation may not be perfectly zero, the sample 
autocorrelation and partial autocorrelation of any realisation of a white noise may at 
least be near zero. 
It may be noted that the effect of a shock in such series is only temporary and will 
eventually diminish over time, thus giving a short memory quality to the series (Engle 
and Granger, 1987). Nelson and Plosser (1982) found that white noise models do not 
occur widely in practice. For the majority of time series successive observations are 
dependent of one another, the characteristic of which will be discussed in the 
following section. 
NON-STATIONARY SERIES 
For a series that does not satisfy the stationarity conditions as described in section 2 
above it is then defined as non-stationary. Granger (1980) and later supported by 
Nelson and Plosser (1982) argued strongly that a large number of time series met in 
the real world are non-stationary. In their work Nelson and Plosser found that of the 
14 macroeconomic time series tested for unit roots, using the procedure developed by 
Dickey and Fuller (1979), 13 supported their argument. They categorised non-
stationary series into two classes: 
The first class of non-stationarity series include those: 
(a) series that are not constant about their means (due to trend or seasonal pattern) 
and hence can be expressed as deterministic function of time t; 
(b) series which in addition to being time dependent as in (a) also show an increase 
in the variability of the observations through time. This type of series is 
commonly encountered in economics and business. They are easily identified 
by plotting the means and standard deviations of the subsets of the series which 
depict a random scatter with an upward-sloping trend line passing through the 
origin. Log transformation is commonly used to stabilize the variance. Hence 
the plot of the means and standard deviation of the subsets will be a random 
scatter about a horizontal straight line. 
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However, in economic forecasting this model type has limited application since 
it unreasonably implies that demand, for example, is growing at the same rate 
over the sample period. 
The second class of non-stationary model is the most important and concerns 
us the most. This type of time series has one important characteristic in that it 
achieves stationarity and invertibility after performing first or higher order 
differencing. The condition for invertibility can be explained as follows. 
Suppose a moving average of order one, MA(1) is given as 
y t =e ,+0e ,_ i (4) 
= (l + 6L)et 
where L is the lag operator for which Let = et_,. By expressing the e,'s in terms of 
y t, equation (5) becomes, 
e, = y. -6y , - , +e2y t-2 - e 3 y t - 3 + +(-e)Jy t_J + . . . . 
or 
yt = -6yt_, +G2yt_2 -e3y,-3 + +(-9)JyM+....+e:t 
Thus, at time t, the current value of y, depends on y
 t_,, y ,_2, y,_j and if 9 is 
equal to or greater that one then the solution for et or yt will be large since the 
further away is the yt the bigger would be the weight attached to it. Therefore, to 
achieve a solution and subsequently satisfy the invertibility condition, the value of 6 
must be constrained within the limits of -1 and +1 such that et or yt will form a 
convergent series. We say that such series is invertible and this condition is satisfied 
if 11(9) = (1-8L)_ I converges for | 9 | < 1 . In other words invertibility condition is 
said to be satisfied if the roots FI(9) lie outside the circle. The implication is that in 
this series the most recent informations are treated more importantly than 
informations in the distant past. If such is not the case then the series would exhibit 
an explosive characteristic. 
It follows that a series is said to be integrated of order d, [1(d)] if it must be 
differenced d times to become stationary, invertible and have a deterministic ARMA 
representation (Engle and Granger, 1987). If a series does not require differencing to 
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become stationary then it is said to be integrated of order zero [1(0)]. A good 
example of [1(0)] series is the white noise that we have discussed in section 2. 
Alternatively, a series may achieve stationarity after the first difference and this is 
known as the first order integrated series, [1(1)]. 
Consider a simple example of a stochastic time series y
 t 
y, =y ,_ i+e t (5) 
where e t is identically distributed with mean zero and variance o"£, 
for t = 1,2,3, T. Note that the parameter 1 for y,_, renders the series non-
stationary. 
Now if we let, 
w , = y , - y t _ , (6) 
we will have a new series w, =£, that is a white noise series. More formally (6) 
can be defined as (1 - L)yt = e t . This series is commonly known as a random walk 
process. 
However, there are cases in which a non-stationary process does not achieve 
stationarity even after differencing. Such series is known as nonhomogeneous 
nonstationary series and its discussion is beyond the scope of this paper. 
Extending the above discussion further, if the random walk fluctuates around a 
constant mean u. then yt = yt_, + u. + e t and this is referred to as random walk with 
drift. If the observed time series is a realisation of a random walk model, then it can 
be shown that forecasting for / period ahead is simply 
yt(*) = y ,+*u (7) 
and the forecast increases or decreases linearly with /. The widths of the prediction 
intervals increase or decrease with the square root of / since as we have seen in the 
three characteristics outlined above, variance of forecast errors increases as t 
increases, in which case o2[e,(^)] = £o£ . 
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However if u. is zero then the forecast for all future period is simply the last value of 
the time series. Figure 1 depicts the graph of a non-stationary series and Figure 2 
depicts the graph of the same series made stationary by the process of first 
differencing. 
Figure 1: Graph of a Non-Stationary series 
Non-stationary Series 
Time 
Figure 2: Graph of a Stationary Series 
Stationary Series 
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TESTING FOR NON-STATIONARITY (Unit Root Test) 
Several tests for non-stationarity (that is test for the presence of unit root) have been 
proposed. However, the test based on the Augmented Dickey-Fuller (ADF) 
procedure (Dickey and Fuller, 1981) is the test currently most commonly used in 
practice. Engle and Granger (1987) recommended the ADF test because of its stable 
critical values, that is having the same critical values for large as well as small sample 
sizs and good observed power properties. The ADF is an extension of the earlier 
Dickey-Fuller test (Dickey and Fuller, 1979) by including the lagged response 
variables as additional explanatory variables in order to take into account of possible 
presence of autocorrelation in the error terms. Alternatively, the Durbin-Watson (D-
W) statistic is usually cited as giving useful approximate test (Sargan and Bhargava, 
1983; Engle and Granger, 1987). When the series is non-stationary, the D-W statistic 
approaches zero or four and conversely if the series is stationary D-W statistic 
approaches the value of two. 
The ADF test is performed by estimating the following model using OLS procedure; 
j 
A y t = * y t - i + X * j A y H + £ t (8) 
or, when a deterministic trends needs to be considered then, 
j 
Ay t=Po+Pit + 4>yt-i+X< |>iAyH+8t (9> 
where J is the number of lags for Ayt_j with Ayt = y t - y t - 1 and t is time trend. 
Normally J is usually chosen small in order to save the degrees of freedom but is 
large enough to ensure that et is white noise, where e, is IID (0, a2e). 
The null hypothesis is (j) = 0 , (that is to say yt is a unit root) in which case yt is 
assumed non-stationary. The null hypothesis is tested against the alternative 
hypothesis <|)<0 which assumes yt does not contain a unit root (that is yt is 
stationary). In both cases, p = (1 + <|>) and for which p is the coefficient of yt_j in 
the autoregressive equation y t = pyt_j + e t as reflected in the earlier Dickey-Fuller 
test for Ayt = <J>yt_j + e t . Hence the rejection of a null hypothesis implies that (|>< 0 
and that yt is integrated of order zero. 
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The test statistic is the Student-r ratio for (j), usually written as X . This value 
represents the ratio of the ordinary least squares estimate of (j) to its least squares 
standard error, that is x = — . Under the null hypothesis of a unit root the 
conventional least-squares /-statistic is not distributed as the usual /-distribution. The 
distribution is non-standard and is skewed to the left with the larger part of the area 
under the curve lies to the left of the origin. Critical values for the test are given in 
the Dickey-Fuller and Augmented Dickey-Fuller tables (Dickey and Fuller, 1976, pp. 
373). 
Charemza and Deadman (1992) provide two versions of the table for testing for 
stationarity, one for models that include an intercept term and the other for models 
without the intercept term. Two limits are given in the table, the lower bound and the 
upper bound. For x less than the lower bound the null hypothesis is rejected and 
alternatively, the null hypothesis is accepted if the ratio is greater than the upper 
bound. For x falling between these two bounds the test is inconclusive and hence 
the possible course of action is to test for higher order integration. 
SUMMARY 
This paper has discussed an important issue occasionally overlooked by researchers 
when developing econometric models for forecasting purposes. The issue in 
question is concerned with the problem and consequences of non-stationarity in the 
data series. Models developed with data that are non-stationary can pose difficulties 
when used for forecasting purposes because of the possibility of the models being 
mis-specified. Hence, one possibility to developing a valid model is to render the 
data stationary, that is in most cases by taking the first difference prior to model 
estimation. The usual test of stationarity commonly favoured by researchers and 
academicians alike is the Augmented Dickey-Fuller (ADF) test. 
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