Abstract| We present simple exponential approximations to the transient behavior of the stable M=M=1 queue. The approximations are optimal in a least-squares sense, and we nd them to agree well with exact results. Our approach can be used to derive approximations for any time-dependent quantity with a known Laplace transform, e.g., the probability distribution and the moments of the queue size, of the waiting time, etc. It is the only approach we are aware of in which the error between approximations and exact results can be explicitly computed.
I. Introduction
The M=M=1 queue has been extensively studied, and much is known about its transient behavior. In particular, analytic expressions exist for the state probabilities P ij (t) = P N(t) = jjN(0) = i], where N(t) denotes the number of jobs in the queue at time t 1, p. 81]. Unfortunately, these expressions involve in nite series of modied Bessel functions, and are ill-suited for direct numerical evaluation. E cient numerical methods have been proposed to compute the series ? expressing it in terms of the circular coverage function of signal theory 2], 3] or as an inverse discrete Fourier transform 4]. However, for numerical evaluation, it seems most e cient to use integral representations of P ij (t) 5].
Neither analytic expressions nor integral representations provide easily understood descriptions of the transient behavior of the queue. These di culties led to the development of approximation techniques. One such technique is to assume an upper bound K on N(t), in which case the state probabilities can be expressed as a sum of K We present an approximation technique that yields simple and yet accurate approximations to the transient behavior of the M=M=1 queue. Furthermore, the error between the approximation and the exact behavior of the queue can be computed exactly. To our knowledge, this is the rst such approximation technique.
Let Q(t) denote the transient expected queue size assuming that the system is initially empty, i.e. Q(t) = P 1 j=0 jP 0j (t). In this brief paper, we obtain approximations for Q(t), assuming that the arrival rate is less than the service rate ; that is, the tra c intensity = = < 1. Furthermore, it can be shown that Q(t) is monotonically increasing in t 10]. Thus, it is reasonable to approximate Q(t) by a function q n (t) of the form
with the property that q n (0) = 0 and q n (1) = =(1 ? ).
For a given n, the goal is to determine the values of the parameters fa i , b i g that make q n (t) closest to Q(t) by some measure of closeness. In this paper, we use the least-squares norm L 2 (Q(t) ? q n (t)) as the measure of closeness 1 , where
The function q n (t) that minimizes L 2 (Q(t) ? q n (t) is referred to as the optimal least-squares approximation of Q(t). Note that q n (t) is optimal only for the least-squares norm. In general, it is not optimal for other measures of closeness such as the L p norms when p 6 = 2.
Least-squares approximation techniques have been used in areas other than queueing theory. For example, they are used in control theory to solve so-called identi cation and model reduction problems. An example of such problems is to determine the parameters of a controller with rational transfer function that minimizes the deviation between the actual and the prescribed transient behavior of a controlled dynamical system 13].
Our exponential approximations are useful to evaluate Q(t) for all values of t in an interval, or for all values of t 0. Furthermore, they provide easily understood descriptions of the transient behavior of the queue. However, if Q(t) has to be evaluated for just a few values of t, it is probably more e cient to use integral representations of Q(t) for numerical evaluation.
The rest of the paper is organized as follows. In Section 2, we obtain the optimal single-exponent approximation q 1 (t). This approximation is good for small , but poor for large . Nevertheless, it does better than an asymptotic and a nite bu er approximation 14]; other comparisons may be found in 11]. In Section 3, we obtain the optimal two-exponent approximation q 2 (t). This approximation turns out to be accurate for all values of . Section 4 concludes the paper.
II. Optimal Single-Exponent Approximation
In this section, we approximate Q(t) by q 1 (t) = a 0 + a 1 exp(?b 1 t), where b 1 > 0. Using the property that q 1 (0) = 0 and q 1 (1) = =(1 ? ), we obtain q 1 (t) = q(1 ? exp(?b 1 t)), where q denotes =(1 ? ). The only free parameter is b 1 .
We want a value of b 1 that minimizes L 2 (Q(t) ? q 1 (t)).
Equivalently, we can minimize the residual 
Thus, the optimal approximation to Q(t) can be found by solving an equation that involves the transformQ(s) of Q(t), but not Q(t) itself. This is advantageous because the expression forQ(s) is much simpler than the expression for Q(t Thus we can compute the value of b 1 that minimizes the residual R(b 1 ) without computing R(b 1 ). However, using the technique above we cannot estimate the value of R(b 1 ), or equivalently the value of the least-squares error L 2 (Q(t) ? q 1 (t)), for the optimal value of b 1 . It turns out that we can obtain an analytic expression for R(b 1 ) for any value of the parameter b 1 ) obtained by asymptotic analysis 1]. This is expected since the asymptotic relaxation times of various G=G=1 systems is known to provide only a crude lower bound on the rate of approach of a system to steady-state 14].
As pointed out by a referee, our approximation approaches the steady-state value of Q(t) faster than other approximations. In fact, in contrast to all single-exponent approximations presented in 10], our scaled relaxation time 2(1 + 0:2539 )] ?1 (with the scaling de ned in 10, p. 46]) is decreasing in .
We now examine the accuracy of the approximation for di erent values of . It is not convenient to compare directly Q(t) and q 1 (t) because their steady-state limit q and their rates of approach to steady-state depend on . Instead, we compare the scaled variables Q(t)=q and q 1 (t)=q, wheret = t= is the number of relaxation times in the interval 0; t]. Observe that q 1 (t)=q = 1 ? exp(?t) is independent of . Table 2 presents the values of q 1 (t)=q and Q(t)=q for di erent values of , in the range 0 t 10, that is, 0 t 10 . We observe that q 1 (t) underestimates Q(t) for t < 1:5 and overestimates Q(t) for t > 1:5 . The leastsquares approximation appears to be reasonably accurate for small . However, it is poor for large , especially in the range 0 t 1. Fig. 1 shows the evolutions of Q(t)=q and q 1 (t)=q for = 0:3 and 0 t 10. For comparison, we also show the evolutions of the asymptotic approximation q A (t)=q proposed by Odoni and Roth 14] , and the single-exponent nite bu er approximation q S1 (t)=q proposed by Stern 7, Equ. (14)]. For the nite-bu er approximation, we take the bu er size to be 40. Fig. 2 shows the same evolutions for = 0:9 and 0 t 10. As expected, the asymptotic approximation underestimates Q(t). Furthermore, we observe that it is accurate only for very large values of t. The nite bu er approximation is a poor approximation for large and large t because it does not converge to the correct steady-state value. For small , the approximation is adequate only for large values of t.
III. Optimal Two-Exponent Approximation
In this section, we approximate Q(t) by q 2 We want values of the parameters that minimize the residual R(a 1 ; b 1 ; b 2 ) = where the Laplace transformQ(s) is given in equation (2). Thus, the optimal values of the parameters a 1 , b 1 , and b 2 can be found by solving a system of nonlinear equations that involve the transformQ(s) of Q(t).
As for the single-exponent approximation, we can derive an analytic expression for R(a 1 ; b 1 ; b 2 ) for any value of the parameters a 1 , b 1 , and b 2 , using methods of complex analysis. We obtain (see 11] for details): ( ? ) 4 + E( ) (7) where E( ) is given in (5). It is tedious but straightforward to verify that di erentiating on both sides of (7) with respect to a 1 , b 1 , and b 2 , equating to 0 and simplifying, we obtain the system (6).
Unfortunately, unlike in the single exponent case, the roots of the system cannot be represented in closed form. We obtain their numerical values with Mathematica 17] . Mathematica uses Newton's method to solve systems of nonlinear equations. Newton's method is an iterative method that, given initial values for a 1 ; b 1 ; b 2 , converges to a root of the system. Which root it converges to depends on the choice of the initial conditions.
For each , we solved the system for a variety of initial conditions and obtained a number of roots. Using the analytic expression (7), we determined the optimal root out of the roots obtained, i.e., the root with the lowest R(a 1 ; b 1 ; b 2 ). (This root is not guaranteed to correspond to the absolute minimum of R(a 1 ; b 1 ; b 2 ) since we cannot solve the system for every possible initial condition.) Our results are presented in Table 3 .
Unlike in the single-exponent case, the expression for q 2 (t)=q depends on . Table 4 presents, for di erent values of , the values of q 2 (t)=q and Q(t)=q in the range 0 t 10. Note that q 2 (t) is a good approximation to Q(t) even for high , which is the case where q 1 (t) does badly. For example, when = 0:9, the value of the absolute error max t 0 jQ(t)?q 2 (t)j equals 0.055 q. (This maximum occur around t 0:05 .) This is almost 4 times smaller than max t 0 jQ(t) ? q 1 (t)j, which equals 0.23 q. Fig. 3 shows the evolutions of Q(t)=q and q 2 (t)=q for = 0:3 over the range 0 t 10. For comparison, we also show the evolutions of the nite-bu er two-exponent approximation q S2 (t)=q proposed by Stern 7] . For this approximation, we take the bu er size to be 40. Fig. 4 shows the same evolutions for = 0:9 over the range 0 t 10.
The two-exponent approximation compares well with other approximations described in the literature. For example, we compare q 2 (t) with h 2 (t), the two-exponent approximation obtained by Abate and Whitt using a moment-matching technique. Regarding the maximum absolute error, we nd that max t 0 jQ(t) ? h 2 (t)j is approximately twice max t 0 jQ(t) ? q 2 (t)j, for all values of . Regarding the maximum relative error, we nd that max t 0 jQ(t)?h 2 (t)j=Q(t) is approximately twice the value of max t 0 jQ(t) ? q 2 (t)j=Q(t), for all values of .
IV. Conclusion
We have presented approximations, expressed as sums of negative exponential functions, for the transient behavior of the stable M=M=1 queue. The approximations are optimal in a least-squares sense, and we nd them to agree well with exact results. The approximations obtained in this paper for Q(t) can be used to derive approximations for other quantities of the M=M=1 queue which can be expressed in terms of Q(t) or the derivative dQ(t)=dt. For example, P 00 (t) can be expressed as P 00 (t) = ?1 dQ(t)=dt+1? 1]. From P 00 (t), we get the busy period distribution B(t) = (1 ? P 00 (t))= 18].
The approximations obtained for the M=M=1 queue can then be used to obtain approximations to the transient behavior of other queueing systems. One example is a network of M=M=1 queues. The transient behavior of a queue in such a network can be approximated by the transient behavior of an isolated M=M=1 queue with appropriate arrival and service rates 19]. 
