Introduction
The growth of a Mealy automaton is defined as the growth of the number of pairwise inequivalent internal states of iterates of that automaton. This notion of growth was introduced by R.I. Grigorchuk in [7] . The growth function of an arbitrary Mealy automaton coincides with the spherical growth function of the automatic transformation semigroup it defines, and actually the growth of automata are calculated by investigating the growth of the corresponding automatic transformation semigroups.
The automatic transformation groups defined by invertible 2-state Mealy automata over the 2-symbol alphabet were described in [8] . The automatic transformation semigroups defined by all 2-state Mealy automata over the 2-symbol alphabet were investigated in [15] and in the papers [16] [17] [18] .
Among these semigroups there are twelve finite semigroups, seven semigroups of polynomial growth, one semigroup of intermediate growth, and eight semigroups of exponential growth, including the free semigroup. There are four pairwise similar (in the sense of Definition 8) 2-state Mealy automata over the 2-symbol alphabet of intermediate growth order, and these automata define isomorphic automatic transformation semigroups. One of these automata was considered in [15] and [18] . There, an automatic transformation semigroup of intermediate growth was constructed, with an exact formula for the growth function, expressed as an infinite sum. Its growth order was estimated between e 4 √ n and e √ n .
In this paper we consider the automaton of intermediate growth I 2 and the semigroup of automatic transformations S I 2 that it defines. In Theorem 1 we describe the semigroup S I 2 and its quotient semigroups, in Theorem 2 we exhibit the growth series of the automaton and the semigroup, and in Theorem 3 we derive sharp asymptotics for the growth functions. The first part of Theorem 1 was proved in [15] and [18] , but we give here a shorter proof, and a new proof of the minimality of the system of defining relations. Moreover, the other results are new.
There are various motivations for the precise study of growth functions of semigroups generated by automata. The first, and in some sense only, known examples of groups of intermediate growth come from automata [6] , and these groups' structure can at least partly be understood through their growth. Also, the natural algebraic object associated to a Mealy automaton is a semigroup, which is a group only under an additional assumption. Furthermore, it seems beyond reach to obtain as sharp results as those of this paper for even the simplest known groups of intermediate growth.
Finally, a word should be added as to what is meant by deriving an "exact formula" for the growth of a semigroup, that is not tautological. The formulae we obtain in this paper have the merits of being easily and quickly computable, and of being expressible algebraically in terms of the partition function. This is certainly the most that can be hoped from a transcendental generating series.
Main results
Let I 2 be the 2-state Mealy automaton over the 2-symbol alphabet whose Moore diagram is shown on Figure 1 . Let us denote the semigroup defined by I 2 by the symbol S I 2 , and the growth functions of I 2 and S I 2 by the symbols γ I 2 and γ S I 2 , respectively. Let us denote for each n ∈ N the quotient semigroup given by the representation of I 2 as maps from {x 0 , x 1 } n to itself by the symbol W n . The following theorem holds:
1. The semigroup S I 2 is a monoid, and has the following presentation [15, 18] :
The monoid S I 2 is infinitely presented, and the word problem is solvable in polynomial time.
2. The semigroup W n , n ∈ N, has the presentation
The following corollary follows (for relevant definitions see Section 3.6):
Corollary 1. The semigroup S I 2 has Hausdorff dimension 0.
Theorem 2.
The word growth series
∆ S I 2 (X) = n≥0 δ S I 2 (n)X n of S I 2 admits the description ∆ S I 2 (X) = (1 + X) 1 + X 1 − X n≥0 1 + X 2n+1 .
The growth series
Γ I 2 (X) = n≥0 γ I 2 (n)X n of I 2 admits the description Γ I 2 (X) = 1 1 − X 1 + X 1 − X n≥0 1 + X 2n+1 .
The growth series Γ
Let us denote the number of all partitions of a positive integer n to k odd parts by the symbols q(n).
Theorem 3. The growth functions have the following sharp estimates:
Corollary 2. The growth orders of the growth functions of I 2 and S I 2 are equal, and
Preliminaries
By N we mean the set of non-negative integers N = {0, 1, 2, . . . }.
Growth functions
Let us consider the set of positive non-decreasing functions of a natural argument γ : N → N; in the sequel such functions will be called growth functions.
Definition 1. For i = 1, 2 let γ i : N → N be growth functions. The function γ 1 has no greater growth order (notation γ 1 γ 2 ) than the function γ 2 , if there exist numbers
Definition 2. The growth functions γ 1 and γ 2 are equivalent or have the same growth order (notation γ 1 ∼ γ 2 ), if the following inequalities hold:
The equivalence class of the function γ is called its growth order and is denoted by the symbol [γ] . The relation induces an order relation, written <, on equivalence classes.
Mealy automata
For m ≥ 2 let X m be the m-symbol alphabet, X m = {x 0 , x 1 , . . . , x m−1 }. Let us denote the set of all finite words over X m , including the empty word ε, by the symbol X * m , and denote the set of all infinite (to right) words by the symbol X ω m . Let A = (X m , Q n , π, λ) be a non-initial Mealy automaton [12] with finite set of states Q n = {q 0 , q 1 , . . . , q n−1 }; input and output alphabets are the same and are equal to X m , and π : X m × Q n → Q n and λ : X m × Q n → X m are its transition and output functions, respectively.
The function λ can be extended in a natural way to a mapping λ :
Definition 3. For any state q ∈ Q n the transformation f q,A :
where u ∈ X * m , respectively u ∈ X ω m , is called the automatic transformation defined by A at the state q.
We write a function f : X m → X m as (f (x 0 ), f (x 1 ), . . . , f (x m−1 )). Let us consider the transformation σ q over the alphabet X m , q ∈ Q n , defined by the output function λ:
Interpreting an automatic transformation as an isomorphism of the rooted m-regular tree (see for example [8] ), we have the following interpretation. Let q be an arbitrary state. The image of the word u = u 0 u 1 u 2 · · · ∈ X ω m under the action of the automatic transformation f q,A can be written in the following way:
This means that f q,A acts on the first symbol of the word u by the transformation σ q over the alphabet X m , and acts on the remainder of the word without its first symbol by the transformation f π(u 0 ,q),A . Therefore the transformations defined by the automaton A can be written in unrolled form:
Let us illustrate this notion. Let I 2 be the automaton, shown on Figure 1 , and let us construct the unrolled forms of its automatic transformations. As π(x 0 , q 0 ) = π(x 1 , q 0 ) = q 0 and σ q 0 = (x 0 , x 1 ), then the unrolled form of f q 0 is written as
Similarly, there are π(x 0 , q 1 ) = q 1 , π(x 1 , q 1 ) = q 1 and σ q 1 = (x 1 , x 1 ). Hence the unrolled form of f q 1 is defined by
* be an infinite word, and let us consider the action of f q 0 and f q 1 on it. We have
The Mealy automaton A = (X m , Q n , π, λ) defines the set F A = f q 0 , f q 1 , . . . , f q n−1 of automatic transformations over X * m . The Mealy automaton A is called invertible if all transformations from the set F A are bijections. It is easy to show (see for example [8] ) that A is invertible if and only if the transformation σ q is a permutation of X m for each state q ∈ Q n .
Definition 4 ([5]). The Mealy automata
for all x ∈ X m and q ∈ Q n .
Definition 5 ([5]). The Mealy automata
A i = (X m , Q n i , π i , λ i ) for i = 1, 2, are called equivalent if F A 1 = F A 2 .
Proposition 1 ([5]). Each class of equivalent Mealy automata over the alphabet X m contains, up to isomorphism, a unique automaton that is minimal with respect to the number of states (such an automaton is called reduced).
The minimal automaton can be found using the standard algorithm of minimization.
The automaton A = (X m , Q n 1 × Q n 2 , π, λ) such that its transition and output functions are defined in the following way:
where x ∈ X m and (q 1 , q 2 ) ∈ Q n 1 × Q n 2 , is called the product of the automata A 1 and A 2 .
Proposition 2 ([4]).
For any states q 1 ∈ Q n 1 and q 2 ∈ Q n 2 and an arbitrary word u ∈ X * m the following equality holds:
It follows from Proposition 2 that for the transformations f q 1 ,A 1 and f q 2 ,A 2 , with q 1 ∈ Q n 1 and q 2 ∈ Q n 2 , the unrolled form of the product f (q 1 ,q 2 ),A 1 ×A 2 is defined by:
The power A n is defined for any automaton A and any positive integer n. Let us denote A (n) the minimal Mealy automaton equivalent to A n . It follows from Definition 6 that Q A (n) ≤ |Q A | n .
Definition 7 ([7]
). The function γ A of a natural argument n ≥ 1, defined by
is called the growth function of the Mealy automaton A.
Definition 8 ([15]). The Mealy automata
, are called similar if they are isomorphic in the sense of Definition 4, for permutations ξ, ψ ∈ Sym(X m ) satisfying furthermore ψ = ξ.
Semigroups
Let S be a semigroup with the finite set of generators G = {s 0 , s 1 , . . . , s k−1 }. Let us denote the free semigroup with the set G of generators by the symbol G + . It is easy to see (for example, in [10] ) that if the semigroup S does not contain the identity, then S is a homomorphic image of the free semigroup G + . Similarly, the monoid S = sg (G) is a homomorphic image of the free monoid G * . The elements of the free semigroup G + are called semigroup words. In the sequel, we identify them with corresponding elements of S. The semigroup words s 1 and s 2 are called equivalent relative to the system G of generators in the semigroup S, if in S the equality s 1 = s 2 holds [10] . Definition 9. Let s be an arbitrary element of S. The length ℓ(s) of s is the minimal possible number ℓ > 0 of generators in a factorization
Obviously for any s ∈ S the length ℓ(s) is greater than 0; but let us assume ℓ(1) = 0, if S is a monoid.
Let us order the generators of S according to their index; and introduce a linear order on the set of elements of G + : semigroup words are ranked by length, and then words of the same length are arranged lexicographically. The representative of a class in the equivalence relation introduced above is the minimal semigroup word in the sense of this order.
Definition 10. Let s ∈ S be an arbitrary element. The normal form of this element is the representative of the equivalence class of semigroup words mapped to the element s.
Definition 11. The function γ S of a natural argument n ∈ N defined by
is called the growth function of S relative to the system G of generators.
is called the spherical growth function of S relative to the system G of generators.
Definition 13. The function δ S of a natural argument n ∈ N defined by
is called the word growth function of S relative to the system G of generators.
If we denote by π : G + → S the natural epimorphism from the free semigroup G + to S, these functions can be expressed as follows:
The following proposition is well-known, and is proved in many papers (see for example [8, 13] 
Proposition 3. Let S be an arbitrary finitely generated semigroup, and let G 1 and G 2 be systems of generators of S. Let us denote the growth function of S relative to the set G i of generators by the symbol
From Definitions 11, 12 and 13, the following inequalities hold for any n ∈ N:
Proposition 4. Let S be an arbitrary finitely generated monoid. Then
Let S be a semigroup without identity. Then the growth function and the spherical growth function may have different growth orders. For example, let S = N be the additive semigroup S = sg (1). Then γ S (n) = n, ⌢ γ S (n) = 1, and these functions have different growth orders, [ 
There are many results concerning the growth of groups. For references see the survey [8] , or the book [9] .
Growth series
It is often convenient to encode the growth function of a semigroup in a generating series: Definition 14. Let S be a semigroup generated by a finite set G. The growth series of S is the formal power series
The power series ∆ S (X) = n≥0 δ S (n)X n can also be introduced; we then have ∆ S (X) =
(1 − X)Γ S (X). The series ∆ S is called the word growth series of the semigroup S.
The growth series of a Mealy automaton is introduced similarly:
Definition 15. Let A be an arbitrary Mealy automaton. The growth series of A is the formal power series
The radius of convergence, and behaviour of Γ S near its singularities, encode the asymptotics of γ S . The semigroup S has subexponential growth if and only if Γ S converges in the open unit disk.
Sharper results of this flavour are often called tauberian and abelian theorems. We quote two such results [14] :
3
is called the semigroup of automatic transformations defined by A.
For an invertible Mealy automaton, let us examine the group of transformations it defines. Let A be a Mealy automaton, let S A be the semigroup defined by A, and let us denote the growth function and the spherical growth function of S A by the symbols γ S A and ⌢ γ S A , respectively. From Definition 16 we have Proposition 5 ( [7] ). For any n ∈ N the value γ A (n) equals the number of those elements of S A that can be presented as a product of length n in the generators
From this proposition and (2) it follows that γ A (n) ≤ γ S A (n) for any n ∈ N. 
Proposition 6 ([15]). Let
A i = (X m , Q n , π i , λ i ) for i = 1,
Hausdorff dimension
We introduce now the Hausdorff dimension of semigroups acting on trees. This topic was already extensively studied for groups [1, 3] . Let S be a semigroup acting on a tree X * m . This action extends to an action on the boundary X 4 The semigroup S I 2
Properties of automatic transformations
For i = 0, 1 let us denote the automatic transformation f q i ,I 2 by the symbol f i . The unrolled forms of the automatic transformations f 0 and f 1 are the following:
From (3) the following equalities hold:
whence we have
Lemma 1. The automatic transformation f 0 is an involution.
From Lemma 1 and (4), the following equalities hold for any p ≥ 1:
Here we assume f 0 = 1 for an arbitrary automatic transformation f .
Lemma 2. In the semigroup S I 2 the following relations hold:
for all p ≥ 0.
Proof. Let us prove the lemma by induction on p. For p = 0 from (4) follows
For p > 1 from (4), (5a) and (5b) we have
and
By the induction hypothesis, the right-hand sides of both equalities define the same automatic transformation, so the lemma holds. ⊠ Remark 1. Application of any defining relation to an arbitrary semigroup word changes the length of this word by an even number.
Remark 2. The relation r p for all p ≥ 1 can be written in the following way
In sequel, we will use both presentations of the relations r p .
Lemma 3. For any n ∈ N the element f 1 (f 0 f 1 ) n−1 is a left-side zero in the semigroup W n . That is, the relations
hold in the semigroup W n .
Proof. It is enough to show that the image of an arbitrary word u ∈ X n 2 under the action of f 1 (f 0 f 1 ) n−1 does not depend on u. Indeed, from (5a) for any p > 0 follows
Let us write the word u as
we have:
Otherwise,
t 2i < n and the equalities hold:
Therefore f 1 (f 0 f 1 ) n−1 (u) = x n 1 and the lemma holds. ⊠
Normal forms Proposition 7 ([18]). Every s ∈ S I 2 admits a unique minimal-length representation as a word of the form
where
Proof. Let s ∈ S I 2 be an arbitrary semigroup element, written in the following way:
. . , 2k. The relation f 2 0 = 1 implies that there can never be two consecutive f 0 's in a reduced word, and the relation r 0 is f 3 1 = f 1 , so there can never be three consecutive f 1 's.
If the representation of s contains at least one symbol f 1 , then it can be written in the form s = f
for some i ∈ {1, 2, . . . , k − 1}, we have the relation
and therefore the representation can be shortened. Then the semigroup word s is irreducible if and only if for all i = 1, 2, . . . , k − 1 the inequality
In [18] the algorithm of reducing an arbitrary semigroup word to normal form is considered. Let s be an arbitrary semigroup word over the alphabet {f 0 , f 1 }. It can be reduced to normal form by the following steps:
1. The word s is reduced by the defining relation f 2 0 = 1; 2. The word s is reduced by the defining relation r 0 ; 3. After steps 1 and 2 the word is written as (9); 4. If for all i = 1, 2, . . . , k − 1 the numbers p i in (9) satisfy the inequalities p i < p i+1 , then the algorithm finishes, otherwise it goes to the next step;
5. For the first pair of exponents p j and p j+1 , with 1 ≤ j ≤ k − 1, such that p j ≥ p j+1 , the subword f 2 1 of length 2 is canceled in s, by the application of the relation r p j+1 ;
6. Go to step 1.
Proposition 8 ([18]). The algorithm with steps 1-6 reduces an arbitrary semigroup word
s to its normal form in no more than |s| 2 steps.
Lemma 4. For any n ≥ 1 an arbitrary element s of W n equals 1, f 0 , or can be written in normal form
Proof. Let us fix a number n ≥ 1. Let s be an arbitrary word of normal form (8):
where ǫ 1 , ǫ 2 ∈ {0, 1}, 0 ≤ k, 0 ≤ p 1 < p 2 < · · · < p k , and 0 ≤ p k+1 . If p i ≥ n − 1 for some i, then the semigroup word may be shortened by using the relations (7):
This gives the requirements 0 ≤ p 1 < p 2 < · · · < p k < n − 1. Similarly, the end of s,
0 , should be no longer than (f 0 f 1 ) n−1 . Hence, the requirement p k+1 + ǫ 2 ≤ n − 1 should be satisfied. ⊠
Proof of Theorem 1
Let k ∈ N be an arbitrary positive integer, and let us denote its remainder modulo 2 by the symbol
Proposition 9. Let s ∈ S I 2 be an arbitrary element such that
Proof. Let u ∈ X ω 2 be an arbitrary word, and let t 2 ≥ t 1 ≥ 0 be arbitrary integers. Then from (5c) we have
Let us prove the lemma by induction on k. For k = 1 from (5c) follows
For k > 1 we have
and the lemma holds. ⊠ Corollary 3. Let n ∈ N be any, and let s be an semigroup element, written in the following form (10):
.
Proof. Let us fix an integer n ≥ 1. From (5a) for any p ≥ 0 we have
Therefore, for k = 0 we have
and when k > 0 from Proposition 9 we have
. ⊠ Proposition 10. The infinite system of relations
is minimal, that is none of the relations follows from the others.
Proof. Let us show that the relation f 2 0 = 1 does not follow from the relations {r p , p ≥ 0}. Indeed, each relation r p , for p ≥ 0, includes the symbol f 1 in both its left-and right-hand side, and therefore it cannot be applied to f 2 0 = 1.
Moreover, the relation r 0 : f 3 1 = f 1 does not follow from the set of relations f 2 0 = 1, {r p , p ≥ 1}, either. Let us consider its right-hand side, the semigroup word f 1 . The unique relation which may be applied to it is f 2 0 = 1; and the set of semigroup words equivalent to f 1 is described in the following way: f
Obviously, this set does not include the semigroup word f Let us denote the left-and right-hand sides of the relation r p , for p > 0, by the symbols w p and v p respectively, that is
Let us fix a positive integer ℓ ≥ 1 and prove that the set of semigroup words equivalent to v ℓ , obtained by applying the relations f Let us consider the set of semigroup words
where i > 0. All words in the set Ω i , for i > 0, are pairwise equivalent, and let us choose the word of minimal length
as the representative of Ω i . For i = 0 let us consider the set of words
with representative ω 0 = 1. Let s ∈ S I 2 be an arbitrary semigroup element. It can be ambiguously written in the following way f
Using only the relation f 2 0 = 1, the element s can be ambiguously reduced to the following product
0 , where requirements on parameters are listed above.
Let us consider the set
The width of the semigroup word s is the positive integer
Let us note that s has width 0 if and only if s = f p 0 for some p ≥ 0. The relations r p , for p = 0, 1, . . . , have the following representations:
Obviously, the left-and right-hand sides of r p have the same width (p + 1), for all p > 0. Moreover, both sides of the relation f 
can be applied to the word v ℓ and the words equivalent to it. Let us separate v ℓ into two parts
ℓ . In addition,
From Proposition 7 it follows that all words v ℓ , v have normal form (8) . If the relation r p from (12) is applied to v ℓ , then there are three possible cases:
• w p and v p belong to v (1) ℓ ;
• w p and v p belong to v (2) ℓ ;
• ω 0 ω p+1 belongs to v (1) ℓ , and ω 0 ω p+1 ω 1 and ω 0 ω p f 0 belong to v (2) ℓ . As p < ℓ, the application of a relation from (12) does not change the width of the parts v (1) ℓ and v (2) ℓ . Hence, if s is an arbitrary word which is obtained from v ℓ by relations (12) , it can be separated into two parts s (1) and
As w s (2) = ℓ and the parities of the number of occurrences of f 0 in s (2) and
coincide, s (2) ends on the symbol f 0 . Therefore the word s = s (1) · s (2) ends in f 0 too, and the word ω 0 ω p+1 ω p+1 ω 1 , which ends on f 1 , is not equivalent to v ℓ . ⊠ Proof of Theorem 1. From Lemmas 1 and 2 it follows that in the semigroup S I 2 the relations f 2 0 = 1 and r p , for p ≥ 0, hold. In Proposition 7 it is proved that, using these relations, each element can be unambiguously reduced to normal form. It is enough to show that semigroup elements, which are written in different normal forms, define different automatic transformations over the set X ω 2 . Let s 1 , s 2 be arbitrary semigroup elements, written in normal form. As f 0 is a bijection and f 1 is not a bijection, then any semigroup word which includes the symbol f 1 defines an automatic transformation which is not a bijection, and therefore differs from both transformations 1 and f 0 . Due to this remark, it is enough to consider elements in normal form (8) . Let us write
Let us assume that the elements s 1 and s 2 define the same automatic transformation over X ω 2 . Then for any u ∈ X ω 2 the equality holds
As f 0 is a bijection, the equalities
hold simultaneously. Moreover, from (13) for any element s 3 ∈ S I 2 it follows that
Let us consider possible values of ǫ 1 and µ 1 .
1. ǫ 1 = 0 and µ 1 = 0. Due to the note above, this case is equivalent to the case ǫ 1 = 1 and µ 1 = 1, which is described below.
2. ǫ 1 = 0 and µ 1 = 1. As k, l ≥ 0, the semigroup words s 1 and s 2 start by the symbols f 1 and f 0 f 1 , respectively. For the input word u = x 1 we have
As f 0 is a bijection, a similar reasoning can be carried out for the elements s 1 f 0 and s 2 f 0 , where s 1 and s 2 are rearranged. For the case t ℓ+1 > t ℓ or ℓ = 0 we obtain a contradiction with the requirement p k+1 ≥ 0, and in the case 0 ≤ t ℓ+1 ≤ t ℓ and ℓ > 0 the requirement ℓ − 1 = k should be fulfilled, but it contradicts the requirements (14) .
Thus, the relations f 2 0 = 1, r 0 , r 1 , . . . form the system of defining relations. In Proposition 10 it is proved that this system is minimal, and therefore the semigroup S I 2 is infinitely presented.
To solve the word problem in S I 2 , it is necessary to reduce semigroup words s 1 and s 2 to normal form (8) , and then to check them for graphical equality. From Proposition 8 this can be done in no more than |s 1 | 2 + |s 2 | 2 steps, and the word problem is solved in polynomial time.
Let us prove the second part of Theorem 1 in a similar way as the first part. Let us fix the integer n ≥ 1 and let s 1 and s 2 are arbitrary elements of the semigroup W n . The elements 1, f 0 , f 1 . . . and f 0 f 1 . . . define pairwise distinct transformations (x 0 , x 1 ), (x 1 , x 0 ), (x 1 , x 1 ), and (x 0 , x 0 ) over the set X which contradicts Assumption (13) .
Any element of form (10) is defined by a set of k parameters {p 1 , p 2 , . . . , p − 2), and the set {p 1 , p 2 , . . . , p k } is a k-element subset of {0, 1, . . . , n − 2}, where k is some integer in {0, 1, . . . , n − 1}. Therefore, Among groups, having Hausdorff dimension 0 seems to be related to being solvable; in [2] it is shown that a solvable group acting on a tree necessarily has dimension 0. Since solvable groups are all linear, this raises the question of whether S I 2 is linear. While this is probably not the case, an even more fruitful analogy would be a linear embedding of S I 2 over a local ring, such that the semigroups W n are the congruence quotients over that ring.
Growth functions
We derive, in this section, the growth series of the semigroup S I 2 , as well as the asymptotics of the growth functions γ S I 2 and γ I 2 .
Growth series
Lemma 5. Let q(n) be the number of partitions of n ∈ N in distinct, odd parts, and form Ψ(X) = q(n)X n . Then is a partition of n − m 2 in at most m even parts. By "flipping", this is the same as a partition of n − m 2 into even parts that are at most 2m, whence the first equality. The second equality is standard: an integer partition (λ 1 , . . . , λ m ) in distinct odd parts corresponds to a monomial X λ 1 . . . X λm . ⊠
