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Résumé
L'objectif général de cette thèse était de proposer une solution de localisation en
intérieur à la fois simple et capable de surmonter les déﬁs de la propagation dans les
environnements en intérieur. Pour ce faire, un système de localisation basé sur la mé-
thode des signatures et adoptant le temps d'arrivée du signal de l'émetteur au récepteur
comme signature, a été proposé. Le système présente deux architectures diﬀérentes, une
première orientée privée utilisant la méthode d'accès multiple à répartition par code et
une deuxième centralisée basée sur la méthode d'accès multiple à répartition dans le
temps. Le système calcule la position de l'objet d'intérêt par la méthode de noyau. Une
comparaison expérimentale entre le système à architecture orientée privée et un système
de localisation sonore déjà existant et basé sur la méthode de trilatération, a permis de
conﬁrmer les résultats trouvés dans le cas de la localisation par ondes radiofréquences.
Cependant, nos expérimentations étaient les premières à montrer l'eﬀet de la réverbéra-
tion sur les approches de la localisation acoustique.
Dans un second lieu, un système de localisation basé sur la technique de retournement
temporel, permettant une localisation simultanée de sources avec diﬀérentes précisions, a
été testé par simulations en faisant varier le nombre de sources. Ce système a été ensuite
validé par expérimentations. Dans la dernière partie de notre étude, nous nous sommes
intéressés à la réduction de l'audibilité du signal utile à la localisation par recours à la
psycho-acoustique. Un ﬁltre déﬁni à partir du seuil d'audition absolu a été appliqué au
signal de localisation. Nos résultats ont montré une amélioration de la précision de loca-
lisation comparé au système de localisation sans modèle psycho-acoustique et ce grâce à
l'utilisation d'un ﬁltre adapté au modèle psycho-acoustique à la réception. Par ailleurs,
l'écoute du signal après application du modèle psycho-acoustique a montré une réduction
signiﬁcative de son audibilité comparée à celle du signal original.
Mots clés :localisation en intérieur, méthode des signatures, méthode de noyau,
méthode d'accès multiple à répartition par code, méthode d'accès multiple à répartition
dans le temps, trilatération, retournement temporel, psycho-acoustique, aspect multi-
échelle, aspect multi-sources.
Abstract
The objective of this PhD is to propose a location solution that should be simple
and robust to multipath that characterizes the indoor environments. First, a location
system that exploits the time domain of channel parameters has been proposed. The
system adopts the time of arrival of the path of maximum amplitude as a signature and
estimates the target position through nonparametric kernel regression. The system was
evaluated in experiments for two main conﬁgurations : a privacy-oriented conﬁguration
with code-division multiple-access operation and a centralized conﬁguration with time-
division multiple-access operation. A comparison between our privacy-oriented system
and another acoustic location system based on code-division multiple-access operation
and lateration method conﬁrms the results found in radiofrequency-based localization.
However, our experiments are the ﬁrst to demonstrate the detrimental eﬀect that re-
verberation has on acoustic localization approaches. Second, a location system based on
time reversal technique and able to localize simultaneously sources with diﬀerent loca-
tion precisions has been tested through simulations for diﬀerent values of the number
of sources. The system has then been validated by experiments. Finally, we have been
interested in reducing the audibility of the localization signal through psycho-acoustics.
A ﬁlter, set from the absolute threshold of hearing, is then applied to the signal. Our
results showed an improvement in precision, when compared to the location system wi-
thout psychoacoustic model,thanks to the use of matched ﬁlter at the receiver. Moroever,
we have noticed a signiﬁcant reduction in the audibility of the ﬁltered signal compared
to that of the original signal.
Key Words : indoor localization, ﬁngerprinting technique, nonparametric kernel
regression, code-division multiple-access operation, time-division multiple-access opera-
tion, lateration, time reversal, psycho-acoustic model, diﬀerent precisions, simultaneous
location.
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Introduction générale
Pour longtemps, la localisation a été utilisée pour des applications militaires dans
les milieux externes dans le but de repérer avec précision la position des combattants
sur le terrain. Aujourd'hui, ce domaine connaît un réel essor et oﬀre ses services à divers
consommateurs non seulement dans les environnements externes mais également dans
les environnements internes.
La localisation en extérieur a été dominée par le système GPS (pour Global Positio-
ning System) grâce à la couverture maximale qu'il oﬀre et la bonne précision qu'il atteint.
Cependant, l'utilisation d'un tel système dans les environnements intérieurs montre une
précision de localisation médiocre en raison de l'absence de la visibilité directe entre
le récepteur et les satellites GPS. Dès lors, il s'avère nécessaire de développer d'autres
systèmes de localisation destinés aux environnements internes.
Dans ces dernières années, un intérêt considérable a été porté à la conception
de ces systèmes, et ce en raison des applications intéressantes qu'ils oﬀrent aussi bien
dans le domaine grand publique que dans le domaine de la sécurité publique. Parmi ces
applications, nous citons à titre d'exemples la détection de l'emplacement d'une personne
perdue et la localisation des produits stockés dans un entrepôt. Par ailleurs, dans le
domaine de la sécurité publique, la localisation permet de surveiller les équipements
coûteux présents dans les hôpitaux et dans les grandes compagnies.
Diﬀérentes technologies ont été déployées dans les systèmes de localisation en inté-
rieur dont la plus populaire est la technologie radiofréquence. La localisation par ondes
radiofréquence tire ses bénéﬁces de l'exploitation des infrastructures de réseaux exis-
tantes. En revanche, elle estime la position de l'objet d'intérêt avec des erreurs de l'ordre
de plusieurs mètres. Contrairement à la radiofréquence, l'exploitation de la technologie
infrarouge dans la localisation en intérieur permet une très bonne précision de localisa-
tion mais requiert une infrastructure très coûteuse. Le recours à d'autres technologies
s'avère alors nécessaire aﬁn d'assurer un compromis entre performance et coût.
Dans ce contexte, l'acoustique peut être envisagée comme une approche intéres-
sante ayant le potentiel d'oﬀrir de bonnes performances à faible coût. Le son présente un
1
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intérêt dans la conception des systèmes de localisation en intérieur puisqu'il est déployé
par la plupart des appareils mobiles.
Equipée d'une ou de plusieurs technologies, les systèmes de positionnement en
intérieur utilisent diﬀérentes techniques de localisation telles que la triangulation et la
méthode des signatures.
De nombreux systèmes de localisation acoustique se sont basés sur la méthode
de triangulation. Dans ces systèmes, les composants ﬁxes sont positionnés au plafond
dans l'objectif d'assurer la visibilité directe entre l'émetteur et le récepteur, condition
nécessaire pour l'application de la méthode de triangulation. Cependant, bien que ﬁxés
au plafond, la ligne de vue directe entre l'émetteur et le récepteur peut être occultée
par des obstacles. Dès lors, il est préférable de déployer des méthodes de localisation qui
soient indépendantes des conditions de propagation entre l'émetteur et le récepteur et
qui soient applicables à n'importe quel environnement intérieur.
La méthode des empreintes ne fait aucune supposition sur l'existence du trajet di-
rect entre l'objet à localiser et les composants ﬁxes du système. Cette méthode compare
les données de localisation obtenues pour l'objet d'intérêt à un ensemble de données de
localisation préalablement mesurées à des emplacements représentatifs pour les positions
possibles de l'objet. La méthode requiert alors la construction d'une base de données
contenant des positions de référence (i.e., des emplacements représentatifs pour les posi-
tions possibles de l'objet) et des données de localisation identiﬁant d'une manière unique
chacune de ces positions. A partir de cette base de données, la position de l'objet d'intérêt
est alors estimée moyennant un algorithme de positionnement.
Outre la méthode des empreintes, la technique de retournement temporel présente
une technique de focalisation très puissante dans les milieux complexes. Cette technique
tire ses bénéﬁces des trajets multiples. En eﬀet, elle réduit le canal multi-trajets à sa
fonction d'auto-corrélation qui ressemble à une fonction de Dirac. Dès lors, il s'avère
intéressant de déployer cette technique pour la localisation dans les environnements fai-
sant l'objet des réﬂexions, des réfractions et des diﬀusions tels que les environnements
intérieurs.
L'objectif général de cette thèse est alors de proposer une solution de localisation
en intérieur à la fois simple et capable de surmonter les déﬁs de la propagation dans
les environnements en intérieur. En premier lieu, nous mettons en évidence l'eﬀet de la
réverbération acoustique sur les approches de la localisation acoustique telle que la trian-
gulation et nous proposons un système de localisation à l'intérieur d'une salle permettant
de localiser un récepteur ou une source sonore. En second lieu, nous visons à développer
un système de localisation permettant de localiser simultanément plusieurs sources avec
diﬀérentes précisions.
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Ce mémoire de thèse est constitué de quatre chapitres. Ils sont organisés comme
suit :
Le premier chapitre décrit les principaux techniques et algorithmes de localisation
déployés dans les systèmes de positionnement en intérieur. Il présente également les
avantages et les inconvénients des diﬀérentes technologies déployées ainsi qu'un état de
l'art des systèmes de localisation les plus marquants.
Dans le deuxième chapitre, nous proposons un nouveau système de localisation
acoustique à l'intérieur d'une salle [1] [2]. Ce système déploie la méthode des signatures
et adopte le temps d'arrivée du signal de l'émetteur au récepteur comme signature. Le sys-
tème est évalué par expérimentations dans deux architectures : une architecture orientée
privée en utilisant la méthode d'accès multiple à répartition par code (ou CDMA pour
Code division multiple access) et une architecture centralisée en utilisant la méthode
d'accès multiple à répartition dans le temps (ou TDMA pour Time division multiple
access). L'eﬀet de la variation des paramètres du système tels que le nombre des haut-
parleurs, leurs positions et le nombre de positions de référence est examiné. A l'issue de
cette étude, nous proposons un critère de choix des mesures les plus ﬁables pour l'esti-
mation de la position. Par ailleurs,une comparaison expérimentale entre notre système
à architecture orientée privé et un système de localisation, déjà existant et basé sur la
méthode de trilatération [3] est menée. Cette comparaison mettra en évidence l'eﬀet de
la réverbération acoustique sur les approches de la localisation acoustique.
Dans le troisième chapitre, nous déployons la méthode du retournement temporel
aﬁn de développer un système permettant une localisation avec diﬀérentes précisions
[4]. Le principe de ce système consiste à envoyer simultanément des signaux modulés
à diﬀérentes fréquences. En fonction de la précision souhaitée, le récepteur choisit une
fréquence particulière et se déplace, dans la zone d'intérêt à la recherche de la position
qui maximise l'énergie du signal reçu. Les performances de ce système sont évaluées par
simulations moyennant le modèle du canal acoustique d'Allen et Berkeley. Une validation
des résultats de simulations est eﬀectuée par des expérimentations menées dans une salle
de Travaux Pratiques de l'Ecole Nationale Supérieure d'Ingénieurs du Mans.
Le dernier chapitre étend le système de localisation multi-échelle décrit dans le
troisième chapitre au cas de plusieurs sources [5] [6]. Le système est capable d'estimer
simultanément plusieurs sources avec diﬀérentes précisions grâce à la méthode d'accès
multiple à répartition par code. Le système pourrait être appliqué aﬁn de permettre
à un récepteur sonore d'atteindre sa destination souhaitée parmi plusieurs destinations
possibles. Les performances de ce système sont évaluées par simulations et validées par
expérimentations. Pour terminer, nous nous intéressons à réduire l'audibilité du signal
émis par recours à la psycho-acoustique. Un ﬁltre déﬁni à partir du seuil d'audition
absolu est alors appliqué au signal de localisation. Une comparaison des performances du
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système de localisation avec modèle psycho-acoustique et du système de localisation sans






La localisation a connu un réel essor grâce à ses intéressantes applications dans
le domaine grand public et celui de la sécurité publique et militaire. Nous citons à titre
d'exemples, la localisation d'un colis dans un entrepôt et les systèmes de surveillance des
personnes âgées et des équipements coûteux. Dans les domaines de la sécurité publique
et militaire, nous citons les systèmes de localisation et de suivi des pompiers à l'intérieur
des bâtiments en feu.
Dans le contexte de cette thèse, deux applications de la localisation sont possibles. La
première consiste à localiser une atteinte d'Alzheimer tout au long de sa journée. Celle-ci
pourra, par la suite, proﬁter de ses déplacements enregistrés aﬁn de déterminer la position
de ses aﬀaires qu'elle a perdues. La deuxième application possible est de permettre à
l'utilisateur d'atteindre une destination souhaitée. Celle-ci correspond à un objet que
l'utilisateur souhaite trouver.
Dans ce premier chapitre, nous abordons les concepts de base de la localisation.
Avant de présenter les diﬀérents paramètres du canal utiles à la localisation, nous in-
troduisons le modèle du canal d'Allen et Berkley. Nous présentons, par la suite, les
principaux techniques et algorithmes de localisation ainsi que les principaux critères
d'évaluation des systèmes de positionnement. Pour terminer, nous présentons, les dif-
férentes technologies déployées dans les systèmes de localisation en intérieur ainsi que
leurs avantages, leurs inconvénients et un état de l'art des systèmes de localisation les
plus marquants.
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1.2 Localisation et système de localisation
La localisation se réfère au procédé de l'estimation de la position d'un objet d'inté-
rêt par rapport à un ensemble de références disposées à l'intérieur d'un espace prédéﬁni.
Un système de localisation calcule la position du dispositif d'intérêt et transfère la po-
sition estimée aux services de positionnement tels que la navigation et la surveillance.
Quelques systèmes de surveillance ont été utilisés dans les hôpitaux aﬁn de surveiller les
équipements médicaux et éviter leurs vols. Des systèmes de navigation ont également été
déployés dans les espaces publiques aﬁn de guider leurs utilisateurs.
Un système de localisation en intérieur se limite à l'estimation de la position dans les
environnements internes tels que l'intérieur d'un bâtiment. Dempsey [7] déﬁnit un sys-
tème de positionnement en intérieur comme un système qui est capable de déterminer
la position d'un équipement ou d'une personne de manière continue et en temps réel
à l'intérieur d'un espace physique tel qu'un hôpital, une école, . . . . A partir de cette
déﬁnition, un système de localisation en intérieur doit fonctionner tant que l'utilisateur
ne l'éteint pas. Il doit estimer la position dans un délai maximum et doit couvrir la zone
où l'utilisateur requiert la localisation.
Dans ce qui suit, nous présentons les principales techniques utilisées aﬁn de localiser
un objet d'intérêt dans les environnements externes ainsi que celles déployées dans les
environnements internes.
1.3 Localisation dans les environnements externes
Nous distinguons principalement trois approches de localisation dans les environ-
nements externes notamment la localisation basée sur les satellites, la localisation basée
sur les réseaux cellulaires et la localisation associant les satellites et les réseaux cellulaires.
Dans la première approche, l'objet d'intérêt est localisé à l'aide des signaux satellitaires,
tel est le cas du système GPS. Dans la deuxième approche, la position de l'objet est es-
timée à partir des signaux qu'il reçoit du réseau GSM par exemple ou à partir du signal
qu'il émet.
1.3.1 Le système GPS
Le système GPS est le système de géo-localisation le plus populaire fonctionnant
au niveau mondial. Initialement conçu pour des applications militaires, ce système est
devenu publique en 1990. Il permet une localisation en trois dimensions d'un objet sur
le globe en mesurant les distances qui le séparent des satellites GPS. Ces distances sont
calculées à partir de la mesure des temps d'arrivée des signaux émis des satellites GPS à
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l'objet. La mesure du temps d'arrivée est eﬀectuée en comparant l'heure d'émission, qui
est incluse dans le signal, à l'heure de son arrivée. L'objet d'intérêt se situe à l'intersection
des sphères de rayon égal à la distance qui le sépare du satellite.
Le système GPS comporte trois parties appelées segments : Le segment spatial,
le segment de contrôle et le segment utilisateur. Le premier segment est composé de 30
satellites évoluant sur 6 plans orbitaux quasi circulaires. Le deuxième segment, constitué
de cinq stations au sol, permet le contrôle du bon fonctionnement du système et la mise à
jour des informations des satellites telles que les paramètres d'horloge. Le dernier segment
comporte l'ensemble des récepteurs GPS qui exploitent, après réception, les informations
en provenance des satellites.
Le GPS permet une très bonne précision de localisation dans les environnements
extérieurs. Toutefois, il est ineﬃcace à l'intérieur, dans les environnements urbains, à
proximité de murs et des bâtiments et dans les environnements souterrains, vu que le
signal des satellites GPS est trop faible pour pouvoir passer à travers la plupart des
bâtiments et que des obstacles sont présents dans la ligne de vue entre les satellites et le
récepteur.
1.3.2 Les réseaux cellulaires
La méthode la plus simple de localisation cellulaire est la méthode de Cell-ID. Elle
identiﬁe d'abord la cellule dans laquelle se trouve l'objet d'intérêt puis, estime sa position
par la station de base contrôlant la cellule. La précision de cette méthode dépend de la
dimension des cellules.
La méthode O-TDOA mesure la diﬀérence de temps d'arrivée des signaux émis
par au moins trois stations de base au niveau de l'objet. La position de l'objet se situe
à l'intersection des hyperboles résultantes de ces mesures.
Il existe d'autres méthodes qui reposent sur la mesure de l'atténuation du signal
ou des angles d'arrivées. Ces méthodes seront présentées dans le cas de la localisation en
intérieur.
Toutes ces méthodes présentent de bonnes performances dans les environnements
externes grâce à la présence du trajet direct. Cependant, dans les environnements in-
ternes, leurs performances sont fortement dégradées. Comparé aux environnements ex-
ternes, les environnements internes sont plus complexes à cause de leur conﬁguration
géométrique et la présence de trajets multiples.
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1.4 Localisation dans les environnements internes
Plusieurs systèmes de localisation ont été développés aﬁn d'estimer la position de
l'objet d'intérêt dans les environnements internes. Les premiers systèmes se sont basés sur
l'exploitation des ondes infrarouges. Bien qu'ils permettent une estimation très précise de
la position, ces systèmes requièrent la présence d'un trajet direct entre les émetteurs et
les récepteurs et nécessitent une infrastructure très coûteuse. Les systèmes de localisation
par ondes radiofréquence présentent un coût plus faible dû au fait qu'ils bénéﬁcient des
infrastructures de communication existantes. Toutefois, leurs performances sont moins
bonnes que celles des systèmes de localisation par ondes infrarouges. Une description des
avantages et des inconvénients des diﬀérentes technologies concernant leur utilisation
pour la localisation en intérieur sera présentée dans le paragraphe 1.4.5, ainsi que des
exemples de quelques systèmes de localisation.
On s'intéresse, dans le cadre de cette thèse, aux systèmes de localisation par ondes
sonores. Ces systèmes, comme la plupart des systèmes de localisation, extraient à partir
du signal reçu des informations sur la position de l'objet, telles que le temps d'arrivée, la
puissance du signal reçu et l'angle d'arrivée. Le signal reçu résulte de la propagation du
signal émis à travers un canal de propagation. Ce dernier décrit alors les caractéristiques
de la propagation des ondes acoustiques de l'émetteur au récepteur à l'intérieur d'un
environnement donné.
1.4.1 Modèle du canal de propagation acoustique
La modélisation de la propagation du signal dans les environnements intérieurs
s'avère diﬃcile à cause des paramètres spéciﬁques à ce type d'environnement tels que la
disposition des meubles et des objets et les diﬀérents matériaux de construction employés
[8].
Le signal mesuré au niveau du récepteur résulte de la superposition des diﬀérentes ré-
pliques du signal émis dues à la réﬂexion, la diﬀraction et la diﬀusion de l'onde sur les
diﬀérents obstacles présents dans l'environnement. Ces répliques dépendent de la géomé-
trie de l'environnement, des obstacles et des caractéristiques des matériaux présents.
Pour modéliser le canal acoustique entre une source et un microphone situés à
l'intérieur d'une salle, on peut distinguer trois méthodes notamment la méthode par
résolution d'équation d'onde, les méthodes géométriques et les méthodes statistiques.
La résolution de l'équation de propagation d'onde permet d'obtenir la réponse
impulsionnelle d'une salle. Toutefois, une solution analytique de cette équation ne peut
être obtenue que dans les cas extrêmement simples tel qu'une salle rectangulaire à murs
rigides. Par conséquent, des méthodes numériques telles que la méthode des éléments
ﬁnis et la méthode des éléments de frontières sont souvent utilisées. Ces deux méthodes
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discrétisent la géométrie et le champ déﬁni sur cette géométrie en utilisant des éléments
ﬁnis. Dans la méthode des éléments ﬁnis, l'espace est divisé en des éléments de volume,
alors que, dans la méthode des éléments de frontière, la surface délimitant le volume est
découpée en des éléments de surface. Dans les deux cas, la taille des éléments ﬁnis doit
être choisie très inférieure à la longueur d'onde utilisée. Par conséquent, leur nombre, à
hautes fréquences, devient très important entraînant ainsi une complexité de calcul très
élevée. Dès lors, ces méthodes ne conviennent que pour les basses fréquences et pour des
salles de petites dimensions.
Les méthodes statistiques telles que la méthode d'analyse statistique énergétique
ont été largement utilisées dans le domaine de l'aérospatial, l'industrie automobile pour
l'analyse de bruit haute-fréquence. Ces méthodes ne conviennent, cependant, pas pour
des ﬁns de localisation vu qu'elles ne modélisent pas le comportement temporel du champ
sonore.
Les méthodes géométriques telles que la méthode de tracé de rayon et la méthode
des images sources, sont les plus utilisées. La principale diﬀérence entre ces deux méthodes
réside dans la manière dont les trajets de réﬂexion sont calculés. Dans la méthode du
tracé de rayons, l'énergie sonore est supposée répartie en un certain nombre de rayons
émis par une source sonore. Ces rayons se propagent dans l'espace et sont réﬂéchis de
manière spéculaire lors de leur collision avec les parois de la salle (ﬁgure 1.1). Au niveau
du récepteur, seulement les rayons qui le traversent sont pris en compte dans le calcul
de l'énergie sonore reçue. La méthode de tracé de rayons n'est pas alors exhaustive
contrairement, à la méthode des sources-images qui tient compte de tous les rayons
émanant de la source et traversant le récepteur.
La méthode des sources-images repose sur le principe qui dit que si le champ sonore
émis par une source est réﬂéchi par une surface rigide, ce champ réﬂéchi est égal au
champ produit par l'image de la source par rapport à cette surface. Les images de la
source modélisent les réﬂexions d'ordre 1 alors que les images des images de la source
modélisent les réﬂexions d'ordre supérieur.
En utilisant la méthode des sources-images, Allen et Berkley ont développé une
méthode eﬃcace pour le calcul d'une réponse impulsionnelle modélisant le canal acous-
tique entre une source et un récepteur dans une salle rectangulaire. Pour expliquer cette
méthode, considérons une source sonore et un microphone situés respectivement aux po-
sitions rs = [xs, ys, zs] et rr = [xr, yr, zr] à l'intérieur d'une salle de dimensions Lx, Ly
et Lz. Les positions des images de la source, construites par symétrie par rapport aux
murs à x = 0, y = 0 et z = 0 et calculées relativement à la position du microphone, sont
données par :
Rp = [(1− 2q)× xs − xr, (1− 2j)× ys − yr, (1− 2k)× zs − zr] (1.1)
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Figure 1.1: Méthode de tracé de rayons.
Chaque élément du triplet p = (q, j, k) prend les valeurs 0 ou 1 générant ainsi huit
diﬀérentes combinaisons que spéciﬁe l'ensemble P = {(q, j, k); q, j, k ∈ {0, 1}}. Pour
considérer toutes les images de la source, on ajoute au vecteur Rp le vecteur Rm déﬁni
par :
Rm = [2×mx × Lx, 2×my × Ly, 2×mz × Lz] (1.2)
Où mx, my, mz des entiers. Chaque élément du triplet m = (mx,my,mz) prend les
valeurs de −I à I ; I étant entier. L'ordre de réﬂexion relatif à une image située à la
position r +Rp +Rm est donné par :
Op,m = |2×mx − q|+ |2×my − j|+ |2×mz − k| (1.3)





d = ‖Rp +Rr‖ étant la longueur du trajet réﬂéchi et v la vitesse du son.
Le modèle d'Allen et Berkley proposé dans [9] exprime la réponse impulsionnelle d'une
salle à murs non rigides sous la forme suivante :



















où M = {(mx,my,mz) : −I ≤ mx,my,mz ≤ I}. Les quantités βx1 , βx2 , βy1 , βy2 , βz1
et βz2 désignent les coeﬃcients de réﬂexion des six murs de la salle. Notons que les
coeﬃcients des murs à ν = 0 où ν ∈ {x, y, z} correspondent à βν1 et que ceux des murs
à ν = Lν correspondent à βν2 . Les éléments du triplet p prennent les valeurs 0 et 1
générant huit combinaisons de (0, 0, 0) à (1, 1, 1). Les éléments du triplet m prennent les
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valeurs de −I à I, entraînant (2× I + 1)3 combinaisons. Pour une valeur donnée de I, la
méthode calcule 8×(2×I+1)3 diﬀérents trajets dont le retard est donné dans l'équation
1.4. Leurs amplitudes sont multipliées par les coeﬃcients de réﬂexion autant de fois qu'il
y a réﬂexions.
1.4.2 Paramètres du canal utiles à la localisation
Nous décrivons, dans les paragraphes suivants, les diﬀérents paramètres du canal
permettant d'obtenir les mesures de distance et de directions nécessaires pour l'estimation
de la position de l'objet.
1.4.2.1 Le temps d'arrivée (ou ToA pour Time of Arrival)
La distance entre l'objet d'intérêt et l'élément de mesure peut être déduite à partir
de la mesure du temps de propagation du signal connaissant sa vitesse de propagation.
Trois mesures de temps de propagation sont nécessaires pour une localisation en deux
dimensions.
Le temps de propagation peut être estimé à partir de l'inter-corrélation entre le
signal émis et le signal reçu au niveau de l'élément de mesure. Supposons que le signal
Ri(t), reçu au niveau de l'élément de mesure i, correspond à une version du signal émis
S(t) retardée de ti et bruitée par ni(t) :
Ri(t) = S(t− ti) + ni(t), (1.6)
La fonction d'inter-corrélation entre S(t) et Ri(t) est obtenue en intégrant le produit de







Un estimé de TOA est donné par la valeur de τ qui maximise la fonction d'inter-
corrélation RS,Ri(τ). Cette méthode d'estimation de TOA sera utilisée dans le chapitre
2, dédié à l'évaluation de performance d'un nouveau système de localisation acoustique.
L'approche de localisation ainsi présentée requière une synchronisation parfaite
entre les émetteurs et les récepteurs du système et suppose que la propagation se fait en
ligne directe.
Chapitre 1. Technologies, Techniques et Systèmes de localisation 12
Figure 1.2: Méthode des hyperboles.
1.4.2.2 La diﬀérence de temps d'arrivée (ou TDoA pour Time Diﬀerence of
Arrival)
Cette approche consiste à déterminer la position l'objet d'intérêt en examinant la
diﬀérence des temps d'arrivée des signaux sur les éléments de mesure. Considérons trois
éléments de mesure désignés par 1, 2 et 3, la diﬀérence de temps d'arrivée entre chaque
paire de ces éléments est donnée par :
ti,j = ti − tj pour i 6= j, i, j ∈ {1, 2, 3} (1.8)
La diﬀérence de distances séparant l'objet d'intérêt de chaque paire des éléments de
mesure i et j est déduite à partir de ti,j :
v × ti,j =
√
(xi − cx)2 + (yi − cy)2 + (zi − cz)2 −
√
(xj − cx)2 + (yj − cy)2 + (zj − cz)2
(1.9)
Où v la vitesse de propagation du signal, (xi, yi, zi) et (xj , yj , zj) les positions des élé-
ments de mesure i et j et (cx, cy, cz) la position de l'objet.
L'équation 1.9 correspond à l'équation d'une hyperbole. La position de l'objet se si-
tue alors à l'intersection des trois hyperboles formées à partir des mesures de TDOA,
t(i,j)i 6=j,i,j∈{1,2,3} (voir ﬁgure 1.2).
La méthode conventionnelle du calcul de l'estimé de TDOA est la méthode de
corrélation. La TDOA peut être estimée à partir de l'inter-corrélation entre les signaux
reçus au niveau d'une paire des éléments de mesure. Supposons que les signaux Ri(t) et
Rj(t) reçus respectivement aux niveaux des éléments de mesure i et j, s'écrivent comme
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suit :
Ri(t) = S(t− ti) + ni(t), (1.10)
et
Rj(t) = S(t− tj) + nj(t), (1.11)
avec S(t) le signal émis, ti et tj les retards du canal et ni(t) et nj(t) des variables aléatoires
modélisant le bruit du canal.







La valeur de τ qui maximise la fonction d'inter-corrélation RRi,Rj (τ) correspond à un
estimé de TDOA.
L'avantage de l'approche basée sur l'exploitation de TDOA par rapport à celle
basée sur le TOA réside dans le fait qu'elle ne requiert pas une synchronisation entre
tous les éléments du système mais seulement entre les récepteurs. Comme le TOA, le
TDOA souﬀre des eﬀets de trajets multiples dus à la présence des obstacles dans les
environnements intérieurs.
1.4.2.3 Angle d'arrivée (ou AoA pour Angle of Arrival ou DoA pour Direc-
tion of Arrival)
Cette approche repose sur l'exploitation des angles d'arrivée du signal émis par
l'objet d'intérêt aux niveaux des éléments de mesure. L'estimation des angles d'arri-
vée peut être accomplie par le biais des antennes directives. Celles-ci doivent tourner
constamment aﬁn de détecter la direction dans laquelle l'amplitude du signal est maxi-
male. L'AOA peut également être détecté à partir de la mesure de la diﬀérence du délai
d'arrivée du signal sur les éléments d'un réseau d'antennes.
Comparée aux approches basées sur l'exploitation de TOA et TDOA, l'approche de
l'AOA n'exige aucune synchronisation entre les émetteurs et les récepteurs. Cependant,
elle requiert une infrastructure relativement complexe et coûteuse à cause de l'emploi des
antennes directives et des réseaux d'antennes. La précision de la localisation se dégrade
lorsque l'objet s'éloigne des éléments de mesure. Par ailleurs, en présence des trajets
multiples, la mesure d'AOA du signal sur le trajet direct est aﬀectée par les AOAs des
autres trajets.
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1.4.2.4 Puissance du signal reçu
Dans le cas des approches basées sur l'exploitation de la puissance du signal reçu, la
distance est évaluée à partir de l'atténuation de la puissance du signal émis. Des modèles
théoriques et empiriques ont été utilisés aﬁn de traduire la diﬀérence entre la puissance
du signal émis et celle du signal reçu en distance. En utilisant la formule de Friis [10], la
puissance du signal mesurée à une distance d et exprimée en dBm, est donnée par :
Pu(d)[dBm] = Pu(d0)[dBm]− 10× n0 × log10 d
d0
(1.13)
Où Pu(d)[dBm] = 10 × log10( pu0.001), pu la puissance du signal exprimée en Watts, d la
distance entre l'émetteur et le récepteur, n0 le coeﬃcient d'atténuation propre au milieu
et Pu(d0) la puissance du signal mesurée à une distance de référence d0. La distance d
peut alors être déduite en remplaçant tous les autres paramètres du modèle par leurs
valeurs.
A cause des trajets multiples, les modèles reliant l'atténuation de la puissance du
signal à la distance ne sont pas toujours vériﬁés [8]. En eﬀet, certains modèles ne tiennent
pas compte des pertes dues aux trajets multiples et à l'absorption d'une partie de l'énergie
par les diﬀérents matériaux présents dans le milieu de propagation. Toutefois, l'approche
basée sur l'exploitation de la puissance du signal reçu est largement utilisée. D'une part,
elle ne demande aucune synchronisation. D'autre part, elle bénéﬁcie des infrastructures
de réseaux existantes telles que les points d'accès des réseaux locaux sans ﬁl (noté WLAN
pour Wireless Local Area Network).
La puissance du signal reçu est très souvent utilisée avec la méthode des signatures.
Cette méthode de localisation est présentée dans le paragraphe suivant.
1.4.3 Techniques de localisation
Des méthodes spéciﬁques exploitent les paramètres du canal, décrits dans le para-
graphe précédent, aﬁn de déterminer la position de l'objet. Globalement, il existe trois
méthodes déployées pour localiser un objet dans les environnements intérieurs : la tech-
nique de proximité, la méthode de triangulation et la méthode des signatures [11].
1.4.3.1 La technique de proximité
La technique de proximité estime la position de l'objet d'intérêt par rapport à une
position connue ou par rapport à une zone bien déﬁnie. Elle nécessite l'installation des
détecteurs à des positions connues. Si l'objet d'intérêt est détecté par un détecteur, la
méthode estime sa position par la zone de ce détecteur.
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1.4.3.2 Méthode de triangulation
La triangulation utilise les propriétés géométriques des triangles pour estimer la
position de l'objet d'intérêt. Elle comporte la méthode d'angulation et la latération.
La latération
La latération estime la position de l'objet à partir de la mesure des distances qui
séparent l'objet des éléments de mesure. Elle requiert la connaissance des positions d'au
moins trois éléments de mesure pour une localisation en deux dimensions. Dans le cas
où la position de l'objet est estimée à partir de trois éléments de mesure, on parle de
trilatération au lieu de la latération.
La position de l'objet peut être calculée en minimisant la somme des carrés des
fonctions de coût non linéaires par application de la méthode des moindres carrées.
Supposons que l'objet est situé à la position c = (cx, cy, cz) et que les J éléments de
mesure sont placés à la même valeur de cote z et aux positions (x1, y1, z), (x2, y2, z),
. . ., (xJ , yJ , z). Les distances, (di)i∈[1,J ], entre les J éléments de mesure et l'objet sont
données par : 
(x1 − cx)2 + (y1 − cy)2 + (z1 − cz)2 = d21
...
(xi − cx)2 + (yi − cy)2 + (zi − cz)2 = d2i
...
(xJ − cx)2 + (yJ − cy)2 + (zJ − cz)2 = d2J
(1.14)
En soustrayant la dernière équation du système 1.14 des autres équations, le système
d'équations non linéaires 1.14 devient :
x21 − x2J − 2× (x1 − xJ)× cx + y21 − y2J − 2× (y1 − yJ)× cy = d21 − d2J
...
x2i − x2J − 2× (xi − xJ)× cx + y2i − y2J − 2× (yi − yJ)× cy = d2i − d2J
...
x2J−1 − x2J − 2× (xJ−1 − xJ)× cx + y2J−1 − y2J − 2× (yJ−1 − yJ)× cy = d2J−1 − d2J
(1.15)
Les équations linéaires données dans 1.15 peuvent s'écrire sous la forme matricielle sui-
vante :
Xc = a (1.16)
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2× (x1 − xJ) 2× (y1 − yJ)
...
...




x21 − x2J + y21 − y2J − d21 + d2J
...
...








En utilisant la méthode des moindres carrées, un estimé de la position de l'objet
est donné par :
c˜ = (XTX)−1XTa (1.17)
XT désigne la transposée de la matrice X.
L'angulation
L'angulation repose sur la mesure des angles pour le calcul de la position de l'objet.
Elle nécessite au moins deux mesures d'angles et une mesure de distance entre deux
éléments de mesure pour une localisation en deux dimensions. Une mesure supplémentaire
d'élévation (ou en anglais azimuth angle) est nécessaire pour une localisation en trois
dimensions. Cette méthode est illustrée dans la ﬁgure 1.3.
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Figure 1.4: Méthode des signatures.
1.4.3.3 Méthode des signatures (ou méthode des empreintes digitales)
La méthode des signatures a été proposée aﬁn d'améliorer l'estimation de la po-
sition dans les environnements intérieurs [12]. Elle compare des données de localisation
préalablement mesurées à celles obtenues pour l'objet d'intérêt aﬁn de déterminer sa
position. La méthode comporte alors deux phases : une phase hors ligne (appelée aussi
phase de calibrage ou apprentissage) et une phase en ligne (appelée aussi phase de posi-
tionnement ou localisation).
Durant la première phase, un maillage de la zone d'intérêt est eﬀectué : le dispositif de
positionnement est mis à des emplacements représentatifs pour les positions possibles de
l'objet. A chaque emplacement (appelé position de référence), des paramètres du signal
permettant d'identiﬁer cette position sont extraits. Ces paramètres, appelés signatures
ou empreintes, sont stockées dans une base de données avec les positions qui y corres-
pondent. Le principal critère que doit vériﬁer une signature est l'unicité : Les signatures
relatives à deux positions diﬀérentes doivent également être diﬀérentes.
Pendant la deuxième phase, la signature de l'objet est déterminée puis comparée aux
signatures stockées dans la base de données, à l'aide d'un algorithme de positionnement,
aﬁn d'estimer sa position. Le principe de la méthode des signatures est donné dans la
ﬁgure 1.4. Dans les paragraphes suivants, nous mettons l'accent sur les algorithmes de
positionnement les plus couramment utilisés.
Méthodes déterministes
Les méthodes déterministes ont été utilisées en premier par Bahl et Padmanabhan
[13] pour réaliser leur système de localisation, RADAR. Le système collecte les puissances
des signaux reçus, s1 = (Pu1 , Pu2 , Pu3), aux niveaux des trois points d'accès d'un réseau
local sans ﬁl et les stocke dans une base de données. Pendant la phase de localisation, il
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et les signatures de la base de données :
Ds1,s =
√
(Pu1 − P 0u1)2 + (Pu2 − P 0u1)2 + (Pu3 − P 0u3)2 (1.18)
Il estime la position de l'objet par la position de référence pour laquelle cette distance est
minimale. Cet algorithme est connu sous le nom de l'algorithme du voisin le plus proche.
Bahl et al [13] ont considéré, ensuite, les kv voisins les plus proches dans l'estimation de
la position de l'objet d'intérêt. Ceci est justiﬁé par le fait qu'il pourrait exister plusieurs
positions de référence qui sont à une distance presque égale de l'objet d'intérêt. La
position de l'objet (cx, cy) est alors donnée par la moyenne des positions des kv voisins










où (xv,i, yv,i) la position du voisin i.
Méthodes probabilistes
Supposons que nous disposons d'une base de données composée de L données
(cl, sl) ; l = 1, . . . , L ; où cl désigne une position de référence et sl sa signature. La
position c de l'objet d'intérêt peut être estimée par la position de référence qui maximise
la probabilité P (cl|s) :
c˜ = argmaxclP (cl|s); l = 1, . . . , L. (1.20)
où P (cl|s) désigne la probabilité d'être à la position cl sachant s et s la signature de
l'objet d'intérêt. En se basant sur la règle de Bayes et en supposant que la probabilité
a priori, P (cl), d'être à la position cl avant de connaître s est uniforme, la position de
l'objet est alors donnée par :
c˜ = argmaxclP (s|cl); l = 1, . . . , L. (1.21)
où P (s|cl) désigne la probabilité d'avoir s sachant cl. Cette méthode suppose que l'objet
d'intérêt est situé sur l'une des positions de référence stockées dans la base de données.
Cependant, l'objet peut se trouver à une position quelconque dans la zone de localisa-
tion. Il existe d'autres méthodes probabilistes qui estiment la position de l'objet par la
moyenne pondérée des coordonnées des positions de référence. Elles reposent sur l'es-
timation de l'espérance conditionnelle E(c|s) par la méthode de noyau. Ces méthodes
seront présentées dans le chapitre 2.
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Réseaux de neurones artiﬁciels
Le réseau de neurones artiﬁciels présente une structure mathématique capable d'ef-
fectuer des opérations de calcul complexes telles que la classiﬁcation et l'approximation
des fonctions. Aﬁn de réaliser ces tâches, le réseau doit être entraîné à partir de deux
ensembles d'éléments : Le premier ensemble correspond aux éléments d'entrées possibles.
Le deuxième ensemble comporte les sorties correspondantes. Une fois entraîné, le réseau
est capable d'estimer la sortie à partir de toute entrée, qu'elle soit vue auparavant ou
non.
Appliqué au contexte de la localisation, le réseau est entraîné à partir des don-
nées recueillies par les campagnes de mesures : Les signatures de la base de données
représentent les entrées du réseau et les positions correspondantes à ces signatures re-
présentent ses sorties. Après entraînement (i.e., après approximation de la fonction entre
les signatures et les positions), le réseau est utilisé pendant la phase de localisation aﬁn
d'estimer la position de l'objet à partir de sa signature.
Dans le cadre de cette thèse, nous déployons, dans un premier temps, la méthode
des signatures et nous adoptons les méthodes probabilistes aﬁn d'estimer la position de
l'objet à l'intérieur d'une salle. Ce double choix est justiﬁé par le fait que la méthode des
signatures est plus adaptée aux environnements internes que la méthode de triangulation
et que les méthodes probabilistes oﬀrent des performances meilleures que celles obtenues
avec les méthodes déterministes [14] et qu'elles ne requièrent aucune phase d'entraîne-
ment comme c'est le cas du réseau de neurones artiﬁciels. Une évaluation de la méthode
des signatures en termes d'erreur et de précision de localisation, critères d'évaluation
des systèmes de localisation décrits dans le prochain paragraphe, sera présentée dans le
chapitre 2.
L'inconvénient majeur de la méthode des signatures est lié à la construction de la
base de données ainsi que le temps mis pour cette construction et la mémoire requise
pour l'enregistrement de la base de données. Il existe d'autres méthodes plus robustes
à l'eﬀet des trajets multiples telles que la méthode de retournement temporel qui ne
requière pas la construction d'une base de données. Cette méthode sera traitée en détails
dans les chapitre 3 et chapitre 4.
1.4.4 Critères d'évaluation des systèmes de localisation en intérieur
Pour évaluer les systèmes de localisation, diﬀérents critères sont proposés. Nous
mettons l'accent dans ce paragraphe sur quelques critères.
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1.4.4.1 Respect de la vie privée (ou en anglais Security and privacy)
Le respect de la vie privée constitue un des enjeux les plus importants pour les
systèmes de localisation. En eﬀet, l'utilisateur se soucie si quelqu'un suit son déplacement
ou récupère l'historique de ses activités.
Le contrôle d'accès aux données de localisation ainsi que leurs distributions améliorent
le respect de la vie privée dans les systèmes de localisation. Des améliorations peuvent
également être réalisées à travers l'architecture du système [15]. En eﬀet, les systèmes
de localisation en intérieur présentent deux architectures principales : une architecture
orientée privée et une architecture centralisée.
Les systèmes à architecture orientée privée doivent vériﬁer deux propriétés. Première-
ment, l'objet d'intérêt n'a pas besoin d'informer les composants du système de sa pré-
sence. Deuxièmement, les composants du système ne se chargent pas de l'estimation de
la position de l'objet. Par conséquent, l'objet d'intérêt calcule sa position par lui-même.
Les systèmes à architecture orientée privée permettent alors un niveau élevé de sécurité
et du respect de la vie privée de leurs utilisateurs : Tant que l'utilisateur ne transmet
pas sa position, personne ne peut y accéder.
Dans les systèmes à architecture centralisée, un serveur central se charge de l'estimation
des positions des objets d'intérêt. Ceci permet aux systèmes de localisation de suivre les
déplacements des objets dès que ces derniers se situent dans leurs zones de couverture.
Les objets sont alors localisés sans leurs autorisations.
1.4.4.2 Coût
Le coût d'un système de positionnement comporte le coût des composants du
système, le coût de l'équipement de positionnement déployé par l'utilisateur et le coût
de l'installation du système et de sa maintenance.
Quelques systèmes de positionnement, tels que le GPS, dispose d'une large infra-
structure pour la mesure des positions, ce qui est coûteux et complexe. D'autres réutili-
sant les infrastructures de réseaux existantes telles que celles des réseaux locaux sans ﬁl
sont plus rentables, puisqu'aucun coût supplémentaire ne sera ajouté.
Le coût du dispositif de positionnement déployé par l'utilisateur comporte le coût
de l'appareil ainsi que le coût de la batterie et sa durée de vie. Les dispositifs déployés
dans les systèmes à architecture orientée privée sont préférés puisqu'ils assurent le respect
de la vie privée des utilisateurs. Ceci augmente leur prix mais, réduit la durée de vie de
leurs batteries vu que le calcul de la position est eﬀectué à leurs niveaux.
Quelques systèmes de positionnement requièrent l'installation d'une infrastructure
supplémentaire et d'autres nécessitent l'intervention des ingénieurs professionnels ce qui
augmente leur coût d'installation et de maintenance.
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D'autre part, le coût d'un système de positionnement peut être adressé diﬀérem-
ment : Le coût en termes de temps et le coût en termes de l'espace. Le coût en termes
de temps comporte le temps requis pour l'installation du système. Le coût en termes
de l'espace comprend la taille et la place qu'occupent les composants du système et le
dispositif de l'utilisateur.
1.4.4.3 Performance
L'erreur de localisation et la précision (ou en anglais, accuracy and precision) sont
les principaux critères d'évaluation des performances d'un système de localisation.
Erreur de localisation
On appelle Erreur de localisation la distance entre la position réelle de l'objet à
localiser et sa position estimée. Supposons que cx et cy sont les coordonnées réelles de
l'objet et c˜x et c˜y ses coordonnées estimées, l'erreur de localisation s'exprime par :
erreur de localisation =
√
((cx − c˜x)2 + (cy − c˜y)2) (1.22)
Précision
On appelle Précision (ou en anglais Precision) la fonction de distribution cumu-
lative, qui à chaque valeur d'erreur de localisation e, associe le pourcentage des mesures
ayant au moins e pour erreur.
Délai (ou en anglais delay)
Le délai présente un autre aspect d'évaluation de performances d'un système de
localisation. Il comporte le temps de mesure, de calcul de la position de l'objet et de
transfert de la position aux entités qui le demandent.
'Scalability'
La 'scalability' est déﬁnie comme le nombre des objets qu'un système de position-
nement est capable de localiser pendant une certaine durée de temps et avec un certain
nombre de composants du système. Un système localisant simultanément plusieurs objets
est préféré.
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1.4.4.4 Complexité
La complexité d'un système de positionnement peut être caractérisée par l'inter-
vention humaine nécessaire pour son installation et sa maintenance. Pour l'installation,
une mise en place rapide du système et un faible nombre de ses composants ﬁxes sont
requis.
1.4.5 Technologies et systèmes de localisation
Diﬀérentes technologies ont été déployées dans les systèmes de localisation destinés
aux environnements intérieurs. Ces technologies comprennent l'infrarouge, l'ultrason, la
radiofréquence. Elles ont, chacune leurs propres avantages et leurs propres limitations
concernant leur utilisation pour la localisation en intérieur. Une classiﬁcation des sys-
tèmes de localisation peut être faite à partir de la technologie utilisée.
1.4.5.1 Systèmes de localisation par ondes infrarouges
Les Systèmes de localisation par ondes infrarouges sont les premiers systèmes de
localisation qui ont été développés pour les environnements intérieurs. Ils permettent
une estimation très précise de la position. Par ailleurs, leur simple architecture réduit le
temps de leur installation et de leur maintenance.
Toutefois, les signaux infrarouges présentent quelques limitations pour la localisation.
D'abord, ces signaux interfèrent avec la lumière ﬂuorescente et la lumière du soleil [16],
ce qui réduit la portée permise des systèmes de localisation à une salle. Ce problème
d'interférence peut être résolu par l'utilisation des ﬁltres optiques et électroniques per-
mettant de supprimer l'interférence avec les sources de lumière [17], et par la mise en
÷uvre d'un algorithme d'annulation de bruit aux niveaux des récepteurs [18], mais, ce
est aux dépens d'une augmentation du coût du système de localisation. Par ailleurs,
les signaux infrarouges sont fortement atténués par les murs et les obstacles présents
dans les environnements internes. Par conséquent, les systèmes de localisation par ondes
infrarouges n'opèrent plus en absence d'une ligne de vue directe.
L'Active Badge [19], conçu à AT & T Cambridge, est l'un des premiers systèmes
de positionnement à étiquettes opérant à l'intérieur des bâtiments. Une étiquette, por-
tée par l'utilisateur, transmet un signal infrarouge unique toutes les 15 secondes. Ces
signaux sont détectés par des capteurs ﬁxés à l'intérieur de la zone de la localisation telle
qu'une salle, puis, traités par un serveur central aﬁn de localiser l'étiquette : Le système
identiﬁe la pièce dans laquelle se trouve la personne porteuse de l'étiquette. A partir de
cette information, quelques applications ont été conçues. Par exemple, une application
destinée à aider un réceptionniste à transférer les appels téléphoniques aux employés
Chapitre 1. Technologies, Techniques et Systèmes de localisation 23
d'une entreprise a été proposée dans [19]. L'application aﬃche sur l'écran de l'ordinateur
du réceptionniste un tableau contenant les noms des employés, leurs positions mesurées
à l'intérieur de l'entreprise ainsi que l'appareil téléphonique qui leur est le plus proche.
La position de l'employé correspond au numéro de la salle dans laquelle il se trouve.
Dès lors, à partir des informations fournies par l'application, le réceptionniste, transfère
l'appel à l'employé concerné.
Il existe d'autres systèmes de localisation qui déploient des caméras aﬁn de détecter
les signaux infrarouges. Ces systèmes atteignent une précision de localisation submilli-
métrique. Cependant, ils présentent un coût très élevé à cause des caméras déployés et
des câbles qui les relient.
1.4.5.2 Systèmes de localisation par ondes ultrasonores
Les signaux ultrasonores sont utilisés par les chauves-souris aﬁn de naviguer la
nuit. Ceci a inspiré les chercheurs à concevoir un système de navigation similaire.
Comparé aux systèmes de localisation par ondes infrarouges, les systèmes de loca-
lisation par ondes ultrasonores oﬀrent une zone de couverture plus large. Cependant, ils
permettent une précision de localisation moins bonne. Ils déploient généralement, en plus
des ondes ultrasonores, des signaux radio aﬁn d'assurer la synchronisation. Par ailleurs,
ils sont aﬀectés par les réﬂexions et par les sources de bruit.
Le système DOLPHIN [20] est le premier système de localisation ultrasonore uti-
lisant des signaux large bandes. Il déploie la technique de multiplexage à étalement de
spectre aﬁn d'obtenir une mesure simultanée des distances entre l'objet d'intérêt et les
éléments de mesure. Deux architectures sont proposées : l'architecture centralisée et l'ar-
chitecture orientée-privée.
Le système à architecture centralisée utilise huit récepteurs ﬁxés au plafond et quatre
émetteurs placés à des positions ﬁxes dans la salle où l'expérimentation a eu lieu. L'ob-
jet d'intérêt, placé à 64 positions, émet un code de Gold de longueur 511 chips modulé
en phase. Le système utilise un détecteur à soustraction successive d'interférence aﬁn
de réduire l'interférence entre les diﬀérents émetteurs. Il mesure les temps d'arrivée en
eﬀectuant une corrélation entre les signaux reçus et le signal émis par l'objet et estime la
position de ce dernier par la méthode de la latération. Les résultats des expérimentations
eﬀectuées dans un banc d'essai de dimensions 3.5 m × 2.6 m × 2.3 m montrent que le
système permet une erreur de 2.3 cm pour 85% des mesures considérées.
Le système à architecture orientée privée comporte huit émetteurs placés au plafond et
un récepteur placé aux mêmes 64 positions déﬁnies dans le système à architecture centra-
lisée. Il propose deux approches : une approche synchrone et une approche asynchrone.
Dans l'approche asynchrone, le récepteur et les émetteurs ne sont pas synchronisés. La
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mesure de temps d'arrivée inclut un oﬀset identique due à la synchronisation entre les
émetteurs. Sa valeur doit être estimée en plus de la position du récepteur. Le système
permet une erreur de 4.9 cm pour 67% des mesures considérées dans le cas synchrone,
alors que, dans le cas asynchrone, il atteint une erreur de 26.6 cm pour 48% des mesures
considérées.
Un système de localisation plus récent, connu sous le nom de 3D-Locus, a été décrit
dans [21]. Le système comporte sept n÷uds ﬁxes orientés vers le bas, un n÷ud orienté
vers le haut et un n÷ud sans ﬁl, représentant l'objet d'intérêt, orienté vers le haut. Le
système déploie des codes de Golay de 32 chips modulé en phase et mesure le temps
d'arrivée par corrélation entre les signaux reçus et les signaux émis. Il estime la position
de l'objet d'intérêt en minimisant la somme des carrées de la diﬀérence entre la distance
calculée à partir de la mesure de temps d'arrivée et la distance euclidienne entre l'objet
et les n÷uds ﬁxes. Trois architectures du système sont proposées : un système à architec-
ture centralisée, un système à architecture orientée privée et un système à architecture
bidirectionnelle. Dans le système à architecture centralisée, les n÷uds orientés vers le
bas reçoivent les signaux émis par les n÷uds orientés vers le haut. Dans le système à
architecture orientée privée, les ondes ultrasonores se propagent dans une direction op-
posée à celle du premier système. L'objet d'intérêt se comporte alors comme émetteur
dans la première architecture et comme récepteur dans la deuxième architecture. Dans
le système à architecture bidirectionnelle, le système déploie l'architecture centralisée
et l'architecture orientée privée de manière séquentielle et estime la position de l'objet
par la moyenne des positions estimées dans chaque architecture. Pour évaluer les per-
formances de leur système, Prieto et al. [21] ont considéré les quatre conditions de test
suivantes : La méthode d'accès multiple à répartition dans le temps (ou encore TDMA
pour Time Division Multiple Access), la méthode d'accès multiple à répartition par code
(ou encore CDMA pour Code Division Multiple Access) et chacune de ces conditions
de test en considérant un ﬂux d'air à une vitesse de 2 m/s, résultant de l'emploi d'un
ventilateur. La méthode TDMA consiste à assigner à chaque émetteur un intervalle de
temps au cours duquel il transmet son signal. La méthode CDMA permet de diﬀérencier
les émetteurs par l'utilisation des codes `orthogonaux' entre eux.
Pour la méthode CDMA, le système a déployé au maximum quatre émetteurs. Les me-
sures obtenues avec cette technique sont dégradées par l'interférence d'accès multiple et
par l'eﬀet d'éblouissement. Pour remédier à l'eﬀet d'éblouissement, qui est dû à la diﬀé-
rence de puissance des signaux reçus, Prieto et al. [21] ont réajusté la puissance émise en
chaque point. Les résultats des expérimentations menées dans un banc d'essai de dimen-
sions 2.8 m × 2.8 m × 2.8 m ont montré que les performances les plus médiocres sont
obtenues avec la méthode CDMA et en présence du ventilateur. L'erreur de localisation
obtenue avec les diﬀérentes architectures du système et les diﬀérentes conditions de test
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varie de 2.8 mm à 10.7 mm.
1.4.5.3 Systèmes de localisation par ondes radiofréquences
La technologie radio permet aux systèmes de localisation de tirer parti de ses avan-
tages. En eﬀet, les systèmes de localisation par ondes radiofréquences oﬀre une couverture
plus large grâce à la capacité des ondes radio à passer à travers les murs. Par ailleurs, ils
nécessitent moins de matériel, comparé aux autres systèmes de localisation, du fait qu'ils
peuvent proﬁter des infrastructures de communication existantes, comme par exemple,
les points d'accès des réseaux locaux sans ﬁl, WLAN.
Les technologies radiofréquences sont divisées en deux catégories : Les technolo-
gies à bande étroite telles que la radio-identiﬁcation (ou en anglais RFID pour Radio
Frequency IDentiﬁcation), bluetooth et WLAN et les technologies à large bande comme
l'Ultra-Large Bande (ou en anglais UWB pour Ultra-Wide Band ).
RFID [8]
La radio-identiﬁcation est une méthode permettant de mémoriser et récupérer des
données à distance en exploitant des `étiquettes radio'. Un système RFID se compose
principalement d'étiquettes RFID et de lecteurs d'étiquettes RFID. Les étiquettes pré-
sentent deux types : passives ou actives. Les étiquettes passives ne disposent pas de
batterie et sont excitées par le signal électromagnétique émis par le lecteur. Elles sont
principalement utilisées pour remplacer la technologie traditionnelle du code à barres
et elles sont plus petites et moins chères que les étiquettes actives. Ces dernières dispo-
sant d'une source d'énergie envoient activement leurs identiﬁcations. On distingue deux
méthodes de localisation par la méthode RFID : une méthode de localisation de lecteur
RFID et une méthode de localisation d'étiquette. Dans la première méthode, l'objet d'in-
térêt porteur d'un lecteur RFID détermine sa position grâce à un ensemble d'étiquettes
placées à des positions connues. Dans la deuxième méthode, la position de l'étiquette
attachée à l'objet d'intérêt est déterminée par un ensemble de lecteurs à des positions
connues.
WLAN [12]
La technologie WLAN a été déployée dans plusieurs zones publiques telles que les
hôpitaux, les universités, les stations de train. Dès lors, les systèmes de positionnement
en intérieur peuvent proﬁter des infrastructures WLAN existantes réduisant ainsi le coût
de positionnement.
La précision de localisation basée sur la puissance des signaux WLAN est aﬀectée par
diﬀérents éléments qui pourraient exister dans les environnements intérieurs tels que le
mouvement des individus, les murs, les portes.
ZigBee [11]
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La technologie ZigBee est une norme de technologie sans ﬁl émergente qui four-
nit une solution pour les communications sans ﬁl à courte et moyenne portée. Elle est
principalement conçue pour des applications qui nécessitent une faible consommation
d'énergie, mais qui ne requièrent pas un débit élevé de données. La portée d'un signal
ZigBee dans les environnements intérieurs est généralement de 20 m à 30 m. Le calcul de
la distance entre deux n÷uds ZigBee, utile pour la localisation, est généralement eﬀectué
à partir des valeurs de la puissance de signal reçu. Le signal ZigBee est susceptible d'in-
terférer avec plusieurs types de signaux utilisant la même fréquence vu qu'elle fonctionne
dans les bandes ISM (industriel, scientiﬁque, et médical) non licenciées.
UWB [11]
La technologie Ultra-Large Bande est basée sur la transmission des impulsions
très brèves (typiquement inférieures à 1 ns). Contrairement aux systèmes RFID qui
déploient une seule bande du spectre radio, l'Ultra-Large Bande transmet simultanément
le signal sur plusieurs bandes de fréquences de 3.1 à 10.6 GHz. La technologie Ultra-Large
Bande est utilisée dans une variété d'applications de localisation nécessitant une précision
de localisation meilleure que celle atteinte par les technologies sans ﬁl conventionnelles
comme le RFID et le WLAN.
Le système de positionnement en intérieur, RADAR [13], proposé par Microsoft
Research Group est le premier système de localisation par ondes radio-fréquences basé
sur la puissance du signal et la technologie sans ﬁl. Le système repose sur la méthode
des signatures et adopte la puissance du signal reçu aux niveaux des trois points d'accès
du réseau local sans ﬁl comme signature. Il estime la position de l'objet d'intérêt en
comparant sa signature avec celles stockées dans la base de données à l'aide de la méthode
des kv-voisins les plus proches. Deux méthodes de construction de la base de données
sont proposées. La première revient à mesurer la puissance du signal reçu à diﬀérentes
positions du banc d'essai. La deuxième méthode calcule la puissance du signal à l'aide




P (d0)[dBm]− 10× n0 × log10 d
d0
− nW ×WAF si nW ≺ Cm
Cm ×WAF si nW ≥ Cm
(1.23)
où nW le nombre de murs entre l'émetteur et le récepteur,WAF le facteur d'atténuation
des murs, n0 le facteur d'atténuation propre au milieu, P (d0) la puissance du signal
mesurée à une distance de référence d0 et Cm le nombre maximal de murs pris en compte
dans le modèle.
Le nombre de murs, nW , est déterminé par l'algorithme `Cohen-Sutherland line-clipping
algorithm' [23] connaissant les positions des points d'accès du réseau et les cordonnées
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des salles dans l'étage où l'expérimentation a eu lieu. Pour déterminer la valeur du facteur
WAF , Bahl et al [13] ont mesuré la puissance du signal reçu en faisant varier le nombre
de murs entre l'émetteur et le récepteur. Puis, ils ont calculé la moyenne de la diﬀérence
entre les valeurs de puissance ainsi mesurées.
Pour évaluer les performances de leur système, les auteurs ont mené des expérimentations
dans un étage de dimensions 43.5 m × 22.5 m et contenant plus de 50 salles. Les résultats
ont montré que le système permet une erreur de 2.94 m pour 50% des mesures avec la
première méthode, alors qu'avec la deuxième méthode, il atteint une erreur de 4.3 m.
Le majeur avantage du système RADAR est qu'il bénéﬁcie des infrastructures existantes
des réseaux WLAN. En revanche, le respect de la vie privée de l'utilisateur n'a pas été pris
en considération dans la conception de ce système : L'utilisateur mené de son dispositif
de positionnement, qui est équipé par la technologie WLAN, peut être suivi même s'il
ne le souhaite pas.
Dans [24], un système de localisation à l'intérieur des mines a été proposé. Le
système repose sur la méthode des signatures et déploie deux récepteurs placés à des
positions ﬁxes. Il extrait sept paramètres de la réponse impulsionnelle du canal dont le
retard moyen, la puissance du signal reçu, le nombre de trajets aﬁn de déﬁnir la signature
de l'objet d'intérêt et estime la position de ce dernier en une seule dimension à l'aide
des réseaux de neurones artiﬁciels. Deux approches de localisation sont possibles. La
première approche utilise deux réseaux de neurones constitués chacun de sept entrées
et d'une sortie. Les entrées correspondent aux sept éléments de la signature et la sortie
correspond à la distance entre l'émetteur et l'un des deux récepteurs. La position estimée
de l'objet est alors la moyenne des distances estimées par les deux réseaux de neurones.
La deuxième approche déploie un seul réseau de neurones regroupant à son entrée les
deux signatures de l'objet. La position de l'objet est donnée par rapport à la distance
qui le sépare de l'un des deux récepteurs. Les campagnes de mesure eﬀectuées dans la
mine laboratoire CANMET à la ville Val-d'Or [25] ont montré que le système permet
une erreur de 1 m pour 90% des nouvelles entrées non entraînées, et ce en utilisant un
seul réseau de neurones.
Dans [26], un système de localisation basé sur la technique des signatures et uti-
lisant les réseaux de neurones artiﬁciels a été présenté. Les auteurs ont proposé une
solution aﬁn de limiter les erreurs de localisation causées par la variation du signal ra-
diofréquence. Moreno-Cano et al [26] ont d'abord mené une étude théorique et eﬀectué
des simulations aﬁn d'analyser la distribution de la puissance de signal radiofréquence
dans les environnements internes. A la suite de cette étude, les auteurs ont proposé de
combiner la technologie radiofréquence avec la technologie infrarouge aﬁn de résoudre le
problème de la variabilité de la puissance dans les environnements internes. Les auteurs
ont alors découpé la zone d'intérêt en des sous-zones caractérisées par une distribution
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de puissance uniforme. Chaque sous-zone comporte un émetteur infrarouge permettant
de l'identiﬁer et des étiquettes RFID utiles pour la localisation de l'objet d'intérêt à
l'intérieur de cette sous-zone. Les étiquettes, comportant un capteur infrarouge alimenté
par l'émetteur infrarouge, communiquent avec un lecteur RFID situé à proximité.
Le procédé de la localisation se présente comme suit : le lecteur RFID reçoit de la part des
étiquettes RFID un vecteur de données contenant l'identiﬁant de l'émetteur infrarouge,
lu par l'étiquette, ainsi que l'identiﬁant de cette dernière. En outre, le lecteur fournit la
valeur de la puissance du signal reçu relative à cette étiquette. Les valeurs de puissance
des diﬀérentes étiquettes d'une sous-zone donnée ainsi que leurs positions sont ensuite
employées aﬁn d'entraîner le réseau de neurones artiﬁciels. Pendant la phase de localisa-
tion, le système détermine d'abord la sous-zone dans laquelle se trouve l'étiquette portée
par l'objet d'intérêt en se basant sur la valeur de l'identiﬁant de l'émetteur infrarouge.
Etant donné la valeur de la puissance du signal émis par l'objet d'intérêt, la position de
ce dernier est estimée à l'aide du réseau de neurones relatif à la sous-zone considérée.
Pour évaluer les performances de leur système, les auteurs ont mené des expérimentations
dans le centre de transfert technologique à l'université de Murcia. Un émetteur infrarouge
a été placé dans chaque sous-zone de 9 m2. Des étiquettes de références espacées d'une
distance de 1 m ont été placées au plafond. Les résultats expérimentaux ont montré que
le système présente une précision de 65% pour une erreur inférieure ou égale à 1 m.
1.4.5.4 Systèmes de localisation par son audible
L'exploitation du son audible permet également de fournir une estimation de la
position dans les environnements intérieurs.
La plupart des dispositifs mobiles tels que le téléphone portable, le PDA sont équipés par
des émetteurs de son. Les systèmes de localisation peuvent alors réutiliser ces équipements
aﬁn de localiser leurs propriétaires dans les environnements intérieurs.
Toutefois, à cause des propriétés du son audible, son utilisation pour la localisation
en intérieur présente des limitations. En eﬀet, le son audible n'a pas une grande capacité à
passer à travers les murs. Par conséquent, la portée permise par les systèmes de position-
nement exploitant cette technologie est limitée à une salle. Par ailleurs, la transmission
d'un son audible par les systèmes de positionnement dans les environnements intérieurs
pourrait déranger les personnes se trouvant à l'intérieur de ces environnements.
Dans [27]-[28], un système de localisation en intérieur, connu sous le nom Beep,
utilisant les ondes sonores est décrit. Le système comporte des capteurs acoustiques placés
à des positions ﬁxes dans le banc d'essai. Il estime la position de l'objet par la méthode
de triangulation en exploitant les mesures de temps d'arrivée. Le système atteint une
erreur de localisation de 0.4 m pour 90% des mesures dans une salle de dimensions 20 m
× 9 m.
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Dans [29], les auteurs ont proposé un nouveau système de localisation basée sur
la méthode des signatures. Le système déﬁnit une nouvelle signature basée sur le son
d'ambiance et permettant d'identiﬁer une salle. Ce choix de signature se justiﬁe par le
fait que la géométrie d'une salle, les meubles qu'elle contient ainsi que les sources de bruit
(par exemple, les climatiseurs et les ordinateurs) qu'elle pourrait comporter forment un
son distinct permettant de la caractériser. Pendant la phase de calibration, le système
enregistre pour chaque salle sa signature ainsi qu'un numéro permettant de l'identiﬁer.
Pendant la phase de localisation, il estime la position de l'objet en identiﬁant la salle
dans laquelle il se trouve. Celle-ci est déterminée moyennant l'algorithme du voisin le
plus proche. Les résultats expérimentaux ont montré que le système réussit à localiser
correctement la salle avec une précision de 69%.
Dans [3], Cem et al. se sont inspirés du système de localisation par ondes ultraso-
nores, DOLPHIN [20], aﬁn de proposer un système de localisation basé sur la technique
de multiplexage par étalement de spectre. Le système exploite les mesures de temps d'ar-
rivée déterminées à partir de la corrélation entre le signal reçu par l'objet d'intérêt et les
signaux émis par quatre émetteurs de son, placés au plafond. Contrairement au système
DOLPHIN qui déploie la méthode de la latération, le système décrit dans [3] estime
la position de l'objet d'intérêt par la méthode de trilatération. Par ailleurs, il propose
deux méthodes pour le calcul de la position de l'objet. La première méthode calcule à
partir des combinaisons de trois mesures de TOA quatre estimations de la position de
l'objet. La moyenne des quatre estimations ainsi obtenues donne la position de l'objet.
La deuxième méthode utilise seulement les trois mesures de TOA les plus ﬁables pour le
calcul de la position de l'objet. Ces mesures correspondent à celles obtenues à partir des
amplitudes de corrélation les plus fortes.
Des expérimentations menées à l'intérieur d'un bureau vide de dimensions 1.5 m × 2
m × 3 m, situé à l'institut de Technologie d'Izmir, ont montré que le système permet
une erreur de 2 cm pour 99% des mesures. Toutefois, il est intéressent de noter que le
banc d'essai, où les expérimentations ont eu lieu, a été modiﬁé aﬁn de réduire les eﬀets
des trajets dus aux réﬂexions et les eﬀets de l'environnement extérieur. En eﬀet, le sol
a été recouvert de tapis, le plafond de matériau de faible réﬂectivité et les murs ont
été encerclés avec des rideaux. Une évaluation des performances de ce système dans un
environnement plus réel sera alors donnée dans le chapitre suivant.
En comparant les diﬀérentes technologies ainsi présentées, nous constatons que
la localisation par ondes radiofréquence présente l'avantage de bénéﬁcier des infrastruc-
tures de réseaux existantes. En revanche, elle ne permet pas une bonne estimation de
la position de l'objet d'intérêt. Contrairement à la radiofréquence, l'exploitation de la
technologie infrarouge dans la localisation en intérieur permet une très bonne précision
de localisation mais, requiert une infrastructure très coûteuse. Dans le cadre de cette
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thèse, nous nous sommes orientés vers la technologie du son audible. D'abord, comme
mentionné précédemment, la plupart des équipements portables sont équipés par cette
technologie. Nous pouvons alors y bénéﬁcier dans la conception des systèmes de locali-
sation. Par ailleurs, elle permet d'atteindre une bonne précision de localisation.
En ce qui concerne l'audibilité du son, notre première solution à ce problème consiste à
étaler la bande passante du signal en utilisant des séquences d'étalement. Ceci permettra
de réduire la densité spectrale de puissance puisque l'énergie du signal est étalée sur la
bande passante utile, et réduira alors l'audibilité des signaux.
1.5 Conclusion
Ce chapitre nous a permis d'introduire les concepts de base de la localisation.
Nous avons décrit quelques méthodes et algorithmes de localisation, parmi lesquels la
méthode des empreintes et les algorithmes probabilistes. Nous avons par ailleurs présenté
les systèmes de localisation les plus marquants dans la littérature ainsi que les principaux
critères d'évaluation des systèmes de localisation.
Parmi les technologies et les techniques de localisation que nous avons présentées
dans ce chapitre, nous allons maintenant nous focaliser sur celles qui interviennent dans
les procédés de localisation utilisés dans le cadre de cette thèse. Ces procédés font l'objet
du chapitre suivant.
Chapitre 2
Evaluation des performances d'un
système de localisation acoustique
destiné aux environnements internes
et basé sur la technique des
empreintes
2.1 Introduction
On propose dans ce chapitre un nouveau système de localisation acoustique per-
mettant d'estimer la position d'un objet d'intérêt à l'intérieur d'une salle. Ce système
pourra être adressé aux personnes atteintes de la maladie d'Alzheimer, qui risquent d'ou-
blier où ils ont mis leurs aﬀaires. Equipés par un émetteur ou par un récepteur de son,
les positions des malades sont estimées et enregistrées. Les patients peuvent alors re-
voir leurs déplacements eﬀectués durant la journée. Une autre application possible de
ce système consiste à fournir aux utilisateurs des informations cachées sur les objets se
trouvant à l'intérieur d'une salle. Ces informations comprennent, par exemple, le nom de
l'administrateur, le nom de l'imprimante et l'adresse IP d'un ordinateur.
On détaille dans les paragraphes qui suivent de ce chapitre le principe du système
proposé, on évalue ses performances par expérimentations et dans deux architectures :
une architecture orientée privée en utilisant la méthode d'accès multiple à répartition par
code (ou CDMA pour Code Division Multiple Access) et une architecture centralisée en
utilisant la méthode d'accès multiple à répartition dans le temps (ou TDMA pour Time
Division Multiple Access). On étudie également l'eﬀet de quelques paramètres sur les
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performances du système et on propose un critère de choix des mesures les plus ﬁables
pour l'estimation de la position.
On compare dans ce chapitre les performances du système proposé à celles du
système de localisation sonore présenté dans [3], qui est basé sur la méthode de trilaté-
ration. Cette comparaison aura un double intérêt : Le premier sera de montrer l'apport
de notre système par rapport aux systèmes de localisation existants. Le deuxième met-
tra en évidence l'eﬀet de la réverbération acoustique (qui est analogue aux eﬀets des
trajets multiples dans le cas d'une propagation radio) sur les approches de localisation
acoustique comme la méthode de la trilatération. Ceci présentera une contribution très
importante à la littérature de la localisation.
2.2 Système de localisation proposé
Le système que nous proposons exploite les ondes sonores audibles aﬁn de locali-
ser un objet d'intérêt à l'intérieur d'une salle. Il repose sur la méthode des signatures
et adopte la mesure de temps d'arrivée du signal de l'émetteur au récepteur comme si-
gnature. Il présente deux architectures : une architecture de localisation du récepteur
déployant la méthode CDMA et une architecture de localisation d'une source déployant
la méthode TDMA.
Le premier système peut être considéré comme un système à architecture orientée privée
vu que l'objet d'intérêt n'émet aucun signal et qu'il utilise ses capteurs aﬁn de détec-
ter les signaux émis par le système de localisation. Le calcul de la position de l'objet
d'intérêt se fait par une unité centrale placée au niveau de l'objet. Rappelons que les
systèmes à architecture orientée privée doivent vériﬁer deux propriétés. La première est
que l'objet d'intérêt n'a pas besoin d'informer les composants du système de sa présence.
La deuxième est que les composants du système ne se chargent pas de l'estimation de la
position de l'objet.
Le deuxième système proposé peut être vu comme un système à architecture centralisée :
une unité centrale dans le système se charge du calcul de la position de l'objet à partir
des données recueillies aux niveaux des récepteurs placés à des positions ﬁxes. Le respect
de la vie privée des utilisateurs est aussi considéré dans ce système vu que les utilisateurs
peuvent arrêter d'émettre le signal sonore utile pour la localisation s'ils ne souhaitent
pas que le système sache leurs positions.
Nous décrivons dans les paragraphes suivants les méthodes d'accès multiple uti-
lisées dans notre système de localisation notamment la méthode TDMA et la méthode
CDMA. Ces méthodes permettent le partage du support de communication entre les
émetteurs du système de localisation proposé.
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Figure 2.1: Principe d'accès TDMA.
2.2.1 Méthode d'accès multiple à répartition dans le temps
La Méthode d'accès multiple à répartition dans le temps, déployée par notre sys-
tème de localisation à architecture centralisée, consiste à assigner à chaque utilisateur
du système un intervalle de temps au cours duquel il transmet son signal (voir ﬁgure
2.1). Pour écouter la source i, les microphones placés à des positions ﬁxes considèrent
l'intervalle de temps i relatif à cette source.
2.2.2 Méthode d'accès multiple à répartition en codes
La Méthode d'accès multiple à répartition en codes permet d'accueillir à une même
fréquence les signaux des diﬀérentes sources de notre système de localisation à architec-
ture orientée privée grâce à la technique d'étalement à séquence directe (voir ﬁgure 2.2).
A chaque source est assignée une séquence d'étalement qui est `orthogonale' avec les
séquences des autres sources. Pour écouter la source i, l'utilisateur du système multi-
plie le signal qu'il a reçu avec le code relatif à cette source. La technique d'étalement
à séquence directe transforme chaque symbole de données de la source en un certain
nombre de bits de la séquence d'étalement, appelés chips, augmentant ainsi la largeur
de la bande du signal. Ceci réduit la densité spectrale de puissance du signal et diminue
alors son audibilité. Il existe diﬀérentes séquences d'étalement permettant de discrimi-
ner entre les diﬀérents signaux des sources grâce à leurs propriétés d'inter-corrélation et
d'auto-corrélation. Nous nous intéressons aux séquences binaires de longueur maximale
(appelées aussi les m-séquence) et les codes de Gold.
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Figure 2.2: Principe d'accès CDMA.
2.2.2.1 Les m-séquences
Les m-séquences sont générées à partir de polynômes binaires primitifs de degré n
et présentent une période Nn = 2




Si × Si+τ (2.1)
prend seulement deux valeurs diﬀérentes telles que :
θS,S(τ) =
Nn si τ = 0−1 si τ 6= 0 (2.2)
Leur fonction d'inter-corrélation prend trois valeurs possibles à savoir {−1,−t(n), t(n)−
2} où
t(n) = 1 + 2[(n+2)/2] (2.3)
[β] désigne la partie entière de β.
Les m-séquences présentent alors de bonnes propriétés d'auto-corrélation et d'inter-
corrélation. Cependant, leur nombre est relativement faible du fait qu'elles sont générées
à partir des polynômes primitifs.
2.2.2.2 Les séquences de Gold
Les séquences de Gold sont construites à partir de la combinaison de deux m-
séquences. Désignons par u et v deux m-séquences de période Nn = 2
n− 1, la famille de
séquences de Gold est donnée par :
G(u, v) = {u, v, u⊕ v, u⊕Dv, u⊕D2v. . . , u⊕DNnv} (2.4)
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où ⊕ l'opération logique du `ou-exclusif' et Di un opérateur de décalage cyclique de i
vers la gauche.
La famille G(u, v) comporte (Nn+2) séquences dont la fonction d'auto-corrélation prend
les valeurs {Nn,−1,−t(n), t(n) − 2} et dont la fonction d'inter-corrélation prend trois
valeurs possibles soit {−1,−t(n), t(n)− 2}. Les séquences de Gold présentent de bonnes
propriétés d'auto-corrélation et d'inter-corrélation. Par ailleurs, elles sont générées en
grand nombre puisqu'elles sont obtenues par combinaison de deux m-séquences de même
période [30]. Nous optons alors pour ce type de codes pour la réalisation de notre système
de localisation.
Les systèmes à étalement de spectre présentent des inconvénients tels que l'inter-
férence entre utilisateurs et l'eﬀet d'éblouissement. L'eﬀet d'éblouissement résulte de la
diﬀérence de puissance des signaux reçus : en eﬀet, le pic d'auto-corrélation d'un signal
atténué pourrait être masqué par des pics d'inter-corrélation avec des signaux puissants.
Il est, dans ce cas, diﬃcile au récepteur de détecter le signal atténué. Pour combattre ces
inconvénients, des techniques de détection à soustraction d'interférences et de contrôle de
puissance à l'émission sont déployées. Le système de localisation ultrasonore à étalement
de spectre, DOLPHIN [20], a utilisé un détecteur à soustraction successive d'interférences
aﬁn de réduire l'eﬀet de l'interférence entres ses diﬀérents émetteurs. Les développeurs
du système de localisation par ondes ultrasonores présenté dans [21] ont contrôlé la
puissance émise en chaque point aﬁn d'éviter l'eﬀet d'éblouissement, sans qu'il y ait un
contrôleur automatique de puissance. Pour notre système de localisation, aucune mesure
de réduction d'interférences ni de réduction de l'eﬀet d'éblouissement n'ont été prises.
Nous évaluons ses performances en tenant compte de ces deux eﬀets.
2.2.3 Méthode des signatures
Le système de localisation que nous proposons repose sur la méthode des signatures.
Cette méthode est adaptée aux environnements en intérieur vu qu'elle ne requiert pas la
présence d'une ligne de vue directe entre l'émetteur et le récepteur. Elle estime la position
de l'objet d'intérêt à partir des mesures préliminaires eﬀectuées à des emplacements
représentatifs pour les positions possibles de l'objet. Elle comporte alors deux phases :
une phase de calibrage et une phase de localisation.
2.2.3.1 Phase de calibrage
La phase de calibrage requiert d'abord la déﬁnition d'une signature identiﬁant de
façon unique la position. Une fois la signature est déﬁnie, la construction d'une base de
données comportant les positions de référence (i.e., les emplacements représentatifs pour
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Figure 2.3: Corrélation du signal reçu par l'un des signaux émis par les sources.
les positions possibles de l'objet) est nécessaire. Cette base de données sera utile pour
l'estimation de la position de l'objet d'intérêt pendant la phase de localisation.
Signature
Diﬀérents paramètres du canal de propagation permettent d'identiﬁer la position :
Le temps d'arrivée (ou TOA pour Time Of Arrival) du trajet d'amplitude maximale
dépend de la position de l'émetteur et celle du récepteur. Pour un récepteur de position
connue, il caractérise la position inconnue de l'émetteur. Pour un émetteur de position
connue, il identiﬁe la position inconnue du récepteur. Il présente alors un bon candidat
pour la signature de notre système de localisation.
Le temps d'arrivée est estimé à partir de la corrélation entre le signal reçu et le signal émis.
Dans le cas de notre système de localisation à architecture orientée privée, le récepteur
calcule la corrélation entre le signal reçu et les diﬀérents codes des sources placées à des
positions ﬁxes. L'instant du pic de corrélation obtenu pour chaque code correspond à un
estimé de TOA (ﬁgure 2.3). Les temps d'arrivée sont ensuite concaténés pour former la
signature du récepteur. Dans le cas du système de localisation à architecture centralisée,
les récepteurs placés à des positions ﬁxes corrèlent les signaux qu'ils ont reçus avec le
code de la source. La concaténation des TOAs estimés donne la signature de la source.
Construction de la base de données
Nous avons calibré le banc d'essai de façon uniforme, tous les 30 cm sur la largeur
et la longueur, comme le montre la ﬁgure 2.4. A chaque position, nous déposons la tige
sur laquelle est ﬁxé le microphone (ou le haut-parleur selon l'architecture du système).
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Figure 2.4: Conﬁguration du système de localisation proposé.
Le signal est enregistré et la procédure d'estimation de TOA, décrite dans le paragraphe
2.2.3.1, est répétée pour L = 25 positions de référence. Les L signatures sl 1≤l≤L ainsi
obtenues et les positions cl 1≤l≤L correspondantes sont stockées dans une base de données.
Dans la phase en ligne, la position de l'objet d'intérêt est comparée aux signatures des
références par le biais d'un estimateur de noyau.
2.2.3.2 Phase en ligne
Nous déposons l'objet d'intérêt à des endroits précis du banc d'essai. Nous relevons
ses coordonnées cartésiennes (cx, cy) et nous estimons sa signature s. L'objet d'intérêt
n'étant pas mobile, nous changeons sa position à chaque mesure. Nous cherchons, dans
cette phase, à estimer la position, c, de l'objet à partir de sa signature s et la base de don-
nées précédemment construite. Les méthodes probabilistes de localisation comme celles
présentées dans [31] [32] reposent sur l'estimation de l'espérance conditionnelle E(c|s),
qu'on note par m(s). Cette estimation peut être réalisée par les méthodes d'estimation
non paramétrique telles que la méthode de noyau. Nous détaillons, dans les paragraphes
suivants, le principe de l'estimateur de noyau en considérant le cas des variables scalaires
et le cas des variables vectorielles.
Estimateur à noyau : cas des variables scalaires
Par opposition aux techniques d'estimation paramétrique, les techniques d'estima-
tion non paramétrique ne font aucune hypothèse sur la forme de la fonction à estimer.
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Elles traduisent la relation d'une variable par rapport à une ou plusieurs autres à l'aide
d'un modèle général.
Etant une méthode d'estimation non paramétrique, la méthode de noyau eﬀec-
tue au voisinage de chaque point une régression locale. Le voisinage est assuré par une
fonction de poids K, appelée fonction noyau. La fonction noyau est généralement une
fonction de densité de probabilité [33]. Sa valeur, K(y − z), augmente lorsque la valeur
de (y− z) diminue. En d'autres termes, plus la valeur de y est proche de celle de z, plus
la valeur de K(y − z) est grande.
Pour illustrer l'estimateur à noyau, nous considérons le développement en série de
Taylor de degré p de l'espérance conditionnelle m() au point si situé au voisinage du
point s :
m(si) = m(s) +m
1(s)× (si − s) + . . .+mp(s)× (si − s)p × 1
p!
(2.5)
L'équation 2.5 suggère une régression locale polynômiale au voisinage de s. En tenant
compte de toutes les données (ci, si) contenues dans notre base de données, nous obtenons




{m(si)− β0(s)− β1(s)× (si− s)− . . .− βp(s)× (si− s)p}2×Kh(s− si) (2.6)
où β(s) = (β0(s), β1(s), . . . , βp(s))
T avec βp(s) =
m(p)(s)
p! et m
(p)(s) la pème dérivée de








K une fonction noyau et h une fenêtre de lissage. Celle-ci contrôle la convergence et l'équi-
libre biais-variance de l'estimateur. En remplaçant m(si) par sa valeur ci, le problème




{ci − β0(s)− β1(s)× (si − s)− . . .− βp(s)× (si − s)p}2 ×Kh(s− si) (2.8)
La solution au problème de minimisation 2.8 est alors donnée par la méthode des
moindres carrés pondérés :
β˜(s) = (STs WS)
−1STs WCb (2.9)
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1 s1 − s (s1 − s)2 . . . (s1 − s)p
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diag(Kh(s− s1) . . .Kh(s− sL))
)
diag(A) désigne la matrice diagonale dont la diagonale correspond à A.
Contrairement à la régression paramétrique des moindres carrés, cet estimateur dépend
de s : Il s'agit bien d'une régression locale au point s. En notant par β˜0(s),. . .,β˜p(s) les
composants de β˜(s), l'estimateur local polynômial de la fonction de régression m est
donné par :
m˜(s) = β˜0(s) (2.10)
Prenons quelques valeurs particulières de p. Pour p = 0, β˜(s) se réduit à β˜0(s) et nous ob-














i=1Kh(s− si)(si − s)j et Th,j(s) =
∑L
i=1Kh(s− si)(si − s)jci
L'estimateur localement linéaire est plus précis en termes de l'erreur quadratique
moyenne que l'estimateur de Nadaraya-Watson : Il présente un biais plus petit et une
variance égale. Ceci est généralisé au cas où p est supérieur à 1 [33]. Les estimateurs
d'ordres impairs présentent des performances meilleures que les estimateurs d'ordres
pairs. Nous optons alors pour l'estimateur localement linéaire pour notre système de
localisation.
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Estimateur à noyau : cas des variables vectorielles
La méthode de régression polynômiale dans le cas multidimensionnel est une gé-
néralisation du cas unidimensionnel. Considérons le cas particulier de l'estimateur loca-








−1(.)), H est la matrice de lissage (ou en anglais bandwidth
matrix), det(H) son déterminant et H−1 son inverse.
La solution à ce problème de minimisation est donnée par :
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. . . . . .











diag(KH(s− s1) . . .KH(s− sL))
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KH(s− si)× (si − s)× ci (2.19)
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l'estimateur localement linéaire estime la position c de l'objet d'intérêt par [34] :
c˜ =
T0 − ST1 − S−12 T1
S0 − ST1 − S−12 S1
(2.20)
Notons que S1 et T1 sont des vecteurs à de éléments et S2 est une matrice de dimensions
de × de ; où de est la dimension de la signature de l'objet d'intérêt.
En ce qui concerne la fonction noyau, nous avons opté pour la fonction noyau la plus








× yT × y) (2.21)
Par ailleurs, nous avons adopté la règle de Scott généralisée [33] pour déﬁnir la matrice
de lissage H :
H = L
−1
de+4 × C0 (2.22)
C0 étant la matrice de covariance des signatures des positions de références s1, s2, . . . , sL
et L étant le nombre de positions de références.
Dans ce qui suit, nous présentons les performances de notre système de localisation
évaluées par expérimentations dans une salle de stagiaires à l'Ecole Nationale Supérieure
d'Ingénieurs du Mans.
2.3 Evaluation expérimentale des performances du système
proposé
Nous évaluons par expérimentations les performances de notre système de locali-
sation dans deux architectures : architecture orientée privée et architecture centralisée.
Les performances sont données en termes de précision en fonction de l'erreur de localisa-
tion (ou precision versus accuracy) et en termes de distribution de précision sur la zone
d'intérêt (ou precison distribution in the work area). Rappelons que l'erreur de localisa-
tion correspond à la distance entre la position réelle de l'objet à localiser et sa position
estimée. La `Précision' (ou Precision) désigne la fonction de distribution cumulative, qui
à chaque valeur d'erreur de localisation e, associe le pourcentage des mesures ayant au
moins e pour erreur. La distribution de précision représente la précision par position.
Avant de commencer notre campagne de mesures, nous avons eﬀectué des mesures préli-
minaires qui ont conduit aux choix des valeurs suivantes pour les paramètres du système :
 51200 Hz pour la fréquence d'échantillonnage,
 3000 Hz pour la fréquence de porteuse et la fréquence de chip,
 127 chips pour la longueur de la séquence de Gold.
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Figure 2.5: Photos du site d'expérimentation.
2.3.1 Description du site d'expérimentation
Il s'agit d'une salle des stagiaires de l'Ecole Nationale Supérieure d'Ingénieurs
du Mans. Comme montré à la ﬁgure 2.5, elle comporte des ordinateurs, des bureaux
et diﬀérents matériaux. Par ailleurs, elle comporte un ventilateur mécanique contrôlé
générant un bruit cyclique de 25 Hz (voir ﬁgure 2.6). La zone d'intérêt dans laquelle
nous avons eﬀectué les mesures est de dimensions 1.5× 1.5× 0.75 m3.
Notons que le banc d'essai décrit dans le système de localisation présenté dans
[3] a été encerclé avec des rideaux. Le plafond a été recouvert de matériau de faible
réﬂectivité et le sol de tapis. Dans notre expérimentation, aucune disposition n'a été
prise pour réduire les eﬀets des réﬂexions et les eﬀets extérieurs sur le banc d'essai.
2.3.2 Matériel
Pour le système de localisation à architecture orientée privée, nous avons déployé
au maximum quatre haut-parleurs, un microphone, deux ampliﬁcateurs, une carte d'ac-
quisition et un ordinateur (ﬁgure 2.7). Pour le système de localisation à architecture
centralisée, nous avons utilisé quatre microphones, un haut-parleur, deux ampliﬁcateurs,
une carte d'acquisition et un ordinateur.
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Figure 2.6: Signal reçu.
Figure 2.7: Schéma de raccordement du système de localisation.
La carte d'acquisition comporte deux modules : un module d'acquisition, NI9234 [35], à
convertisseur analogique-numérique de type Delta-Sigma à 24 bits et un module, NI9263
[36], à convertisseur numérique-analogique de type String à 16 bits. Le microphone est à
condensateur pré-polarisé avec préampliﬁcateur intégré et présente une sensibilité de 10
mV/Pa. Les signaux sont émis à faible amplitude aﬁn qu'ils soient légèrement audibles.
L'acquisition de données entre l'ordinateur et la carte d'acquisition est eﬀectuée par
le biais du logiciel LabVIEW. Le traitement du signal s'est fait par l'intermédiaire de
Matlab.
Les performances du système de localisation à architecture orientée privée seront
présentées dans le prochain paragraphe.
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Figure 2.8: 1er banc de test du système de localisation à architecture orientée privée.
2.3.3 Système de localisation à architecture orientée privée
Dans le système de localisation à architecture orientée privée, nous plaçons trois
haut-parleurs à des positions ﬁxes dans le banc d'essai et nous faisons varier la position
du microphone. Nous assignons à chacun des trois haut-parleurs un code de Gold unique.
Les trois haut-parleurs émettent simultanément leurs codes de Gold modulés en phase.
Pendant la phase de calibrage, nous plaçons le microphone à chaque position de référence.
Nous corrélons le signal reçu avec les diﬀérents codes des haut-parleurs aﬁn d'estimer la
signature de la position de référence. Pendant la phase de localisation, nous disposons
la tige sur laquelle est ﬁxé le microphone à des positions précises dans le banc d'essai.
Nous déterminons la signature du microphone et nous estimons sa position à l'aide de
l'estimateur localement linéaire et ce à partir de la base de données construite durant la
phase de calibrage. La ﬁgure 2.8 montre l'emplacement des trois haut-parleurs, les posi-
tions de référence et les positions de l'objet d'intérêt. Les haut-parleurs sont représentés
par des triangles et les positions de références et de l'objet d'intérêt sont respectivement
représentés par des rectangles et des cercles.
Pour évaluer les performances de notre système de localisation, nous avons prélevé
29 positions aléatoirement distribuées dans la zone d'intérêt et situés à une hauteur de
28 cm. Nous avons eﬀectué plus de 30 mesures à chaque position. Cependant, nous avons
remarqué que nous obtenons les mêmes résultats que si nous considérons 7 mesures. Nous
reportons dans les prochains paragraphes les résultats obtenus avec 7 mesures.
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Figure 2.9: Précision de localisation pour une erreur de 8.5 cm en fonction du nombre
de références.
2.3.3.1 Performance du système de localisation à architecture orientée pri-
vée
Nous reportons dans le tableau 2.1 la fonction de distribution cumulative de l'erreur
de localisation obtenue avec notre système de localisation à architecture orientée privée.
Le système permet une erreur inférieure ou égale à 8.5 cm, qui est de l'ordre de l'un
quart du pas de maillage, et ce pour environ 80% des mesures.
Erreur (cm) 5 6 8.5 12 15
Précision (%) 55.66 66.5 80.29 90.64 94.08
Table 2.1: Précision en fonction de l'erreur de localisation obtenue avec le système de
localisation à architecture orientée privée.1er banc de test.
D'autre part, nous étudions l'eﬀet du nombre de positions de références sur les
performances du système. Seulement, les M meilleures positions de références, selon le
poids KH(si − s), contribuent à l'estimation de la position. Rappelons que si représente
la signature de la position de référence i et s représente la signature de l'objet qu'on
cherche à localiser. La précision de localisation pour une erreur inférieure ou égale à
8.5 cm obtenue pour diﬀérentes valeurs de M est représentée sur la ﬁgure 2.9. Nous
constatons que nous atteignons la même précision pour M ≥ 7 positions de références.
Les autres positions de références ne contribuent alors pas à l'estimation de la position.
Ceci s'explique par le fait que la fonction noyau assigne un poids faible quand la valeur
(si − s) est élevée.
Par ailleurs, nous examinons l'eﬀet des M meilleures positions de références sur
la distribution de la précision dans la zone d'intérêt. Les précisions de localisation pour
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Figure 2.10: Distribution de la précision pour une erreur de 8.5 cm, M = 7.
Figure 2.11: Distribution de la précision pour une erreur de 8.5 cm, M = 10.
une erreur inférieure ou égale à 8.5 cm obtenue avec les 7 et 10 meilleures positions
de références sont respectivement reportées sur les ﬁgures 2.10 et 2.11. Les résultats
numériques extraits de ces ﬁgures sont reportés dans le tableau 2.2. 100% des mesures
par position ont une erreur inférieure ou égale à 8.5 cm pour 23 positions et ce pourM = 7
et M = 10. Cependant, il est important de remarquer que 21 positions présentent les
mêmes résultats quelque soit la valeur de M et que 2 positions ont des résultats diﬀérents.
Nous concluons que, pour estimer les positions situées au centre de la zone d'intérêt, il est
préférable d'utiliser la valeur de M = 10, alors que, pour localiser les microphones aux
bords de la zone d'intérêt, il est préférable d'utiliser la valeur de M=7. Par conséquent, le
système permet une erreur inférieure ou égale à 8.5 cm pour 100% des mesures eﬀectuées
à 25 positions et pour 87.19% des mesures totales.
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Table 2.2: Distribution de la précision pour une erreur de 8.5 cm.
Nous comparons dans le paragraphe suivant les performances de notre système de
localisation à celles du système de localisation sonore à étalement de spectre décrit dans
[3]. Ce système déploie quatre haut-parleurs émettant chacun un code de Gold unique et
utilise la méthode de la trilatération aﬁn d'estimer la position du microphone. Il repose
sur les mesures de temps d'arrivée obtenus à partir de la corrélation entre le signal reçu
et les diﬀérents codes des haut-parleurs.
2.3.3.2 Comparaison avec un système de localisation sonore à étalement de
spectre
Aﬁn de mener une comparaison objective du système de localisation sonore pré-
senté dans [3] avec notre système, nous avons évalué ses performances dans notre banc
d'essai. Les fonctions de distribution cumulative de l'erreur de localisation relatives à ces
deux systèmes sont représentées sur la ﬁgure 2.12. Les résultats montrent que le système
proposé présente des performances meilleures que celui décrit dans [3]. Notre système
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Figure 2.12: Comparaison des fonctions de distribution cumulative de l'erreur de
localisation du système proposé et de celui présenté dans [3].
permet une erreur de 8.5 cm pour 87% des mesures, alors que, le système dans [3] at-
teint une erreur de 12 cm avec 80% des mesures. Cependant, il est à noter que pour une
erreur inférieure ou égale à 7 cm, les fonctions de distribution cumulative de l'erreur des
deux systèmes sont similaires et qu'à partir de cette valeur, le système proposé devient
meilleur.
Il est intéressant de signaler que le système proposé dans [3] présente des perfor-
mances inférieures à celles reportées dans [3]. Ceci est dû au fait que des dispositions
ont été considérées aﬁn de réduire les eﬀets des réﬂexions et les eﬀets extérieurs sur le
banc d'essai présenté dans [3]. Notre banc d'essai fait partie de l'environnement réel et
n'a pas été modiﬁé pour évaluer les performances du système. Cette comparaison montre
l'eﬀet de la réverbération sur la méthode de la trilatération. Cet eﬀet a été déjà démontré
dans le cas de la localisation par ondes radiofréquences. En eﬀet, dans la littérature de la
localisation par ondes radiofréquences, les premières approches ont ignoré les eﬀets des
trajets multiples et ont eu recours à la méthode de triangulation en se basant sur les me-
sures de la puissance du signal reçu aux niveaux des stations de base voisines. Les travaux
ultérieurs ont eu plus de succès puisqu'ils ont utilisé la méthode des signatures qui tient
compte de l'eﬀet des trajets multiples. De même, ici, nous avons constaté que la précision
de la méthode de la trilatération se dégrade dans les environnements acoustiques réels.
Bien que ce résultat ne soit pas surprenant, nos expérimentations sont les premières à
montrer l'eﬀet de la réverbération sur les approches de localisation acoustique.
Dans ce qui suit, nous étudions l'eﬀet du nombre des haut-parleurs ainsi que leurs
emplacements sur les performances de notre système de localisation.
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Figure 2.13: 2ème banc de test du système de localisation à architecture orientée privée.
2.3.3.3 Eﬀet du nombre des haut-parleurs
Nous plaçons quatre haut-parleurs à des positions ﬁxes dans le banc d'essai comme
le montre la ﬁgure 2.13. Nous gardons les mêmes positions de références et les mêmes
positions de l'objet d'intérêt que celles du banc d'essai de la ﬁgure 2.8. Nous eﬀectuons
sept mesures par position. Quelques unes sont prises en présence des stagiaires autour
de la zone d'intérêt.
Erreur (cm) 5 6 8.5 12 15
Précision (%) 27.58 32.01 37.93 48.27 58.12
Table 2.3: Précision en fonction de l'erreur de localisation du système de localisation
à architecture orientée privée.2ème banc de test.
Nous reportons dans le tableau 2.3 la fonction de distribution cumulative de l'erreur
de localisation obtenue dans le banc d'essai de la ﬁgure 2.13. Les résultats montrent une
dégradation de la précision de 40% pour une erreur inférieure ou égale à 8.5 cm, comparé
au cas de trois haut-parleurs. Nos résultats sont en accord avec ceux trouvés avec Cem
et al. [3] qui ont observé une dégradation de la précision de localisation en considérant
quatre mesures de temps d'arrivée par rapport au cas de trois meilleurs mesures. Ces
auteurs ont expliqué ces résultats par une mauvaise estimation de temps d'arrivée des
trajets les plus longs. Une nette amélioration en termes de la précision de localisation a
été observée par ces auteurs [3] suite à l'augmentation de la longueur du code de Gold à
511 chips.
Aﬁn d'améliorer les performances de notre système, nous attribuons à chaque haut-
parleur un paramètre de qualité de pic de corrélation. Selon ce critère, seuls les trois
meilleurs haut-parleurs, vont contribuer à l'estimation de la position. Ceci signiﬁe que
seulement les trois haut-parleurs sélectionnés dans la signature de l'objet et qui sont
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contenus dans la base de données sont utilisés dans le calcul de la position du microphone.
Le paramètre de qualité de pic relatif au ième haut-parleur est déﬁni par :
qi = max(RR,Si(τ)) (2.23)
où RR,Si est l'inter-corrélation entre le signal reçu R et le signal Si du i
ème haut-parleur.
Notons que ce critère a été proposé dans [3] mais, il n'a pas été appliqué. Nous illustrons
dans le tableau 2.4 la fonction de distribution cumulative de l'erreur de localisation
obtenue dans le cas de quatre haut-parleurs et dans le cas de trois meilleurs haut-parleurs.
Les résultats montrent que le choix des trois mesures du temps d'arrivée les plus ﬁables
apporte une amélioration de 24% comparé au cas des quatre haut-parleurs.
Erreur (cm) 5 6 8.5 12 15
Précision(%), 4 haut-parleurs 27.58 32.01 37.93 48.27 58.12
Précision(%), 3 meilleurs haut-parleurs 35.96 51.72 61.57 68.96 74.38
Table 2.4: Précision en fonction de l'erreur de localisation du système à architecture
orientée privée utilisant 4 haut-parleurs ou 3 meilleurs haut-parleurs.
D'autre part, comme dans le cas du premier banc d'essai, nous examinons l'eﬀet
du nombre de références sur les performances du système pour les deux cas suivants : cas
de trois meilleurs haut-parleurs et cas de quatre haut-parleurs. Les résultats, reportés
sur les ﬁgures 2.14 et 2.15, montrent que la meilleure précision est obtenue pour M = 6
et M = 7 respectivement pour le cas de quatre haut-parleurs et le cas de trois meilleurs
haut-parleurs. Nous reportons également dans le tableau 2.5 et la ﬁgure 2.16 les fonctions
de distribution cumulative de l'erreur de localisation obtenues dans le cas de quatre haut-
parleurs et le cas de trois meilleurs haut-parleurs avec les valeurs respectives de M = 6
et M = 7. Le système permet une erreur inférieure ou égale à 8.5 cm pour 64.5% et
40% des mesures respectivement pour les trois meilleurs haut-parleurs et pour les quatre
haut-parleurs. Une amélioration en précision de 3% a été observée en comparant ces
résultats avec ceux obtenus avec toutes les références (M = 25).
Erreur (cm) 5 6 8.5 12 15
Précision (%)4 haut-parleurs, M = 6 26.60 32.51 40.39 44.33 48.76
Précision (%) 3 meilleurs haut-parleurs, M = 7 43.84 53.69 64.53 70.44 72.90
Table 2.5: Précision en fonction de l'erreur de localisation du système à architecture
orientée privée, M ∈ {6, 7}.
Par ailleurs, nous reportons, à titre de comparaison, à la ﬁgure 2.17, les fonctions
de distribution cumulative de l'erreur de localisation obtenue avec notre système de
localisation et avec le système de localisation sonore à étalement de spectre décrit dans
[3] et évalué dans notre banc d'essai. Le système proposé permet une erreur inférieure ou
Chapitre 2. Evaluation des performances d'un système de localisation acoustique basé
sur la technique des empreintes 51
Figure 2.14: Précision de localisation pour une erreur de 8.5 cm en fonction du nombre
de positions de référence, 4 haut-parleurs.
Figure 2.15: Précision de localisation pour une erreur de 8.5 cm en fonction du nombre
de positions de référence, 3 meilleurs haut-parleurs.
égale à 8.5 cm pour 64% des mesures, alors que, le système dans [3] atteint une erreur
inférieure ou égale à 18 cm pour ce même pourcentage de mesures. Comme dans le cas
du premier banc d'essai, notre système présente des performances meilleures que celles
du système décrit dans [3] pour des erreurs supérieures à 7 cm.
Dans ce qui suit, nous évaluons les performances de notre système de localisation
à architecture centralisée et utilisant la méthode TDMA.
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Figure 2.16: Précision en fonction de l'erreur de localisation, cas de 4 haut-parleurs
et cas de 3 meilleurs haut-parleurs .
Figure 2.17: Comparaison des fonctions de distribution cumulative de l'erreur de
localisation du système proposé et de celui présenté dans [3], cas de 3 meilleurs haut-
parleurs.
2.3.4 Système de localisation à architecture centralisée
Dans le système de localisation à architecture centralisée, nous plaçons quatre
microphones à des positions ﬁxes dans le banc d'essai et nous faisons varier la position
du haut-parleur. Ce dernier émet un code de Gold modulé en phase. Pendant la phase
de calibrage, nous plaçons le haut-parleur à chaque position de référence. Nous corrélons
le signal reçu au niveau de chaque récepteur avec le code du haut-parleur aﬁn d'estimer
la signature de la position de référence. Pendant la phase de localisation, nous disposons
la tige sur laquelle est ﬁxé le haut-parleur à des positions précises dans le banc d'essai.
Nous déterminons la signature du haut-parleur et nous estimons sa position à l'aide de
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Figure 2.18: Banc de test du système de localisation à architecture centralisée.
l'estimateur localement linéaire à partir de la base de données construite durant la phase
de calibrage. La ﬁgure 2.18 montre l'emplacement des quatre microphones, les positions
de référence et les positions de l'objet d'intérêt. Les microphones sont représentés par
des triangles et les positions de références et de l'objet d'intérêt sont respectivement
représentés par des rectangles et des cercles.
Il est intéressant de remarquer que, dans cette architecture, nous avons déployé 4
microphones au lieu de trois. En eﬀet, il est avantageux de déployer plusieurs récepteurs
aﬁn d'obtenir des informations supplémentaires pour l'estimation de la position surtout
qu'aucune interférence n'est présente. Néanmoins, nous devons prendre en considération
le coût du système. Cette diﬀérence au niveau du nombre des récepteurs et des émetteurs
déployés dans le système de localisation à architecture orientée privée et le système de
localisation à architecture centralisée a été observée dans des travaux antérieurs tels que
le système de localisation ultrasonore 3D-LOCUS [21].
2.3.4.1 Performance du système de localisation à architecture centralisée
Nous reportons dans le tableau 2.6 la fonction de distribution cumulative de l'erreur
de localisation obtenue avec notre système de localisation à architecture centralisée.
Erreur (cm) 1 1.3 1.4 1.6 1.8 1.9 2 2.1 2.2 2.6 2.7 3
Précision (%) 57.33 62.66 62.66 69.33 74.66 78.66 78.66 82.66 86.66 89.33 93.33 93.33
Table 2.6: Précision en fonction de l'erreur de localisation du système de localisation
à architecture centralisée.
Le système proposé permet une erreur de l'ordre de 2.7 cm pour 93.33% des me-
sures. Comparé au système de localisation à architecture orientée privée, ce système
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Figure 2.19: Précision de localisation pour une erreur de 2.7 cm en fonction du nombre
de positions de référence.
présente des performances meilleures. Ceci est dû à l'absence de l'eﬀet d'éblouissement
et de l'interférence. Cependant, il est à noter que contrairement au système de localisa-
tion à architecture centralisée, le système de localisation à architecture orientée privée
est capable de localiser simultanément plusieurs récepteurs.
D'autre part, l'eﬀet du nombre de M meilleures positions de références sur les
performances du système a été également étudié. Nous représentons sur la ﬁgure 2.19
la précision de localisation obtenue pour diﬀérentes valeurs de M . Nous constatons que
pour M ≥ 6, 93.33% des mesures ont une erreur de localisation inférieure ou égale à 2.7
cm. Nous illustrons également dans le tableau 2.7 la précision de localisation obtenue
pour diﬀérentes valeurs de l'erreur de localisation et ce pourM = 7. Nous observons une
amélioration d'environ 3% comparé aux résultats obtenus avec toutes les références.
Erreur (cm) 1 1.3 1.4 1.6 1.8 1.9 2 2.1 2.2 2.6 2.7 3
Précision (%) 57.33 62.66 66.66 70.66 74.66 78.66 81.33 85.33 86.66 89.33 93.33 93.33
Table 2.7: Précision en fonction de l'erreur de localisation du système de localisation
à architecture centralisée, M = 7.
Par ailleurs, nous représentons, sur la ﬁgure 2.20, la précision par position obtenue
pour une erreur de 2.7 cm. 100% des mesures par position ont une erreur inférieure ou
égale à 2.7 cm pour toutes les positions à l'excepté de deux.
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Figure 2.20: Distribution de la précision pour une erreur de 2.7 cm, M = 7.
2.4 Conclusion
Dans ce chapitre, nous avons présenté un système de localisation acoustique basé
sur le temps d'arrivée et sur la méthode des signatures [1] [2]. Le système a été évalué
dans deux architectures : une architecture orientée privée et une architecture centralisée.
La première architecture utilise la méthode CDMA alors que la deuxième déploie la
méthode TDMA. L'eﬀet du nombre des haut-parleurs ainsi que leurs positions a été étudié
dans la première architecture et l'inﬂuence du nombre de positions de références sur les
performances des deux architectures a été examinée. Une détérioration des performances
du système de localisation à architecture orientée privée a été observée en ajoutant
un nouveau haut-parleur et en changeant l'emplacement des sources. Cependant, une
amélioration a été atteinte en sélectionnant les trois meilleures sources à inclure dans
l'estimation de la position. D'autre part, le choix des meilleures positions de référence
a amélioré les performances de 7% et 3% respectivement pour le système à architecture
orientée privée et pour le système à architecture centralisée.
Pour mener une comparaison objective entre notre système de localisation à archi-
tecture orientée privée et celui présenté dans [3], nous avons évalué les performances de
ce système [3] dans notre banc d'essai. La fonction de distribution cumulative de l'erreur
de notre système s'est révélée être meilleure. Cette comparaison conﬁrme les résultats
trouvés dans la localisation par ondes radiofréquences. Cependant, nos expériences sont
les premières à montrer l'eﬀet de la réverbération sur les approches de localisation acous-
tique. Le chapitre suivant sera consacré à la description et à l'emploi d'une technique




multi-échelles basé sur la méthode
de retournement temporel
3.1 Introduction
Dans le chapitre précédent, nous avons montré l'eﬀet des trajets multiples sur l'es-
timation de la position de l'objet d'intérêt par la méthode de trilatération. La solution
que nous avons proposée consistait à appliquer la méthode des signatures. Cependant,
cette méthode présente quelques inconvénients tels que la construction de la base de
données ainsi que le temps mis pour cette construction et la mémoire requise pour l'en-
registrement de la base de données. Une autre solution à l'eﬀet des trajets multiples
consiste à déployer la technique de retournement temporel.
Depuis près de vingt-cinq ans [37], les techniques de retournement temporel ont été
développées dans le domaine des ultrasons pour de nombreux domaines d'applications
dont la détection des défauts dans les solides, l'acoustique sous-marine et l'imagerie et la
thérapie médicales par ultrasons. Pour certaines applications récentes, le retournement
temporel est utilisé dans le domaine audible [38] et pour des vibrations structurales, en
particulier pour localiser les sources de vibrations dans une structure complexe [39].
Le retournement temporel repose sur l'invariance de l'équation de propagation d'onde
acoustique par renversement de temps. Dans les milieux non dissipatifs, les équations
gouvernant les ondes garantissent que pour toute onde divergente de la source, il existe
une onde qui converge vers la source initiale. Ceci reste vrai si le milieu de propagation
est objet à des réﬂexions, des réfractions et des diﬀusions. Le retournement temporel
présente alors une technique de focalisation très puissante dans les milieux complexes
[40].
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Dans les environnements intérieurs, de nombreux obstacles sont présents comme
les murs, le sol, le plafond, le mobilier. Ceux-ci génèrent des trajets multiples aﬀectant
les techniques de localisation par dégradation de leurs performances. Dans ce chapitre,
nous déployons la méthode du retournement temporel pour la localisation en intérieur.
Le canal multi-trajets est alors réduit à sa fonction d'auto-corrélation qui ressemble à une
fonction de Dirac. Le système de localisation que nous proposons permet à un récepteur
d'atteindre avec diﬀérentes précisions de localisation sa destination souhaitée qui est
équipée par une source sonore. Le système peut également être appliqué pour trouver
une source qui souhaite se localiser. Dans les deux cas, le récepteur se déplace, dans la
zone d'intérêt à la recherche de la position qui maximise l'énergie du signal reçu.
Dans un premier temps, nous rappelons brièvement, dans ce chapitre, quelques
notions de l'opération de retournement temporel notamment la cavité et le miroir à re-
tournement temporel. Nous présentons le formalisme de cette méthode de point de vue du
traitement de signal et nous introduisons le diagramme de directivité. Dans une deuxième
partie, nous décrivons le scénario de notre système de localisation ainsi que l'algorithme
du recuit simulé. Dans une troisième partie, nous présentons les performances du système
évaluées par simulations et par expérimentations. Enﬁn, dans une dernière partie, nous
nous intéressons à la réduction du délai de localisation de notre système.
3.2 Quelques notions de base relatives à la technique de
retournement temporel
3.2.1 Retournement temporel et concept de la cavité à retournement
temporel
En acoustique, l'équation de propagation d'onde en milieux non dissipatifs est
invariante par renversement de temps puisque seules interviennent les dérivés temporelles
d'ordre pair. Ceci implique qu'à chaque onde ψ(rr, t) divergente correspond une onde
ψ(rr,−t) convergente vers sa source acoustique.
D. Casserau et M. Fink ont développé le concept de la cavité à retournement
temporel [41]. Ils ont montré, en exploitant le théorème de Helmoltz-Kirchoﬀ, que la
seule connaissance du champ sur une surface fermée suﬃt pour réaliser l'opération de
retournement temporel en tout point du volume. Il n'est pas alors nécessaire de connaître
le champ en tout point du volume considéré pour atteindre la focalisation.
En reposant sur la propriété d'invariance de l'équation de propagation d'onde et
sur le principe de Helmoltz-Kirchoﬀ, une expérience de retournement temporel peut alors
se décrire en deux phases : une phase d'enregistrement (ou réception) et une phase de
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réémission (ou émission). Dans un premier temps, la source émet une impulsion acous-
tique. L'onde générée est réﬂéchie, diﬀractée et diﬀusée dans le milieu de propagation. Un
réseau de transducteurs répartis sur la surface de contrôle enregistre le champ reçu. Dans
un second temps, chaque transducteur de la cavité réémet le champ enregistré dans une
chronologie inverse par rapport à la réception. D.Cassereau et M.Fink ont démontré que
le champ ainsi créé est égal à l'onde initialement émise mais retournée temporellement
[41]. Cette onde converge vers la source initiale. Par ailleurs, ils ont démontré que la taille
de la tache focale, déﬁnie comme la largeur à mi-hauteur de la zone sur laquelle l'énergie
est focalisée, est limitée par le phénomène de diﬀraction. Cette taille est de l'ordre de la
demi-longueur d'onde associée aux signaux utilisés.
3.2.2 Miroir à retournement temporel
La cavité à retournement temporel est diﬃcilement réalisable en pratique. En ef-
fet, d'après le critère de Shannon, pour que le champ soit correctement échantillonné
spatialement, il faut que la distance qui sépare deux transducteurs soit inférieure à la
demi-longueur d'onde. Pour une fréquence de 1 MHz, par exemple, les transducteurs
doivent être séparés d'une distance de 0.75 mm, ce qui nécessite 17000 transducteurs
pour une cavité d'une dizaine de centimètres de diamètre [42]. En pratique, cette cavité
est remplacée par une surface non fermée appelée le miroir à retournement temporel. Ce
miroir à retournement temporel est composé de transducteurs capables d'enregistrer le
champ en provenance des sources et de réémettre leurs retournés temporels dans le mi-
lieu de propagation. Chaque transducteur dispose des composants électroniques suivants :
ampliﬁcateur, convertisseur analogique-numérique, des mémoires numériques et un gé-
nérateur programmable capable de synthétiser le retourné temporel du signal enregistré
dans la mémoire [40].
Dans ce qui suit, nous présentons le formalisme du retournement temporel de point
de vue du traitement de signal.
3.2.3 Retournement temporel de point de vue du traitement de signal
Dans le cas des systèmes linéaires et invariants dans le temps, pour tout signal
S(t), émis par une source placée en rs, le signal reçu à un point ri s'écrit sous la forme
d'une convolution entre le signal S(t) et la réponse impulsionnelle du canal, hi (rs, ri,
t), entre les deux points rs et ri :
Ri(t) = S(t)
⊗
hi(rs, ri, t) (3.1)
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Chaque transducteur i du miroir à retournement temporel réémet le signal qu'il a reçu




Le signal reçu à une position quelconque rr s'écrit alors :









i(ri, rr, t) (3.3)
où h
′
i(ri, rr, t) la réponse impulsionnelle entre ri et rr. A la position de la source, on
obtient :







hi(ri, rs, t) (3.4)
Le retournement temporel est alors, un ﬁltre adapté au sens du traitement de
signal. Durant la première phase, le signal initialement émis est ﬁltré par le canal de
propagation. Chaque trajet a une amplitude et un retard particuliers. Le retournement
temporel renvoie dans le canal les diﬀérentes répliques du signal en compensant leurs
retards : Les signaux les plus lents, arrivés en premier au niveau des transducteurs, sont
réémis en premier et les signaux les plus rapides sont réémis en dernier. De ce fait, les
signaux arrivent tous en même temps au point de la source et se somment alors de façon
cohérente.
En utilisant les enveloppes complexes Se(t),hei(rs, ri, t) et h
′
ei(ri, rr, t) du signal
S(t) et des canaux hi(rs, ri, t) et h
′
i(ri, rr, t), nous pouvons écrire Ye(rr, t), l'enveloppe










ei(ri, rr, t) (3.5)
où a∗ désigne le conjugué complexe de a.
Etant donné que hei(rs, ri, t) =
∑
k αik × e−jwτ ik δ(t − τik) et h
′
ei(ri, rr, t) =
∑
l γil ×
e−jwθil δ(t − θil) où w = 2 × pi × f , f étant la fréquence de la porteuse, αik et τik
correspondent respectivement à l'atténuation et au retard du trajet k entre la source
et le transducteur i. βil et θil représentent respectivement l'atténuation et le retard du






αik × γil × ejw(τ ik−θil ) × S∗e (−t− τik + θil) (3.6)
Le diagramme de corrélation spatiale (ou diagramme de directivité par analogie
avec la physique) est obtenu à partir de la courbe ζ(rr) = maxt (|Ye(rr, t)|), S(t) étant
un signal impulsionnel. En observant l'expression de Ye(rr, t), nous constatons que ce
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diagramme dépend à la fois de la fréquence f et des positions respectives de la source et
du récepteur par rapport aux positions des transducteurs. Nous nous intéressons dans le
paragraphe suivant à l'allure de ce diagramme.
3.2.4 Diagrammes de corrélation spatiale (ou diagrammes de directi-
vité par analogie avec la physique)
Nous considérons une salle de dimensions 4× 4× 2.2 m3 équipée de quatre trans-
ducteurs. Dans un premier temps, nous représentons dans la ﬁgure 3.1 les diagrammes de
corrélation spatiale de trois sources notées SS1, SS2 et SS3, obtenus avec une fréquence
de 200 Hz. Le diagramme de corrélation spatiale d'une source donnée est calculé aux
points qui l'entourent. Cette zone d'intérêt correspond à une zone carrée de largeur 1.2
m centrée à la position de la source. Nous remarquons que la forme du diagramme n'est
pas la même pour les trois sources : Elle est circulaire pour SS1, qui est placée approxi-
mativement à la même distance des quatre transducteurs. Pour SS2 et SS3, situées à
diﬀérentes distances des transducteurs, le diagramme tend vers une forme elliptique.
Dans un second temps, nous représentons sur la ﬁgure 3.2 les diagrammes de
corrélation spatiale de la source SS1 pour diﬀérentes valeurs de la fréquence f. Comme
attendu, l'allure du diagramme varie en fonction de f : le terme e
jw(τ ik
−θil ) de l'équation
3.6 contrôle cette allure. En eﬀet, pour une valeur basse de la fréquence f, ce terme varie
lentement en fonction de la position du récepteur (qui se traduit par le terme θil) donnant
ainsi un diagramme plat. L'augmentation de la valeur de la fréquence générera des pics
prématurés dans la zone d'intérêt et réduira la largeur du pic autour de la source. Pour
une valeur assez élevée de f, ce terme varie rapidement générant ainsi un pic aigu à la
position de la source et des pics prématurés dans la zone d'intérêt.
Dans un diagramme plat (fréquence basse), la position de la source n'est plus
distinguée par rapport à ses proches voisins. Dans un diagramme présentant des pics
prématurés (fréquences élevée), le récepteur, qui cherche la source, pourra croire la trou-
ver en tombant sur l'un de ces pics. Il est alors diﬃcile d'estimer la position de la source
en considérant une seule fréquence porteuse. Cependant, il serait possible de varier la
fréquence et tirer proﬁt des allures respectives des diagrammes obtenus pour aboutir à
une bonne précision de localisation. C'est cette idée-là qui représente la base de notre
système de localisation.





Figure 3.1: Diagrammes de corrélation spatiale obtenus avec f = 200 Hz et d = 1.2 m
pour diﬀérentes sources : (a) SS1 (1.96m, 2.08m, 1.5m), (b) SS2 (2.73m, 1.93m, 1.5m)
et (c) SS3 (2.72m, 1.14m, 1.5m).





Figure 3.2: Diagrammes de corrélation spatiale de la source SS1 obtenue pour d = 1.2
m et pour diﬀérentes valeurs de la fréquence : (a) f = 4 kHz, (b) f = 800 Hz et (c)
f = 200 Hz.
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3.3 Système de localisation proposé
3.3.1 Scénario de localisation
Comme mentionné précédemment, le retournement temporel présente une méthode
élégante de focalisation dans les milieux non dissipatifs, qu'ils soient homogènes ou hé-
térogènes. Dès lors, il s'avère intéressant de la déployer pour localiser une source sonore
dans un environnement intérieur. Notre contribution consiste à tirer proﬁt de la dépen-
dance du diagramme de la corrélation spatiale de la fréquence porteuse utilisée, et ce
aﬁn de développer un système permettant une localisation avec diﬀérentes échelles de
précision.
Le scénario de localisation de notre système se présente comme suit : La source
émet une séquence de Gold de longueur 127 chips modulée àMf fréquences. Le récepteur,
cherchant la source, démodule le signal qu'il reçoit en utilisant la plus basse fréquence.
Puis, il corrèle le signal obtenu avec la version retournée temporellement de la séquence
de Gold émise. Il calcule, ensuite, le maximum de la corrélation et se déplace dans toute
la zone d'intérêt, selon un algorithme d'optimisation. Dès qu'il atteint le maximum du
diagramme de corrélation spatiale, le récepteur passe à une fréquence plus élevée pour
estimer la position de la source, dans une zone de recherche réduite, avec une échelle plus
ﬁne. Cette zone de recherche est déduite à partir de la position précédemment estimée. Ce
système pourrait être appliqué aﬁn de permettre au récepteur d'atteindre sa destination
souhaitée ou de localiser une source souhaitant se positionner.
L'application d'un algorithme d'optimisation dans notre système de localisation
est nécessaire pour guider le récepteur vers la source. Dans ce qui suit, nous détaillons
l'algorithme de recuit simulé. Celui-ci permet de trouver l'optimum global d'une fonction.
Une version de cet algorithme correspond à un algorithme de descente.
3.3.2 Algorithme du recuit simulé [43]
Le recuit simulé est une méta-heuristique qui vise à trouver l'optimum global d'une
fonction parmi plusieurs optimums locaux. Cette méthode est inspirée d'un processus
en métallurgie appelé `le recuit'. Ce dernier comprend des cycles de réchauﬀage et de
refroidissement lents qui visent à minimiser l'énergie du matériau. Par analogie avec
le processus physique, l'énergie du matériau devient la fonction du coût (ou fonction
objective). La température du matériau est utilisée dans la méthode du recuit simulé
comme paramètre de contrôle. Ce paramètre diminuera tout au long du processus jusqu'à
atteindre une température ﬁnale.
L'idée de l'algorithme est comme suit : On part d'un état quelconque à une tem-
pérature T assez élevée. On eﬀectue une modiﬁcation de la solution, ce qui entraîne
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une variation ∆E de l'énergie du système. Si cette variation est négative, on accepte la
nouvelle solution. Sinon, on l'accepte avec une probabilité valant exp(−∆ET ). On itère en-
suite selon ce procédé en gardant la température constante. Dès qu'on atteint l'équilibre
thermodynamique, on baisse la température. Au fur et à mesure que le système évolue,
la température décroit et la probabilité d'acceptation des conﬁgurations dégradantes
diminue. Le système tend alors vers une stabilisation dans un optimum global.
L'avantage de l'algorithme de recuit simulé est qu'il est capable d'éviter les op-
timums locaux. En eﬀet, l'acceptation d'une bonne solution (i.e., solution qui optimise
la fonction objective) a tendance à chercher l'optimum dans le voisinage de la solution
de départ, alors que, l'acceptation d'une mauvaise solution (i.e., solution qui dégrade la
fonction objective) permet d'explorer une grande partie de l'espace de solutions et tend
à éviter tout blocage sur un optimum local.
Dans ce qui suit, nous présentons le déroulement de l'algorithme du recuit simulé :
1. On engendre une conﬁguration initiale quelconque
2. On se donne une température initiale T
3. Tant que Le système n'est pas ﬁgé faire
4. On fait une modiﬁcation élémentaire de la solution qui entraîne une variation de
l'énergie du système ∆E.
5. Si ∆E ≤ 0 alors
6. On accepte la modiﬁcation
7. Sinon
8. On accepte la modiﬁcation avec la probabilité exp(−∆ET )
9. Fin si
10. Si Equilibre thermodynamique
11. On diminue légèrement T
12. Fin si
13. Fin tant que
Notons que pour T = 0, nous obtenons un algorithme de descente.
Dans notre système de localisation, l'algorithme de recuit simulé est appliqué pour
gérer le déplacement du récepteur et guider ce dernier vers la source. Dans les paragraphes
qui suivent, nous évaluons les performances de notre système de localisation en termes
de précision et de délai de localisation. Cette évaluation est accompagnée d'une phase de
réglage des paramètres de la méthode de recuit simulé.
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Figure 3.3: Coupe transverse du diagramme de corrélation spatiale de la source SS1
dans le plan y = 2.08 m.
3.4 Evaluation des performances du système de localisation
Nous évaluons par simulation et par expérimentations les performances du système
proposé avec Mf = 2. Le nombre et les valeurs de fréquences ont été choisies de telle
manière que nous obtenions une bonne précision de localisation dans une zone d'intérêt
de dimensions 1.2m × 1.2m, sans se soucier du délai de localisation de la source. Les
valeurs de fréquence choisies sont : f1 = 200 Hz et f2 = 4 kHz. Comme le montre la
ﬁgure 3.3, le diagramme obtenu à f1 = 200 Hz est plat au voisinage de la source, alors
que pour f2 = 4 kHz, nous observons un pic aigu à la position de la source et des pics
prématurés dans la zone d'intérêt. Le récepteur proﬁte d'abord du diagramme plat pour
éviter les pics prématurés obtenus avec f = 4 kHz. Puis, il change de fréquence pour
détecter précisément la position de la source.
Les performances de ce système sont données en termes de précision moyenne
de localisation, de précision par position et de délai de localisation. Rappelons que la
précision pour une erreur e présente le pourcentage de mesures dont l'erreur est inférieure
à cette valeur e. La précision moyenne est la moyenne de précision calculée sur toutes les
sources qu'on souhaite localiser (ou atteindre). La précision par position est la précision
relative à chaque source. Le délai de localisation est mesuré, dans ce chapitre, par le
nombre moyen de déplacements nécessaires au récepteur pour localiser (ou atteindre) la
source.
3.4.1 Evaluation par simulations
Nous évaluons, dans ce paragraphe, les performances du système proposé par si-
mulations. Pour ce faire, il est nécessaire de modéliser les réﬂexions acoustiques sur les
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murs de la salle. Le paragraphe suivant présente le modèle de la salle utilisé ainsi que les
paramètres de simulations.
3.4.1.1 Modèle de la salle
Nous avons considéré une salle de dimensions 4 × 4 × 2.2 m3 contenant quatre
transducteurs dont les positions sont données dans le tableau 3.1. Pour modéliser les
réﬂexions acoustiques dans la salle, nous avons adopté le modèle d'Allen et Berkeley [9].
Ce modèle utilise la méthode des sources-images pour simuler les réﬂexions dans une salle
vide. La réponse impulsionnelle pour une source, située à une position rs = (xs, ys, zs),
et un microphone, placé à rr = (xr, yr, zr), est donnée par :



















Les (βx1 , βx2 , βy1 ,βy2 , βz1 , βz2) représentent les coeﬃcients de réﬂexion des quatre
murs, du sol et du plafond. τ et d sont respectivement le retard et la distance du
trajet entre la source et le récepteur. M = {(mx,my,mz) : mx,my,mz : entiers } et
P = {(q, j, k) : q, j, k ∈ {0, 1}}.
Nous avons choisi d'adopter ce modèle de salle vide parce qu'il s'avère diﬃcile de modéli-
ser le mobilier et les objets (formes et matériaux) qui pourront exister à l'intérieur d'une
salle. Par ailleurs, la méthode du retournement temporel est indépendante du choix du
modèle du canal vu qu'elle réduit le canal à une impulsion de Dirac (' δ(t)) à la position
de la source.
Transducteur 1 Transducteur 2 Transducteur 3 Transducteur 4
Positions des transducteurs (0.2m, 2m, 2m) (2m, 0.2m, 2m) (2m, 3.8m, 2m) (3.8m, 2m, 2m)
Table 3.1: Positions des transducteurs.
Pour évaluer les performances du système de localisation proposé, nous avons placé
aléatoirement 9 sources dans la salle comme montré à la ﬁgure 3.4. Par ailleurs, nous
supposons que le récepteur, qui souhaite localiser la source, se trouve dans une zone carrée
de largeur d égale à 1.2m centrée à la position de la source. Notre système de localisation
,dans cette conﬁguration, peut être appliqué dans les environnements intérieurs où les
objets sont classés selon leurs types : A chaque type d'objets est alors assigné une zone.
Le récepteur se déplace dans toute la zone d'intérêt selon l'algorithme du recuit simulé
en utilisant la basse fréquence. Il estime la position de la source puis, il passe à la haute
fréquence pour calculer la position de la source dans une zone réduite avec une échelle
ﬁne. Le récepteur se déplace avec un pas maximal de 1 cm dans les directions de x et
de y. L'eﬀet du pas de déplacement sur les performances du système sera étudié, dans
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Figure 3.4: Disposition des sources à localiser dans la salle.
la suite. Dans le paragraphe suivant, nous discutons le choix des paramètres du recuit
simulé.
3.4.1.2 Réglage des paramètres de recuit simulé
La connaissance des positions des sources nous permet de régler les paramètres du
recuit simulé de manière à ce que nous obtenions la meilleure précision moyenne et la
meilleure précision par position. Les paramètres principaux du recuit simulé sur lesquels
nous pouvons jouer sont la température initiale, la loi de décroissance de la température,
le critère correspondant à un équilibre thermodynamique (i.e., le nombre d'itérations ou
de déplacements eﬀectués à une température constante) et la condition d'arrêt.
Pour ce qui est de la loi de décroissance de la température, nous avons décrémenté la
température en la multipliant par α = 0.98. Nous abaissons la température si tous les
voisins d'une solution acceptée ont été générés ou si le nombre d'itérations eﬀectuées
à température constante dépasse la valeur 210. Le nombre d'itérations par palier de
température trouvé après exécution de la méthode est nettement inférieur à cette valeur.
En ce qui concerne la condition d'arrêt, nous arrêtons l'algorithme après Np paliers de
température. Nous déterminons empiriquement la valeur initiale de la température ainsi
que le nombre de paliers permettant d'obtenir la meilleure précision de localisation pour
une erreur de 1 cm. Pour ce faire, nous avons procédé comme suit : Nous exécutons
pour diﬀérentes positions aléatoires du récepteur la méthode de localisation en ﬁxant
l'un de ces deux paramètres (température initiale et nombre de paliers) et en faisant
varier l'autre. Nous renvoyons, pour les valeurs choisies des paramètres, la précision de
localisation moyenne, la précision par position et le nombre moyen de déplacements du
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Figure 3.5: Précision moyenne en fonction de l'erreur de localisation obtenue pour
diﬀérentes valeurs de température, f = 200 Hz.
récepteur nécessaires pour localiser la source. Le calcul du nombre moyen de déplacements
du récepteur constitue une mesure du délai de localisation.
Choix de la valeur de la température initiale
Dans ce paragraphe, nous faisons varier la valeur initiale de la température en
ﬁxant le nombre de paliers à 4, et ce pour f = 200 Hz. Nous reportons à la ﬁgure 3.5
la précision moyenne de localisation en fonction de l'erreur de localisation obtenue avec
f = 200 Hz pour diﬀérentes valeurs de température. Pour T = 0, nous considérons 1 seul
palier de température. A cette valeur de T (i.e., T = 0), le recuit simulé correspond à
un algorithme de descente. Pour plus de détails sur ces résultats, nous illustrons dans le
tableau 3.2 la précision moyenne pour une erreur de 8 cm pour les valeurs de température
suivantes : 0, 0.1, 1, 50, 80, 100, 500 et 1000.
Température 0 0.1 1 50 80 100 500 1000
Np 1 4 4 4 4 4 4 4
Précision(%) 57.04 56.82 57.84 61.91 63.08 64.31 51.51 46.28
Table 3.2: Précision moyenne pour une erreur de 8 cm obtenue avec diﬀérentes valeurs
de température, f = 200 Hz.
Nous observons que les valeurs de T ∈ {50, 80, 100} oﬀrent les meilleures précisions
de localisation. Pour une erreur de 8 cm, la précision s'est dégradée respectivement de
13% et 18% pour T = 500 et T = 1000 par rapport à celle obtenue avec T = 100. Une
précision d'approximativement 57% est obtenue pour T ∈ {0, 0.1, 1}. Pour expliquer ces
résultats, nous reportons dans le tableau 3.3 le nombre moyen de bonnes solutions ainsi
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que celui de mauvaises solutions acceptées. Rappelons que les bonnes solutions sont les
conﬁgurations qui optimisent la fonction objective, alors que, les mauvaises solutions
représentent les solutions qui la dégradent et qui sont acceptées avec une probabilité
exp(−∆ET ). Nous déﬁnissons par `le nombre moyen' la moyenne calculée sur toutes les
réalisations (i.e., les diﬀérentes positions du récepteur), tous les paliers et toutes les
sources. Nous constatons que l'augmentation du nombre de mauvaises solutions pour
T ∈ {80, 100} par rapport à T ∈ {0, 0.1, 1} a permis d'explorer une bonne partie de
l'espace de solutions et d'éviter les optimums locaux. Le nombre de solutions dégradantes
pour T ∈ {500, 1000} relativement élevé comparé à celui obtenu pour les autres valeurs
de T a induit une dégradation de la précision de localisation. Le système nécessite, dans
ce cas, un nombre plus élevé de paliers pour converger vers l'optimum global. Ceci, en
revanche, augmentera le délai de la localisation de la source.
Température 0 0.1 1 50 80 100 500 1000
Np 1 4 4 4 4 4 4 4
Nbre moyen de bonnes solutions 52 52 52 54 56 57 106 153
Nbre moyen de mauvaises solutions 0 ' 0 ' 0 2.672 4.67 6.15 60.7 110
Table 3.3: Nombre moyen de solutions acceptées obtenu avec diﬀérentes valeurs de
température.
Nous illustrons dans le tableau 3.4 le nombre moyen de déplacements du récepteur
pour les diﬀérentes valeurs de T . Nous déﬁnissons par le nombre moyen de déplacements
la moyenne des déplacements eﬀectués par le récepteur pour atteindre la source, calculée
sur toutes les réalisations, tous les paliers et sur toutes les sources. Les déplacements
comprennent les conﬁgurations acceptées qu'elles soient bonnes ou mauvaises, les conﬁ-
gurations rejetées ainsi que les retours des conﬁgurations rejetées à la solution qui les a
générées. D'après le tableau 3.4, nous constatons que ce nombre augmente avec la tem-
Température 0 0.1 1 50 80 100 500 1000
Np 1 4 4 4 4 4 4 4
Nbre moyen de déplacements 129 176 177 183 189 193 328 413
Table 3.4: Nombre moyen de déplacements du récepteur obtenu avec diﬀérentes va-
leurs de température et f = 200 Hz.
pérature T . En eﬀet, l'augmentation de T augmentera la probabilité d'acceptation des
conﬁgurations dégradantes ce qui, permettra d'explorer encore plus l'espace de solutions
et augmentera alors leur nombre. En conclusion, nous pouvons choisir les valeurs 50, 80
et 100 comme valeur initiale de température pour la basse fréquence.
Pour passer à l'échelle ﬁne (i.e., la haute fréquence), il s'avère nécessaire de déﬁnir,
d'abord, la zone réduite de recherche de la position de la source. En observant la précision
en fonction de l'erreur de localisation pour T ∈ {50, 80, 100} et pour f = 200 Hz, nous
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Figure 3.6: Précision moyenne en fonction de l'erreur de localisation obtenue avec
la méthode du recuit simulé en basse fréquence et avec un déplacement régulier du
récepteur en haute fréquence.
remarquons qu'une erreur de 7 cm est obtenue avec une précision de 49%, pour T = 100,
alors qu'une erreur de 8 cm est approximativement atteinte avec une précision de 64%,
à la même valeur de T (ﬁgure 3.6). Nous obtenons une précision de 77% pour une erreur
de 9 cm à T = 100. Cependant, nous choisissons la valeur de 2 × 8 cm comme largeur
de la zone de recherche de la source en haute fréquence. Cette zone est représentée par
une zone carrée centrée à la position estimée en basse fréquence. La valeur de 2× 9 cm
nous éloignera encore plus du pic de la source et fera apparaître plus de pics prématurés,
ce qui dégradera les performances du système proposé. Nous reportons à la ﬁgure 3.6 la
précision moyenne de localisation du système proposé en utilisant l'algorithme de recuit
simulé à la basse fréquence avec T = 100 et Np = 4. Pour la haute fréquence, le récepteur
se déplace régulièrement dans la zone réduite pour trouver la position qui a l'amplitude
maximale de la corrélation. Nous n'avons pas utilisé la méthode de recuit simulé en
haute fréquence dû au fait que la zone réduite comporte quelques pics prématurés. Ceci
nécessite une valeur initiale assez élevée de température et un nombre important de
paliers pour converger vers l'optimum global, ce qui augmentera, en revanche, le délai de
la localisation de la source.
Dans toute la suite, nous adoptons l'algorithme du recuit simulé pour la basse
fréquence alors que pour la haute fréquence, le récepteur se déplace régulièrement dans
la zone réduite. En ce qui concerne le réglage des paramètres de recuit simulé, nous
renvoyons pour les valeurs choisies de ces paramètres la précision de localisation de tout
le système (i.e., f = 200 Hz et f = 4 kHz) puisqu'elle dépend de la précision obtenue avec
f = 200 Hz. Nous reportons dans le tableau 3.5 la précision par position pour une erreur
de 1 cm pour les 9 sources et ce pour T ∈ {0, 50, 80, 100} et Np ∈ {1, 4}. La valeur de
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Numéro de la source Position de la source T = 0 T = 50 T = 80 T = 100
1 (1.96m, 2.08m, 1.5m) 95 99.40 99.80 100
2 (2.73m, 1.93m, 1.5m) 75 77.20 81.60 83.40
3 (2.47m, 1.8m, 1.5m) 94.40 94.80 95.60 95
4 (2.72m, 1.14m, 1.5m) 89.80 89.80 89.60 89.80
5 (2.24m, 2.51m, 1.5m) 88.80 89.20 90.40 91.20
6 (1.48m, 1.72m, 1.5m) 76 80.20 82.60 83.40
7 (2.25m, 2.85m, 1.5m) 69.40 81.40 84 85.40
8 (1.31m, 2.22m, 1.5m) 84.60 86.80 87.60 88
9 (2.21m, 2.71m, 1.5m) 73 79.80 80.80 82.40
Table 3.5: Précision par position pour une erreur de localisation de 1 cm obtenue avec
diﬀérentes valeurs de température.
T = 100 permet la meilleure précision pour toutes les sources. Comparé à T ∈ {50, 80},
le nombre moyen de déplacements obtenu à T = 100 a légèrement augmenté (tableau
3.4).
Choix du nombre de paliers
Nous ﬁxons T à 100 et nous faisons varier le nombre de paliers, Np. L'augmentation
de la valeur de Np permet de fouiller encore plus l'espace de recherche tout en minimisant
la valeur de la température et réduisant la probabilité d'acceptation des conﬁgurations
dégradantes. Le tableau 3.6 montre une amélioration de la précision de localisation par
position pour une erreur de 1 cm suite à l'augmentation de Np. La précision par position
Numéro de la source Position de la source Np = 1 Np = 2 Np = 4 Np = 10
1 (1.96m, 2.08m, 1.5m) 98.8 99.6 100 100
2 (2.73m, 1.93m, 1.5m) 77.6 79.2 83.4 84.8
3 (2.47m, 1.8m, 1.5m) 93.8 94.8 95 95.60
4 (2.72m, 1.14m, 1.5m) 88.80 89.80 89.80 89
5 (2.24m, 2.51m, 1.5m) 87.6 90.8 91.2 92.20
6 (1.48m, 1.72m, 1.5m) 79.2 81.8 83.4 86.4
7 (2.25m, 2.85m, 1.5m) 77.8 83.2 85.4 86.4
8 (1.31m, 2.22m, 1.5m) 86.2 86.6 88 88.8
9 (2.21m, 2.71m, 1.5m) 79 80.6 82.4 85.2
Table 3.6: Précision par position pour une erreur de localisation de 1 cm obtenue avec
diﬀérentes valeurs de Np et T = 100.
.
obtenue pour Np = 4 est proche de celle obtenue avec Np = 10. Nous nous contentons
alors de cette valeur de Np (i.e., Np = 4). Le nombre moyen de déplacements du récepteur
pour les diﬀérentes valeurs deNp est illustré dans le tableau 3.7. Ce nombre reste inférieur
à celui qu'on pourrait obtenir si le récepteur se déplace régulièrement dans toute la région
d'intérêt et qui vaut 14641 positions.
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Np 1 2 4 6 8 10
Nbre moyen de déplacements 132 154 193 230 268 303
Table 3.7: Nombre moyen de déplacements du récepteur obtenu avec diﬀérentes va-
leurs de Np, T = 100 et f = 200 Hz.
Figure 3.7: Photos du site d'expérimentation.
Nous évaluons dans les expérimentations décrites dans le paragraphe suivant les
performances du système proposé.
3.4.2 Evaluation par expérimentations
Dans ce paragraphe, nous évaluons par expérimentations eﬀectuées dans une salle
de Travaux Pratiques de l'école Nationale Supérieure d'Ingénieurs du Mans les perfor-
mances de notre système de localisation. La zone où nous avons eﬀectué nos mesures est
de dimensions 4×4×2.2 m3 (ﬁgure 3.7). Les transducteurs sont disposés dans cette zone
aux mêmes positions que celles dans les simulations. Nous utilisons la même séquence de
Gold de longueur 127 chips ainsi que les mêmes valeurs de fréquences à savoir 200 Hz et
4 kHz. Cependant, nous cherchons à localiser deux sources au lieu de neuf : la première,
notée S1, est placée à la position (2.5m, 1.5m, 1.52m) et la deuxième, notée S2, est située
au milieu de la salle (i.e., à la position (2m, 2m, 1.52m)). Les résultats expérimentaux
obtenus pour ces deux sources pourraient être généralisés aux cas des autres sources de
la zone d'intérêt.
Nous mesurons, par pas de 2 cm, le signal reçu après retournement temporel dans
une zone de dimensions 48 × 48 cm2 centrée à la position de la source. Nous eﬀectuons
alors 625 mesures pour chaque source. La zone de mesure est montrée à la ﬁgure 3.8.
Il est intéressant de mentionner qu'il n'était pas possible de garder les mêmes
dimensions de la zone d'intérêt, le même nombre de sources à localiser et le même pas
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Figure 3.8: Zone de mesure.
de mesure du signal reçu comme dans les simulations. En eﬀet, une zone de dimensions
1.2m× 1.2m nécessite 14641 points de mesure pour chaque position de source. Au total,
il nous faut 131769 points de mesures pour les 9 sources. Ceci pourrait être possible si on
faisait déplacer le microphone sur un support téléguidé par exemple. Cependant, dans
cette expérimentation, nous faisons varier le microphone manuellement sur la carte de
mesure pour mesurer le signal reçu à chaque position.
3.4.2.1 Protocole expérimental
Dans un scénario classique d'une expérience de retournement temporel, une source
réelle localisée à la position r0 émet un signal sonore dans le milieu de propagation.
Les signaux reçus sont enregistrés par les NMRT microphones du miroir à retournement
temporel, puis retournés temporellement et réémis grâce aux NMRT haut-parleurs du
miroir. Le signal reçu est enregistré par un microphone.
Dans notre expérimentation, nous suivons le scénario fait dans [38] qui tire proﬁt
du théorème de la réciprocité spatiale et qui vise à créer une source initiale virtuelle à
la position r0. Notons que le théorème de la réciprocité implique que le champ en r2
créé par une source en r1 est le même que celui produit en r1 par une source en r2.
Dès lors, durant la première phase de notre expérimentation, le signal sonore initial est
émis successivement par chacun des NMRT haut-parleurs du miroir, puis enregistré sur le
microphone de référence situé à la position r0. Durant la deuxième phase, les signaux ainsi
enregistrés sont retournés temporellement puis réémis simultanément par lesNMRT haut-
parleurs. Cette application du théorème de réciprocité spatiale permet alors d'utiliser
NMRT haut-parleurs et un seul microphone pour l'expérience de retournement temporel,
plutôt que (NMRT + 1) couples de haut-parleur et microphone.
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Figure 3.9: Schéma de raccordement du système de localisation.
3.4.2.2 Matériel
Le matériel utilisé dans cette expérimentation comporte une carte d'acquisition,
deux ampliﬁcateurs, quatre haut-parleurs, un microphone et un ordinateur (ﬁgure 3.9).
La carte d'acquisition est constituée de deux modules : le NI9234 [35] et le NI9263
[36]. Le premier est un module d'acquisition de données à quatre entrées analogiques,
dont chacune dispose d'un convertisseur analogique numérique de type Delta-Sigma et
de résolution 24 bits. La fréquence d'échantillonnage maximum est de 51.2 Kéch/s. Le
second est un module de sortie à quatre sorties analogiques. Chaque sortie dispose d'un
convertisseur numérique analogique de type String et de résolution 16 bits. Par ailleurs,
nous avons déployé un microphone 14 à condensateur pré-polarisé avec préampliﬁcateur
intégré. Sa plage dynamique, désignant l'amplitude des intensités sonores qu'il peut re-
produire, est de 122 dB. Les ampliﬁcateurs,WI640, utilisés présentent un rapport signal
à bruit de 100 dB et une bande passante de 20 Hz à 20 kHz. Leur sensibilité d'entrée,
déﬁnie par le gain (ou la tension) d'entrée nécessaire pour obtenir la puissance nominale
de sortie de l'ampliﬁcateur, est 4 dBu à une charge de 8 Ohms.
Dans la première phase de l'expérience du retournement temporel, la carte d'ac-
quisition du signal utilise une seule sortie pour émettre successivement le signal généré
par l'ordinateur et une seule entrée pour enregistrer le signal reçu. Les quatre signaux
reçus sont ensuite, retournés temporellement via Matlab. Dans la deuxième phase de
l'expérience, la carte d'acquisition déploie quatre sorties aﬁn d'émettre simultanément
les signaux retournés temporellement. Une seule entrée a été utilisée pour enregistrer le
signal reçu par le microphone.




Figure 3.10: Module de la Transformée de Fourier du signal reçu : (a) 4 kHz, (b) 200
Hz.
L'acquisition des données entre le PC et la carte d'acquisition est eﬀectuée via labview
et le traitement de signal est réalisé sur MATLAB.
Avant de commencer notre campagne de mesures, nous avons eﬀectué quelques tests
préliminaires sans et avec l'opération de retournement temporel. Nous les présentons dans
le paragraphe suivant.
3.4.2.3 Tests préliminaires
La première tâche à faire était de tester les haut-parleurs dont on dispose. Pour cela,
nous émettons une sinusoïde de fréquence f sur un des quatre haut-parleurs. Le signal
reçu est enregistré sur un microphone, situé à environ 10 cm de la source. Les valeurs de
fréquence, f , considérées sont 200 Hz et 4 kHz. Sur la ﬁgure 3.10, nous visualisons les
modules de la transformée de fourrier du signal reçu dans le cas de f = 200 Hz et f = 4
kHz. Les premiers échantillons du signal reçu sont également représentés sur la ﬁgure 3.11.




Figure 3.11: Premiers échantillons du signal reçu : (a) 4 kHz, (b) 200 Hz.
Nous observons une raie à f = 4 kHz. Pour f = 200 Hz, des harmoniques s'ajoutent à la
raie de 200 Hz. Par ailleurs, l'allure temporelle du signal reçu, représentée sur la ﬁgure
3.11-b pour f = 200 Hz est déformée : Elle ne correspond plus à une sinusoïde. Nous en
déduisons que ces haut-parleurs ne sont pas utiles pour notre expérimentation.
Dès lors, nous commandons quatre nouveaux haut-parleurs, de marque Visaton, de 8 cm
à blindage magnétique avec membrane en cellulose et moulure de caoutchouc inversée.
La réponse en fréquence des haut-parleurs est très équilibrée et leur bande passante est
de 70 Hz à 20 kHz. La ﬁgure 3.12 reporte leur réponse en fréquence et en impédance
(ou en anglais frequency and impedance response). Sur la ﬁgure 3.13, nous visualisons
les modules de la transformée de fourrier du signal reçu dans le cas de f = 200 Hz et
f = 4 kHz. Les premiers échantillons du signal reçu sont également représentés sur la
ﬁgure 3.14. Nous observons des raies à 200 Hz et 4 kHz, fréquences des porteuses. Les
signaux reçus gardent leur forme initiale.
Le 2ème test consistait à transmettre une séquence de Gold modulée aux fréquences
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Figure 3.12: Réponse en fréquence et en impédance (Frequency and Impedance res-
ponse) du haut-parleurs utilisé [44].
(a)
(b)
Figure 3.13: Module de la transformée de Fourier du signal reçu : (a) 4 kHz, (b) 200
Hz.




Figure 3.14: Premiers échantillons du signal reçu : (a) 4 kHz, (b) 200 Hz.
de 200 Hz et 4 kHz. La source est maintenue à une distance de 10 cm du récepteur. Les
résultats, présentés sur la ﬁgure 3.15, montrent que le pic à f = 4 kHz est plus prononcé
que celui à f = 200 Hz. Ceci est dû au fait que la réponse du haut-parleur n'est pas
parfaitement plate.
Dans un troisième test, nous avons placé le microphone au centre de la pièce. Un
des quatre haut-parleurs émet une séquence de Gold modulée aux fréquences 200 Hz et
4 kHz. Le signal reçu est retourné temporellement via Matlab. Le signal ainsi obtenu
est émis simultanément par les quatre haut-parleurs. Nous reportons à la ﬁgure 3.16 la
valeur absolue de la transformée de fourrier du signal reçu. Nous observons que la raie à
4 kHz est prononcée alors que celle à 200 Hz n'est plus visible. Cette atténuation est due
à l'inﬂuence de la réponse en fréquence du haut-parleur mais également à la propagation
du signal. Par conséquent, nous compensons expérimentalement les diﬀérentes porteuses
composant le signal : l'amplitude de la porteuse de 4 kHz est diminuée par un facteur de
30.
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Figure 3.15: Module de la Transformée de Fourier du signal reçu à 10 cm du micro-
phone, f ∈ {200Hz, 4kHz}.
Figure 3.16: Module de la Transformée de Fourier du signal reçu, f ∈ {200Hz, 4kHz}.
Dans la suite, nous présentons les diagrammes de corrélation spatiale des deux
sources S1 et S2, de positions respectives (2.5m, 1.5m, 1.52m) et (2m, 2m, 1.52m), obte-
nus avec la basse et la haute fréquence.
3.4.2.4 Digrammes de corrélation spatiale
L'allure des diagrammes obtenus en expérimentation (ﬁgures 3.17, 3.18 ,3.19 et
3.20) est similaire à celle des digrammes obtenus en simulation : Pour f = 200 Hz, les
diagrammes sont plats alors que, pour f = 4 kHz, on observe un pic à la source et des
pics prématurés partout dans la zone.
Comme pour les simulations, nous discutons, dans le paragraphe suivant, le choix
de la valeur initiale de la température et le nombre de paliers de la méthode de recuit




Figure 3.17: Diagrammes de corrélation spatiale en 3 dimensions de la source S1 :
(a) 200 Hz, (b) 4 kHz.
simulé pour chacune des deux sources. Nous renvoyons la précision de localisation pour
chaque position de source ainsi que le nombre moyen de déplacements aboutissant à cette
précision.
3.4.2.5 Réglage des paramètres du recuit simulé
Nous réglons les paramètres du recuit simulé pour chacune des deux sources. Rap-
pelons que le recuit simulé a été seulement utilisé pour la basse fréquence. Pour la haute
fréquence, le récepteur se déplace régulièrement, vu que la zone de recherche est réduite
et qu'au voisinage de la source, il y a des pseudo-pics. En eﬀet, pour surmonter le pro-
blème des pseudo-pics, le recuit simulé doit commencer à une température élevée, ce qui
augmentera le nombre de déplacements de la source. Ce nombre pourrait dépasser le
nombre de déplacements obtenu si le récepteur se déplace régulièrement dans toute la
zone d'intérêt.




Figure 3.18: Diagrammes de corrélation spatiale de la source S1 : (a) 200 Hz, (b) 4
kHz.
Réglage des paramètres du recuit simulé pour la source S1
Choix de la valeur initiale de la température Nous faisons varier la valeur initiale
de la température T en ﬁxant le nombre de paliers à 4. Nous considérons les valeurs
suivantes de T : 0, 0.01, 0.1, 1, 10 et 100. Pour T = 0, nous considérons un seul palier
de température. Rappelons qu'à cette valeur de température (i.e., T = 0), le recuit
simulé correspond à un algorithme de descente. La précision en fonction de l'erreur de
localisation obtenue avec f = 200 Hz est reportée dans la ﬁgure 3.21 pour diﬀérentes
valeurs de T . La précision de localisation de la source S1 pour une erreur de 0 cm est
illustrée dans le tableau 3.8.
Nous obtenons la même précision pour T = 0 et T = 0.01. En augmentant T de
0 à 0.1, on observe une augmentation de 10% en précision. Celle-ci se dégrade pour des
valeurs de T assez élevées. Pour expliquer ces résultats, nous reportons dans le tableau
3.9 le nombre moyen de bonnes solutions ainsi que celui de mauvaises solutions acceptées.




Figure 3.19: Diagrammes de corrélation spatiale en 3 dimensions de la source S2 :
(a) 200 Hz, (b) 4 kHz.
Température 0 0.01 0.1 1 10 100
Np 1 4 4 4 4 4
Précision(%) 74.6 75.6 86.4 48.8 13 12
Table 3.8: Précision de localisation de la source S1 pour une erreur de 0 cm obtenue
pour diﬀérentes valeurs de T .
Pour T ∈ {0, 0.01}, nous avons approximativement le même nombre de bonnes solutions
acceptées, ce qui justiﬁe la même valeur trouvée de précision. Le nombre de solutions
dégradantes est nul pour ces valeurs de T . En eﬀet, à T nulle (ou très faible), la proba-
bilité d'acceptation donnée par exp(−∆ET ) de ces solutions tend vers 0.
Pour T ∈ {1, 10, 100}, les nombres de mauvaises et de bonnes solutions sont plus éle-
vés que ceux obtenus avec T = 0.1. Commencer à une température assez élevée induira
une augmentation de la probabilité d'acceptation des conﬁgurations dégradantes et per-
mettra alors d'accepter beaucoup de ces conﬁgurations. Ceci permettra également une




Figure 3.20: Diagrammes de corrélation spatiale de la source S2 : (a) 200 Hz, (b) 4
kHz.
Figure 3.21: Précision en fonction de l'erreur de localisation pour diﬀérentes valeurs
de température.
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exploration de l'espace de recherche de solutions et entraînera alors une augmentation du
nombre de bonnes solutions. Cependant, le nombre assez élevé de solutions dégradantes
a induit une dégradation de la précision de localisation. Ceci montre que le système ne
s'est pas encore stabilisé dans un optimum global. Pour améliorer la précision de locali-
sation, il faut, dans ce cas, augmenter le nombre de paliers aﬁn de réduire la probabilité
d'acceptation des mauvaises solutions et tendre vers une stabilisation dans l'optimum
global, ce qui nécessitera un temps assez élevé pour trouver la source et augmentera
donc le délai de sa localisation.
A T = 0.1, le nombre de mauvaises solutions n'est pas nul, ce qui a permis d'explorer la
zone de recherche et de ne pas rester emprisonné dans un optimum local. Il a également
permis d'augmenter le nombre de bonnes solutions par rapport au cas de T = 0, où
le nombre de solutions dégradantes est égal à zéro. Par ailleurs, contrairement aux cas
de T ∈ {1, 10, 100}, ce petit nombre de mauvaises solutions a induit une amélioration
de la précision de localisation : Des valeurs de précision de l'ordre de 86% et 86.40%
sont respectivement obtenues pour une erreur inférieure ou égale à 8 cm pour la basse
fréquence et 0 cm pour tout le système de localisation.
Température 0 0.01 0.1 1 10 100
Np 1 4 4 4 4 4
Nbre moyen de bonnes solutions 9.2 9.5 10.4 66.9 120 120.8
Nbre moyen de mauvaises solutions 0 ' 0 1.4 61.9 120.1 121.1
Table 3.9: Nombre moyen de solutions acceptées obtenu avec diﬀérentes valeurs de T
et Np ∈ {1, 4}.
Nous illustrons, dans le tableau 3.10, le nombre moyen de déplacements pour
T ∈ {0, 0.01, 0.1, 1, 10, 100} et pour Np ∈ {1, 4}. Nous observons que le nombre de
déplacements augmentent avec la valeur de température T . En eﬀet, comme mentionné
précédemment, l'augmentation de la température T entraînera une augmentation de la
probabilité d'acceptation des conﬁgurations dégradantes qui, à son tour, induira une
augmentation du nombre de déplacements.
En conclusion, la meilleure précision de localisation est obtenue avec T = 0.1. Remar-
quons que la valeur de T choisie en expérimentations est diﬀérente de celle trouvée en
simulations. En eﬀet, les signaux émis dans le cas de simulations et dans le cas des
expérimentations n'avaient pas la même amplitude.
Température 0 0.01 0.1 1 10 100
Np 1 4 4 4 4 4
Nbre moyen de déplacements 37.2 85.5 81.5 243 259.5 243.9
Table 3.10: Nombre moyen de déplacements du récepteur obtenu avec diﬀérentes
valeurs de T , Np ∈ {1, 4} et et f = 200 Hz.
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Figure 3.22: Précision en fonction de l'erreur de localisation obtenu avec diﬀérentes
valeurs de Np et T = 0.1.
Choix du nombre de paliers Dans un premier temps, nous faisons varier le nombre
de paliers de 2 à 10 par pas de 2, tout en ﬁxant la valeur initiale de la température T à
0.1. Nous reportons, dans la ﬁgure 3.22, la précision en fonction de l'erreur de localisation
obtenue à la basse fréquence et nous illustrons, dans le tableau 3.11, la précision pour
une erreur de 0 cm obtenue avec la méthode proposée, et ce pour les diﬀérentes valeurs
de Np et pour T = 0.1. Nous constatons que la précision de localisation pour une erreur
Np 1 2 4 6 8 10
Précision (%) 76 84 86.40 90.60 95.80 96.60
Table 3.11: Précision de localisation de la source S1 pour une erreur de 0 cm obtenue
pour diﬀérentes valeurs de Np et T = 0.1.
de 0 cm s'améliore en augmentant la valeur de Np et se stabilise à partir de Np = 8. En
eﬀet, augmenter le nombre de paliers permet de fouiller encore plus l'espace de solutions
en diminuant la probabilité d'acceptation des conﬁgurations dégradantes.
Dans un second temps, nous reportons dans le tableau 3.12 le nombre moyen de
déplacements pour T = 0.1 et pour Np ∈ {1, 2, 4, 6, 8, 10}. Nous remarquons que le
nombre moyen de déplacements pour les diﬀérentes valeurs de Np reste inférieur à celui
qu'on pourrait obtenir si le récepteur se déplace régulièrement dans toute la zone et qui
vaut 625 positions.
Dans ce qui suit, nous déterminons empiriquement la valeur initiale de la tempé-
rature ainsi que le nombre de paliers donnant la meilleure précision de localisation de la
source S2, située au milieu de la salle.
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Np 1 2 4 6 8 10
Nbre moyen de déplacements 38.1 55.6 81.5 123.2 156.8 188.6
Table 3.12: Nombre moyen de déplacements du récepteur obtenu avec diﬀérentes
valeurs de Np, T = 0.1 et f = 200 Hz.
Réglage des paramètres de recuit simulé pour la source S2
Choix de la valeur initiale de la température Comme pour le cas de la source S1,
nous faisons varier la valeur initiale de la température T en ﬁxant le nombre de paliers
Np à 4. Pour T = 0, nous ﬁxons Np à 1. La précision de localisation pour une erreur
de 0 cm est reportée dans le tableau 3.13 et ce pour diﬀérentes valeurs de T et pour
Np ∈ {1, 4}. Nous observons que la méthode du recuit simulé avec T = 0 permet une
Température 0 0.1 1 10
Np 1 4 4 4
Précision (%) 100 100 59 15.2
Table 3.13: Précision de localisation de la source S2 pour une erreur de 0 cm obtenue
avec diﬀérentes valeurs de T et Np ∈ {1, 4}.
précision de 100% pour une erreur de 0 cm. En comparant les diagrammes de corrélation
des deux sources S1 et S2 obtenus avec f = 200 Hz, nous remarquons que celui de S2
est plus symétrique. Le diagramme de S1 contient plus de variations d'amplitude (de
pics). Ces bonnes performances sont maintenues à T = 0.1. Cependant, aux valeurs de
T ∈ {1, 10}, la précision s'est dégradée à cause du nombre moyen de solutions dégradantes
(voir tableau 3.14).
Nous reportons, dans le tableau 3.15, le nombre moyen de déplacements du récepteur.
Température 0 0.1 1 10
Np 1 4 4 4
Nbre moyen de bonnes solutions 9.5 12.3 52 118.2
Nbre moyen de mauvaises solutions 0 3.2 58.2 118
Table 3.14: Nombre moyen de solutions acceptées obtenu avec diﬀérentes valeurs de
T et Np ∈ {1, 4}.
Les valeurs sont proches de celles obtenues avec la source S1. Le meilleur compromis
entre délai de localisation et précision est obtenu pour la source S2 avec T = 0. La
valeur de T = 0.1 oﬀre la même précision avec un délai de localisation acceptable.
Choix du nombre de paliers Dans le but d'utiliser les mêmes paramètres pour les
deux sources S1 et S2, nous ﬁxons la température à 0.1 et nous faisons varier le nombre
de paliers. Le tableau 3.16 donne la précision obtenue avec le système proposé pour
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Température 0 0.1 1 10
Np 1 4 4 4
Nbre moyen de déplacements 36.5 94.9 219.3 265.4
Table 3.15: Nombre moyen de déplacements du récepteur obtenu pour diﬀérentes
valeurs de T , Np ∈ {1, 4} et f = 200 Hz.
diﬀérentes valeurs de Np et pour T = 0.1. Le nombre moyen de déplacements est illustré
dans le tableau 3.17. Nous obtenons la même précision pour toutes les valeurs de Np.
Np 1 2 4 6 8 10
Précision (%) 98.40 99.6 100 100 100 100
Table 3.16: Précision de localisation de la source S2 pour une erreur de 0 cm obtenu
avec diﬀérentes valeurs de Np et T = 0.1.
L'augmentation du nombre de paliers doit améliorer la précision de localisation. Pour le
cas de la source S2, une précision de l'ordre de 100% est déjà atteinte à Np = 1.
Np 1 2 4 6 8 10
Nbre moyen de déplacements 39.3 58.1 94.9 131.2 167 202.4
Table 3.17: Nombre moyen de déplacements du récepteur obtenu avec diﬀérentes
valeurs de Np, T = 0.1 et f = 200 Hz.
Les résultats obtenus pour les deux sources S1 et S2 conﬁrment les résultats ob-
tenus par simulations. Par ailleurs, le nombre moyen de déplacements du récepteur né-
cessaire pour localiser ou atteindre la source est nettement inférieur au nombre total de
positions dans toute la zone d'intérêt.
3.5 Délai de localisation du système proposé
Dans ce qui précède, nous avons évalué, par simulations et par expérimentations,
les performances de notre système de localisation en termes d'erreur et de précision de
localisation pour Mf = 2. Le délai de localisation a été également donné. Nous nous
intéressons, dans cette partie, à la réduction du délai de localisation en augmentant le
pas de déplacement aussi bien pour la basse fréquence que pour la haute fréquence. Une
autre solution possible consiste à augmenter le nombre de fréquences, Mf , et à ajouter
une fréquence entre 200 Hz et 4 kHz. Nous présentons, dans ce qui suit, les résultats
trouvés par simulations.
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3.5.1 Réduction du pas de déplacements
Cette solution consiste à réduire le pas de déplacement pour la basse fréquence et
la haute fréquence.
3.5.1.1 Réduction du pas de déplacements en basse fréquence
La variation lente de l'amplitude de la corrélation spatiale pour f = 200 Hz nous
a motivé à augmenter le pas de déplacement du récepteur. Ayant choisi T égale à 100
et Np égale à 4 paliers, nous évaluons la précision moyenne et la précision par position
pour diﬀérents pas de déplacement du récepteur. L'objectif étant de réduire le temps
d'estimation de la position de la source. Nous considérons les valeurs suivantes du pas de
déplacement pour la basse fréquence : 1 cm, 6 cm, 7 cm, 8 cm et 10 cm. Nous reportons,
dans le tableau 3.18, la précision moyenne obtenue avec ces valeurs de pas de déplacement
et avec T = 100 et Np = 4.
La précision moyenne pour un pas de 6 cm est égale à celle obtenue avec un pas de 1
Pas 1 6 7 8 10
Précision(%) 88.73 89.97 84.55 81.88 73.22
Table 3.18: Précision pour une erreur de localisation de 1 cm obtenu avec diﬀérents
pas de déplacement, T = 100 et Np = 4.
cm. Cependant, d'après le tableau 3.19, la précision par position obtenue avec un pas de
6 cm est meilleure que celle obtenue avec un pas de 1 cm pour la plupart des sources.
Se déplacer avec des pas diﬀérents permettra au récepteur d'emprunter des chemins
diﬀérents. Avec un pas de 6 cm, le récepteur a parcouru de meilleurs chemins qu'avec
le pas de 1 cm. Cependant, pour un pas ≥ 7 cm, la précision est légèrement dégradée.
En eﬀet, se déplacer avec un pas grossier peut empêcher le récepteur de s'approcher du
voisinage de la source et dégrade alors la précision de localisation. En ce qui concerne
Numéro de la source Position de la source pas = 1 cm pas = 6 cm
1 (1.96m, 2.08m, 1.5m) 100 100
2 (2.73m, 1.93m, 1.5m) 83.4 88
3 (2.47m, 1.8m, 1.5m) 95 97.60
4 (2.72m, 1.14m, 1.5m) 89.8 91.20
5 (2.24m, 2.51m, 1.5m) 91.2 95
6 (1.48m, 1.72m, 1.5m) 83.4 90.80
7 (2.25m, 2.85m, 1.5m) 85.4 83.80
8 (1.31m, 2.22m, 1.5m) 88 75
9 (2.21m, 2.71m, 1.5m) 82.4 88.40
Table 3.19: Précision par position pour une erreur de 1 cm obtenu avec diﬀérents pas
de déplacement, T = 100 et Np = 4.
.
Chapitre 3. Système de localisation multi-échelles basé sur la méthode de retournement
temporel 89
le nombre moyen de déplacements (voir tableau 3.20), nous observons une diminution
signiﬁcative de ce nombre par rapport à celui obtenu avec un pas de 1 cm.
Pas 1 6 7 8 10
Nbre moyen de déplacements 193 83 79.6 77 74
Table 3.20: Nombre moyen de déplacements du récepteur obtenu avec diﬀérents pas
de déplacement, T = 100, Np = 4 et f = 200 Hz.
D'autre part, se déplacer avec un pas ﬁn comme celui de 1 cm permet au récepteur
de fouiller tout l'espace de recherche, ce qui augmente le risque de croiser des optimums
locaux. On pourrait penser qu'agrandir le pas pourrait permettre au récepteur de sauter
quelques uns. De ce fait, nous évaluons les performances de notre système avec un pas
de 6 cm en utilisant un seul palier (i.e., Np = 1) et en considérant la valeur 0 pour T .
Nous reportons, dans les tableaux 3.21 et 3.22, la précision moyenne et la précision par
position obtenues pour une erreur inférieure ou égale à 1 cm avec T = 0, Np = 1 et un
pas de déplacement de 6 cm. Le nombre moyen de déplacements du récepteur est reporté
dans le tableau 3.23.
T 0
Précision (%) 89.8
Table 3.21: Précision moyenne pour une erreur de localisation de 1 cm, T = 0, Np = 1
et pas=6 cm.
Numéro de la source Position de la source T = 0
1 (1.96m, 2.08m, 1.5m) 100
2 (2.73m, 1.93m, 1.5m) 87
3 (2.47m, 1.8m, 1.5m) 97.40
4 (2.72m, 1.14m, 1.5m) 92
5 (2.24m, 2.51m, 1.5m) 94.80
6 (1.48m, 1.72m, 1.5m) 89.80
7 (2.25m, 2.85m, 1.5m) 84.40
8 (1.31m, 2.22m, 1.5m) 73.80
9 (2.21m, 2.71m, 1.5m) 89.20
Table 3.22: Précision par position pour une erreur de 1 cm, Np = 1, T = 0 et pas=6
cm.
T 0
Nbre moyen de déplacements 35.03
Table 3.23: Nombre moyen de déplacements du récepteur obtenu avec Np = 1, T = 0,
pas=6 cm et f = 200 Hz.
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Les bonnes performances obtenues avec T = 0 montrent que l'augmentation du
pas de déplacement a permis au récepteur de sauter plusieurs optimums locaux. En
conclusion, le meilleur compromis entre délai et précision de localisation est atteint avec
un pas de 6 cm et pour T = 0 et Np = 1 : Une précision moyenne de 90% pour une erreur
inférieure à 1 cm et un nombre moyen de déplacements de l'ordre de 35 sont obtenus
avec ces valeurs de paramètres. Cependant, à cette valeur du nombre de déplacements,
il faut ajouter 289 positions dues au déplacement du récepteur en haute fréquence. Dans
ce qui suit, nous nous intéressons à la réduction de ce nombre.
3.5.1.2 Réduction du pas de déplacements en haute fréquence
Nous supposons que le récepteur se déplace, avec un pas de 1 cm, dans une zone de
largeur 4 cm × 4 cm centrée sur la position estimée en basse fréquence. Pour le reste de
la zone réduite, il se déplace avec un pas de 2 cm. Le nombre de déplacements en haute
fréquence devient alors égal à 121. Le tableau 3.24 illustre la précision par position pour
des erreurs inférieures à 1 cm et 1.5 cm obtenue avec un pas de 6 cm en basse fréquence
et avec T = 0 et Np = 1.
Numéro de la source Position de la source Erreur ≤ 1cm Erreur ≤ 1.5cm
1 (1.96m, 2.08m, 1.5m) 95 95
2 (2.73m, 1.93m, 1.5m) 75.60 87.80
3 (2.47m, 1.8m, 1.5m) 77.40 97.40
4 (2.72m, 1.14m, 1.5m) 72 83.20
5 (2.24m, 2.51m, 1.5m) 67 94
6 (1.48m, 1.72m, 1.5m) 59.20 84.40
7 (2.25m, 2.85m, 1.5m) 53 84.20
8 (1.31m, 2.22m, 1.5m) 67 85.60
9 (2.21m, 2.71m, 1.5m) 70.40 89.80
Table 3.24: Précision par position pour des erreurs de 1 cm et 1.5 cm, Np = 1,T = 0,
pas= 6 cm.
.
Nous observons une dégradation de la précision pour une erreur de 1 cm. Cepen-
dant, la précision obtenue pour une erreur de 1.5 cm est proche de celle obtenue pour
une erreur de 1 cm avec un pas de déplacement de 1 cm dans toute la zone réduite (i.e.,
zone de recherche de solutions en haute fréquence) (voir tableau 3.22).
3.5.1.3 Réduction du délai de localisation par ajout d'une nouvelle échelle
Le nombre assez élevé de déplacements de récepteur est du à son déplacement
régulier dans une zone de dimensions plus au moins larges à la haute fréquence. Rappelons
que nous avons opté pour cette méthode car la méthode de recuit simulé nécessiterait un
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Figure 3.23: Précision en fonction de l'erreur de localisation obtenue avec Mf = 3.
nombre plus élevé de déplacement à cause de quelques pics prématurés apparaissant dans
la zone réduite. Dans cette partie, nous ajoutons une échelle intermédiaire entre la basse
fréquence (i.e., f=200 Hz) et la haute fréquence (i.e., f = 4 kHz) aﬁn d'éviter ces pics
prématurés et de réduire encore plus la zone de recherche à l'échelle la plus ﬁne. Nous
avons gardé les mêmes valeurs de T et du pas de déplacement obtenues pour f = 200 Hz :
une température nulle et un pas de déplacement de 6 cm. Pour l'échelle intermédiaire,
nous avons ﬁxé f à 800 Hz et nous avons maintenu la valeur de 4 kHz pour l'échelle
ﬁne. Les dimensions de la zone de recherche de la source pour une échelle donnée sont
déterminées en fonction de la précision de localisation obtenue avec l'échelle qui lui est
inférieure. Les pas de déplacement pour f = 800 Hz et f = 4 kHz sont respectivement
ﬁxés à 4 cm et 2 cm. La température est maintenue nulle pour f = 800 Hz.
Nous reportons à la ﬁgure 3.23 la précision de localisation obtenue avec les trois échelles :
200 Hz, 800 Hz et 4 kHz. A l'échelle grossière (i.e., f = 200 Hz), le système permet
une erreur de 10 cm avec une précision de 88.85%. A une échelle plus ﬁne (i.e. f ∈
{200Hz, 800Hz}), une erreur de 3 cm est obtenue avec environ 88% de réalisations. Par
conséquent, la dimension de la zone de recherche de la source à l'échelle intermédiaire
est ﬁxée à 2 × 10 cm. A l'échelle ﬁne, la largeur de cette zone est réduite à 2 × 3 cm.
Le système de localisation ainsi présenté permet une erreur de localisation de 1.5 cm
pour 92.8% des réalisations. Ce résultat est atteint avec seulement 70 déplacements du
récepteur.
La précision par position pour des erreurs inférieures à 1 cm, 1.5 cm et 2.3 cm est
donnée dans le tableau 3.25. La précision par position pour une erreur inférieure à 1.5
cm est assez proche de celle obtenue avec deux échelles et 121 déplacements en haute
fréquence. L'ajout d'une nouvelle échelle a alors permis d'obtenir le meilleur compromis
entre précision et délai de localisation : une précision de 92% pour une erreur inférieure
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Numéro de la source Position de la source Erreur ≤ 1cm Erreur ≤ 1.5cm Erreur ≤ 2.3cm
1 (1.96m, 2.08m, 1.5m) 75.60 100 100
2 (2.73m, 1.93m, 1.5m) 66.40 90.6 90.60
3 (2.47m, 1.8m, 1.5m) 76.60 100 100
4 (2.72m, 1.14m, 1.5m) 48.40 71.00 94.00
5 (2.24m, 2.51m, 1.5m) 71.20 98.00 98.00
6 (1.48m, 1.72m, 1.5m) 75.40 96.20 96.20
7 (2.25m, 2.85m, 1.5m) 69.40 92.40 92.40
8 (1.31m, 2.22m, 1.5m) 68.00 93.60 93.60
9 (2.21m, 2.71m, 1.5m) 73.40 94.00 94.00
Table 3.25: Précision par position pour des erreurs de 1 cm, 1.5 cm et 2.3 cm, obtenue
avec Mf = 3.
à 1.5 cm est atteinte avec seulement 70 déplacements du récepteur. Dans le chapitre
suivant, nous opterons pour cette solution : La valeur de Mf sera choisie strictement
supérieure à 2.
3.6 Conclusion
Nous venons de présenter un système de localisation destiné aux environnements
intérieurs. Ce système est basé sur la méthode de retournement temporel [4]. Il permet
à un récepteur d'atteindre sa destination souhaitée ou de localiser une source souhaitant
se positionner.
Dans un premier temps, la localisation a été eﬀectuée à deux échelles : une échelle
grossière et une échelle ﬁne. L'erreur et la précision de localisation ont été évaluées
par simulations et par expérimentations. Les résultats expérimentaux ont conﬁrmé les
résultats de simulations et ont montré que le système permet une erreur de 1 cm pour
environ 87% des réalisations.
Dans une deuxième partie, nous nous sommes intéressés à réduire le délai de loca-
lisation de la source. Nous avons constaté que l'ajout d'une échelle intermédiaire permet
d'obtenir un bon compromis entre précision et délai nécessaire à l'estimation de la posi-
tion. En eﬀet, avec seulement deux échelles, quelques pics prématurés apparaissent dans
la zone réduite de recherche de la source. La méthode de recuit simulé dans ce cas in-
duirait un nombre élevé de déplacements du récepteur car elle devrait commencer à une
température élevée aﬁn d'éviter ces pics prématurés. Le déplacement régulier du récep-
teur dans la zone réduite a généré un délai de localisation assez important à cause des
dimensions de la zone réduite. L'ajout d'une nouvelle échelle a alors permis d'éviter les
pics prématurés et de réduire les dimensions de la zone réduite à l'échelle ﬁne.
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Toutefois, le système ainsi présenté permet de localiser une seule source à un instant
donné. Le chapitre suivant sera alors consacré à la localisation simultanée de plusieurs
sources avec diﬀérentes échelles de précision.
Chapitre 4
Localisation simultanée des sources
par retournement temporel
4.1 Introduction
Dans le chapitre précédent, nous avons décrit le principe de notre système de
localisation multi-échelle. Ce système présente de bonnes performances en termes de
précision de localisation et délai de localisation. Cependant, il permet de localiser ou
d'atteindre une seule source à un instant donné. Dans le cas où plusieurs sources sont
présentes, il est nécessaire de garantir une localisation simultanée de toutes ces sources.
Dans un contexte peu similaire, Mathias Fink et al [45] ont eu recours au retour-
nement temporel itératif aﬁn de détecter une cible parmi plusieurs. En eﬀet, si le milieu
contient deux cibles de réﬂectivité diﬀérentes, le retournement temporel des ondes réﬂé-
chies par les cibles génère deux ondes focalisant chacune sur une des deux cibles. L'onde
de forte amplitude éclaire la cible ayant la plus forte réﬂectivité alors que, l'onde de
faible amplitude éclaire la seconde cible. Dans ce cas, le procédé de retournement tem-
porel peut être itéré. Après la première itération, la cible de faible réﬂectivité réﬂéchit
une onde plus faible que celle réﬂéchie par la cible de forte réﬂectivité. Après un cer-
tain nombre d'itérations, le procédé converge et produit une onde focalisée sur la cible
ayant la plus forte réﬂectivité. Dans le cas de plusieurs cibles, les signaux des cibles déjà
détectées sont annulés à l'aide d'un ﬁltre [46] et ce aﬁn de détecter les autres cibles.
Une solution, adaptée à notre contexte, consiste à déployer la méthode d'accès mul-
tiple par répartition de code. Cette méthode permet à plusieurs sources de transmettre
simultanément leurs signaux à la même fréquence porteuse.
Dans ce chapitre, nous décrivons le principe de notre système de localisation multi-
sources et multi-échelles. Nous évaluons ses performances par simulations pour diﬀérentes
valeurs du nombre de sources et nous les comparons à celles obtenues dans le cas d'une
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seule source. Par ailleurs, nous décrivons les expérimentations, que nous avons menées
dans une salle de réunion à l'Ecole Nationale Supérieure d'Ingénieurs du Mans, aﬁn de
valider les résultats de simulations. Nous présentons le protocole expérimental, le maté-
riel utilisé ainsi que les résultats trouvés.
Nous consacrons la deuxième partie de ce chapitre à la réduction de l'audibilité de notre
signal de localisation. Nous présentons quelques éléments de la psycho-acoustique no-
tamment l'anatomie de l'oreille et le seuil d'audition absolu. Nous décrivons par la suite
la solution que nous proposons aﬁn de réduire l'audibilité de notre signal de localisation
et nous présentons les performances de notre système évaluées par simulations.
4.2 Système de localisation multi-échelle et multi-sources
Le système de localisation que nous avons décrit dans le chapitre précédent permet
de localiser une source ou d'atteindre une destination avec diﬀérentes précisions et ce,
en tirant proﬁt de la dépendance du diagramme de corrélation spatiale par rapport à
la fréquence. Le signal de la source est alors modulé à diﬀérentes valeurs de fréquences.
Le récepteur, qui est à la recherche de la source, utilise d'abord la plus basse fréquence
aﬁn de localiser la source dans toute la zone d'intérêt avec une échelle grossière. Puis,
il passe d'une fréquence à une autre, de valeur plus élevée, pour localiser la source avec
une échelle plus ﬁne dans une zone plus réduite.
Les résultats de simulations et d'expérimentations ont montré que ce système présente
de bonnes performances en termes de précision de localisation et de délai de localisation.
Cependant, ce système permet à ses utilisateurs d'atteindre la même destination à un
instant donné. Dans le cas où les utilisateurs du système souhaitent atteindre diﬀérentes
destinations, les signaux des diﬀérentes sources doivent être émis successivement.
Pour que le système soit simultanément utilisé par un nombre plus élevé d'utilisateurs,
nous déployons la technique d'accès multiples par répartition de code. Chaque destination
est identiﬁée par une source émettant un code de Gold unique. Ces codes sont émis
simultanément dans le milieu de transmission. Les utilisateurs du système souhaitant
atteindre la destination j, identiﬁée par le code de Gold noté Sj , démodulent le signal
reçu et le corrèlent avec le code de la source j. Au même instant, les utilisateurs du
système souhaitant atteindre la destination i, identiﬁée par le code de Gold noté Si,
démodulent le signal reçu et le corrèlent avec le code de la source i, i 6= j. Ils passent
d'une fréquence à une autre jusqu'à localiser la source avec une bonne précision.
Aﬁn d'expliquer le principe de ce système, nous considérons le cas de N sources
qui émettent des signaux à une seule fréquence (i.e. Mf = 1). En notant par Sj(t) le
code émis par la source j placée en rsj , le signal, Ri(t), reçu par le transducteur i du
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hej,i(rsj , ri, t) (4.1)
où hej,i(rsj , ri, t) =
∑
k α(j,i)k × e
−jwτ (j,i)k δ(t − τ(j,i)k) est l'enveloppe complexe de la
réponse impulsionnelle du canal de la source j au transducteur i. α(j,i)k et τ(j,i)k désignent
respectivement l'atténuation et le retard du trajet k de la source j au transducteur i.





















ei(ri, rr, t) (4.3)
où h
′
ei(ri, rr, t) =
∑
l γil × e−jwθil δ(t− θil) est l'enveloppe complexe de la réponse impul-
sionnelle du canal entre le transducteur i et le récepteur, situé à la position rr. γil et θil
représentent respectivement l'atténuation et le retard du trajet l du transducteur i au
récepteur.
En remplaçant dans l'équation 4.3, l'enveloppe complexe de la réponse impulsionelle du
canal h
′








α(i,j)k × γil × e
jw(τ (j,i)k
−θil ) × Sj(−t− τ(j,i)k + θil) (4.4)
En corrélant le signal reçu avec le code Sj0(t) de la source j0, on obtient :
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α(j,i)k × γil × e
jw(τ (j,i)k
−θil ) × ISj0 ,Sj (−t− τ(j,i)k + θil) (4.5)
ASj0 (t) désigne la fonction d'auto-corrélation de la séquence Sj0(t) et ISj0 ,Sj (t) la fonction
d'inter-corrélation entre la séquence Sj0(t) et les séquences (Sj(t))j 6=j0,j∈[1,N ].
Deux facteurs peuvent dégrader notre système de localisation notamment l'inter-
férence d'accès multiple et l'eﬀet d'éblouissement. Le dernier est dû à la diﬀérence de
puissance des signaux reçus des diﬀérentes sources. L'interférence d'accès multiple est
causée par les propriétés d'inter-corrélation des codes puisque ces derniers ne sont pas
parfaitement orthogonaux. Elle est dégradée par l'eﬀet d'éblouissement. Pour remédier
à ces deux facteurs, des systèmes de localisation déjà existants [20]-[21] ont contrôlé la
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puissance émise en chaque point de mesure et ont déployé des techniques de détection à
soustraction d'interférences. Pour notre système, aucune mesure n'a été prise et ce aﬁn
de simpliﬁer la procédure de localisation.
Dans les paragraphes qui suivent, nous évaluons par simulations les performances
du système proposé avec Mf = 3 échelles et pour diﬀérentes valeurs du nombre N
de sources. Une validation des résultats à travers des expérimentations sera également
donnée.
4.3 Evaluation des performances du système de localisation
Les performances de notre système de localisation sont données en termes de préci-
sion moyenne de localisation et de délai de localisation. La précision moyenne correspond
à la moyenne de la précision de localisation calculée sur toutes les sources qu'on souhaite
localiser (ou atteindre). Le délai de localisation est mesuré à partir du nombre moyen de
déplacements nécessaires au récepteur pour localiser (ou atteindre) une source.
4.3.1 Evaluation par simulations
Nous évaluons la précision moyenne de localisation dans le cas de 2, 4 et 9 sources
espacées respectivement d'une distance D ∈ {30cm, 40cm, 20cm}. Ces sources sont pla-
cées aléatoirement, comme montré sur les ﬁgures 4.1,4.2 et 4.3, dans une salle de dimen-
sions 4×4×2.2 m3 contenant quatre transducteurs dont les positions sont données dans
le tableau 4.1. La réponse impulsionnelle de la salle, donnée par le modèle d'Allen et
Berkley [9], s'exprime comme suit :



















Les (βx1 , βx2 , βy1 ,βy2 , βz1 , βz2) désignent les coeﬃcients de réﬂexion des quatre murs, du
sol et du plafond. τ et d présentent respectivement le retard et la distance du trajet entre
la source et le récepteur. M = {(mx,my,mz) : mx,my,mz : entiers} et P = {(q, j, k) :
q, j, k ∈ {0, 1}}.
Comme dans le cas d'une seule source, nous supposons que le récepteur est situé dans
Transducteur 1 Transducteur 2 Transducteur 3 Transducteur 4
Positions des transducteurs (0.2m, 2m, 2m) (2m, 0.2m, 2m) (2m, 3.8m, 2m) (3.8m, 2m, 2m)
Table 4.1: Positions des transducteurs.
une zone carrée de dimensions 1.2 × 1.2 m2 centrée à la position de la source qu'il
souhaite localiser ou atteindre. Le récepteur se déplace à l'aide de l'algorithme du recuit
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Figure 4.1: Disposition des sources à localiser dans la salle, N = 2.
simulé dans la zone d'intérêt aﬁn de déterminer la position de la source avec une échelle
grossière. Il change de fréquence pour localiser la source avec une échelle plus ﬁne dans
une zone réduite.
La longueur des codes de Gold émis par lesN sources est de 127 chips. En ce qui concerne
les paramètres du système, nous avons gardé les mêmes valeurs de paramètres du recuit
simulé, des pas de déplacement et des dimensions des zones réduites que celles utilisées
dans le chapitre 3 dans le cas de la localisation d'une seule source à trois échelles. Ces
valeurs sont données dans le tableau 4.2. Les ﬁgures 4.4, 4.5 et 4.6 donnent la précision
moyenne de localisation obtenue pour N ∈ {2, 4} pour diﬀérentes valeurs de fréquence.
La précision moyenne de localisation pour N = 9 est représentée sur les ﬁgures 4.7, 4.8
et 4.9. Nous reportons également, à titre de comparaison, les courbes relatives au cas
Température Pas de déplacement (cm) Largeur de la zone réduite (cm)
200 Hz 0 6 120
800 Hz 0 4 20
4 kHz 0 2 6
Table 4.2: Valeurs des paramètres utilisés.
de la localisation d'une seule source. Les dispositions des 20 et des 36 sources localisées
individuellement sont données aux ﬁgures 4.10 et 4.11. Nous pouvons constater que les
performances du système de localisation simultanée de deux sources sont dégradées par
rapport à celles du système de localisation d'une seule source : une détérioration en
précision de 6% est observée pour une erreur inférieure ou égale à 10 cm à l'échelle
grossière et une dégradation de l'ordre de 4% est observée pour des erreurs inférieures ou
égales à 3 cm et 1.5 cm obtenues respectivement avec les deux premières échelles (i.e.,
f ∈ {200Hz, 800Hz}) et les trois échelles (i.e., f ∈ {200Hz, 800Hz, 4kHz}).
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Figure 4.2: Disposition des sources à localiser dans la salle, N = 4.
Figure 4.3: Disposition des sources à localiser dans la salle, N = 9.
Pour N = 4 et comparé au système de localisation d'une seule source, nous observons
une dégradation en précision de l'ordre de 9% pour une erreur inférieure ou égale à
10 cm et une dégradation de l'ordre de 6% pour une erreur inférieure ou égale à 3cm
obtenues respectivement avec l'échelle grossière et les deux premières échelles (i.e., f ∈
{200Hz, 800Hz}). Une détérioration de 4% pour une erreur de 1.5 cm est atteinte avec
les trois échelles (i.e., f ∈ {200Hz, 800Hz, 4kHz}).
Pour N = 9, la précision de localisation pour une erreur inférieure ou égale à 10 cm
s'est dégradée de 26.87% comparé au système de localisation d'une seule source. Pour
une erreur inférieure ou égale à 3 cm, la dégradation en précision obtenue avec f ∈
{200Hz, 800Hz} est de 15.43%. Une détérioration en précision de 17% pour une erreur
inférieure ou égale à 1.5 cm est atteinte avec f ∈ {200Hz, 800Hz, 4kHz}.
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Figure 4.4: Comparaison des fonctions de distribution cumulative de l'erreur de loca-
lisation pour N ∈ {1, 2, 4} et f = 200Hz.
Figure 4.5: Comparaison des fonctions de distribution cumulative de l'erreur de loca-
lisation pour N ∈ {1, 2, 4} et f ∈ {200Hz, 800Hz}.
Cette dégradation est due essentiellement à l'interférence entre les sources. On
constate, par ailleurs, que la dégradation en précision diminue quand on augmente le
nombre d'échelles de 1 à 2. Ceci s'explique par le fait que, pour f = 200 Hz, les valeurs de
précision pour des erreurs relativement élevées obtenues avec N ∈ {2, 4, 9} s'approchent
de la valeur de la précision obtenue avec N = 1 (voir tableau 4.3) : La précision de
localisation pour une erreur inférieure ou égale à 14 cm obtenue avec N ∈ {2, 4} s'est
dégradée d'environ 2% comparé au cas deN = 1. PourN = 9, la dégradation en précision
pour la même valeur de l'erreur est de l'ordre de 13%. A l'échelle intermédiaire, nous
réduisons la zone de recherche à une zone carrée de largeur 2×10 cm centrée à la position
estimée à la basse fréquence. Cette zone contient non seulement des estimations avec une
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Figure 4.6: Comparaison des fonctions de distribution cumulative de l'erreur de loca-
lisation pour N ∈ {1, 2, 4} et f ∈ {200Hz, 800Hz, 4kHz}.
erreur inférieure ou égale à 10 cm mais également des positions estimées avec une erreur
inférieure ou égale à 14 cm (
√
2× 10 cm).
N 1 2 4 9
f = 200 Hz 92.1% 90.6% 90.3% 78.7%
Table 4.3: Précision pour une erreur de localisation inférieure ou égale à 14 cm pour
N ∈ {1, 2, 4, 9} et f = 200Hz.
Malgré la dégradation observée, le système présente une précision moyenne de
localisation de 84.5% pour une erreur inférieure ou égale à 2.3 cm dans le cas de N = 2.
Pour N = 4 et N = 9, il atteint la même valeur de l'erreur avec une précision de 85% et
74% respectivement.
Nous évaluons dans les expérimentations décrites dans le paragraphe suivant les
performances du système proposé.
4.3.2 Evaluation par expérimentations
Nous évaluons par expérimentations eﬀectuées dans une salle de réunion à l'Ecole
Nationale Supérieure d'Ingénieurs du Mans les performances de notre système dans le
cas de la localisation simultanée de deux sources distantes de 30 cm.
L'objectif de cette expérimentation est de valider les résultats obtenus dans les simula-
tions sur des signaux réels et ce, en utilisant les mêmes paramètres de simulations tels
que la disposition des transducteurs du miroir à retournement temporel et les signaux
émis.
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Figure 4.7: Comparaison des fonctions de distribution cumulative de l'erreur de loca-
lisation pour N ∈ {1, 9} et f = 200Hz.
Figure 4.8: Comparaison des fonctions de distribution cumulative de l'erreur de loca-
lisation pour N ∈ {1, 9} et f ∈ {200Hz, 800Hz}.
Un deuxième intérêt de cette expérimentation est d'évaluer les performances de notre
système dans un environnement réel plus bruité que celui des simulations.
4.3.2.1 Description du site d'expérimentation
Il s'agit d'une salle de réunion comportant des tables, des chaises et dont les murs,
le plafond et le sol sont composés des diﬀérents types de matériaux (ﬁgures 4.12 et
4.13). La zone d'intérêt dans laquelle nous avons eﬀectué les mesures est de dimensions
4 × 4 × 2.2m3. Dans cette zone, nous avons placé quatre transducteurs du miroir à
retournement temporel aux mêmes positions que celles dans les simulations. Nous avons
également déployé les mêmes séquences de Gold, les mêmes valeurs de fréquences que
celles utilisées dans les simulations.
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Figure 4.9: Comparaison des fonctions de distribution cumulative de l'erreur de loca-
lisation pour N ∈ {1, 9} et f ∈ {200Hz, 800Hz, 4kHz}.
Figure 4.10: Disposition des 20 sources à localiser dans la salle, N = 1.
Dans cette expérimentation, nous visons à localiser une seule paire de sources sé-
parées d'une distance de 30 cm : la première, notée S1, est située au milieu de la zone
(i.e., la position (2m, 2m, 1.52m)) et la deuxième, notée S2, est placée à la position
(1.9m, 1.72m, 1.52m). Les résultats expérimentaux obtenus pour ces deux sources pour-
raient être généralisés aux cas des autres positions possibles de sources dans la zone
d'intérêt.
Nous mesurons, par pas de 2 cm, le signal reçu après retournement temporel dans
une zone de dimensions 70×70 cm2. Ceci revient alors à eﬀectuer 1296 mesures. La zone
de mesure est montrée à la ﬁgure 4.14.
Il est intéressant de noter qu'il n'était pas possible de garder les mêmes dimensions
de la zone de mesure, le même nombre de paires de sources à localiser et le même pas
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Figure 4.11: Disposition des 36 sources à localiser dans la salle, N = 1.
Figure 4.12: Photos du site d'expérimentation, 1 ère angle de vue.
Figure 4.13: Photos du site d'expérimentation, 2 ème angle de vue.
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Figure 4.14: Zone de mesure.
de mesure du signal reçu comme dans les simulations. En eﬀet, une zone de dimensions
1.2m × 1.2m nécessite 14641 points de mesure pour chaque paire de source. Au total,
il nous faut 146410 points de mesures pour les 10 paires de source. Ceci pourrait être
possible si le microphone était monté sur un banc de mesure motorisé à une dimension,
par exemple. Cependant, dans cette expérimentation, nous faisons varier le microphone
manuellement sur la carte de mesure pour mesurer le signal reçu à chaque point de
mesure.
4.3.2.2 Protocole expérimental
Dans cette expérimentation, nous avons tiré proﬁt du théorème de la réciprocité
spatiale aﬁn de créer deux sources initiales virtuelles aux positions r0 et r1, positions
des sources réelles. Le protocole expérimental se présente alors comme suit : Durant la
première phase de l'expérimentation, le signal sonore initial relatif à la source S1 est
émis successivement par chacun des quatre haut-parleurs du miroir, puis enregistré sur
le microphone placé à la position r0, position réelle de la source S1. Le même procédé est
répété pour la source S2 : les haut-parleurs du miroir émettent successivement le signal
de la source S2. Les signaux sont reçus par le microphone placé à la position r1, position
réelle de la source S2. Durant la deuxième phase, les signaux résultant de l'émission des
deux sources sont sommés au niveau de chaque transducteur puis, réémis simultanément
par les quatre haut-parleurs.
4.3.2.3 Matériel
Nous avons déployé quatre haut-parleurs et un microphone pilotés par un ordina-
teur à travers une carte d'acquisition (voir ﬁgure 4.15). Celle-ci comporte deux modules :
un module d'acquisition, NI9234 [35], à convertisseur analogique-numérique de type
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Figure 4.15: Schéma de raccordement du système de localisation.
Delta-Sigma à 24 bits et un module, NI9263 [36], à convertisseur numérique-analogique
de type String à 16 bits. Le microphone, étant à condensateur pré-polarisé avec préam-
pliﬁcateur intégré, présente une sensibilité de 10 mV/Pa. Les haut-parleurs, SC8N−8Ω,
sont caractérisés par une réponse en fréquence très équilibrée dans la plage de fréquences
de 70 Hz à 20 kHz. Les deux ampliﬁcateurs, B300HPA, utilisés présentent une sensibilité
de 10 Volt rms et un gain de 22 dBu.
L'acquisition des données entre le l'ordinateur et la carte d'acquisition est eﬀectuée via
Labview et le traitement de signal est réalisé sur MATLAB.
Dans la première phase de l'expérience du retournement temporel, nous avons
déployé une seule sortie de la carte d'acquisition aﬁn d'émettre successivement le signal
de la source S1 et une seule entrée aﬁn d'enregistrer le signal reçu par le microphone
placé à la position de la source S1. Nous avons repris la même expérimentation pour
la source S2. Les signaux reçus et résultant de l'émission des signaux des deux sources
par chaque haut-parleur sont ensuite, sommés et retournés temporellement via Matlab.
Dans la deuxième phase de l'expérience, nous avons déployé quatre sorties de la carte
d'acquisition pour émettre simultanément les signaux ainsi obtenus et une seule entrée
pour enregistrer le signal reçu par le microphone placé à diﬀérentes positions dans la
zone de mesure.
Avant de commencer notre campagne de mesures, nous avons fait quelques tests
préliminaires et nous avons compensé les diﬀérentes porteuses composant le signal d'émis-
sion. Dans les paragraphes suivants, nous présentons les résultats que nous avons obtenus
pour chacune des sources S1 et S2.
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4.3.2.4 Digrammes de corrélation spatiale
Les diagrammes de corrélation spatiale obtenus par expérimentations sont montrés
sur les ﬁgures 4.16, 4.17 ,4.18 et 4.19. Leur allure est similaire à celle des diagrammes
obtenus en simulation. En eﬀet, pour f = 4 kHz, nous observons un pic aigu à la position
des sources et des pics prématurés partout dans la zone. Pour f = 800 Hz, le pic à la
source devient plus large et il y a moins de pics prématurés à ses alentours. Pour f = 200
Hz, le diagramme est presque plat : l'amplitude de corrélation spatiale varie lentement
d'une position à une autre, toutefois, nous remarquons quelques variations brusques de
l'amplitude de corrélation comparé au diagramme obtenu en simulations. Ceci s'explique
par le fait que l'environnement de l'expérimentation est plus bruité que celui des simu-
lations. Cette expérimentation a alors un double intérêt. Le premier est de valider les
résultats obtenus dans les simulations et ce en adoptant des conditions d'expérimenta-
tion similaires. Le deuxième est d'évaluer les performances de notre système dans un
environnement plus bruité.
4.3.2.5 Précision de localisation des sources
Nous présentons, dans ce paragraphe, les performances de notre système obtenues
par expérimentations dans le cas de la localisation simultanée des sources S1 et S2 dis-
tantes de 30 cm. Ces performances sont données en termes de précision de localisation
et de délai de localisation. Nous rappelons que le récepteur, situé à une position quel-
conque dans la zone de mesure, se déplace moyennant la méthode de recuit simulé à la
recherche de la position maximisant le diagramme de corrélation spatiale et ce pour les
valeurs de fréquence notamment 200 Hz et 800 Hz. Pour 4 kHz, le récepteur se déplace
régulièrement dans la zone réduite. Dans cette partie, nous ne reportons pas la phase de
réglage des paramètres de recuit simulé, puisque la démarche est exactement similaire à
celle adoptée dans le chapitre 3. Il s'agit de faire varier l'un des paramètres de l'algo-
rithme ; les autres paramètres étant maintenus à des valeurs constantes. Nous rappelons
que les paramètres principaux sur lesquels nous pouvons jouer sont la valeur initiale de
la température et le nombre de paliers. Ces paramètres sont choisis de telle manière à
obtenir un bon compromis entre précision de localisation et délai de localisation. Pour
l'échelle grossière (i.e., la basse fréquence), nous optons pour une valeur de température
nulle et un pas de déplacement de 8 cm. Pour l'échelle intermédiaire, la température est
maintenue nulle et le récepteur se déplace avec un pas de 4 cm dans une zone de dimen-
sions 28cm × 28cm centrée à la position estimée à l'échelle précédente. A l'échelle ﬁne,
le récepteur se déplace régulièrement avec un pas de 2 cm dans une zone de dimensions
12cm× 12cm.
Il est à noter que les valeurs des pas de déplacement et des dimensions des zones réduites




Figure 4.16: Diagrammes de corrélation spatiale de la source S1 : (a) 200 Hz , (b)
800 Hz, (c) 4 kHz.




Figure 4.17: Diagrammes de corrélation spatiale en 3 dimensions de la source S1 :
(a) 200 Hz , (b) 800 Hz, (c) 4 kHz.




Figure 4.18: Diagrammes de corrélation spatiale de la source S2 : (a) 200 Hz , (b)
800 Hz, (c) 4 kHz.




Figure 4.19: Diagrammes de corrélation spatiale en 3 dimensions de la source S2 :
(a) 200 Hz , (b) 800 Hz, (c) 4 kHz.
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sont diﬀérentes de celles utilisées dans les simulations. Ceci est dû au fait que les condi-
tions des simulations et les conditions des expérimentations ne sont pas identiques. Les
tableaux 4.4 et 4.5 illustrent respectivement la précision de localisation des sources S1
et S2 obtenue avec les diﬀérentes fréquences. Dans le tableau 4.6 est reporté le nombre
de déplacements eﬀectués par le récepteur aﬁn d'atteindre ces résultats.
Erreur (cm) 0 2 4 6 8 10
f = 200 Hz 0 11.40 13.40 20.40 31.80 43.20
f ∈ {200, 800} Hz 14.60 45.20 60.60 67.20 74.00 77.40
f ∈ {200, 800, 4000} Hz 0 74.00 74.00 74.00 74.00 74.60
Table 4.4: Précision en fonction de l'erreur de localisation de la source S1.
Erreur (cm) 0 2 4 6 8 10
f = 200 Hz 0 3.40 7.60 28.20 40.40 63
f ∈ {200, 800} Hz 23.2 57.4 76.6 78 78.80 86.60
f ∈ {200, 800, 4000} Hz 78.80 78.80 78.80 78.80 79.60 82.00
Table 4.5: Précision en fonction de l'erreur de localisation de la source S2.
Les résultats montrent une bonne précision de localisation des deux sources : une
précision de 74% pour une erreur inférieure ou égale à 2 cm pour la source S1 et une
erreur de ' 0 cm avec une précision de 79% pour la source S2. Ces performances sont
obtenues avec un nombre moyen de déplacements de l'ordre de 96, ce qui est largement
inférieur au nombre total de points de mesures et qui vaut 1296 points.
Il est à noter que le récepteur peut se contenter des échelles 200 Hz et 800 Hz
s'il cherche à localiser la source avec une erreur de l'ordre de 8 cm, par exemple. Plus
généralement, selon la précision de localisation souhaitée (ou encore selon l'application),
le récepteur choisit le nombre d'échelles de son système de localisation.
Source S1 S2
Nombre moyen de déplacements 95 98
Table 4.6: Nombre moyen de déplacements du récepteur.
Malgré les bonnes performances de notre système, il présente cependant quelques
inconvénients tels que l'audibilité du signal utilisé pour la localisation. La partie suivante
de ce chapitre traitera cette limitation.
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4.4 Application d'un modèle psycho-acoustique
Dans tout ce qui précède, notre objectif était de proposer des solutions aﬁn de
réaliser un système de localisation à la fois multi-échelles et multi-sources. Les solutions
proposées, nous les avons testées par des simulations et validées par des expérimenta-
tions. Cependant, nous ne nous sommes pas préoccupés de l'audibilité du signal utile
pour la localisation. En eﬀet, une des limitations de notre système de localisation ré-
side dans l'emploi d'un signal sonore audible. La transmission d'un son audible dans
les environnements internes pourrait déranger les personnes se trouvant à l'intérieur de
ces environnements. Dans [47], les auteurs ont surmonté cette limitation en émettant un
signal sonore à faible amplitude issu d'une séquence de Gold longue. L'utilisation d'une
séquence de Gold de longueur importante avait pour objectif d'améliorer le rapport si-
gnal à bruit, vu que le signal est émis à faible amplitude. Les auteurs ont également
proposé de mélanger le signal utile pour la localisation avec la musique. Les premiers
résultats ont montré que ceci n'aﬀecte que légèrement les performances de leur système
de localisation.
Dans le cadre de cette thèse, nous avons eu recours à la psycho-acoustique aﬁn
de réduire l'audibilité de notre signal. Cette discipline, faisant appel à l'acoustique et la
physiologie auditive, s'intéresse essentiellement à relier les caractéristiques d'un son à la
sensation auditive qu'il génère.
4.4.1 Anatomie de l'oreille
L'oreille comporte trois parties appelées oreille externe, oreille moyenne et oreille
interne (ﬁgure 4.20). L'oreille externe capte l'onde sonore qui est caractérisée par un
niveau d'intensité exprimé en décibels Sound Pression Level (dB SPL). L'onde, étant
ampliﬁée sélectivement en fréquence, stimule le tympan. Les osselets de l'oreille moyenne
se mettent alors en vibration et l'impédance entre les deux diﬀérents milieux de l'oreille
externe et de l'oreille interne est alors adaptée. La membrane basilaire à laquelle est reliée
le limaçon (ou la cochlée), organe d'audition de l'oreille interne, résonne en réponse à
l'onde sonore. Cette résonance excite les cellules ciliées de l'organe de Corti, situé sur la
membrane basilaire. Le signal sonore est alors traduit en message nerveux. Le maximum
de résonance est atteint en un point spéciﬁque de la membrane basilaire qui dépend de
la tonalité de l'onde acoustique. Une analogie entre les points de la membrane et l'échelle
des fréquences audibles peut être établie [48]. L'oreille peut alors être vue comme un
analyseur fréquentiel du signal sonore.
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Figure 4.20: Structure de l'oreille [49].
4.4.2 Seuil d'audition absolu
Pour qu'il soit détecté (i.e., pour qu'il y ait une résonance signiﬁcative de la mem-
brane basilaire), le niveau de l'intensité d'un son doit dépasser un seuil dépendant de
la fréquence. Ce seuil a été quantiﬁé grâce aux expériences de Fletcher menées dans un
environnement sonore non bruité et déployant un son sinusoïdal de fréquence variable.
Ce seuil, appelé seuil d'audition absolu, est donné par la fonction non linéaire suivante :
Sa(f) = 3.64× f−0.8 − 6.5× exp(−0.6× (f − 3.3)2) + 10−3 × f4(dBSPL) (4.7)
avec f la fréquence exprimée en kHz.
La ﬁgure 4.21 représente le seuil d'audition absolu pour une bande de fréquence de 100
Hz à 5 kHz. Nous remarquons que le niveau de l'intensité sonore est plus important dans
des zones de fréquences que dans d'autres. Aﬁn d'atteindre le seuil d'audition absolu,
il faut une pression acoustique plus importante dans les zones où le niveau d'intensité
est plus élevé que dans les zones où le niveau d'intensité est plus faible. C'est sur cette
remarque que repose notre solution face à l'audibilité du signal de localisation.
4.4.3 Réduction de l'audibilité du signal de localisation
Nous proposons d'appliquer à notre signal de localisation un ﬁltre permettant de
réduire son audibilité. Ce ﬁltre, nous le déﬁnissons à partir du seuil d'audition absolu.
Comme il a été précédemment mentionné, ce seuil présente la limite à partir de laquelle
le son devient audible : il présente des zones de fréquences dans lesquelles nos oreilles
sont plus sensibles au son que dans d'autres. L'idée est alors d'envoyer un signal de
localisation à faible amplitude dans les zones où la sensibilité de l'oreille est meilleure et
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Figure 4.21: Seuil d'audition absolu.
Figure 4.22: Réponse impulsionnelle normalisée du ﬁltre, h(t).
d'émettre un signal de localisation à amplitude plus forte dans les zones de fréquences où
nous entendons mal. Pour obtenir la fonction de transfert de ce ﬁltre, nous transformons
d'abord le seuil d'audition absolu, donné par l'équation 4.7, à l'échelle linéaire en se
basant sur la formule :
Sa(f) = 10× log10(( Pa
Pa0
)2) (4.8)
où Sa(f) le niveau d'intensité acoustique, Pa la pression acoustique et Pa0 = 2 × 10−5
Pa la pression acoustique de référence.
En appliquant une transformée de Fourier inverse sur la pression ainsi calculée, nous
obtenons alors la réponse impulsionnelle du ﬁltre, qu'on note par h(t) (voir ﬁgure 4.22).
Pendant la première étape de l'opération du retournement temporel, les transduc-
teurs du miroir à retournement temporel enregistrent les signaux émis par les sources et
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Figure 4.23: Produit de convolution linéaire des réponses impulsionnelles des ﬁltres
h(t) et g(t).
les retournent temporellement. Les sources représentent les destinations que l'utilisateur
de notre système souhaite atteindre ou localiser. Pendant la deuxième étape de l'opéra-
tion du retournement temporel, l'utilisateur du système se déplace dans la zone d'intérêt
à la recherche de la source ou de sa destination. La première étape ne fait pas alors
intervenir les utilisateurs du système. Elle est plutôt contrôlée par les administrateurs
du système de localisation. Le problème de l'audibilité du signal de localisation se pose
uniquement dans la deuxième étape de l'opération. C'est alors dans cette étape que nous
appliquons notre modèle psycho-acoustique aux retournés temporels des signaux reçus
aux niveaux des transducteurs. Au niveau du dispositif de positionnement de l'utilisateur,
un ﬁltre adapté à h(t), de réponse impulsionnelle notée par g(t) est appliqué :
g(t) = h(−t) (4.9)
Ce ﬁltre permet de maximiser le rapport signal sur bruit à sa sortie. Le produit de
convolution linéaire des deux ﬁltres est reporté à la ﬁgure 4.23.
4.4.3.1 Résultats de simulations
Nous avons évalué par simulations les performances de notre système de localisa-
tion avec modèle psycho-acoustique en considérant le cas de la localisation d'une seule
source. Nous avons comparé ses performances vis-à-vis de celles obtenues avec le système
sans modèle psycho-acoustique, et ce pour diﬀérentes valeurs du rapport signal à bruit
calculées au niveau du récepteur, placé à la position de la source. Nous avons cherché
à localiser les 20 sources représentées à la ﬁgure 4.10 en gardant les mêmes valeurs des
paramètres de la méthode du recuit simulé, des pas de déplacement et des dimensions
Chapitre 4. Localisation simultanée des sources par retournement temporel 117
Figure 4.24: Comparaison des fonctions de distribution cumulative de l'erreur de
localisation obtenues avec le système sans modèle psycho-acoustique et avec le système
avec modèle psycho-acoustique, f ∈ {200Hz, 800Hz, 4kHz} et RSB = 10 dB.
Figure 4.25: Comparaison des fonctions de distribution cumulative de l'erreur de
localisation obtenues avec le système sans modèle psycho-acoustique et avec le système
avec modèle psycho-acoustique, f ∈ {200Hz, 800Hz, 4kHz} et RSB = 20 dB.
des zones de recherche réduites que celles utilisées dans la section 4.3.1 et présentées dans
le tableau 4.2. La précision moyenne de localisation obtenue avec le système basé sur le
modèle psycho-acoustique pour diﬀérentes valeurs de fréquence est représentée sur les
les ﬁgures 4.24, 4.25 et 4.26, et ce pour des valeurs de rapport signal à bruit de 10 dB,
20 dB et 30 dB respectivement. Nous avons reporté également, à titre de comparaison,
la courbe relative au système sans modèle psycho-acoustique. Nous pouvons observer
que les deux systèmes présentent des performances proches pour des petites valeurs de
l'erreur : Pour un rapport signal à bruit de 10 dB, une erreur inférieure ou égale à 3 cm
est atteinte avec les deux systèmes pour environ 69% des réalisations en utilisant les deux
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Figure 4.26: Comparaison des fonctions de distribution cumulative de l'erreur de
localisation obtenues avec le système sans modèle psycho-acoustique et avec le système
avec modèle psycho-acoustique, f ∈ {200Hz, 800Hz, 4kHz} et RSB = 30 dB.
fréquences 200 Hz et 800 Hz. A l'échelle ﬁne, les deux systèmes présentent une erreur
inférieure ou égale à 1.5 cm avec une précision de 85%. Par ailleurs, nous observons un
gain en précision pour une erreur inférieure ou égale à 3 cm de l'ordre de 1.5% et 4%
respectivement pour des rapports signal à bruit de 20 dB et 30 dB en comparant les
performances du système de localisation avec modèle psycho-acoustique à celles du sys-
tème sans modèle psycho-acoustique pour f ∈ {200Hz, 800Hz} : Le système avec modèle
psycho-acoustique localise la source avec une erreur inférieure ou égale à 3 cm pour 71.3%
et 73.6% des réalisations respectivement pour 20 dB et 30 dB, alors que, sans modèle
psycho-acoustique le système atteint la même valeur de l'erreur pour 69.7% des réalisa-
tions. Pour f ∈ {200Hz, 800Hz, 4kHz}, un gain de l'ordre de 2% a été observé pour une
erreur inférieure ou égale à 1.5 cm pour des rapports signal à bruit de 20 dB et 30 dB.
Cette erreur est atteinte avec le système avec modèle psycho-acoustique pour 88% des
réalisations et avec une précision de 86% avec le système sans modèle psycho-acoustique.
Par ailleurs, pour des valeurs supérieures de l'erreur, l'amélioration de la précision de lo-
calisation obtenue suite à l'application du modèle psycho-acoustique et du ﬁltre adapté
se stabilise à une valeur de l'ordre de 5%. Ce gain est obtenu à l'échelle grossière pour
des valeurs de l'erreur supérieures ou égales à environ 11 cm et se propage aux échelles
intermédiaire et ﬁne pour des valeurs de l'erreur supérieures ou égales à environ 6 cm.
L'amélioration de la précision apportée par le système avec modèle psycho-acoustique
est due principalement à la maximisation du rapport signal à bruit qui s'explique à son
tour par l'utilisation d'un ﬁltre adapté à la réception.
En ce qui concerne l'audibilité du signal, nous avons fait écouter à quatre doctorants
du laboratoire les signaux émis par les transducteurs dans deux versions : avec modèle
psycho-acoustique et sans modèle psycho-acoustique. Ce test a montré une réduction
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signiﬁcative de l'audibilité du signal de localisation suite à l'adoption du modèle psycho-
acoustique.
En conclusion, l'application d'un modèle psycho-acoustique à notre signal de loca-
lisation a permis de réduire son audibilité tout en améliorant la précision de localisation.
4.5 Conclusion
Dans ce chapitre, nous avons présenté un système de localisation multi-sources et
multi-échelles [5] [6]. Ce système permet de localiser simultanément plusieurs sources
avec diﬀérentes précisions de localisation et ce grâce à la méthode d'accès multiples à
répartition de code et à la dépendance du diagramme de corrélation spatiale vis-à-vis
de la fréquence porteuse utilisée. Ses performances évaluées par simulations en termes
de précision moyenne de localisation et de délai de localisation pour diﬀérentes valeurs
du nombre de sources ont été comparées aux performances obtenues dans le cas de
localisation d'une seule source. Les résultats ont montré qu'une dégradation en précision
de l'ordre de 4% pour une erreur inférieure ou égale à 1.5 cm est observée pour N = 2
et N = 4 comparé au cas de N = 1. Pour N = 9, la détérioration est de l'ordre
de 17%. Cependant, malgré la dégradation observée, le système de localisation de neuf
sources présente une précision de localisation moyenne de l'ordre de 74% pour une erreur
inférieure ou égale à 2.3 cm. Par ailleurs, une évaluation des performances du système
dans un environnement réel plus bruité que celui des simulations a été eﬀectuée à travers
des expérimentations et a montré que le système localise simultanément deux sources
avec une précision de l'ordre de 77% pour une erreur inférieure ou égale à 2 cm.
Dans une deuxième partie de ce chapitre, nous avons cherché à réduire l'audibilité
du signal de localisation. Nous avons alors déﬁni un ﬁltre à partir du seuil d'audition
absolu que nous avons appliqué à notre signal. Une comparaison des performances de
notre système de localisation multi-échelles avec modèle psycho-acoustique et celles du
système sans modèle psycho-acoustique a été établie et a montré une amélioration de
la précision de localisation grâce à l'utilisation d'un ﬁltre adapté au modèle psycho-
acoustique à la réception. Par ailleurs, l'écoute des signaux émis par les transducteurs
du miroir à retournement temporel dans deux versions : avec modèle psycho-acoustique
et sans modèle psycho-acoustique a montré une réduction signiﬁcative de l'audibilité du
signal de localisation suite à l'application du modèle psycho-acoustique.
Conclusion générale
Conclusions
L'objectif général de cette thèse était de proposer une solution de localisation à
la fois simple et robuste à l'eﬀet des trajets multiples caractérisant les environnements
intérieurs.
La première partie de notre étude a été consacrée au développement d'un système de
localisation acoustique basé sur le temps d'arrivée et sur la méthode des signatures. Ce
système a été ensuite évalué expérimentalement dans deux architectures diﬀérentes :
une architecture orientée privée en utilisant la méthode d'accès multiple à répartition
par code et une architecture de localisation à architecture centralisée en déployant la
méthode d'accès multiple à répartition dans le temps. Nous avons étudié l'eﬀet de la va-
riation des diﬀérents paramètres du système à savoir le nombre des haut-parleurs, leurs
positions et le nombre de positions de références sur ses performances. Nos résultats ont
montré que l'ajout d'un nouveau haut-parleur ainsi que le changement de l'emplacement
des sources se traduisent par une dégradation des performances du système de localisa-
tion du microphone. A l'issue de cette étude, nous avons proposé un critère de choix des
mesures les plus ﬁables pour l'estimation de la position. Ceci a permis une amélioration
de l'ordre de 24% des performances du système en termes de précision. Par ailleurs, nous
avons observé que le choix des meilleures positions de références a amélioré la précision
de localisation d'environ 3% et 7%, respectivement, pour le système de localisation à
architecture centralisée et pour le système de localisation à architecture orientée privée.
Enﬁn, une comparaison expérimentale dans le même banc d'essai des performances de
notre système de localisation à architecture orientée privée et d'un système de localisa-
tion sonore à étalement de spectre déjà existant et basé sur la méthode de trilatération
nous a permis d'observer que les performances de notre système sont meilleures que celles
du système de localisation déjà existant. Bien que ces résultats conﬁrment les résultats
trouvés dans le cas de la localisation par ondes radiofréquences, nos expérimentations




La deuxième partie de notre étude a porté sur la localisation par la méthode de retour-
nement temporel. Le système de localisation développé tire proﬁt de la dépendance du
diagramme de corrélation spatiale par rapport à la fréquence porteuse utilisée et ce aﬁn
de permettre à ses utilisateurs de localiser l'objet d'intérêt avec diﬀérentes précisions
de localisation. Ce système peut être appliqué pour trouver une source qui souhaite se
localiser ou pour permettre à un récepteur sonore d'atteindre sa destination souhaitée,
celle-ci étant équipée par une source sonore. En premier lieu, nous avons eﬀectué une
localisation à deux échelles : une échelle grossière et une échelle ﬁne. Les résultats expé-
rimentaux ont conﬁrmé les résultats de simulations et ont montré que le système permet
une erreur inférieure ou égale à 1 cm avec une précision de 87%. En deuxième lieu, nous
nous sommes intéressés à réduire le délai de localisation, mesuré à partir du nombre
moyen de déplacements du récepteur nécessaire pour atteindre ou localiser la source.
Nous avons constaté que l'ajout d'une échelle intermédiaire permet d'obtenir un bon
compromis entre précision et délai de localisation.
Nous avons ensuite étendu notre système de localisation multi-échelles au cas de plusieurs
sources grâce à l'utilisation de la méthode d'accès multiple à répartition par code. Une
évaluation des performances de ce système en termes de précision et délai de localisation
a été menée par des simulations pour diﬀérentes valeurs du nombre de sources, N . Les
résultats ont montré que le système permet de localiser simultanément deux sources avec
une précision de 84.5% pour une erreur inférieure ou égale à 2.3 cm. Pour N = 4 et
N = 9, le système présente respectivement une précision de 85% et 74% pour la même
valeur de l'erreur. Une comparaison avec le système de localisation d'une seule source a
montré une dégradation en précision de 4% pour une erreur inférieure ou égale à 1.5cm
pour N = 2 et N = 4 et une dégradation de 17% pour N = 9. Des expérimentations ont
également été menées aﬁn de valider les résultats de simulations trouvés dans le cas de
deux sources.
Dans tout ce qui précède, nous avons uniquement cherché à valider les concepts multi-
échelles et multi-sources de notre système de localisation, sans nous préoccuper de l'audi-
bilité du signal utile à la localisation. Cependant, la transmission d'un son audible dans
les environnements internes pourrait déranger les personnes se trouvant à l'intérieur de
ces environnements. Ainsi nous avons cherché à réduire l'audibilité du signal de loca-
lisation par recours à la psycho-acoustique. Nous avons alors déﬁni un ﬁltre, à partir
du seuil d'audition absolu, que nous avons appliqué à notre signal de localisation. Nous
avons établi une comparaison des performances de ce système avec notre système de
localisation multi-échelles sans modèle psycho-acoustique. Cette comparaison a montré
une amélioration de la précision de localisation grâce à l'utilisation d'un ﬁltre adapté au
modèle psycho-acoustique à la réception . Par ailleurs, l'écoute des signaux émis dans
deux versions : avec modèle psycho-acoustique et sans modèle psycho-acoustique a mon-




Parmi les perspectives envisageables pour compléter cette étude, nous pouvons
citer :
 Validation de notre premier système de localisation dans un banc d'essai plus
large. Il est à noter que les dimensions de notre banc d'essai ont été limitées
par le matériel disponible à l'Ecole Nationale Supérieure d'Ingénieurs du Mans.
Une façon de déployer notre système dans un environnement réel consiste à ﬁxer
les haut-parleurs du système de localisation à architecture orientée privée et les
microphones du système de localisation à architecture centralisée au plafond.
Les cotes des positions de références doivent avoir des valeurs proches à celui de
l'objet d'intérêt.
 Extension de ce système au cas de la localisation en trois dimensions. Pour cela,
on doit placer les positions de références non seulement à diﬀérentes valeurs de
x et y mais aussi à diﬀérentes valeurs de z, ce qui conduit à une augmentation
de la taille de la base de données. On peut considérer, dans ce cas, un maillage
non régulier de la zone d'intérêt (i.e., les positions de référence ne sont pas
régulièrement espacées).
 Pour le système de localisation basé sur la technique de retournement temporel,
validation des résultats de simulations obtenus avec le modèle psycho-acoustique
à travers des expérimentations.
 Extension de ce système au cas de la localisation en trois dimensions.
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