In this work we focus on the task to localize and track multiple non-cooperative targets by a passive antenna array and an optical sensor. Both sensor systems are mounted on a UAV and obtain bearing measurements from the targets, where the number of targets is unknown. To solve the localization and tracking problem, the imprecise but unique bearing data collected from the antenna array has to be correlated with the precise but ambiguous bearing data gained from the optical system. We perform this by a Monte Carlo realization of a multi-sensor probability hypothesis density (PHD) filter.
INTRODUCTION
Unmanned aerial vehicles (UAVs) have an operational benefit in all dangerous and/or dull tasks. Especially small UAVs are often used for surveillance. Often an optical system is used to investigate an interesting area. In recent time antenna arrays have been constructed to localize and track communication emitters with a small UAV. Keeping in mind that small UAVs have a limited payload capability the performance of the localization results, achieved with such antenna arrays is not always sufficient. The aim in this paper is to improve the localization and tracking results of those array systems by fusing the bearing data computed by them with bearing data computed from optical systems. Both sensor types measure 2D bearing data in 3D coordinates. The challenging task is now to invert the measurement step of every sensor in order to generate 3D coordinates from 2D data. In the field of computer vision this task is usually done through a set of multiple cameras, which are observing the same scene. This approach leads to stereo systems and 3D-reconstruction algorithms. [1] [2] [3] The drawback of this approach is that it is computationally very expensive to calculate 3D coordinates. In a task where only the 3D information of some objects is essential, like tracking and surveillance, the computed additional information is redundant. Using antenna arrays or sonar systems one traditionally only gets bearing data to process.
In this work we focus on the task of passive localization and tracking of multiple non-cooperative emitting objects. To solve this task we derive a general sensor model and scenario. The localization, tracking and fusion of the sensor data is done by a sequential Monte Carlo implementation of a probability hypothesis density (PHD) filter. We use this iterative approach to avoid the time-consuming data association, as was used by Hue et al. 4 for a single moving sensor. In our approach we obtain unique but imprecise data from the antenna array system (detection of emitting sources) and ambiguous but precise data from the optical sensor. In this paper we present how to fuse both kinds of data to get a unique and precise localization and tracking result. Figure 1 . Typical scenario used in our simulations and real world experiments. A possible observer path is illustrated by the red ellipse, whereby the blue dots represent the discrete measurement points. The yellow crosses are objects of interest in this scene, which will be localized and tracked from the algorithm by bearing data. The latter is represented by green rays which point in the direction resulting from processing the sensor outputs.
SENSOR AND TARGET MODEL
The scenario considered in this work is the following: An observer (UAV) with a camera and a antenna array performs a (non-linear) flight maneuver over a region. Possible objects of interest are detected by some sensor processing and the corresponding bearing angles are calculated. Additionally, measurements from false alarms and clutter are produced by this process and have to be handled by the proposed algorithm to localize and track multiple objects. A typical scenario can be seen in Figure 1 . The proposed algorithm is general enough to be easily adapted to another sensor-object geometry. In general we assume the following time scheme: First the antenna system computes bearing data. This data is used to steer the optical system. In the image possible targets are detected and corresponding bearing data is produced. Subsequently a new measurement from the antenna system is computed. This alternating order is kept for the whole scenario. For every new measurement the corresponding sensor model is chosen and the data is processed in the multi-sensor PHD filter.
We assume that the objects move with respect to a linear constant velocity model, so that the object state is a six-dimensional vector
with three entries for the position and three entries for the velocities in a Cartesian coordinate system. A local measurement is described by a two-dimensional vector
whereby α ∈ (−π, +π] is azimuth and ε ∈ [0, π/2] is elevation in the local coordinate system of the observer.
Generating bearing measurements from an antenna array
Possible objects of interest are detected by some sensor processing. Using an antenna array, a lot of direction finding algorithms exits, 5-7 which produce local bearing data in the coordinate system of the sensor. In order to localize and track an object over the time we need to transform local measurements in a global coordinate system. This is done by the following three steps:
1. Transform to polar coordinates:
2. Rotate the bearing ray ρ obs according to the attitude of the observer
with φ, θ and ψ denoting the heading, pitch and roll of the observer and R(φ, θ, ψ) denotes a suitable rotation matrix for this angles.
3. Calculate the measurements in a global coordinate system as follows:
Generating bearing measurements from an optical system
In a camera system possible targets are detected by applying an object detection strategy on the gained images.
8, 9
These objects are represented by a central pixel q or rather by its homogeneous counterpart q that is used to calculate the global bearing angles z:
T on the projection ray corresponding to the pixel q = (x q , y q )
T or rather q = (x q , y q , 1) T by decomposing the projection matrix P as follows:
with λ denoting the freely selectable factor of the homogeneous representation of q. This leads to the projection ray:
whereby −A −1 a represents the projection center C of the camera. Setting the height of the point Q to valid value, e.g. in the presented aerial case z Q = 0, leads to a value for λ and subsequent to the complete point Q.
Calculate the global bearing angles z between the point
T and the projection center
T of the camera:
For global measurements gained from the antenna system and the optical system we write z ant := z and z cam := z, respectively.
RANDOM FINITE SET MODEL
In a single-object system, the state and measurement at time k are represented as two random vectors of possibly different dimensions. These vectors evolve in time, but maintain their initial dimension. However, this is not the case in a multi-object system. Here the multi-object state and multi-object measurement are two collections of individual objects and measurements. The number of these may change over time and lead to another dimension of the multi-object state and multi-object measurement. Furthermore, there exist no ordering for the elements of the multi-object state and measurement. Using the theory proposed by Mahler, 10 the multi-object state and measurement are naturally represented as finite subsets X k and Z k defined as follows:
Let N (k) be the number of objects at time-stamp k, which are located at
is the multi-object state, where F (E S ) denotes the collection of all finite subsets of the space E S . Analogous to this, we define the multi-object measurement at the time-step k
in the single-object space E O that correspond to real targets and clutter. The sets X k and Z k are also called random finite sets, for which the first moment, or probability hypothesis density, is the analog of the expectation of a random vector. The integral value of the PHD over a given region in state space leads to the expected number of objects within this region. We define D(x k |Z k ) as the PHD associated with the multi-object posterior p(X k |Z k ) at a time-step k, with Z k denoting the accumulated measurement from the time-steps 1 to k. The PHD filter consists of two steps: prediction and update.
The prediction can be realized through the following equation:
where b(x k ) denotes the intensity function of spontaneous birth of new objects, b(x k |x k−1 ) describes the intensity function of the random finite set of objects spawned from the previous state x k−1 . p s (x k−1 ) is the probability that the object still exists at the time-step k given its previous state x k−1 , and p(x k |x k−1 ) is the transition probability density of the individual objects. The update equation can be written as
with p D (x k ) denoting the probability of the detection of the state x k . Furthermore, p(z|x k ) is the measurement likelihood, c(z) the probability distribution for every clutter point and λ is the average number of clutter points per scan.
TRACKING AND LOCALIZATION
We implemented the theory described in the last section with a sequential Monte Carlo method, also known as particle filter. The first attempt to implement this technique for a tracking system, using the random finite set theory, was presented by Vo et al. 11 This was only done for a simulated scenario and not optimized for multi-sensor tracking and localization using bearing data. Following the definition in Equation (1) the state of an individual object will be represented by x k ∈ R 6 . Each measurement z k,t ∈ R 2 is represented analogous, c.f. (14) , with t ∈ {ant, cam}. For the sake of simplicity, we assume that the object motion model of each target is linear with a constant velocity. With this, the object state prediction can be written as:
where s k denotes the zero-mean Gaussian white process noise and
the transition matrix from time-step k to k. Since the measurements are two-dimensional, the likelihood function is given by:
with the covariance matrix of the measurement noise of the corresponding sensor system Σ t and the noise-free measurement equation
For the imprecise bearing data gained from the antenna array we, use the covariance matrix Σ ant and a very small clutter rate model, represented through λ ant and c ant (z). For the optical system we use a covariance matrix Σ cam designed for small errors and a high clutter model represented through λ cam and c cam (z). Additionally the actual localization result and this bearing data is used to steer a optical system. The optical bearing data is fused within the filter to get a precise and unique result.
Using the particle filter we can model the birth process b(x k ) as a uniformly distributed set of new particles with small weights. Let L k denote the number of particles at a time-step k, and let J k denote the number of the newly created particles at this time-step. The sequential Monte Carlo (SMC) PHD filter can be summarized as follows: 
2. Detect possible objects in the scene. This step depends on the used sensor system. The resulting bearing measurements are formulated analogous to (14) .
3. Update the state of each particle by a new set of measurements. For each measurement z ∈ Z k (c.f. (14)) compute
For all particles i = 1, ..., L k−1 + J k update their weightŝ
4. Resample the particle set. Firstly the target number has to be estimated as follows:
Initialize the cumulative probability with c 1 = 0 and set
Draw a uniformly distributed starting point
Rescale the weights byN k to get a new particle set
After each time-step k, we generate a particle cloud
, which represents the PHD. To estimate the correct object states from this cloud we have to perform a clustering. The SMC-PHD filter estimates the number of objects for every time-step, so it is possible to use a clustering technique, which requires the number of clusters, e.g. k-means clustering.
12 However the estimated object number from the PHD has a high variance.
13
To deal with this problem, we use in our experiments the adaptive resonance theory (ART) clustering, 14 which estimates the number of clusters automatically, with a distance parameter as predefined user input. With this kind of clustering we are robust against estimation errors in the number of objects. In fact we only use a subset
RESULTS
In this section, we present localization and tracking results generated by our algorithm. As already presented in our previous work 15 the PHD-filter is very efficient for bearings only tracking, so we are only interested in showing the benefit of sensor data fusion with this approach. We will demonstrate that using both sensors in comparison to use only an antenna array can improve the accuracy strongly. This will be done with simulated data. Following this, we will show real-world results. For all experiments we used 5000 particles in the SMC-PHD filter. All other parameters of the proposed strategy are sensor-dependent and can be estimated, if they are not known.
Simulated data
Similar to Figure 1 we build up a scenario where an observer performs a half-circle flight over an region of interest. The observer is equipped with a antenna array, specialized for direction finding of communication emitters, and an optical system, which can be steered. The aim is to localize and track non-corporative emitters. Both sensors are modeled with realistic error models and a individual clutter and detection rate. An emitting target is placed in the scene. Additional false targets, which can only be detected by the optical system, are also installed. The quality of the proposed method is measured as localization accuracy. Figure 3 displays localization results for 1000 Monte Carlo simulations for this scenario. Remarkable is the big performance benefit using the proposed method to fuse both sensor types. We achieve an improvement in accuracy by a factor of about six. 
Real data
Additionally to simulated data we test our algorithm with real data gained from an optical system and a threeelement antenna array designed for UAVs. In this scenario we have three stationary targets, which are emitting signals and one that is inertially moving. Figure 4 illustrates the tracking and localization result for those targets. As easily can be recognized the proposed method works well, even for real data. All four targets are localized and tracked correctly. For every time-step the estimated target number is four. The challenge in this data lies in its non-Gaussian error distribution and additional grating lobes effects (i.e. ambiguous array data).
CONCLUSION
In this paper we demonstrated an approach, that is able to localize and track an unknown number of targets, given bearing data from heterogeneous sensors mounted on a UAV. In order to fuse this data a sequential Monte Carlo implementation of a probability hypothesis density filter is used. This filter is able to handle the nonlinear measurements equation and the data association problem in this multi-target scenario. With a Monte Carlo simulation we could show that the fusion of optical bearing measurements and bearing data from antenna array can improve the localization accuracy by a factor of six in comparison to results achieved using only an antenna array. In addition to this statement we presented real world results, which were generated by an antenna array system and an optical system mounted on a UAV. We were able to localize and track all targets correctly in the presence of clutter and high bearing errors. These experiments make clear that even with strongly corrupted input data very good results can be achieved using the proposed strategy to fuse bearing data from heterogeneous sensors. 
