Our paper deals with the problem of choosing correct parameters for the bilevel linear programming solving algorithm proposed by M. Sakawa and I. Nishizaki. We suggest an approach based on factoraggregation, which is a specially designed general aggregation operator. The idea of factoraggregation arises from factorization by the equivalence relation generated by the upper level objective function. We prove several important properties of the factoraggregation result regarding the analysis of parameters in order to find an optimal solution for the problem. We illustrate the proposed method with some numerical and graphical examples, in particular we consider a modification of the mixed production planning problem.
Introduction
The paper is devoted to bilevel linear programming problems (BLPP) with only one objective on the upper level. We propose a special design of aggregation operator for the analysis of the satisfaction degree of objectives on each level and the choice of solving parameters values. In the context of our research each objective generates a fuzzy set corresponding to the objective membership function. As a result, the proposed aggregation operator is a general aggregation operator. We investigate its properties and describe an application scheme.
In the first section we consider formulation of BLPP, which is a special class of multi-objective linear programming problems (MOLP). Then we observe the MOLP fuzzy solution method involving membership functions of objectives introduced by H.J. Zimmermann [10] . Using this method the initial MOLP can be reduced to the ordinary linear programming problem, where an aggregation of all objectives' membership functions is maximized. In the second section we recall the definitions of an ordinary aggregation operator and of a general aggregation operator acting on fuzzy structures, these concepts were introduced by A. Takaci [9] . Then we introduce a construction of a factoraggregation operator, which is a case of the general aggregation operator. The idea of factoraggregation is based on factorization by an equivalence relation. We show that all properties of the definition of a general aggregation operator such as the boundary conditions and the monotonicity hold for the factoraggregation operator. In the third section we show how factoraggregation can be applied for solving BLPP. This section is based on the interactive method of solution of bilevel linear programming problems introduced by M. Sakawa and I. Nishizaki [7] , [8] and involving some parameters for the upper and lower level objectives. We illustrate with some numerical and graphical examples showing how factoraggregation is applied to the analysis of the choice of the parameters for solving BLPP. Several important properties of the result of factoraggregation are proved, these properties help us in the process of choosing the solving parameters. In the final section we illustrate the factoraggregation approach with the analysis of solving parameters for one particular problem called the mixed production planning problem. We modify the problem described in [3] by considering new objective functions: we maximize the profit of a production company with the higher priority and minimize the volume of environmentally damaging products and the dependence of external suppliers. We give numerical values for the parameters of the problem and describe how the analysis of solving parameters could be performed.
BLPP fuzzy solution approach
In this paper we observe a bilevel linear programming problem with one objective on the upper level P U with the higher priority in optimization than multiple objectives on the lower level assume that D ⊂ R k is non-empty and bounded, and we consider the case when the constraint x ∈ D is related to all levels.
As all objectives rarely reach their optimal values in a single point, a compromise solution should be found. In multi-objective optimization Pareto optimality (see, e.g., [5] ) is a concept that allows us to characterize an acceptable solution. In 1978 H.J. Zimmermann [10] proposed a fuzzy solution approach by introducing membership functions of objectives. The membership function characterises the degree of satisfaction for each objective, i.e. it shows how the objective function is close to its optimal value (i.e. to its individual maximum). The construction of the membership function of objective y i is based on the following function: are the individual minimum and the individual maximum of the objective y i respectively:
We obtain the membership functions of the objectives by denoting
A solution x * for the MOLP without any hierarchy could be found by solving the following linear programming problem:
where A is an aggregation operator (see Definition 3.1). However, in case when the objectives are divided between two levels of hierarchy, the present method does not reflect any priority of the upper level objective over the lower level.
Factoraggregation
Considering the case when there is one objective function on the upper level and multiple objectives on the lower level, we suggest a special aggregation. This aggregation observes objective functions on the lower level considering the classes of equivalence generated by a function on the upper level:
AggregationÃ µ0 is a specially designed construction of a general aggregation operator based on an ordinary aggregation operator A. As the examples of widely used aggregation operators we can mention the arithmetic and geometric means, the minimum and maximum operators, t-norms and others. We start with the classical notion of an aggregation operator (see e.g. [1] , [2] , [4] ). [9] . Let
Definition 3.1 A mapping
A : n [0, 1] n → [0, 1
] is called an aggregation operator if the following conditions hold:
D be fuzzy sets. We denote an order on [0, 1] D by , the least and the greatest elements of this order are denoted by0 and1, which are indicators of ∅ and D respectively, i.e.
D is called a general aggregation operator if the following conditions hold:
There exist several approaches to construct a general aggregation operatorÃ based on an ordinary aggregation operator A. The most simplest one is the pointwise extension of an aggregation operator
which, for example, was already used in the previous section.
Another method of constructing the general aggregation operatorÃ is the t -extension [9] , whose idea comes from the classical extension principle and uses a t-norm (see e.g. [6] ).
We introduce a factoraggregation of fuzzy sets µ 1 , µ 2 , . . . , µ n by means of a fuzzy set µ 0 using the following construction:
The motivation of using the term factoraggregation forÃ µ0 is that µ 0 generates the equivalence relation ∼ µ0 :
OperatorÃ µ0 aggregates fuzzy sets in accordance with these classes of equivalence. Let us show that properties (Ã1) − (Ã3) hold for operatorÃ µ0 , therefore we can be sure thatÃ µ0 is a general aggregation operator. We consider the case:
Proposition 3.3 OperatorÃ µ0 is a general aggregation operator.
Proof. First we prove the boundary conditions:
To prove the monotonicity ofÃ µ0 we use the monotonicity of A:
Factoraggregation applied for analysis of BLPP solving parameters
By using membership functions µ 0 , µ 1 , ..., µ n the multi-objective linear programming problem can be reduced to the classical linear programming (LPP):
which is equivalent to the following problem:
(here we use the additional real variable σ). Let us denote the solution of this LPP by (x * , σ * ). In [5] there is described how to verify whether x * is Pareto optimal.
For bilevel linear programming problems M. Sakawa and I. Nishizaki [7] , [8] proposed the interactive method of solution by involving some parameters for the upper and lower level objectives. The algorithm specifies an optimal solution x * * for BLPP according to the chosen values of real parameters δ, ∆ L , ∆ U , where
By this method (see [7] , [8] ) we solve the linear programming problem
for a given δ, afterwards we check whether ∆ ∈ [∆ L , ∆ U ] and specify the parameters again if it is necessary.
Parameter δ describes the minimal satisfactory level for membership function µ 0 , but ∆ characterizes the overall balance between the upper and lower levels. Taking into account that all three parameters are dependent one on another, the problem of the choice of parameters becomes important. Let us consider the following BLPP. We specify the general construction of factoraggregationÃ µ0 by taking A = min in order to apply it for the analysis of the parameters of the BLPP solving algorithm. Fuzzy sets µ 1 , µ 2 , . . . , µ n in this case are the membership functions of the lower level objectives, but fuzzy set µ 0 is the membership function of the upper level objective:
Example 4.1
where ] we take x ∈ D such, that t = y 0 (x), and set z(t) =Ã µ0 (µ 1 , µ 2 , ..., µ n )(x) (it is easy to see, that this value doesn't depend on x). Now we consider two functions z 0 (introduced in the second section) and z (defined by the result of aggregation). The graphical analysis of these functions (i.e. the graphical analysis of two lines α = z − 0(t) and α = z(t) ) helps us to choose parameters ∆ L , ∆ U and δ correctly.
Let us consider the following example. The graphical analysis of the parameters could be performed by Fig. 2 . The intersection of lines α = z 0 (t) and α = z(t) on Fig.2 points out the optimal solution x * of the MOLP problem without any hierarchy between objectives: t * = y 0 (x * ). In our case we are dealing with BLPP, when objective function y 0 is minimized with the higher priority than objectives y 1 and y 2 . The compromised solution x * gives us the degree of satisfaction of the upper level objective δ = 0.51. But the analysis of Fig. 2 allows us to see, that a minor decrease for 0.0224 in the degree of minimization on the lower level, which is characterized by the result of factoraggregation z(t), will give us a significant increase for 0.1686 in the degree of minimization δ on the upper level. It means, that we would rather choose point t * * = −3.05 to obtain the optimal solution x * * for the BLPP, than point t * , which gives us the solution without priority for the upper level objective. The similar graphical analysis could be performed, when we first choose the values of parameters ∆ L and ∆ U , which characterize the degree of minimization on the lower level, and then we can find out the possible values of the degree of minimization δ for the upper level objective.
Example 4.2
We consider some properties of function z, which describes the output value of factoraggregation of the lower level objectives. 
Proof. We recall that
and consider two cases.
, then on the one hand
but on the other hand
which means
2) Now let us suppose
and show that
and taking into account that σ * < µ 0 (x * ), we got the contradiction since σ * is the solution of MOLP.
Proposition 4.4
Proof. Let us suppose that there exists
Then we can find u * ∈ D such that
As a result we got the contradiction since σ * is the solution of MOLP.
Proposition 4.5 Function z is concave (convex upwards) on interval
Proof. We have to prove that
] and for all λ ∈ [0, 1]. Let us take such x 1 and x 2 that
Then
for all i = 1, 2, ..., n. Therefore
Let us illustrate these properties with two examples. Line α = z(t) on Fig.3 is concave and monotony increasing till the intersection point t * , where the compromise solution could be found. Line α = z(t) on Fig.4 is concave too, but the compromise solution now could be found in point t * , which is not the intersection of lines α = z(t) and α = z 0 (t). And line α = z(t) is monotony increasing till this point.
Example 4.6
P U : y 0 (x) = −3x 1 − x 2 −→ min P L 1 : y 1 (x) = 3x 1 − 2x 2 −→ min P L 2 : y 2 (x) = x 1 − x 2 −→ min D :                −x 1 + 3x 2 ≤ 21, x 1 + 3x 2 ≤ 27, 4x 1 + 3x 2 ≤ 45, 3x 1 + x 2 ≤ 30, x l ≥ 0, x 2 ≥ 0.
Example 4.7
P U : y 0 (x) = x 1 − x 2 −→ min P L 1 : y 1 (x) = 3x 1 − 2x 2 −→ min P L 2 : y 2 (x) = −3x 1 − x 2 −→ min D :                −x 1 + 3x 2 ≤ 21, x 1 + 3x 2 ≤ 27, 4x 1 + 3x 2 ≤ 45, 3x 1 + x 2 ≤ 30, x l ≥ 0, x 2 ≥ 0.
Mixed production planning problem
We consider the following modification of the mixed production planning problem described by J.C. Figueroa-Garcia et al. in [3] . The goal of the mixed production planning problem is to determine the most profitable manufacturing plan at the same time minimizing environmentally dangerous products and the dependence on the outsource companies: ji is a product j production cost in the period i for outsourcing, EC = (ec ji | j ∈ N J , i ∈ N I ), where ec ji is an evaluation of damage to environment caused by product j in the period i, W = (w ji | j ∈ N J , i ∈ N I ), where w ji is a weight of outsource product j in the period i, RM = (rm jir | j ∈ N J , i ∈ N I , r ∈ N R ), where rm jir is an amount of the r raw material units used to manufacture product j in the period i, AM = (am ir | r ∈ N R , i ∈ N I ), where am ir is an availability of the raw material type r in the period i, The graphical analysis of lines α = z 0 (t) and α = z(t) is given by Fig.5 . The intersection of lines α = z 0 (t) and α = z(t) points out the optimal solution x * of MOLP problem without any hierarchy between objectives: t * = y 0 (x * ). By setting ∆ L = 0.7 and ∆ U = 0.8 we can observe that δ should lie in interval [0.765, 0.799], otherwise if δ > 0.799 then a solution does not exist. The graphical analysis shows that as the optimal solution of the mixed production planning problem it is natural to take x * * Figure 5 : Analysis of solving parameters for the mixed production planning problem such that t * * = y 0 (x * * ).
Conclusions
In this paper we introduce the construction of factoraggregation, which is a case of the general aggregation operator. This construction is investigated and applied for the analysis of parameters of the bilevel linear programming solving algorithm. The numerical example illustrates how factoraggregation helps us to choose solving parameters accordingly to our vision of the hierarchy between objective functions. The considered application uses factoraggregation defined by means of minimum as the initial aggregation. Our future work will focus on investigation and comparison of factoraggregation operators based on different initial operators.
