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In real networks, the dependency between nodes is ubiquitous; however, the dependency is not always com-
plete and homogeneous. In this paper, we propose a percolation model with weak and heterogeneous depen-
dency; i.e., dependency strengths could be different between different nodes. We find that the heterogeneous
dependency strength will make the system more robust, and for various distributions of dependency strengths
both continuous and discontinuous percolation transitions can be found. For Erdo˝s-Re´nyi networks, we prove
that the crossing point of the continuous and discontinuous percolation transitions is dependent on the first five
moments of the dependency strength distribution. This indicates that the discontinuous percolation transition
on networks with dependency is determined not only by the dependency strength but also by its distribution.
Furthermore, in the area of the continuous percolation transition, we also find that the critical point depends
on the first and second moments of the dependency strength distribution. To validate the theoretical analysis,
cases with two different dependency strengths and Gaussian distribution of dependency strengths are presented
as examples.
I. INTRODUCTION
The percolation model is an important and widely used
model in the study of complex networks[1]. It describes the
properties of the clusters formed by some links and nodes.
For instance, bond (link) percolation has been used to study
the spreading of epidemic disease[2], and site (node) percola-
tion has been used to study the structure and the robustness of
complex networks[3]. On a tree like network, all these mod-
els can be solved exactly by the so-called generating function
technique[4]. In this way, the percolation model can also pro-
vide a theoretical approach to study the problems of complex
networks.
In recent years, many modified percolation models have
been proposed in the study of complex networks, such as k-
core percolation, l-hop percolation, and clique percolation[5–
8]. In these percolation models, different dependency rela-
tionships between adjacent nodes have been proposed to rep-
resent the correlations between them in the spreading dy-
namics on complex networks or the organization of complex
networks. Beyond the connection, the dependency relation-
ship between nodes without a direct connection has also been
taken into account as a part of the complicated interdepen-
dency in real systems[9, 10]. In general, this type of depen-
dency is presented by the so-called dependency link. Two
nodes connected by such a link will fail together if either
of them fails (remove from the network). This mechanism
makes the failures easier to spread in the network, and the net-
work with dependency links, is much more fragile than those
without them[11]. More interesting, different from the con-
tinuous transition found in the classic percolation, this perco-
lation process demonstrates a discontinuous phase transition.
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Therefore, this new model has attracted the attention of many
physicists[11]. It is found that there is actually a hybrid phase
transition in these models, meaning that the order parameter
has a jump at the transition point but there are also critical
phenomena related to it[12–14].
Those researches have shown that the dependency between
nodes within a network or between different networks can
greatly jeopardize the stability of the whole system. However,
most networks in the real world do not seem to be so frag-
ile. Thus, many previous researches are concerning with net-
works with only a fraction of nodes having dependency links,
the so-called partial dependency[15–17]. They found that a
reduction in the number of dependency links would make the
system more robust, and a crossover of the continuous and
discontinuous percolation transitions can be found.
Here we focus on another aspect of this problem. We think
that one of the key reasons for the robustness of the real de-
pendent networks is that the strength of dependency is limited
and heterogeneous. The failure of a node’s dependency part-
ner usually can only reduce its function partially, instead of
destroying it completely. For example, in a financial network,
when a company loses its partner with a funding requirement,
it often only loses some trading links instead of going into
bankruptcy. In this paper we study this type of dependency.
In our model, a failed node will not cause the node depending
on it to fail completely but only to lose some of its connectiv-
ity links. Based on this mechanism, both homogeneous and
heterogeneous dependencies are considered in this paper.
The paper is organized as follows. In Sec. II, the details of
our model are given. We will give the results of the general
formalism (homogeneous dependency) in Sec. III, and then
the heterogeneous dependency is studied in Sec. IV. In the
last section, we report our conclusions.
2II. MODEL
Our model displays a network with degree distribution pk
and average degree 〈k〉. The dependency partners are assigned
randomly, and each node has only one dependency partner. As
in classical percolation, we occupy a fraction p of the nodes in
the network, and all the unoccupied nodes (fraction 1− p) are
considered failed nodes and are removed from the network.
When a node loses its dependency partner, each of its links is
removed from the network with a probability β, respectively.
Note that β could be different for different nodes. The pre-
served links are no longer affected by the failed dependency
partner. This process is called the dependency failure. Be-
sides, all the nodes disconnecting from the giant component
are also considered failed nodes and are removed from the
network. This process is called connection failure.
Obviously, the dependency failure could start a new con-
nection failure, and vice versa. Therefore, the initial node re-
moval will trigger an alternative occurrence of the dependency
and connection failures, called cascading failures. When there
is no node or a link removal can be done, the cascading failure
ends. The surviving nodes, if any, are called the giant compo-
nent of the final network. To evaluate the robustness of such
systems, we check the fraction of nodes in this giant compo-
nent, S , which marks the size of the giant component for this
percolation model. For a given p, the larger the giant compo-
nent S is, the more robust the network is. It is obvious that
S can also represent the probability that a randomly chosen
node in the original network belongs to the giant component
of the final network.
Obviously, the parameter βwill play a key role in determin-
ing the robustness of such networks. For simplification, we
call β dependency strength. When β = 0 for all nodes, there
is no dependency between nodes in the system, and the sys-
tem just takes a classical percolation on the network. While
β = 1 for all nodes, this model reduces to the one discussed
by Parshani et al.[9], in which the dependency is very strong
and the system is fragile. Furthermore, by assigning different
nodes with different β, we can study a system with heteroge-
neous dependency. This is one of the key issues studied in this
paper.
III. HOMOGENEOUS DEPENDENCY
A. General formalism
In this section, we consider the case of homogeneous de-
pendency; i.e., all nodes have the same dependency strength
β. As mentioned in the last section, the initial node removal
will trigger a cascading failure in the network. As a straight-
forward approach[9, 10], we can calculate the fraction of the
preserved nodes for each stage of the cascading failure step by
step. In this paper, we use a simpler approach, which consid-
ers the final state after the cascades, directly[12, 18, 19]. For
this approach, we need to know what kind of nodes can be
preserved in the cascading failures. There are two situations:
nodes with a working dependency partner, and nodes with a
failed dependency partner. For the former, at least one of the
node’s links must connect to a node in the giant component
of the final network. For the latter, some of the node’s links
will be removed; thus, in the remaining links, at least one link
must connect to the giant component of the final network. All
we need to do now is to calculate the happening probability of
the two cases. It is worth noting that this theoretical method
works in the thermodynamic limit, for which the uncertainty
caused by the probability β in the evolution process does not
affect the results.
For convenience, let R be the probability that a link con-
nects to the giant component of the final network. Then, a
node with degree k will belong to the giant component with
probability p[1 − (1 − R)k], where p means that the node can-
not be removed in the initial failures. Averaging this proba-
bility over the degree distribution of the network, we can get
the probability that a randomly chosen node connects to the
giant component p[1 − G0(1 − R)]. Here, G0(x) =
∑
k pk x
k is
the generating function of the degree distribution. Since the
dependency partners are paired randomly, such a probability
for a randomly chosen node’s dependency partner can also be
expressed as p[1 − G0(1 − R)]. Therefore, the probability for
the first case can be written as p2[1 − G0(1 − R)]2. For the
second case, only the preserved links (with probability 1 − β)
can be considered; thus, the corresponding probability for sur-
vived nodes is p[1 − G0(1 − R + Rβ)]. Therefore, the size of
the giant component S can be written as
S = p2[1 − G0(1 − R)]2
+p
[
1 − G0(1 − R + Rβ)
] [
1 − p + pG0(1 − R)
]
. (1)
The first term of this equation is for the nodes with a working
dependency partner, and the second term is for the nodes with
a failed dependency partner.
To solve eq.(1), we must get the equation for R first. For
this, the generating function G1(x) =
∑
k pkkx
k−1/〈k〉 is used,
which describes the excess degree of the node reached by fol-
lowing a link. In this way, the probability that a link connects
to the giant component can be expressed as p[1 − G1(1 − R)].
This means that at least one of the other links of the node
reached by following the link must connect to the giant com-
ponent. If the link we follow belongs to a node with a
failed dependency partner, the probability must be rewritten
as p(1 − β)[1 − G1(1 − R + Rβ)]. Here, 1 − β means that the
link we follow must be preserved when the dependency part-
ner fails. Thus, similar to eq.(1), we can get a self-consistent
equation for R:
R = p2[1 − G1(1 − R)][1 − G0(1 − R)] + p(1 − β)
×[1 − G1(1 − R + Rβ)][1 − p + pG0(1 − R)]. (2)
The meanings of the two terms are the same as that in eq.(1),
but for the node reached by following a link.
Thus we can obtain S and R from eqs. (1) and (2) for a net-
work with given pk and β. In Fig.1, we give the simulation re-
sults for both Erdo˝s-Re´nyi (ER) and scale-free (SF) networks,
which agree with our theory well. We can also find that the
critical point pc increases with the increasing of dependency
strength β. This indicates that the networks become more ro-
bust as β decreases. Moreover, Fig.1 also indicates that there
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FIG. 1. The fraction of nodes in the giant component at the end of
the cascade process, S , is shown as a function of p for different β.
In the simulation, the size of the network is N = 500000 for ER
networks and N = 50000 for SF networks, and the average degree is
〈k〉 = 4. For SF networks, the degree distribution satisfies pk ∼ k−γ
with γ = 2.63. The corresponding lines are the theoretical results
obtained by eqs.(1) and (2). (a) ER networks, (b) SF networks.
exists a critical point βc, above which the system will show a
discontinuous percolation transition.
B. The critical point
Next, we show how to obtain the critical point pc and βc of
the system. First, we consider the ER network, which takes
the degree distribution pk = e
−〈k〉〈k〉k/k!. Then, the generating
functions G0(x) and G1(x) take the same form,
G0(x) = G1(x) = e
−〈k〉(1−x). (3)
In this case, eqs. (1) and (2) can be written as
S = p2
(
1 − e−R〈k〉
)2
+p
[
1 − e−(1−β)R〈k〉
] (
1 − p + pe−R〈k〉
)
, (4)
R = p2
(
1 − e−R〈k〉
)2
+p(1 − β)
[
1 − e−(1−β)R〈k〉
] (
1 − p + pe−R〈k〉
)
. (5)
From eq.(4), it is easy to know that only a nonzero R can give
a meaningful S . Thus, we can discusses the solution of eq.(5)
to obtain the critical point of the system.
Equation (5) has a trivial solution at R = 0, which means
that the network is completely fragmented. The nontrivial so-
lution of R can be presented by the crossing points of the curve
f (R) defined by eq.(5) ( f (R) = rhs − R, where rhs indicates
right-hand side) and R-axis as shown in Fig.2. We find that
the system shows two different types of solutions with the in-
creasing of β, corresponding to the two types of percolation
transitions shown in Fig.1. For both cases, the critical points
of the system satisfy ∂ f (R)/∂R = 0, which gives
p2c〈k〉e−Rc〈k〉
[
1 + β − 2e−Rc〈k〉 + (1 − β)e−(1−β)Rc〈k〉
]
+pc〈k〉(1 − β)2e−(1−β)Rc〈k〉
(
1 − pc + pce−Rc〈k〉
)
= 1. (6)
For the continuous phase transition, Rc = 0, the first term of
the left-hand side of eq.(6) vanishes. Thus we can obtain the
critical point pIIc of the continuous phase transition,
pIIc =
1
〈k〉(1 − β)2 , β < βc. (7)
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FIG. 2. Graphical solutions for eq.(5) with average degree 〈k〉 = 3.5.
(a) β = 0.5. The percolation transition is discontinuous with the
critical point pc = 0.71926 and a nonzero order parameter Rc > 0.
(b) β = 0.2. The percolation transition is continuous with the critical
point pc = 0.44643 and the order parameter Rc = 0.
When the percolation transition is discontinuous (β > βc),
both terms on the left-hand side of eq.(6) contribute to the
critical point pIc. In this way, we cannot get a closed form of
the critical point. However, together with eq.(5), we can easily
obtain the numerical solution of pIc.
At the critical point βc, the conditions for the continuous
and discontinuous percolation transitions are met, simultane-
ously. According to the graphical solution shown in Fig 2, eq.
(6) gives one solution for the first order region, but two solu-
tions for the second order region. So, at the critical point βc,
the two solutions must merge into one, which corresponds to
(∂2 f (R)/∂R2)|R=0 = 0. Together with Rc = 0, this yields
(1 − βc)3
pc
+ 2(1 − βc)2 − 2 = 0. (8)
At the critical point βc, pc also satisfies eq.(7), so we have
〈k〉(1 − βc)5 + 2(1 − βc)2 − 2 = 0. (9)
This equation can also be solved numerically. A network with
β < βc undergoes a continuous percolation transition; other-
wise it would be the discontinuous percolation transition.
In Fig.3, we show the phase diagram of the system for
different average degrees. As the theory predicts, the phe-
nomenon of crossover in the percolation transition can be
found, and the simulation results agree with our theory very
well. As it is clear that more links will make the network ro-
bust, we can also find that the critical point pc decreases with
the increasing of the average degree 〈k〉 in Fig.3. In addition,
we can also obtain the critical point in a similar way for SF
networks; however, we cannot find as simple a form as eqs.(7)
and (9).
IV. HETEROGENEOUS DEPENDENCY
A. Theory
In reality, the strengths of the dependency between different
nodes could be different. In ref.[20], we have also discussed
this problem from the perspective of asymmetric dependency.
However, the distribution of the dependency strengths cannot
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FIG. 3. The critical point pc for different β in ER networks. The sim-
ulation results are shown by symbols, and the theoretical results ob-
tained by eqs.(5)-(7) are shown by solid and dashed lines for the dis-
continuous and continuous percolation transitions, respectively. The
dotted line in the middle separates the discontinuous and continuous
percolation transition regions obtained by eq.(9). In the simulation,
the size of the network is N = 500000.
be addressed in such a model. In this model, we can investi-
gate this problem by assigning different nodes with different
dependency strengths β. For the convenience of mathemati-
cal treatment, we assume all the dependency strengths of the
nodes are chosen from a random variable β = {β1, β2, β3, . . .},
which follows a distribution pβ. Therefore, we can rewrite
eqs.(1) and (2) as
S β = p
2[1 − G0(1 − R)]2
+p[1 − G0(1 − R + Rβ)][1 − p + pG0(1 − R)], (10)
R = p2[1 − G1(1 − R)][1 − G0(1 − R)]
+p[1 − p + pG0(1 − R)]
×
∑
β
pβ(1 − β)[1 − G1(1 − R + Rβ)]. (11)
Here, S β is the probability that a node with dependency
strength β belongs to the giant component of the final net-
work. Thus the order parameter of the system is given by
S =
∑
β pβS β.
Using the same method mentioned in the last section, we
can obtain the critical point of the continuous percolation tran-
sition, pIIc , analytically:
pIIc,β =
1
G′
1
(1)
∑
β pβ(1 − β)2
=
1
G′
1
(1)
〈
(1 − β)2〉 . (12)
Here, 〈·〉means the average over the distribution of the depen-
dency strength pβ. This equation indicates that the continuous
transition point only depends on the first and second moments
of the distribution pβ for a given network. For homogeneous
dependency, the distribution pβ can be expressed by a Dirac δ
function pβ = δ(β − β0). In this way, eq.(12) reduces to eq.(7)
for ER networks.
To compare with the case of homogeneous dependency, af-
ter substituting β =
∑
β pββ into eq.(7) then we find
pII
c,β
=
1
G′
1
(1)(1 −∑β pββ)2
=
1
G′
1
(1) (1 − 〈β〉)2
. (13)
It is easy to find that pII
c,β and p
II
c,β
satisfy
1
G′
1
(1)

1
pII
c,β
− 1
pII
c,β
 = 〈β
2〉 − 〈β〉2. (14)
The right-hand side of this equation is just the variance of ran-
dom variable β, which always takes a positive value. So for a
network with nonzero G′
1
(1), we have
pIIc,β < p
II
c,β
. (15)
This indicates that for the same average dependency strength
β, the heterogeneous dependency strength βwill make the sys-
temmore robust when the percolation transition is continuous.
For the discontinuous percolation transition, although we
cannot get a closed form of the critical points pI
c,β and p
I
c,β
,
for ER networks we can also prove that (see Appendix A for
details)
pIc,β < p
I
c,β
. (16)
In addition, for some β, the network with heterogeneous
dependency strength presents a continuous transition, while
the corresponding homogeneous one presents a discontinuous
transition (see Fig.4). For this case, the network with hetero-
geneous dependency strength must also give a smaller critical
point. If not, the curves pc,β and pc,β must have two crossing
points, at which the type of the percolation transition changes.
This leads to pI
c,β = p
I
c,β
or pII
c,β = p
II
c,β
, obviously contradict-
ing eqs.(15) and (16). In this way, for a given ER network we
always have
pc,β < pc,β. (17)
This indicates that for a given average dependency strength,
an ER network with heterogeneous dependency strength will
always be more robust than a network with homogeneous de-
pendency, whether the percolation transition is continuous or
discontinuous.
For heterogeneous dependency, there is no one special de-
pendency strength at which the type of the percolation transi-
tion changes as that in the homogeneous case. However, by
the similar method used in Sec.III B, we can also obtain an
equation which meets the conditions of the discontinuous and
continuous percolation simultaneously. For ER networks, that
is
〈k〉
〈
(1 − β)5
〉
+ 2
〈
(1 − β)2
〉
− 2 = 0. (18)
This indicates that the crossing point of the discontinuous and
continuous percolation transitions is dependent on the first five
moments of the distribution of β. In addition, it is easy to find
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FIG. 4. The simulation results for ER networks with heterogeneous dependency strength (circles) and homogeneous dependency strength
(squares). In the simulation, the fraction q = 0.5, the size of networks is N = 100000 and the average degree 〈k〉 = 3.5. The two cases have
the same average dependency strength, that is, qβ1 + (1 − q)β2 = β. The solid lines are obtained by eqs.(10) and (11). (a) Both networks
undergo the discontinuous percolation transition. (b) The network with heterogeneous dependency strength presents a continuous percolation
transition while the one with homogeneous dependency presents a discontinuous percolation transition. (c) Both networks present a continuous
percolation transition.
that for homogeneous dependency this equation will reduce to
eq.(9).
As the boundary of the discontinuous and continuous per-
colation transitions, the left-hand side of eq.(18) can also be
used to determine the type of the percolation transition for a
given distribution pβ. We relabel the left-hand side of eq.(18)
as a function of the dependency strength distribution W(pβ).
Obviously, W(pβ) is a decreasing function of the moments of
distribution pβ. As the meaning of the dependency strength,
a larger moment of distribution pβ clearly leads to a poor ro-
bustness. Therefore, if a distribution pβ gives a W(pβ) < 0,
the corresponding percolation transition is discontinuous; oth-
erwise it is continuous.
B. Examples
Next, we give a simple example for the network with het-
erogeneous dependency strength. We consider the case for
which there exist two dependency strengths β1 = β−∆β (frac-
tion q) and β2 = β+∆β (fraction 1− q) in an ER network. For
this case, ∆β represents the difference of the two dependency
strengths β1 and β2, and the average dependency strength β is
independent of the fraction q and the difference ∆β.
As shown in Figs.4 and 5, with the increasing of the differ-
ence ∆β of β1 and β2, the networks become more fragile. This
is consistent with our theory; i.e., for the same average depen-
dency strength, the network with heterogeneous dependency
strength is more robust than the network with homogeneous
dependency strength. From Fig.5, we can also find that with
increasing β, the robustness of the networks will decrease, and
the percolation transition changes from the continuous one to
the discontinuous. For a moderate β, both types of percolation
transitions can be found in the system for different ∆β.
From our theory, we can also obtain the fraction of each
kind of nodes that survive in the final state, S β/S . From
Fig.6, we can find that the nodes with the smaller dependency
strengths more easily survive the cascading failures, and hit
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FIG. 5. The critical point pc for ER networks with two depen-
dency strengths. The fraction q = 0.5; the dependency strengths
are β1 = β − ∆β and β2 = β + ∆β. In the simulation, the size of the
network is N = 50, 000, and the average degree 〈k〉 = 3.5. The solid
lines denote the discontinuous percolation transition points while the
dashed lines denote that of the continuous percolation transition ob-
tained by eqs.(11) and (12). The dotted line is the boundary between
the two types of transitions obtained by eq.(18).
the extreme at the critical point pc. With the increase of p,
this fraction converges to the initial fraction of the node with
dependency strength β. This could provide us a method to
identify the critical point for the case of heterogeneous depen-
dency in the simulation.
For a more general distribution of dependency strengths,
we consider a case for which the dependency strengths β are
chosen from a random variable, whose probability density dis-
tribution is Gaussian:
p(β) =
1
λ
1√
2piσ
e
− (β−β)2
2σ2 . (19)
Here, β is the average and σ2 is the variance. Since depen-
dency strength β ranges from zero to 1, a factor λ is used to
renormalize this distribution. By choosing different σ and λ,
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FIG. 6. The fractions of nodes with different dependency strengths
in the giant component, S β/S , as a function of the fraction of the
initial preserved nodes p. In the simulation, there are two depen-
dency strengths β = 0.1 and = 0.9 in the system, and mixed uni-
formly (q = 0.5). The networks used here are ER networks with size
N = 100000 and average degree 〈k〉 = 3.5. The solid line denotes
the theoretical results obtained by eqs.(10) and (11).
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FIG. 7. The simulation results for ER networks with Gaussian
distributions of dependency strengths. In the simulation, the size
of networks is N = 50000 and the average degree 〈k〉 = 3.5.
The average dependency strength is β = 0.5, σ and λ are set as
0.21355, 0.3225, 0.9061 and 0.9508, 0.879, 0.4189, respectively, cor-
responding to 〈(β − β)2〉 = 0.04, 0.06, 0.08. (a) The frequency count-
ing of the dependency strengths generated by p(β) with bin size
δβ = 0.05. The solid lines are obtained by pβ = p(β)δβ. (b) The size
of the giant component S as a function of the fraction of the initial
preserved nodes p for different second moments of the distribution
of dependency strengths. The solid lines are obtained by eqs.(10),
(11), and (19).
we can obtain a set of dependency strengths with a given sec-
ond moment 〈(β− β)2〉. Note that p(β) is a probability density
distribution and pβ is the probability distribution. To use p(β),
eq. (11) must be written in integral form. For the discrete
form, pβ = p(β)δβ, where δβ is the bin size used in frequency
counting.
In Fig.7, we show the simulation results for different second
moments of the distribution of dependency strengths 〈(β−β)2〉.
We can find that all these results are in agreement with the
theoretical prediction. As we know, the second moment of a
random variable indicates the heterogeneity of its distribution.
The larger the second moment is, the more heterogeneous the
distribution is. Therefore, as the second moment 〈(β − β)2〉
increases, the network becomes more robust. This theoreti-
cal result is also confirmed by the simulation results shown in
Fig.7.
V. CONCLUSIONS
In this paper we have proposed a model to study the perco-
lation process on networks with limited dependency between
nodes. As the usual setting of networks with dependency, the
failure of one node will affect the function of its dependency
node. However, instead of destroying the node completely,
in our model the failed node only leads to the failures of its
dependency partner’s links. Specifically, when a node fails,
each link of its dependency partner will fail with a probability
β, respectively.
By assigning different nodes with different dependency
strengths β, we generally compare the systems with homoge-
neous and heterogeneous dependency strengths. We find that
for a given average dependency strength, the heterogeneous
dependency strength will make the system more robust than
the homogeneous dependency strength, and both the contin-
uous and discontinuous percolation transitions can be found
for different dependency strength distributions. This indicates
that the type of the percolation transition on networks with de-
pendency is not only determined by the dependency strength
but also its distribution. Furthermore, for ER networks we
prove that the crossing point of the continuous and discontin-
uous percolation transitions is dependent on the first five mo-
ments of the distribution of dependency strengths. All these
findings indicate that the distribution of dependency strengths
plays an important role in the robustness of networks, and
more research is needed for a deeper understanding of the het-
erogeneous dependency.
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Appendix A: Proof for eq.(16)
Similar to the discussion shown in Fig.2, we define
f (R, β, p) = p2(1 − ξ)2 + p(1 − β)(1 − p + pξ)[1 − ζ(β)]
−R, (A1)
where ξ = e−R〈k〉 and ζ(β) = e−(1−β)R〈k〉. It is clear that both
ξ and ζ(β) are smaller than 1. Then, for a network with a
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FIG. 8. The parameter 〈k〉Rc,β plotted as a function of the dependency
strength β for different average degrees. The results are obtained by
eqs.(5) and (6). The discontinuous percolation corresponds to the
area in which Rc,β > 0.
distribution pβ, such a function will be the linear combination
of eq.(A1) with different β, i.e.,
F(R, β, p) =
∑
β
pβ f (R, β, p)
= p(1 − p + pξ)
∑
β
pβ(1 − β)[1 − ζ(β)]
+p2(1 − ξ)2 − R. (A2)
Similar to that shown in Fig.2, the tangency points of eqs.(A1)
and (A2) with the R-axis correspond to the critical points of
the two systems, respectively.
If the heterogeneous case gives a smaller critical point,
F(R, β, p) must be larger than f (R, β, p) when p is close to
the critical point. Here, β =
∑
β pββ. That is,
F(R, β, p) − f (R, β, p)
= p(1 − p + pξ)
(1 − β)ζ(β) −
∑
β
pβ(1 − β)ζ(β)

> 0. (A3)
It is easy to know that if
g(β) = (1 − β)ζ(β)
= (1 − β)e−〈k〉(1−β)R (A4)
is a concave function, eq. (A3) will be satisfied for all β. Next,
we focus on this.
The first and second derivatives of g(β) are
dg(β)
dβ
= ζ(β)
[〈k〉R(1 − β) − 1] , (A5)
d2g(β)
dβ2
= 〈k〉Rζ(β) [〈k〉R(1 − β) − 2] . (A6)
For a concave function, d2g(β)/dβ2 > 0 for all β, that is 〈k〉R >
2. Actually, eq. (A3) only needs to be met at the critical
point pc,β given by f (R, β, p)[21]. So we simply need to prove
Rc,β < 2/〈k〉.
For β = 1, the function f (R, β, p) gives the critical point
Rc,β ≈ 1.26/〈k〉, which satisfies the condition discussed above.
Unfortunately, we cannot get a closed form of Rc,β for β < 1.
However, from the numerical solution shown in Fig.8, we can
find that Rc,β is a monotonous increasing function of β in the
area of the discontinuous percolation. As the theory predicts,
〈k〉Rc,β for different average degrees all converge to 1.26 at
β = 1. Thus, we address Rc,β < 2/〈k〉; i.e., g(β) is a concave
function at the critical point pc,β.
Above all, we have proved that F(Rc,β, β, pc,β) −
f (Rc,β, β, pc,β) is always positive. Since f (Rc,β, β, pc,β) = 0,
we obtain F(Rc,β, β, pc,β) > 0. In addition, we know that both
f (R, β, p) and F(R, β, p) are continuous functions. Therefore,
we conclude that with the increasing of p, before the curve
f (R, β, p) touches the R-axis, the curve F(R, β, p) has already
had some crossing points with the R-axis. This is just the
meaning of eq.(16).
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