Sampling rare, short-time, and reactive trajectories is of considerable interest in molecular simulations. These trajectories, which are also called "activated", hop between stable states separated by energy or entropy barriers. Simulations of activated trajectories with random sampling of initial conditions are inefficient, since most initial conditions lead to trajectories that do not pass the barrier in short times. A boundary value formulation is proposed that selects these rare trajectories, making the sampling of pointto-point reactive trajectories more effective. Earlier boundary value formulations by one of us focused on computations of approximate trajectories. In the proposed method, trajectories are accurate even when we employ a relatively large integration step (by a factor of about 100 compared to initial value methods). The boundary value solutions to short time reactive trajectories tend to be unique and have significant statistical weights compared to other reactive trajectories of the microcanonical ensemble. Three numerical examples are considered: A transition in the Mueller potential, a conformational change in alanine dipeptide, and an isomerization in a Lennard Jones cluster.
I. Introduction
Molecular dynamics simulations are powerful tools in the analysis of microscopic phenomena. Kinetic and thermodynamic properties of matter are studied on the computer by solving microscopic equations of motions. While highly successful in many cases, significant limitations remain. One of these limits is of sampling rare events. In numerous cases only a tiny fraction of the trajectories are "productive" after time t (reaching a desired final state). Because of the rarity of these reactive processes the overall rate of an ensemble of these trajectories (or the average time of reaction) can be very long even if the actual transition is rapid. Therefore, sampling of rare transitional events is computationally demanding. This paper focuses on this challenge, and suggests a method for efficient sampling of rare, short time, and reactive paths. We restrict the discussion to Newtonian's trajectories.
We describe the dynamics of the system with the coordinate vector ( ) X t --the (Cartesian) position of the system at a time instant t . We divide the coordinate (conformational) space into three. The system can be in the reactant state ( ) R , the product state ( ) P , or in a transitional state ( ) Tr (figure (1)).
Figure 1a: A schematic drawing of an activated trajectory going from R to P. The system is initially trapped in a minimum R and is undergoing a rapid transition to minimum P, making the transition a rare event.
Here we are primarily interested in the (short) time in which the trajectory is not in R or in P.
Figure 1b: A schematic drawing of a rare transition due to geometrical factors. A non-equilibrium distribution is prepared at the state R. This state which is of high energy is relaxed rapidly to P and to A. Since the channel to A is much broader than the channel to P most trajectories end at A. The transition to P is therefore rare (but fast)
We determine the characteristics of trajectories that started in R at time zero and found in P after total time T .
The most straightforward way to compute reactive trajectories is to sample initial conditions ( ) ( ) 0 , 0 X Q from a starting probability density In light of the difficulties in straightforward sampling of reactive trajectories it is desirable to use a less straightforward approach and bias the sampling of the initial conditions to produce trajectories that spent less time in the reactant state and cross the barrier more readily than typical trajectories. This is in the spirit of the "biased sampling" of individual configurations 1 in computational statistical mechanics. Instead of configurations this time we bias the sampling of trajectories. Such biases are used at different levels:
(i) Generation of approximate, or average trajectories from R to P to study qualitative reaction mechanisms 2 . Examples of subsets of "approximate" trajectories include minimum energy or free energy paths [3] [4] [5] [6] [7] [8] , and trajectories with filtered high frequency modes [9] [10] [11] [12] (of course, free energy paths have more uses than qualitative studies of mechanisms).
(ii) Generating exact trajectories from R to P , but without accurate knowledge of their statistical weights. These Newtonian trajectories model better kinetic energy and inertial effects compared to option (i). The probability of the reactive trajectories that are sampled this way is assumed to be significant (see also figure 1 ). However, because of the lack of exact weight, it is difficult to compute the reactive flux and the rate. Therefore, additional calculations are necessary to compute rate in this way..
(iii)
The third option computes reactive trajectories and their corresponding statistical weights. The weights enable for example the calculations of the rate of the reaction. Option (iii) is the most demanding computationally.
Significant progress was made in the direct application of option (iii) for large molecules in the condensed phase 13, 14 . Of considerable theoretical interest is the transition path sampling approach 13 . Nevertheless, rate calculations are limited to systems in equilibrium and to reactants and products that are strong attractors. Trajectories are initiated in the transition region and the equations of motion are integrated in the backward and forward directions to R and P respectively. With the additional restriction of equilibrium the weights of the "patched" trajectories can be computed. If R and P are only weak attractors, trajectories initiated at Tr are unlikely to terminate at the desired reactants and products. For the last case this approach is not necessarily better than the straightforward method in which the trajectories are initiated simply at R .
Another important group of rare, short time, and reactive paths is of non-equilibrium
can be a product of an external perturbation (absorption of a photon, temperature jump, etc.) that prepares the system in an initial nonequilibrium state and then is turned off. Typically, we follow the relaxation of the system to a new state either computationally or experimentally. For this class of problems equilibrium considerations apply only asymptotoically at the long time limit. It is necessary to directly initiate trajectories according to the above distribution. If our interest is focused on a small fraction of these non-equilibrium trajectories that end at a known desired product (e.g. figure 1 ), then the selection of reactive trajectories is difficult.
Here we propose an alternative approach for the sampling of reactive trajectories that is not based on initial value formulation. Instead we solve a boundary value problem and compute a whole trajectory from reactant to product as a single minimization task. The proposed approach can be classified as an intermediate between methods (ii) and (iii).
The computed trajectories are exact but the precise calculation of the weight can be expensive. In section VI we consider the computations of relative rates.
Studies of activated trajectories with boundary value formulation have a number of advantages compared to initial value solvers. Most importantly, boundary value formulation selects only reactive trajectories that end at the desired products while initial value solvers are likely to have many misses. Nevertheless, there are also some negative aspects to the use of boundary value formulation. First, the optimization of the whole trajectory (many time slices) is demanding in computer memory and expensive in terms of CPU time. These difficulties are to be contrasted with the calculation of a single frame at a time in initial value formulation that requires less memory and CPU per step. For a fixed time step and system size the boundary value formulation is considerably more expensive computationally. In practice boundary value calculations of exact classical trajectories are limited to short time trajectories for which the cost of the calculation is not high. An estimate of the computational efficiency of boundary value calculations compared to initial value studies is provided in section VII.3
The limitation to short time trajectories is not a significant restriction for the problem at hand since both of the processes that we are interested in: (a) passage over a large energy barrier, and (b) rapid relaxation to rare products, are quick (if we remove from trajectories of type (a) the "incubation" period, which is the (typically long) time spent at the reactant state prior to crossing the barrier).
Another non-trivial problem with the boundary value formulation is of uniqueness. In contrast to initial value formulation that generates a single unique trajectory (when the initial velocities and coordinates are given), the boundary value formulation (the initial and final coordinates, and the total time are fixed) can have more than one solution. In section III.1 we illustrate numerically that the usual boundary formulation, based on Lagrangian mechanics, is ill posed. Numerous (and different) trajectories solve the same boundary value problem. The multiplicity of solutions needs to be addressed to ensure the proper convergence of the calculations to a unique solution and in order to estimate the weight of a particular boundary value. We introduce in section VI an algorithm to compute relative rates in which we sample trajectories, compute averages, and avoid the absolute weight problem.
The multiplicity of boundary value solutions should not come as a surprise. Consider a long time ergodic trajectory that reaches the "statistical-mechanic" limit in which a single trajectory samples extensively coordinate space. In this case the probability of "hitting" the end point is independent of the initial conditions or the total time of the trajectory.
This means that for a sufficiently large number of trials and long times, more than one solution for the pre-specified end point is likely to be observed.
II. Minimal time, point-to-point calculation of classical trajectories
The problem is formulated as follows: Given the two states R and P , and two coordinate sets i X R ∈ and f X P ∈ of a reactive trajectory, compute a classical mechanics trajectory with a minimal time T and a bias to low energies. More specifically, we seek the stationary path of the classical action 15 As mentioned in the Introduction the application of the boundary value approach to For computational purposes it is convenient to write a discrete version of the classical action. The action becomes a function of the set of intermediate coordinates
The discrete coordinate sets provide a "basis-set" for the trajectory. i X is the vector of (Cartesian) coordinates of time slice i . The condition that the action is stationary provides a set of equations for the intermediate coordinates while 0 and N X X are kept fixed.
( )
These equations are solved iteratively as follows:
Use a guess to interpolate between the two minima. In the examples below a straight line interpolation was used. Pick an initial time for the trajectory that should be small based on some knowledge of the system properties (e.g. a transition time in peptides is less than a picosecond). Use a small number of time slices (e.g. 20-40) to describe the trajectory.
2.
Solve the second order system of Verlet's equations (equation ( 
3.
Gradually decrease the total time T and use the spatial coordinates obtained with the larger T of the previous time as an initial approximation for the smaller T . Solve the resulting system as described in step 2.
4.
When T becomes small enough in step 3, either convergence fails because of a sudden and significant change in the shape of the trajectory or some other significant changes occur in the system, such as abrupt rise in the energy. The process stops at that T , and the solution of the previous total time is kept. We locate a local minimum of time in the neighborhood of the initial guess (of the minimal time) and in the neighborhood of a given energy. We do not search for a global minimum (which is a straight line and of high energy). A search bias towards lower energies can be added in the annealing process by a penalty function penalty E which, at the time slice i , is equal to 0 if the energy i E is below a given value E , and to ) ( 
III. Numerical experiments on the Mueller potential
To examine a number of alternative solutions that satisfy the same boundary value conditions, we perform an extensive sampling of trajectories using initial value formulation on the Mueller potential 22 , 
III.1 Initial value calculations to solve the boundary value problem
The Verlet integrator 23 is used with a time step of 0.0001. The mass was set to 1. The starting coordinates were at the lowest energy minimum (-0.5,1.5), the initial velocities were sampled with a random direction, and the total energy was fixed at -40.5 which is just above the barrier height. If the coordinate vector at any time slice during the trajectory was found within a distance of 0.01 from another minimum (0.5,0) we consider the computed trajectory a solution of the boundary value problem, and the time T of the trajectory was recorded (the end point can be determined only approximately within the neighborhood of the second minimum). We have repeated the calculation using two radii to check the convergence of our calculations and obtained similar results. Below we show a histogram plot (Figure 3 ) of the probability of finding a trajectory with the pre-specified end points as a function of the total time of the trajectory. The trajectories start at the lowest energy minimum ( ) 0.5,1.5 − and arrive to the second lowest minimum at ( ) 0.5, 0 . The total energy was fixed at -40.5 and the direction of the velocity was sampled at random. The drop of the probability density near 400 is due to limited statistics. The radius at the product was taken to be 0.01.
The most striking feature of this plot is that trajectories obtained by the boundary value formulation are far from unique (at least in the numerical sense). The trajectories so computed are even "over-determined" since the energy, (in addition to total time and end points) was also fixed. In practice, depending on the calculation history, different trajectories may be obtained. The abrupt decay of the probability at time 400 ≈ is a reflection of the limited sample that we used rather than a property of the true distribution.
Since the directions of the velocities were sampled at random, it is possible that some of the sampled trajectories considered in Figure 3 Figure 4: The variance of the alternative trajectories that solve the same boundary condition. As in figure 3 the trajectories started from the same energy minima and the total energy was the same. In contrast to Figure 3 we consider trajectories with the same total time and measured the variance of these trajectories as described in the text. It is evident that the variance is small for the shortest time trajectories, while the variation between the trajectories increases rapidly as a function of the trajectory time. Figure5b: Three solutions of the same boundary value problem that seem to converge to the same solution
III.2 Boundary value calculations
Here we used our proposed boundary value algorithm (section II). Trajectories were computed between the two energy minima of the Mueller potential that were studied with initial value formulation (see previous section). Since the time step used for the discretization of the functional (equation (2)) is significantly larger than the time step of the initial value formulation (0.01 versus 0.0001), it is desirable to use a refinement
procedure. The refinement should convert the coarse-grained boundary value trajectories to trajectories with the same time step as initial value formulation, enabling meaningful comparison of algorithm accuracies. We note however that for numerous other applications (like the calculation of the relative rate in section VI) the refinement is not necessary.
The proposed refinement is using iterations. I.e., given a coarse grained trajectory with In Figure 6 we show a coarse grained and a highly refined trajectory. The coarse grained trajectory, which includes 21 points is a minimal time trajectory obtained by the procedure described in section II. The initial guess was a straight line between the two end points. The initial total time was 0.5 and Kaczmarz iterations 20 were used until the residuals dropped to below 9 
10
− . The total time was gradually decreased until convergence stopped at total time 0.375. The coarse grained trajectory is the one obtained by the end of this process. The refined trajectory is very close to the exact Verlet trajectory. Even the coarse-grained trajectory with a time step 30 times larger is quite accurate. This example demonstrates the benefit of working with short time trajectories.
The particle does not spend much time in oscillatory motion near the minima and focuses instead on executing the more interesting type of motion (the transition). We argue below that these trajectories have significant statistical weight in the microcanonical ensemble.
Therefore they are worthy of investigation, even when the overall time scale is slow. Of course it is easier to compute exact trajectories if their total time is short, and if they are less curved and more direct. 
IV Molecular example I: Transitional trajectories in alanine dipeptide
We have repeated the boundary value computation also for the considerably more complex system of a conformational transition in alanine dipeptide. We consider the conformational transition from a helix to an extended chain. The coarse grained description of the trajectory includes 20 points. The time step was 0.00875 ps, making the total trajectory time 0.175ps (which is the minimal time required for the transition as we confirmed using the procedure described in section II). This minimal time was also observed by extensive sampling of initial value solutions and recording the time of arrival to the product. The initial guess for the path was a straight-line interpolation and a simulated annealing algorithm was used to minimize the norm of the residuals, defined identically to the Mueller problem. The starting residual norm was 5 10 and the cooling continued until the residuals dropped to about 5 
10
− where changes in space coordinates for the Metropolis algorithm were about 7 
− Å. In figure 7 we show boundary value trajectories for several total times. All these trajectories are similar to the minimal time trajectory found by extensive sampling of initial value trajectories. The sampling of initial value trajectories was performed in a similar spirit to the calculations described for the Mueller potential. The alanine dipeptide system is considerably more complex than the Mueller potential and it is possible to find new converged trajectories while making the total time shorter and shorter. However, as we decrease the total time, we obtain an abrupt rise in the total energy, shifting to a different class of trajectories. We terminate the process as described in section II when such a sharp change in the energy is observed. 
V. Molecular example II: An isomerization process in a Lennard Jones cluster
A more complex molecular example is the isomerization of a Lennard Jones cluster. The potential energy of the system is given by ( ) ( ) 12 6
where jk q is the distance between any two particles. The masses were set to one. A 38 atom LJ cluster has two minima with nearly the same lowest energy: the first is at the MacKay icosahedra and the other at a face-centered-cubic truncated octahedron 24 ( Figure 8 ). In the following calculations the two boundaries are set to minima in the basins of the two distinct conformations. Figure 9 : The energetic of a transition in 38 atoms Lennard-Jones cluster. Note that the total energy is clearly a constant for a total time of 2.00, but is fluctuating significantly for shorter times.
VI. Calculations of relative rates
Here we sketch how the short time trajectories can be used in the calculation of rates and relative rates at short times. The restriction for short times is of particular interest for downhill but rare events, and for activated processes (Figure 1 ).
In initial value formulation the reaction probability from R to P between time T and T dT + is given by ( ) (
, , , ,
RP Y X Q X T Q T is the probability density (in phase space and time) that a trajectory that starts in the phase space point ( ) , X Q in R will make a transition to P at time T . We used the shortcut ( )
Newton's equations of motion, In the point-to-point approach we do not have the initial momentum as input. We sample configurations at both the reactants and the products sites ( ) 0 X R ∈ and ( ) X T P ∈ and compute trajectories of fixed time length T between any pair of sample points. The initial momentum is an output that we can compute by a finite difference formula from the calculated trajectory (i.e. ( ) ( )
Here we show how the relative rates of two different systems can be estimated, relying on a set of reactive trajectories only. Calculation of relative rates of similar systems is widely used in computational chemistry and biophysics. For example, we may consider changes of rates following the replacement of a hydrogen by a deuterium atom, or a single residue mutation of a reacting protein. The time itself can also be a perturbation (e.g. by changing the size of t ∆ keeping the number of time slices fixed).
A concrete case is of a reaction at constant temperature. In the corresponding canonical ensemble, we have ( E is the total energy) (
, e x p e x p /2 e x p exp
Consider two systems with reactants and products , R P and , R P respectively, the ratio of the reaction probability densities is ( )
, 0
The ratio of the partition functions ( ) Z Z can be computed with standard methods in equilibrium statistical mechanics such as the umbrella sampling, free energy perturbation, 
The above integration is restricted to the reactant state R .
Assume that a trajectory is found by the point-to-point approach. The weight of the initial structure is
. This trajectory is perturbed to a new trajectory with a new energy, E . Since the total energy is not expected to vary violently from a trajectory to a trajectory, the average below should not be too difficult to perform.
The second ratio of integrals is called RR for "Relative Rates". 
The existence of a corresponding point-to-point trajectory with a slightly different
Hamiltonian is tested first (in our experience we were always able to find a nearby perturbed trajectory with a different energy) and the average of the energy differences is performed explicitly. This is an important difference from the initial value formulation in which the ratio of the Ys can be zero most of the time.
The algorithm to compute the RR is therefore as follows (i) Sample start and end configurations in R and P .
(ii) Compute a trajectory according to the "sampling" Hamiltonian using total fixed time T that is short but not minimal with the point-to-point approach, ( )
If the coordinates at 0 X and 1 X are given, we can use the above formula to propagate the solution to its final configuration at N X . A solution of the discrete boundary value problem is also a solution of the discrete initial value problem. This relationship is particularly intriguing in light of the observation on stability and accuracy made in the present study. We stated that the boundary value formulation is accurate and considerably more stable numerically compared to initial value formulation. Given that a solution of the boundary value formulation is identical to a solution obtained with initial value formulation, as discussed above, the statement seems false.
Therefore we have performed the reverse numerical experiment in which we start with initial value description. We sample different initial values ( 0 X and 1 X ) and use equation (5) makes it possible to compute, ( ) P τ , the probability of observing a transitional trajectory of time-length τ . The details of the distribution will depend on the underlining energy surface, and we cannot be more specific. However we expect (due to the assumed transient nature of the trajectory) that ( ) P τ is a rapidly decreasing function of τ .
Moreover, at very short times ( ) P τ must go to zero. Therefore it has at least one maximum.
has different initial conditions in the reactant state (they are now 2 X and 3 X ). We can repeat this process, and move the first coordinate to the end of the trajectory, keeping the same transitional trajectory, n times. Since we consider a trajectory of total fixed length of time, a larger n means a smaller m-n. The shorter is the transitional trajectory the larger is n and more initial conditions provide the same transitional trajectory.
Typically all initial conditions will have the same weight if sampled from the microcanonical ensemble; however the above argument, restricted to an ensemble of trajectories with fixed energy and total time, suggests that shorter transitional trajectories have larger statistical weights that skew the original ( ) P τ to short times. The deree of skewing will depend on the particular energy surface.
To illustrate the above argument we computed the distribution of the transitional times for the Mueller potential. The probability density of transitional times for the Mueller potential is highly peaked at the shortest time (shown in Figure 10 ). Note that for more diffusive transitions, and trajectories that cross slowly and/or many times the barrier, the argument above is not valid.
VII.3 Efficiency of the calculation
The boundary value calculations of this manuscript are reasonably efficient. The basic unit for cost evaluation is the cost of energy calculation which is roughly proportional to the number of particles in the system, N . The cost of a single action evaluation is proportional to L N × where L is the number of time slices. The number of relaxation steps depends on the system but (in practice) is no worse than another factor of L N × .
Nevertheless, this factor is perhaps the major source of uncertainty in the formula provided below, and in some cases it can be larger. Accepting this estimate, the total cost scales like ( ) 2 L N × . This is similar to earlier boundary value calculations [9] [10] [11] [12] in much larger systems, producing approximate trajectories.
For comparison, the computational cost for a single initial value trajectory scales like L N × , where L is the number of time slices we require in an initial value solver. We denote the probability of an initial value trajectory to be reactive by p . The computational cost for a reactive trajectory is therefore proportional to ( ) 
Where a is a numerical constant which is estimated to be of order of 10. In the most complex example of this manuscript (The Lennard Jones cluster) L is 33 and L is about 100 times larger. The number of degrees of freedom, N , is 38 3 × . We can estimate what is the reaction probability in which the cost of computing a reactive trajectory using an initial value or the boundary value approach is roughly the same (ratio of costs equal one). , which is a process that is only marginally activated (i.e. not so rare). The above formula also suggests that as the system becomes larger the reaction probability better be smaller to make the boundary value calculations of the type described here more effective. Indeed the reaction probabilities of complex systems at short times are significantly smaller than 3 
10
− .
Parallelization does not change the above conclusions in an obvious way. Let the number of processors be n . Since the time slices can be distributed between the processors with limited communication overhead we can replace one of the L by L n in equation (5) (the required number of minimization steps is reduced from the original cost of L N × , but the extent is not clear) . Initial value trajectories can be parallelized in a trivial way (launching independent trajectories on separate processors), and we therefore replace Finally we note that the calculation of the perturbed trajectory for the study of relative rate takes little effort within the boundary value formulation. In initial value formulation it takes the same effort as the generation of the unperturbed trajectory.
