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Роль і місце навчальної дисципліни у підготовці спеціаліста 
 
Навчальна дисципліна «Планування і обробка результатів експериментів» 
належить до циклу професійно-орієнтованих дисциплін за напрямком 0921-
Водні ресурси із спеціальності 8.092601 «Водопостачання та водовідведення». 
Предметом вивчення дисципліни є вивчення сучасних методів 
планування і обробки результатів експерименту та застосування спеціальних 
комп’ютерних програм для високотехнологічного аналізу даних.  
Метою вивчення дисципліни є підготовка магістра, який володітиме 
знаннями необхідними для планування активного експерименту і обробки його 
результатів на ЕОМ залежно від апріорної інформації. 
Основні завдання дисципліни складаються з формування знань та вмінь, 
що необхідні для планування і обробки результатів експерименту і 
високотехнологічного аналізу даних за допомогою спеціальних комп’ютерних 
програм.  
У результаті вивчення дисципліни студенти повинні: 
 
Знати: 
- математичні основи планування експерименту; 
- загальні принципи методології експерименту; 
- статистичні методи оцінки вимірювань у експериментальних 
дослідженнях; 
- методи графічного зображення результатів вимірювань; 
- методи підбору емпіричних формул ; 
- визначення законів розповсюджування і їх адекватності щодо 
експериментальних даних. 
 
Вміти (за допомогою спеціальних програм на ЕОМ): 
- планувати експеримент з метою опису дослідного об’єкта; 
- розробляти план-програму експерименту; 
- графічно зобразити результати експериментальних досліджень; 
- підбирати емпіричні формули; 
- проводити регресійний аналіз; 
- оптимізувати технологічні процеси з використанням планування 
експерименту; 
- аналізувати теоретико-експериментальні дослідження та формулювати 
висновки і пропозиції; 







Організаційно-методичні особливості проведення занять 
 
 Для підготовки магістра на рівні знань у програмі навчальної дисципліни 
«Планування і обробка результатів експериментів» передбачений цикл 
лабораторних робіт у поєднанні з самостійною роботою студентів. 
 Формування вмінь майбутнього спеціаліста здійснюється за допомогою 
проведення лабораторних робіт з головних тем дисципліни. 
 Рівень знань студентів підвищується при самостійній роботі, яка 
забезпечена консультаціями викладача. Завдання на самостійну роботу 
видаються в ході лабораторних занять.  
Поточний контроль знань студентів здійснюється за допомогою 
тестування за основними змістовими модулями. Підсумковий звіт з дисципліни 
виконується у формі заліку. 
У ході вивчення дисципліни студенти повинні навчатися 
використовувати літературу і довідкові видання з питань планування і обробки 
результатів експериментів. 
 
Дисципліна «Планування і обробка результатів експериментів» 
передбачає виконання розрахунково-графічної роботи (РГР). 
Виконуючи РГР, студенти закріплюють навички практичного 
застосування основних методів опрацювання й аналізу результатів 
експерименту. 
 6 
1. ВКАЗІВКИ ДО ВИКОНАННЯ САМОСТІЙНОЇ РОБОТИ 
 
ЗМ 1.1. ОСНОВИ ПЛАНУВАННЯ ЕКСПЕРИМЕНТУ. МЕТОДИ 
ЕКСПЕРИМЕНТАЛЬНИХ ДОСЛІДЖЕНЬ 
 
ТЕМА 1. Основні поняття планування та методологія експерименту 
 Етапи та цілі планування експерименту. Визначення експерименту. Види 
експерименту. Визначення об’єкта вишукування. 
 
Контрольні запитання 
1. Що таке планування експерименту? 
2. Сформулюйте етапи планування. 
3. Основна ціль планування. 
4. Що таке експеримент? 
5. Що означає фізичний і модельний експеримент? 
6. Визначення об’єкта вишукування. 
 
ТЕМА 2. Планування експерименту з ціллю опису дослідного об’єкта. 
Розробка плану-програми експерименту 




1. Техніка планування експерименту. 
2. Які задачі вирішує планування експерименту? 
3. Що таке математична модель? 
4. Що таке параметр оптимізації? 
5. Вимоги до параметру оптимізації. 
6. Що включає план-програма експерименту? 
7. З чого складається методика експерименту? 
8. Три випадки проведення експерименту. 
 
ТЕМА 3. Загальні відомості про помилки вимірювань 
Визначення та основні типи погрішностей. Операції з наближеними числами. 
Помилки вимірювання і міри точності. Методи виключення грубих помилок. 
Контрольні запитання 
1. Що таке погрішність вимірювання? 
2. Чим абсолютна погрішність відрізняється від відносної? 
3. Що таке приладова (систематична) погрішність? 
4. Що таке модельна погрішність? 
5. Що таке випадкова погрішність і які причини приводять до її появи? 
6. Операції з наближеними числами. 
7. Помилки вимірювання і міри точності. 
8. Методи виключення грубих помилок. 
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ЗМ 1.2. СТАТИСТИЧНІ МЕТОДИ В ТЕХНОЛОГІЇ ОЧИЩЕННЯ ВОДИ. 
АНАЛІЗ ТА ОФОРМЛЕННЯ НАУКОВИХ ДОСЛІДЖЕНЬ 
 
 
ТЕМА 1. Основні статистичні характеристики 
Середні значення та їх оцінки. Оцінки довірчих границь для істинного 




1. Що таке середні значення? 
2. Методи обчислення середніх. 
3. Теоретичні середні (моменти розподілення). 
4. Оцінки довірчих границь для істинного значення вимірюваної 
величини. 
5. Порівняння дисперсій. 
6. Порівняння середніх. 
7. Перевірка гіпотези про рівність середніх. 
8. Перевірка гіпотези нормальності закону розподілення випадкової 
величини. 
9. Визначення теоретичного закону розподілення. 
 
 
ТЕМА 2. Обробка результатів наукових досліджень методами 
кореляційного та регресійного аналізів 
 
 Визначення кореляції та регресії. Типи кореляції. Суть кореляційного та 





1. Що таке кореляція? 
2. Що таке регресія? 
3. Типи кореляції. 
4. Суть кореляційного та регресійного аналізу. 
5. Лінійна кореляція. 
6. Оцінювання коефіцієнту кореляції. 
7. Лінійний регресійний аналіз. 
8. Оцінювання прямої регресії. 
9. Що таке критерій Ст’юдента? 
10. Що таке критерій Фішера? 
11. Метод найменших квадратів. 
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ТЕМА 3. Методи графічного зображення результатів експерименту. 
Програмні системи обробки даних 
 
 Методи графічного зображення результатів експерименту. Програмні 




1. Для чого потрібно графічне зображення результатів експерименту? 
2. Вибір системи координат. 
3. Які програмні продукти для обробки даних експериментів Ви знаєте? 




ТЕМА 4. Аналіз теоретико-експериментальних досліджень та 
формулювання висновків і пропозицій. Складання звітів з науково-
дослідної роботи 
 
 Основа аналізу теоретико-експериментальних досліджень. 
Формулювання висновків і пропозицій. Основні вимоги до складання та 




1. Що є основою для аналізу теоретико-експериментальних досліджень? 
2. Принципи формулювання висновків і пропозицій. 
3. Вимоги до складання наукових звітів. 
4. Вимоги до оформлення звітів з науково-дослідної роботи. 
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2. ВКАЗІВКИ ДО ВИКОНАННЯ РОЗРАХУНКОВО-ГРАФІЧНОЇ РОБОТИ 
 
2.1. Структура розрахунково-графічної роботи 
 
Розрахунково-графічна робота включає теоретичну частину, в якій 
приводиться опис методів регресійного аналізу, які використовуються в даній 
роботі. 
Вихідними даними для виконання розрахунково-графічної роботи є 
сукупність обсягом N = 500 значень випадкової величини, об’єми вибірок, а 
також рівні значущості та довірчої імовірності для вирішення конкретних 
статистичних завдань. 
При виконанні розрахунково-графічної роботи необхідно: 
1) сформувати вибірку елементів сукупності для проведення статистичних 
вишукувань; 
2) побудувати закон розподілення вишикуваної випадкової величини за 
експериментальними даними; 
3) виконати лінійний регресійний аналіз і визначити коефіцієнти регресії з 
оцінкою значущості коефіцієнтів і довірчих інтервалів, а також визначити 
адекватність отриманої моделі;  
4) перевірити статистичні гіпотези про параметри та закон розподілення 
випадкової величини. 
 
Розрахунково-графічна робота оформляється у вигляді пояснювальної 
записки, що повинна включати наступне: титульний лист (див. Додаток 1), 
завдання, зміст, вступ, основну частину, висновок, список використаної 
літератури; додатки (при необхідності).  
У тексті основної частини, що розбивається на розділи і підрозділи, 
приводяться: стисла характеристика використовуваних методів, алгоритми 
розрахунків, блок-схеми, тексти розроблених або опис використовуваних 
прикладних програм, вихідні дані, результати розрахунків і аналіз отриманих 
даних. 
Вступ повинен містити обґрунтування проблеми, якій присвячено 
розрахунково-графічну роботу. У висновку необхідно підкреслити все, що було 
зроблено при виконанні розрахунково-графічної роботи, і оцінити ступінь 
виконання завдання. 
 
Орієнтовний обсяг пояснювальної записки 15-20 сторінок друкованого 
тексту з полуторним міжрядковим інтервалом. 
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2.2. Формування вибірки елементів сукупності для проведення 
статистичних досліджень 
 
Якщо немає строгої теорії досліджуваних фізичних процесів, то кількісно 
виражені результати спостережень за ними є єдиною інформацією для 
проведення досліджень. 
Дослідження можуть бути суцільними, коли досліджується вся 
сукупність з N елементів і вибірковими, коли досліджується підмножина з 
Nn <  елементів сукупності. 
Вся належна вивченню сукупність називається генеральною сукупністю. 
Та частина елементів, яка відібрана для досліджень називається 
вибірковою сукупністю або просто вибіркою. Щоб мати право судити про 
генеральну сукупність по вибірці, остання повинна бути утворена випадково. 
Цього можна досягти різними способами. 
Найбільш поширеними є наступні види вибірок: а) власне-випадкова;     
б) механічна; в) типова: г) серійна. 
Власне-випадковою вибіркою називається випадкова вибірка, одержана 
за допомогою механізму випадкового вибору. Наприклад, елементи генеральної 
сукупності можна заздалегідь занумерувати, а кожен номер записати на окремій 
картці. Число їх співпадає з об'ємом генеральної сукупності. Після ретельного 
перемішування з пачки карток беруть по одній. Номер на ній вкаже, який 
елемент генеральної сукупності вважається таким, що потрапив у вибірку. 
Механічною називається вибірка, в яку елементи з генеральної сукупності 
відбираються через певний інтервал. Механічну вибірку можна утворити, якщо 
є певний порядок дотримання елементів генеральної сукупності, наприклад 
вони слідують один за одним в певній послідовності в часі. 
Якщо генеральну сукупність заздалегідь розбити на неперетинаючі групи, 
а потім утворити власне-випадкові вибірки з кожної групи і всі відібрані 
елементи вважати такими, що потрапили у вибірку, то одержимо вибіркову 
сукупність, яка називається типовою. 
Якщо генеральну сукупність заздалегідь розбити на непересічні серії і, 
розглядаючи серії як елементи, утворити з них власне-випадкову вибірку і всі 
елементи відібраних серій вважати такими, що потрапили у вибірку, то 
одержимо вибіркову сукупність, яка називається серійною. 
Вибіркове дослідження незамінне там, де обстеження всіх одиниць 
сукупності заборонене, наприклад, якщо воно пов'язане з руйнуванням або 
зміною властивостей, що буває при випробуванні матеріалів або контролі 
якості продукції. Результати вибірки, що одержуються при дослідженні 
випадково відібраних одиниць, мають характер реалізацій випадкових величин, 







2.2.1. Практичні рекомендації щодо формування вибірки 
 
При виконанні розрахунково-графічної роботи рекомендується використо-
вувати механічний спосіб отримання вибірки. Сам процес проведення дослідів і 
отримання сукупності експериментальних даних студентом в розрахунково-
графічній роботі не передбачається і імітується за допомогою ЕОМ. Результати 
моделювання послідовності експериментів видається викладачем кожному 
студенту у вигляді числових значень генеральної сукупності об'ємом n = 500. 
Крім цього, студенту задається об'єм вибіркової сукупності, номер першого 
елементу вибірки і інтервал, які необхідні для механічного формування вибірки. 
Одержувані елементи вибіркової сукупності у порядку формування, по 
вказівці викладача, групуються по n елементів, що необхідно буде для 
проведення досліджень з оцінювання параметрів випадкової величини. 
 
2.3. Побудова закону розподілу досліджуваної випадкової величини за 
експериментальними даними 
 
При рішенні великого числа практичних задач з використанням 
статистичних методів необхідно знати закон розподілу випадкової величини. 
Для безперервної випадкової величини X закон розподілу задають за 
допомогою інтегральної функції розподілу ймовірності випадкової величини 
{ }xXPxF <=)( , 
де { }xXP <  - ймовірність того, що випадкова величина в результаті 
випробувань прийме значення, менше дійсного числа х, або за допомогою 
щільності розподілу ймовірності 
dx
xdF
xf )()( = . 
Оскільки інтегральна функція розподілу є ймовірність події { }xX < , то у 
якості оцінки ординати інтегральної функції розподілу відповідно до теореми 




xXPxF =<= ** )( , 
де n  - загальне число дослідів, m  - число дослідів, в яких відбувається подія 
{ }xX < . 
Оцінка ординати щільності розподілу ймовірності може бути отримана 

































Якість оцінки ординати щільності за допомогою співвідношення суттєво 
залежить від вибору довжин інтервалу x∆ . При виборі рівних інтервалів 
розбиття діапазону зміни випадкової величини оптимальна довжина інтервалу 
може бути визначена за оптимальною кількістю інтервалів відповідно до     
табл. 2.1 [1].  
Таблиця 2.1 
n  100 200 400 600 800 1000 1500 2000 






де n  - об'єм вибірки, K  - число інтервалів, minmax xx −  - різниця між найбільшим 
і найменшим значенням випадкової величини X. 
Для аналітичного опису закону розподілу звичайно використовують один 
з поширених видів. Для безперервної випадкової величини в Додатку 2 
приведені вирази щільності, їх графіки й основні параметри найбільш 
поширених законів розподілу випадкової величини. 
 
 
2.3.1. Практичні рекомендації з побудови закону розподілу досліджуваної 
випадкової величини 
 
В індивідуальному завданні передбачається побудова закону розподілу 
випадкової величини у вигляді щільності розподілу ймовірності. Отримання 
аналітичного виду щільності ймовірності розподілу може бути здійснено за 
допомогою наступних основних етапів: 
1. Побудова гістограми. 
2. Висунення гіпотези про закон розподілу. 
3. Перевірка гіпотез. 
У даному розділі студенту необхідно реалізувати перші два етапи. Нижче 
приведена методика побудови гістограми, результати розрахунків по етапах 
зручно представити у вигляді табл. 2.2. 
Побудова гістограми 
1. Знаходження серед елементів вибірки minmax , xx . 
2. Вибір числа інтервалів розбиття K  з табл. 2.1. 
3. Визначення довжини інтервалів x∆  (рекомендована точність обчислення 
0,001). 
4. Визначення меж інтервалів розбиття. 
5. Визначення числа попадань значень випадкової величини в і-й інтервал - 
im . У разі попадання числового значення випадкової величини на межу двох 
інтервалів, слід відносити його до кожного інтервалу із значенням 0,5. 












8. Побудова графіка гістограми. 
Для побудови графіка гістограми відкладають по осі абсцис інтервали, на 
кожному з яких будують прямокутник, площа якого рівна частоті інтервалу. 
Для побудови гістограми необхідно частоту кожного інтервалу розділити на 
його довжину і отримане число взяти за висоту прямокутника. 
Таблиця 2.2 
                       № інтервалу 
Параметри 
1 2 3 4 5 6 … 12 
Межі інтервалів 
        





        
xPH ii ∆= /
*
 
        
)( ixf          
)( iлxF          
)( iпxF          




PP 2* )( −
 
        
 
Висунення гіпотези про вид закону розподілу 
По виду гістограми візуально визначаємо вид теоретичного розподілу, до 
якого найближче підходить досліджуваний розподіл. Графіки щільності 
ймовірності розподілу широко поширених теоретичних розподілів і їх основні 
параметри приведені в Додатку 2. 
Практичним результатом роботи цього етапу є побудова графіка 
щільності розподілу відповідній висунутій гіпотезі. Як параметри відповідної 
щільності вибираються оцінки цих параметрів за вибіркою об'ємом n = 100 
реалізацій. 
Для нормального закону розподілу 
100
~mm = ,     100
~σσ = . 






Для рівномірного закону розподілу 
minxa = ,     maxxb = . 
Побудову графіка щільності ймовірності необхідно виконати на 
гістограмі, поєднавши осі )(xf  і )(xH . 
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Обчислення )(xf  слід виконати відповідно до висунутої гіпотези для 















Рис. 2.1 – Гістограма рівномірного розподілу 
 
 
2.4. Оцінювання параметрів випадкової величини 
 
Рішення цілого ряду практичних задач не вимагає знання закону 
розподілу досліджуваної випадкової величини, а вимагає знання тільки деяких 
її числових характеристик. Крім того, при побудові закону розподілу для 
завдання гіпотези про вид і параметри закону розподілу необхідно визначити 
оцінки параметрів цього розподілу. 
Оцінкою θ~  невідомого параметра θ  називається функція від вибіркових 
(виміряних) значень випадкової величини: 
)...,,,(~ n21 xxxϕθ = . 
Оцінка θ~ , що є функцією випадкових аргументів, являє собою випадкову 
величину. Для того, щоб оцінки давали "хороші" наближення оцінюваних 
параметрів, вони повинні володіти наступними властивостями: 
1. Спроможність. Оцінка θ~  називається спроможною оцінкою 
параметра θ , якщо вона сходиться за ймовірністю до дійсного значення 






2. Незміщеність. Оцінка θ~  називається незміщеною оцінкою параметра 
θ , якщо її математичне очікування рівне дійсному значенню оцінюваного 
параметра θ  
[ ] θθ =~M . 
3. Ефективність. Оцінка θ~  називається ефективною оцінкою параметра 
θ , якщо вона має мінімальну дисперсію серед всіх можливих оцінок 
[ ] min~ →θD . 
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В індивідуальному завданні передбачається отримання оцінок 
математичного очікування і дисперсії випадкової величини. Використовуючи 
теорему Чебишева, як спроможну оцінку математичного очікування вибирають 










Така оцінка володіє властивістю незміщеності й ефективності. Як 










1D )~(~ . 
Отримані у такий спосіб оцінки математичного очікування і дисперсії 
називаються точковими і при малому об'ємі вибірки n  значення оцінок можуть 
істотно відрізнятися від дійсних значень оцінюваних параметрів. 
При достатньо малому об'ємі вибірки n  задають інтервальну оцінку 
параметра, під якою розуміють інтервал, званий довірчим 
{ }
..
, плI θθβ = , 
межі якого 
.лθ  і .пθ  є функціоналами від вибіркових значень випадкової 
величини і який із заданою ймовірністю містить дійсне значення оцінюваного 
параметра. Довірчий інтервал характеризує точність оцінки. 
Як характеристика надійності оцінки задається довірча ймовірність β  - 
ймовірність того, що дійсне значення оцінюваного параметра потрапляє в 
заданий інтервал (довірчий). 
Основна ідея побудови довірчого інтервалу полягає в тому, що будується 
деяка статистика, що характеризує ступінь відхилення оцінки параметра від 
його дійсного значення, причому закон розподілу цієї статистики відомий. Як 
така статистика для оцінки математичного очікування нормально розподіленої 









яка розподілена за законом Ст’юдента з числом мір свободи 1n − , а для оцінки 










яка розподілена згідно з законом 2χ  з числом мір свободи 1n − . 




















де βt  - критична точка (квантиль) розподілу Ст’юдента, визначається з Додатку 

























де, 21χ , 22χ  - критичні точки розподілу 2χ -Пірсона, значення яких визначаються 
з Додатку 5 за числом мір свободи 1n − , а також за рівнем значущості 2/α  для 
2
1χ  і )/( 21 α−  для 22χ . 
 
2.4.1. Практичні рекомендації з оцінювання параметрів випадкової 
величини 
 
1. Отримання точкових оцінок. 
За заданою викладачем вибіркою, об'ємом в n  = 5 реалізацій, будуються 
оцінки: 




















1D )~(~ , 
- середньоквадратичного відхилення 
D~~ =σ . 
2. Отримання інтервальних оцінок. 
За заданим викладачем рівнем довірчої ймовірності β , використовуючи 
отримані точкові оцінки, необхідно побудувати довірчі інтервали: 












































3. Отримані інтервальні оцінки математичного очікування і дисперсії 
необхідно представити у вигляді графіків з відображенням на них точкових 























2.5. Перевірка статистичних гіпотез про параметри і закон розподілу 
випадкової величини 
 
Статистичною називають гіпотезу про вид невідомого розподілу, або про 
параметри відомих розподілів. Разом з висунутою розглядають і протилежну їй 
гіпотезу. Якщо висунута гіпотеза буде знехтувана внаслідок перевірки, то 
справедлива протилежна гіпотеза. Нульовою (основною) називають висунуту 
гіпотезу 0H . Конкуруючою гіпотезою (альтернативою) називають гіпотезу 1H , 
яка суперечить нульовій. Наприклад, якщо нульова гіпотеза полягає в 
припущенні, що математичне очікування а нормального розподілу рівне 10, то 
конкуруюча гіпотеза, зокрема, може полягати в припущенні, що ≠a 10. 
Коротко це записується так: 
10aH10aH 10 ≠= :;: . 
Розрізняють гіпотези, які містять тільки одне і більш одного припущень. 
Простою називають гіпотезу, що містить тільки одне припущення. Наприклад, 
якщо λ  - параметр показового розподілу, то гіпотеза 5H0 =λ:  - проста. Гіпотеза 
0H : математичне очікування нормального розподілу рівне 3 (σ  відоме) - проста. 
Складною називають гіпотезу, яка складається з кінцевого або нескінченого 
числа простих гіпотез. Наприклад, складна гіпотеза 5H >λ:  складається з 
незліченної безлічі простих виду ii bH =λ: , де ib  - будь-яке число, більше 5.  
Висунута гіпотеза може бути правильною або неправильною, тому 
виникає необхідність її перевірки. Оскільки перевірку проводять 
статистичними методами, її називають статистичною. У результаті 
статистичної перевірки гіпотези в двох випадках може бути ухвалено 
неправильне рішення, тобто можуть бути допущені помилки двох родів. 
Помилка першого роду полягає в тому, що буде знехтувана правильна 
гіпотеза. 
Помилка другого роду полягає в тому, що буде прийнята неправильна 
гіпотеза.  
Підкреслимо, що наслідки цих помилок можуть виявитися дуже різними. 
Наприклад, якщо знехтуване правильне рішення "продовжувати будівництво 
житлового будинку", то ця помилка першого роду спричинить матеріальний 
збиток; якщо ж ухвалено неправильне рішення "продовжувати будівництво", не 
дивлячись на небезпеку обвалу будови, то ця помилка другого роду може 
спричинити загибель людей. 
Для перевірки нульової гіпотези використовують спеціально підібрану 
випадкову величину (статистику), що характеризує ступінь відхилення 
статистичних даних статистичної гіпотези, точний або наближений розподіл 
якої відомий при справедливості висунутої гіпотези. Статистичним критерієм 
(або просто критерієм) називають випадкову величину K , яка служить для 
перевірки нульової гіпотези. Для перевірки гіпотези за даними вибірок 
обчислюють приватні значення вхідних в критерій величин і таким чином 
набувають приватного (спостережуваного) значення критерію. Після вибору 
певного критерію безліч всіх його можливих значень розбивають на дві 
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непересічні підмножини: одне з них містить значення критерію, при яких 
нульова гіпотеза відкидається, а інше - при яких вона приймається. 
Критичною областю називають сукупність значень критерію, при яких 
нульову гіпотезу відкидають. 
Областю прийняття гіпотези (областю допустимих значень) називають 
сукупність значень критерію, при яких гіпотезу приймають.  
Основний принцип перевірки статистичних гіпотез можна сформулювати 
так: якщо спостережуване значення критерію належить критичній області - 
гіпотезу відкидають, якщо спостережуване значення критерію належить області 
прийняття гіпотези - гіпотезу приймають. 
Розрізняють односторонню (правосторонню або лівосторонню) і 
двосторонню критичні області. Правосторонньою називають критичну область, 
визначувану нерівністю крKK > , де крK  - позитивне число. Лівосторонньою 
називають критичну область, визначувану нерівністю крKK < , де крK  - 
негативне число. Односторонньою називають правосторонню або 
лівосторонню критичну область. Двосторонньою називають критичну область, 
визначувану нерівностями 1KK < , 2KK > , де 12 KK > . 
У завданні студенту пропонують перевірити наступні гіпотези: 
1. Гіпотезу про закон розподілу випадкової величини. 


























2.5.1. Перевірка гіпотези про закон розподілу випадкової величини 
 













)( *χ , 
де n  - об'єм вибіркової сукупності, *iP  - емпірична частота попадання 
випадкової величини в i -й інтервал, iP  - теоретична частота (ймовірність) 
попадання випадкової величини в i -й інтервал. 
Доведено, що при справедливості висунутої гіпотези статистика 2χ  
розподілена за законом 2χ -Пірсона з r  мірами свободи. 
У Додатку 5 - розподіл табульований для деяких значень ймовірностіβ  
до r  = 30. 
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2.5.2. Практичні рекомендації з перевірки гіпотези про закон 
розподілу випадкової величини за допомогою 2χ -критерію 
 
1. Висувається гіпотеза 0H , яка полягає в тому, що між емпіричним і 
теоретичним розподілом з тими ж параметрами значних розбіжностей немає. 
Для кожного індивідуального завдання рівень значущості задає викладач. 
2. Обчислюються теоретичні частоти попадань випадкової величини в i -й 
інтервал 
)( плi хХxPP <≤= , 
де лx , пx  - чисельні значення відповідно лівої і правої межі i -го інтервалу. 
3. Підраховуємо 2χ . 
4. Визначаємо число мір свободи  
S1Kr −−= , 
де K  - число інтервалів, S - число параметрів емпіричного розподілу, 
використаних при визначенні теоретичного розподілу і визначальних чисел 
зв'язків між цими розподілами. 
5. За значеннями рівня значущості і числа мір свободи з таблиці 
розподілу 2χ  знаходимо критичне 2крχ  і порівнюємо з розрахунковим 2χ . 
Якщо розрахункова величина 2χ  виявляється більше критичного табличного 
значення (для даного рівня довірчої ймовірності і відповідного числа мір 
свободи), то спостережувані частоти значно відрізняються від теоретичних і 
гіпотезу 0H  слід відкинути. Інакше висунуту гіпотезу 0H  приймаємо. 




2.5.3. Перевірка гіпотези про математичне очікування випадкової 
величини 
 
При перевірці гіпотези (2.2) про математичне очікування випадкової 








= , (2.4) 
яка при справедливості гіпотези розподілена за законом Ст’юдента з числом 
мір свободи 1n − . 
Оскільки конкуруюча гіпотеза задана amH1 ≠: , то будуємо двосторонню 
критичну область у вигляді: 
кр1 tt > , (2.5) 
 20
де 1t  - обчислене значення критерію за формулою (2.4), крt  - критична точка 
розподілу Ст’юдента при рівні значущості α  (двостороння критична область) і 
числі мір свободи 1n − . 
Якщо нерівність (2.5) виконується, то гіпотезу слід відкинути як 





2.5.4. Перевірка гіпотези про дисперсію випадкової величини 
 
При перевірці гіпотези про дисперсію випадкової величини (2.3) якості 







σχ . (2.6) 
Ця статистика при справедливості гіпотези 0H  розподілена згідно з 
законом 2χ  з числом мір свободи 1n − . 






л χχχ << , (2.7) 
де 2лχ  - критична точка ліва; 2пχ  - критична точка права. 
Якщо нерівність (2.7) виконується, то гіпотеза 0H  приймається, інакше 
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У Додатку 2 наведені графіки найбільш поширеної щільності розподілу 
ймовірності, їх аналітичні вирази і формули для визначення основних числових 








































































am = ; 
 

































)( wwD 2 −= µ . 






























rm = ; 
 
 
r2D = . 
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Значення 2χ  при рівні значущості α  



























































































































































































































Рівень значущості α  (двостороння критична область) 
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0,05 0,025 0,01 0,005 0,001 0,0005 
Рівень значущості α  (одностороння критична область) 
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Додаток 7  
Показні функції (для x  від 1,6 до 10,0) 
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