We prove the following result: For (Z t ) t∈R a fractional Brownian motion with arbitrary Hurst parameter, there does not exist any stopping time τ adapted to the natural filtration of the increments of Z such that, with positive probability, τ a local minimum at right of the trajectory of Z.
Introduction

Context
In this article, we consider a filtered probability space (Ω, P, B, (B t ) t∈R ). Notation 'ω' will implicitly refer to eventualities of Ω; we will use it from time to time when needing to make the dependency on the random phenomenon perfectly clear. We consider a (bilateral) Brownian motion (W t ) t∈R whose increments are adapted to our filtered space, which means, for all t ∈ R, for all u 0, (W t+u − W t ) is B t -measurable, while for all v 0, (W t+v − W t ) is independent from F t .
We fix once for all some arbitrary parameter H ∈ (0, 1) (so that, in the sequel, "absolute" constants may actually depend on H) such that H = 1/2; moreover, in all this article, (H − 1/2) may be referred to as η. Then we consider the fractional Brownian motion (fBm) (Z t ) t∈R driven by W with Hurst parameter H, which means that
(with the convention that 0 r = 0 ∀r ∈ R), where
Then, the properties of Z are well known: it is a centred Gaussian process whose increments are adapted to (B t ) t , with Var(Z t − Z s ) = |t − s| 2H and Z 0 = 0 a.s.; Remark 1. Here the integral in the r-h.s. of (1) should be seen as a deterministic integral rather than as an Itô integral. Indeed, integrating by parts, one has:
(here in the case t > 0), 
where all the computations are licit (with absolutely converging integrals) because of the properties of regularity and slow divergence of the (ordinary) Brownian motion.
Remark 2. It has to be stressed that in all this article, actually we are not interested in the values themselves of the processes W and Z, but rather in their increments. This way, the fact that W 0 , Z 0 = 0 should be considered as a mere convention, completely unessential though convenient.
Main result
Now we turn to defining the central concept of this article, which we call "arbitrage stopping times":
Definition 3 (Local minimum at right). For X : R → R a (deterministic) trajectory, t ∈ R, we say that t is a local minimum at right (l.m.a.r.) for X when the following holds:
Definition 4 (Arbitrage time). For (X t ) t∈R a real random process, for τ a random time, we say that τ is arbitrage for Z when there is positive probability that τ (ω) is a local minimum at right for Z(ω).
In this article, our goal will be to prove the following Theorem 5. In the context of § 1.1, there does not exist any stopping time adapted to (B t ) t which would be arbitrage for Z.
Remark 6. As the increments of Z are adapted to the filtration (B t ) t , obviously in Theorem 5 we may replace that filtration by the filtration generated by the increments of Z.
Remark 7. In this article we are only considering the case H = 1/2, but Theorem 5 is trivially valid for H = 1/2 too, since then the fBm Z is nothing but the ordinary Brownian motion W itself, for which the result follows immediately from the Markov property and the local properties of oBm.
Stated informally, Theorem 5 means that, if you are discovering the trajectory of a fractional Brownian motion along time, you cannot find a time at which you might foresee that the trajectory would go on upwards. So, this is a kind of very weak "martingale" property for the fBm, showing that the existence of correlations for it does not allow you to make anything yet.
The motivation for Theorem 5 comes from the article [1] by C. Bender, where it is explained that this result would be incompatible with the possibility, for a financial random process undergoing a fractional Brownian motion (or rather an exponential fBm), that it had an opportunity of so-called "simple arbitrage". [cf. [1, Prop. 3.3] ]. So, our theorem shows that making an arbitrage on a fBm is necessarily "complicated".
Outline of the proof
The sequel of this paper is devoted to proving Theorem 5. In § 2, we will see how one can get rid of the notion of stopping time to get Theorem 5 back to a result on the trajectories of the fractional Brownian motion. In § 3, we will make the needed result on fBm's trajectories more precise, by establishing a law of iterated logarithm for some variant of the fBm. Next, an issue will be that we have to control the probability of an event being a union over a continuous infinity of t's: that issue will be handled by § 4, in which we will use regularity estimates on the fBm to get our continuous union back to a finite union. Finally, after all these simplifications it will only remain to prove some estimates on Gaussian vectors, which will be the work of § 5.
Some technical results will be postponed to appendices. In particular, in Appendix A we will compute the precise expression of the "drift operator" appearing in Lemma 15 describing what the law of the fBm becomes when you condition it by a stopping time: this formula, though not actually required to prove our main result, looks indeed intrinsically worthy to be written down to my eyes. Also, in Appendix B we will investigate some basic properties of "thick" subsets of N; and in Appendices C and D we will prove two lemmas on resp. the supremum of Gaussian processes and the inverse of nearly diagonal matrices.
2 Conditional future of the fractional Brownian motion
Preliminary definitions
To begin with, it will be convenient to set some notation for certain sets of trajectories:
Definition 8 (Sets P and F).
• We denote by P [like "past"] the set of the (deterministic) paths (X u ) u 0 such that:
• Similarly, we denote by F [like "future"] the space of the paths (X v ) v 0 satisfying the analogues of conditions 1-3 for non-negative times.
Remark 9. With the notation of Definition 8, one has almost-surely that, for
We also define a certain "drift operator":
Definition 10 ("Drift operator" D). Let D : P → F be the linear operator such that, for X ∈ P:
where
where Π(· · ·) is Euler's pi function extrapolating the factorial, and where we denote, for r ∈ R, a, b > 0:
Remark 11. Note that, since H ∈ (0, 1), the integrals in (6) and (5) do converge (absolutely) indeed, and D is well-defined on the whole P with values in F.
Remark 12. The equations (5)-(6) defining D, though interesting as such, shall not play an essential role in this article. What is really important to have in mind is the moral meaning of this operator: actually D was defined so that, informally,
The formal meaning of (8) will be made clear by Lemma 15 below.
Finally we define a process called the "Lévy fractional Brownian motion", which is a kind of unilateral version of the "regular" fBm:
(interpreted via the same integration by parts trick as in (3)) (and where we recall that C 1 is defined by (2) ) is called a Lévy fractional Brownian motion (with Hurst parameter H)-or, more accurately, the law of this process (which (9) defines without ambiguity) is called "the law of the Lévy fBm".
Remark 14. From the regularity properties of the oBm, it is easy to check that the trajectories of the Lévy fBm lie in F a.s..
Conditioning lemma
Now we can state the key lemma of this section:
Lemma 15. In the context of § 1.1, for τ a stopping time,
) is independent of B τ , and its law is the Lévy fBm.
Remark 16. In other words, Lemma 15 states that, conditionally to B τ (or, morally, knowing the past trajectory of Z until τ ), the law of the future trajectory of Z is equal to a "deterministic" drift term D((Z τ +u − Z τ ) u 0 ) plus a "random" noise term being a Lévy fBm.
Proof of Lemma 15. As the increments of W are adapted to (B t ) t , conditionally to B τ , the past trajectory (W τ +u −W τ ) u 0 of (the increments of) W is deterministic, while its future trajectory (W τ +v − W τ ) v 0 still has the unconditioned law of a standard oBm. Therefore, for t 0, we split
in which the first term is deterministic and given by some function of (W τ +u − W τ ) u 0 , while the second term (seen as a trajectory indexed by t) has the law of the Lévy fBm indeed.
To end the proof, it remains to show that the aforementioned first term (seen as a trajectory indexed by t) is equal to D((Z τ +u − Z τ ) u 0 ) indeed. Since this point is actually not needed to prove our main result, we will postpone it to Appendix A.
Reformulation of the main theorem
Thanks to Lemma 15, we will be able to get a sufficient condition for Theorem 5 in which there are no stopping times any more. For this we need first an ad hoc definition:
Definition 17 (Arbitrage path). We say that a deterministic path (X u ) u 0 ∈ P is arbitrage, and we denote "X ∈ A", when, for Y a Lévy fBm:
Now, Theorem 5 will be a consequence of the following Proposition 18. In the context of § 1.1:
Proof of Theorem 5 from Proposition 18. Let τ be any stopping time. Then, writing the law of total probability w.r.t. the σ-algebra B τ :
is a local minimum at right for Z(ω))
so that τ is not arbitrage.
So, in the sequel, our new goal will be to prove Proposition 18.
Local behaviour of fBm's trajectories
A law of the iterated logarithm for the Lévy fBm
A subset I ⊂ N will be said to be thick when it has positive upper asymptotic density:
A few basic results on thick subsets of N are gathered in Appendix B.
The first main result of this section is the following Lemma 19. Let r ∈ (0, 1) and let I be a thick subset of N; then, for Y a Lévy fBm:
Remark 20. Actually only the ' ' sense of (15) (which is the harder one) will be needed in this article.
Proof of Lemma 19. It will be convenient in this proof to assume that Y is driven by some oBm W according to (9). Then, for v 0, let us definẽ
resp.
First let us study theỸ r i 's. Obviously these random variables are independent, with Y r i / r Hi ∼ N 0, (1 − r) 2H / 2H ∀i. Now, using that P N (0, 1) −x [1] In this computation I am using notation 'ω ′ ' when referring to an eventuality for the conditional law P(· · ·| Bτ ), while 'ω' is reserved to eventualities for the unconditioned law.
e −x 2 /2 / 2 √ 2πx for x 1, [2] we get that for i large enough: (having fixed some arbitrary small ε ∈ (0, 1)),
where "f (i) = Ω(g(i))" means that g(i) = O(f (i)). As I is thick, the series i∈I i −1 is divergent (cf. Lemma 36 in Appendix B), thus so is
Since the events concerning the differentỸ r i 's are independent, it follows by the (second) Borel-Cantelli lemma that almost-surely there are infinitely many i ∈ I for whichỸ r i / (log i) 1/2 r Hi −(1 − ε)(1 − r) H H −1/2 , so that:
in which the factor (1 − ε) may be removed by letting ε → 0.
for all x, [3] we get that: (having fixed some arbitrary small ε > 0),
The series i∈I i −(1+ε) 2 is convergent since i∈N i −(1+ε) 2 is, thus so is
It follows by the (first) Borel-Cantelli lemma that almost-surely there are only finitely many i's for whichỸ
in which the factor (1 + ε) may be removed by letting ε → 0.
Summing (20) and (23), we get an intermediate result:
Proposition 21. Under the assumptions of Lemma 19, almost-surely:
where [2] This is because of convexity of the density y → ϕ(y) := e −y 2 /2 / √ 2π on (−∞, −1]: from this property you deduce that
[3] This is because E(e xN (0,1) ) = e x So, now it remains to improve the constant λ(r) in (24) into H −1/2 . For this, we begin with observing that the Lévy fBm is scale invariant with exponent H (by which I mean that for a ∈ R * + , (Y av / a H ) v 0 is also a Lévy fBm); therefore, Proposition 21 has the following Corollary 22. Under the assumptions of Lemma 19, for a ∈ R * + , one has almostsurely:
Now let k > 1 be an arbitrary large integer; and take
where in the last equality we used that log(kj + l)
1/2 j→∞ ∼ (log j) 1/2 . But, applying Corollary 22 with 'r' = r k , 'a' = r l and 'I' = J , the r-h.s. of (27) is bounded above by −λ(r k ); so,
Letting k tend to infinity, λ(r k ) tends to H −1/2 , which proves the ' ' sense of (15). For the ' ' sense, it is the same reasoning as for deriving (23), just replacing "Y ′ " by "−Y " and "(1 − (1 − r) 2H ) / 2H" by "1 / 2H".
Arbitrage condition as a limit
For all the sequel of this article, we fix some r ∈ (0, 1) small enough (in a sense to be made precise later); we also fix arbitrarily two parameters α ∈ (0, 1) and p ∈ (0, 1). Then we define, for all n > 0:
(29) Then we have the following connection between A and the A n 's:
Proof. We prove the contrapositive inclusion. Let (X u ) u 0 ∈ P be such that X / ∈ lim inf{A n }, that is, the set {n| X / ∈ A n } is unbounded; and set
One has by definition that |I ∩ [[n[[|/n 1− p for all n such that X / ∈ A n ; as these n are unbounded and 1 − p > 0, it follows that I is thick. Therefore, Lemma 19 gives that for almost-all Lévy fBm Y (ω), one has that
On the other hand, the definition of I obviously implies that
Summing (32) and (33), it follows that almost-surely:
But (34) implies that (DX + Y (ω)) r i is negative for values of r i arbitrarily close to 0, so that 0 is almost-surely not a local minimum at right for (DX + Y (ω)); therefore X / ∈ A, which is what we wanted.
Second reformulation of the main theorem
Thanks to the work of this section, we are now able to show that the following result will be a sufficient condition for Proposition 18:
Proposition 24. In the context of § 1.1:
Proof of Proposition 18 from Proposition 24. Proposition 23 implies that
therefore, by the (first) Borel-Cantelli lemma, Proposition 24 yields that
But, since the increments of the fractional Brownian motion are stationary, in (37) we may replace [0, 1] by [n, n + 1] for all n ∈ Z; and then, by countable union, we get the wished result (12).
So, in the sequel, our new goal will be to prove Proposition 24.
Pathwise control via pointwise control
A regularity result
One of our issues to prove Proposition 24 is that we have to bound the probability of an event defined as a union for uncountably infinitely many t's. To overcome this issue, we will need a tool to "get rid of the trajectorial aspects" of the problem: this is the work of this section. First, we need a little notation:
Definition 25 (ProcessesΓ i and variables Γ i ). Within the context of § 1.1, for i ∈ N, we define the following random process (indexed by t ∈ R):
We also define the following random variable:
Then, the main result of this section is the following Lemma 26. In the context of this section, there exist absolute [4] constants C a > 0, C b < ∞ (whose exact expressions do not matter) such that for all i ∈ N, for all T > 0:
Proof. First, since Z is scale invariant with exponent H (and operator D preserves that scale invariance), it will be enough to prove Lemma 26 for i = 0; so we will only handle that case. Then the subscript i becomes useless, so we remove it in our notation. Because of the characterization (8) of D,Γ t may be written as a function of
That shows thatΓ is a stationary centred Gaussian random process, with
To go further, we need the following lemma, whose proof is postponed to Appendix C:
Lemma 27. Let (X t ) t∈[0,1] be a centred Gaussian process such that X 0 = 0 a.s. and
for some θ ∈ (0, 1]. Then it is known that, by the Kolmogorov continuity theorem, X has a continuous version. The present lemma states that, for this continuous version, the random variable X (ω) := sup t∈[0,1] |X(ω) t | is sub-Gaussian with absolute constants, i.e. there exist constants
We apply Lemma 27 in the following way. From (42), one has Var Γ t −Γ s C e |t − s| 2H∧1 for all t, s ∈ [0, 1], for some C e < ∞. Therefore, for T 1, the random process
satisfies the assumptions of Lemma 27 with 'θ' = H ∧ 1/2, so that (44) yields:
This implies (40) for T 1, with constants not depending on T . On the other hand, up to replacing C b by (e Ca ∨ C b ), (40) is automatically true for T > 1; so the proof of Lemma 26 is completed.
[4] Remember that in this article, "absolute" constants may actually depend on H.
Third reformulation of the main result
Now, we will see how Proposition 26 allows one to find an easier sufficient condition for Proposition 24. First of all, we have to introduce a little notation: in this section, we fix some arbitrary α ′ ∈ (0, α), p ′ ∈ (0, p), and we define A ′ n by the variant of Equation (29) in which α and p are replaced by resp. α ′ and p ′ ; also, we fix some arbitraryr ∈ (0, r), and we set
Now, we introduce the following events of Ω:
Then we claim that
Lemma 29. For n large enough,
Proof. Assume that ω ∈Ā n A ′ n . Then the fact that ω ∈Ā n means that there exists some t ∈ [0, T n ] such that (Z t+u − Z t ) u 0 ∈ A n . For such a t, going back to the definitions (29) and (38) of A n andΓ i , this means that
Similarly, the fact that ω / ∈ A ′ n means that
Therefore, there exist at least
+ . Necessarily one these indices is (p − p ′ )n − 1; thus, for such an i, one has:
But, provided n (e H/(α−α ′ ) 2 + 1) / (p − p ′ ), the r-h.s. of (56) is 1; so in the end we have found
Combining Lemma 29 with Lemma 26, we get that
in which the right-hand side is obviously bounded by
which shows that P(Ā n A ′ n ) decreases superexponentially in n (i.e. faster than any exponential).
n , where P(Ā k n ) = P(Ā n ) ∀k by translation invariance, so it follows that
Our goal being to prove that P(Ā * n ) → 0 as n → ∞ (that is just re-writing Proposition 24 with the notation of this section), it will be sufficient for that to prove the following Proposition 30. P(A ′ n ) decreases superexponentially in n.
So, as A ′ n corresponds to a condition on a finite-dimensional Gaussian vector, we have managed to get completely rid of the trajectorial aspects of the problem! Now our ultimate goal will be to prove Proposition 30.
Remark 31. As the "prime" symbols would be somehow cumbersome, we will drop them in the sequel, thus actually proving the superexponential decrease of P(A n ). Nevertheless this should not be confusing, as the constraints on α and p (and therefore on A n ) are the same as on α ′ and p ′ (and therefore on A ′ n ).
Final computations: controlling a Gaussian vector
Covariance structure
☛ In this section, for 'X' a symbol and I a discrete set, " X I " will be a shorthand for "(X i ) i∈I ". So, our goal is to prove the superexponential decay of P(A n ), which can be re-written as
(where Γ i was defined by (39)). (60) obviously implies that
As there are only 2 n subsets of [[n[[, to prove that P(A n ) decreases superexponentially it is therefore sufficient to prove that
decreases superexponentially. Now, by (8) one has
therefore Γ N is a centred Gaussian vector, with:
for some absolute constant C f < ∞. Therefore, provided r was chosen small enough, we have the following control on the covariance matrix of Γ N :
where ε > 0 is some small parameter which will be fixed later, and where σ := Var(Γ) 1/2 > 0 (since H = 1/2).
Density estimates
To exploit (65)- (66), we need the following lemma (whose proof is postponed to Appendix D):
[ be a square matrix such that a ii = 1 ∀i and |a ij | ε |i−j| ∀i = j. Then:
is some absolute function (in particular, not depending on n) such that Φ g (ε)
ε→0 → 1-we will call such a function a quasi-one function. In particular, provided ε is small enough, A is invertible. Then the present lemma asserts moreover that, denoting A −1 =: ((b ij )) i,j :
for Φ i and Φ h some other absolute "quasi-one functions".
We apply Lemma 32 to the covariance matrix of Γ [[n[[ (assuming ε was chosen small enough so that Φ g is finite); then, the formula for the density of Gaussian vectors gives that:
Bounding above |γ i ||γ j | by
, that is bounded again by
and
are "quasi-one functions" again.
In the sequel we assume that ε was chosen small enough so that Φ j (ε), Φ k (ε) < ∞; and we define the following vectorial random variable (which we are actually only interested in through its law):
Then, Equation (71) can be rephrased into:
Therefore, for I ⊂ [[n[[ with |I| pn:
, where the penultimate inequality comes from ordering I =: {i 0 , i 1 , . . . , i |I|−1 } with i 0 < i 1 < · · · , and observing that then i j j for all j, so that
. Combining (75) with (76) shows that P Γ i αH −1/2 (log i)
+ ∀i ∈ I decreases superexponentially in n uniformly in I, which finally proves Proposition 30 and hence Theorem 5.
A Conditional expectation of the fBm
This appendix is devoted to ending the proof of Lemma 15 initiated in § 2.2. At the point we have got to, what remains to do is showing that
(seen as a trajectory indexed by v ∈ R + ) is actually equal to D((Z τ +u − Z τ ) u 0 ) with D defined by (5)-(6), where W is the ordinary Brownian motion driving the fBm Z. To alleviate notation, actually we will only prove this result for τ ≡ 0, the original case being the same up to time translation of the increments (hence the informal definition (8) of D).
The starting point for our computation is the Pipiras-Taqqu formula, which says that Equation (1) defining the past increments of Z as a function of the past increments of W has an "inverse" giving back the past increments of W from the past increments of Z:
Proposition 34 ([3, Cor. 1.1]). In the context of § 1.1, one has almost-surely, for all t:
(Recall that Π(· · ·) is Euler's pi function extrapolating the factorial).
☛ From now on in this appendix, it will be convenient to shorthand "1 / Π(η)Π(−η)" into "C H ".
So, let us use (78) to get (5)-(6). First, like (1), Equations (77) and (78) have to be interpreted by integrating by parts: for v 0, s 0, that means resp. that:
where we recall that ξ r (a, b) := (a + b) r − a r . Hence, (77) is equal to:
Now we are going to re-write each of the terms (81)-(83) as an integral against Z u du, in order to get (5)-(6). First, Term (83) is already of the wanted form, up to renaming 's' into 'u'. Next, Term (82) simplifies into:
Term (81) is the hardest to get into the wanted form, because splitting naively the factor (Z u − Z s ) would yield divergent integrals. To bypass that problem, we first make a truncation: for ε a small positive number,
By the change of variables (s, u) ← (u − s, u),
and by the change of variables (s, u) ← (u − s, s),
where by "≈" we mean that, for all v, the difference between the two members from either side of the '≈' sign tends to 0 as ε → 0, as one can check by simple estimates. So,
with
But 0 J(v, u, s)ds does converge, so, letting ε tend to 0, we get in the end:
Summing (83), (84) and (91), and observing that
B On thick subsets of N Remember that we have defined a subset I ⊂ N to be thick when
where [[n[[ := {0, . . . , n − 1} is the set of the n smallest natural integers. In this appendix, we will prove two basic properties of thick subsets of N which we used in the body of the article:
Lemma 35. Let I be a thick set of integers and let k > 1. Then there exists
is thick.
Proof. Let I be a subset of N; and for l ∈ [[k[[, denote the set defined by (93) as 'J l '. Then the J l 's make a partition of I; so, for n ∈ N:
Thus,
and therefore, letting n → ∞:
So, for I to be thick, one at least of the J l 's has to be thick, proving the lemma.
Lemma 36. If I ⊂ N is thick, then the series
is divergent.
Proof. Assume that I is thick and let
(which then is positive); and fix arbitrary p > p ′ > p ′′ > 0. Then, there will be arbitrarily large n ∈ N such that
so that we can define the following sequence by induction: n 0 = 1, and n k+1 is the smallest n satisfying (99) such that n k+1 n k / (p ′ − p ′′ ). Now, observe that
so that
and therefore:
proving the lemma.
C Explicit estimate for the supremum of Gaussian processes
Proof of Lemma 27. Let θ ∈ (0, 1] and let X satisfying the assumptions of the lemma. Then obviously, for the continuous version of X:
Therefore, for (γ i ) i a sequence of positive real numbers such that i γ i = 1, one has that, for all x 0:
But, uniformly in a,
so, taking γ i := (1 − 2 −θ/2 )2 −iθ/2 :
Provided x 2 / (1 − 2 −θ/2 )θ 1/2 =: C m (θ), one has (bounding 2 iθ below by (1 + iθ log 2))
so that, for x C m :
On the other hand, for x < C m one has obviously P( X x) 1; so Equation (44) follows with C d := 4 ∨ e CcC 2 m .
D Almost diagonal matrices
Proof of Lemma 32. Consider A satisfying the assumptions of the lemma, and denote I n − A =: H. The first part of this proof will consist in deriving estimates on the entries of H and its powers. Denote respectively
Then the assumptions of the lemma ensure that one has |h ii | = 0 ∀i, resp. |h ij |
