Effective water system management depends upon knowledge of the current state of a water pipeline system network. For example, in many cases, partial blockages in a water pipeline system are a source of inefficiencies, and result in an increase of pumping costs. These anomalies must be detected and corrected as early as possible. In this study, an algorithm is developed for detecting blockages by means of pressure transient measurements and estimating the diameter distribution resulting from their formation. The algorithm is a stochastic successive linear estimator that provides statistically the best unbiased estimate of diameter distribution due to partial blockages and quantifies the uncertainty associated with these estimates. We first present the theoretical formulation of the algorithm and then test it with a numerical case study.
INTRODUCTION
Partial blockages in pipelines À due to, for example, deposition of sediments, fouling processes and corrosion À cause a reduction of pipe area. A first distinction of partial blockages is based on their length. The literature distinguishes between discrete blockageswhere the part of the pipe with a reduced area is much smaller than its total lengthand extended blockages, which may occur along a large part of the pipeline. Partial blockages in water pipe networks may contribute to large energy dissipation throughout the system and reduce the service effectiveness for the customers. As a result, they have to be detected and removed as soon as possible.
Conventional methods for locating and sizing partial blockages are based on direct measurements made throughout the pipe system by inspection or intrusive pro- while Lee et al. () proposed to locate and size discrete blockages by extracting the behavior of the system in the form of a frequency response diagram. In all these papers, the partial blockage was considered as a localized occlusion and was modeled by a partially closed in-line valve. Brunone et al. (a) numerically showed that the length of an extended reduction of the pipe has a significantly different impact on the system response in contrast to the presence of an in-line valve. Experiments conducted on smaller diameter trunk mains of different lengths to simulate the extended blockage behavior confirmed these results (Meniconi et al. b, ) . The pressure signal response is different for an in-line valve compared to that of an extended diameter reduction. In Duan During the formation of a partial blockage, the pipe is characterized by different pipe areas ( Figure 1 ) at different locations due to the complex interaction between the flow and the water chemistry (Hunt ).
In these conditions, the area reductions can occur over a large part of the pipe length and may appear as being randomly distributed along the pipe. To properly simulate this feature, in this paper, partial extended blockages are modeled by assigning an equivalent diameter distribution, D(x), able to describe the spatial variations of the area reductions (Massari et al. ) . This approach significantly differs with respect to others in the cited literature, where the problem unknowns are the blockage diameter, D b , length, L b , and location, x b (Figure 2 ).
The algorithm presented in this paper is based on a geostatistical technique. Geostatistical techniques have been widely used in groundwater hydrology to estimate random fields, i.e. transmissivity, head, velocity, concentration of 
MATHEMATICAL FORMULATION

Governing equations
One-dimensional water hammer flows are governed by the following system of hyperbolic partial differential equations (Wylie & Streeter ) :
where t is the time, x is the location, g is the acceleration due to gravity, h is the head, Q is the discharge, λ is the Darcy-Weisbach friction factor, c is the pressure wave speed, D is the pipe diameter, and A is the pipe area. The system of Equation (1) is subjected to appropriate boundary conditions. At the pipe system locations, x r , where h is assigned (e.g. reservoirs with known head), it is
where δ is the head minor loss due to the valve, x v is the valve location and χ is the minor loss coefficient as a function of the valve opening. In order to solve problem (1), appropriate initial conditions (e.g. steady-state conditions) are needed in the domain of analysis.
The head and discharge values are calculated by discretizing and solving the problem by the method of characteristics, leading to the following matrix form (Liggett & Chen ):
where M ½ is the coefficient matrix,
is the solution vector of the head and discharge, and R f g is the vector associated with the boundary conditions. Equation (2) defines a non-linear system of equations and must be solved at each time step.
Inverse algorithm
In the framework of statistics, an extended partial blockage modeled as a discrete distribution of diameters along the pipecan be considered as a stationary stochastic process and the actual distribution of diameters, a single realization among an infinite population of realizations (the ensemble).
If the value of the diameter at some locations is known, a variogram analysis can yield a first estimate of the diameter at unsampled locations. Then, head measurements coming from transient tests at different sections of the pipe system may be used iteratively to improve the first estimate. By means of this procedure, the prediction of the diameter field at unsampled locations is carried out by means of fusing prior information (known diameters at sampled locations) and the secondary one (heads) by means of the SLE. Thus, when prior information is available, it can be embedded in the estimation procedure helping to speed up the inverse algorithm and to improve its accuracy; if not, only head measurements are used.
Let us assume that the pipe diameter, D, is a stationary stochastic process with a constant unconditional mean
The corresponding hydraulic head h is given by 
whered x 0 ð Þ is the co-kriged value at location x 0 , N d is the number of observed diameters and N ϕ is the number of observed heads. The weights λ dj and β dk are evaluated by requiring that the estimation expressed by Equation (3) will have a minimum variance:
By substituting Equation (3) into Equation (4), and taking the derivative with respect to λ and β, a linear system of equations is obtained in terms of the covariance matrices, C dd ½ and C ϕϕ Â Ã , and the cross-covariance matrix, C ϕd Â Ã , between ϕ and d:
The covariance C ϕϕ Â Ã and the cross-covariance C ϕd Â Ã in Equation (5) are derived from a first-order numerical approximation (described below) for its flexibility for cases with bounded domain and non-stationary problems.
The values of the diameter are then obtained by:
The uncertainties associated with the estimates are calculated by evaluating the conditional covariance:
which leads to:
To account for the non-linear relationship between d and h not embedded in the co-kriging, an SLE is used.
That is,
where ω d j0 are the weighting coefficients for the estimate at x 0 with respect to the head measurements at locations x j and r is the iteration index.Ŷ d (x 0 ) is the estimate of the conditional mean of ln D(x 0 ), h Ã j is the observed head at location x j , while h (r) j is the simulated head at the same location based on the estimates at the rth step. In order for the estimator to have a minimal variance, the optimal weights must be selected according to the mean square error criterion:
where y (r) d is the residual about the mean estimate, while ε d(r) yy , ε d(r) yϕ and ε d(r) ϕϕ are error covariances and cross-covariances at iteration r. The weights are determined by taking the derivative of Equation (10) with respect to ω and set the resultant equal to zero. The following system of equations is obtained: 
where G is the vector function describing Equation (2) and
is the sensitivity matrix of the head with respect to the log-diameter:
Equation (12) can be rewritten as:
and it is used to calculate the approximate covariance of the heads and the cross-covariance between the heads and the diameters:
In Equation (15) Chen ) and the superscript T stands for the transpose.
For r ! 1, the covariances are evaluated according to:
The accuracies of the estimates at each iteration are calculated by evaluating their conditional variances (15), and Equation (9) is solved again with the new weights given by Equation (11) and the new head data.
NUMERICAL CASE STUDY
To test the SLE algorithm to detect the diameter distribution of an extended partial blockage, the geometry of the pipe system in Figure 2 For the estimation, the following information was used:
1. Twenty diameter measurements along the pipe (primary information), shown in Table 1 and Figure 3 .
2. Transient head data acquired for 5 s at a rate of 250 Hz at valve V (hereinafter referred to as the pressure signal) used as secondary information (Figure 4) . The pressure signal was obtained by means of a fast closure maneuver of the valve V, which was simulated by Equation (6). The procedure to properly execute fast maneuvers and to generate sharp pressure waves is widely discussed in Because of the available computational resources, in the estimation procedure, the pipe was parametrized into N Dest blocks. After some simulations N Dest was chosen equal to 1. The mean squared differences between true and modeled heads:
2. The change between two successive iterations of the average absolute error of the diameters:
3. The number of iterations is less than 40. about an order of magnitude smaller with respect to the kriging and co-kriging. Also, in terms of the mean squared error (MSE), the SLE behaves much better than the other two techniques providing a value of 0.591 × 10 À3 m with respect to 0.181 × 10 À2 m and 0.151 × 10 À2 m for kriging and co-kriging, respectively. Table 2 . The goodness of fit is measured using the correlation coefficient:
and D y0 and s. These latter two parameters describe the fitting line function. For such a line, the closer the slope coefficient and the y-intercept are to 1 and 0, respectively, the better the diameters are estimated. When the heads are included successively via the SLE, the variance decreases to about 10 À10 m 2 (it lies on the x-axis of Figure 10 ), which is a lower order of magnitude with respect to the kriging and co-kriging techniques, confirming the results obtained with the analysis of the relative errors.
CONCLUSIONS
In this paper, a stochastic linear estimator, previously used distribution of the pipe. The algorithm is able to assess the uncertainty associated with the estimates by the evaluation of the conditional variance of the parameters.
In the numerical example presented in this paper, it is shown that the SLE performs much better than classical geostatistical techniques such as kriging and co-kriging, allowing the non-linearity associated with the information provided by the transient tests to be taken into account. For these reasons, the SLE appears to be a promising technique that can be applied to pipe system diagnosis. Indeed, further studies and extensive experimental testing are required to assess the reliability and the potential of this technique. 
