(2)
The value of H(x, y) is the number of bits needed on average to specify the 
We used the relation between conditional and joint probabilities, p(x, y) = 154 p(x)p(y|x), to derive Eq. 3. H(y|x) is referred to as the conditional entropy.
It quantifies the amount of information needed to specify the class (y) of an 156 adjacent cell given that the class (x) of the focus cell is known. Using an . 235 We generated two series of fBm landscapes. Each series consists of 13 land-236 scapes (generated for the values of fractal dimension equal to 2, 1.41, 1.21, 1.01, 237 0.81, 0.61, 0.41, 0.21, 10 −2 , 10 −3 , 10 −6 , 10 −9 , 10 −12 ) and each landscape has As can be seen in Fig. 3 the metric H(x, y) quantify the latter, whereas the 331 metric I(y; x) quantifies the former. covering the entire terrestrial landmass. In that study we also have found that 340 two components (interpreted by us as "complexity" and "aggregation") ex-341 plain most of the variance in the dataset and can be used to classify landscape 342 structural types. In this paper, we have arrived at the same conclusion from 343 theoretical instead of a purely empirical point of view. 344 We implemented H(x, y), H(x), H(y|x), and I(y; x) as the lsm l joinent, 345 lsm l ent, lsm l condent, and lsm l mutinf functions in the R package land- Institute.
