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Abstract
The detour order (G) of a graph G is the order of a longest path of G. If S is a subset of V (G)
such that the graph induced by S has detour order at most n, then S is called a Pn+1-free set in G. The
Path Partition Conjecture (PPC) can be stated as follows: For any graph G and any positive integer
n< (G), there exists a Pn+1-free set H in G such that (G−H)(G)− n. We prove that if G is
any graph andM is any maximal Pn+1-free set inG, then (G−M)(G)− 23 (n+1).We also prove
that if G has no cycle of order less than n or greater than (G)− n+ 2, then (G−M)(G)− n
for every maximal Pn+1-free subsetM ofG. As a corollary of the latter result we prove that the PPC
is true for the class of connected, weakly pancyclic graphs.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction and background
Let G= (V ,E) be a ﬁnite simple graph, and let Pn denote a path of order n. Following
Kapoor et al. [10], we call a longest path in a graph a detour of the graph. The number of
vertices in a detour of a graphGwill be called the detour order ofG and will be denoted by
(G). For any set S of vertices of a graph G, we denote byG[S] the subgraph in G induced
by S.
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A partition (A,B) of the vertex set of a graphG is an (a, b)-partition ofG if (G[A])a
and (G[B])b. If G has an (a, b)-partition for every pair of positive integers (a, b) satis-
fying a + b = (G), we say that G is -partitionable.
Similar concepts can be deﬁned for other parameters. For example, we say a graph G is
-partitionable (where denotes themaximum degree) if, for every pair of positive integers
(a, b) satisfying a+b=(G)−1, there exists a partition (A,B) ofV (G) such that(A)a
and (B)b. Lovász proved in [11] that every graph is -partitionable. Thomassen [14],
Hajnal [7] and Stiebitz [13] proved dual types of partition results with respect to  (the
minimum degree). The main aim of this paper is to prove results supporting the following
conjecture, known as the Path Partition Conjecture.
Conjecture 1. Every graph is -partitionable.
The Path PartitionConjecture is stated as Problem 1 in [2]. Its similarity to the Lovász Par-
tition Theorem is underlined by this formulation, since both are stated in terms of reducible
bounds for some additive hereditary properties—see [2] for details.
Lovász and Mihók discussed the Path Partition Conjecture in 1981 in Szeged and the
conjecture was discussed in the theses [8,15]. Several results supporting the conjecture are
proved in [3,5]. Applications of such results to certain generalized colorings of graphs are
discussed in [6].
A subset S of V(G) is called a Pn+1-free set in G if (G[S])n. Using this terminology,
Conjecture 1 can be restated as
Conjecture 1′. For any graphG and any positive integer n< (G), there exists a Pn+1-free
set S in G such that (G− S)(G)− n.
A set K of vertices of a graph G is called a Pn+1-kernel of G if K is a Pn+1-free set in G
and every vertex in G−K is adjacent to an end-vertex of a Pn in G[K].
The following conjecture, which was suggested by a problem in [12], is stated in [4] and
results supporting this conjecture are proved in [5].
Conjecture 2. Every graph G has a Pn-kernel for every positive integer n.
For any graph G the vertex set V (G) is a Pn+1-kernel of G for every n(G). If K is a
Pn+1-kernel of a graph G and n< (G) then, clearly, (G−K)(G)− n. Therefore, if
Conjecture 2 were true, then the truth of Conjecture 1′ would follow. It is shown in [5] that
every graph has a Pn-kernel, for every n7.1
APn+1-free set ofmaximal (maximum) order in a graphG is called amaximal (maximum)
Pn+1-free set of G. Clearly, any Pn+1-kernel is a maximal Pn+1-free set ofG, but not vice
versa. Since a Pn+1-kernel is not guaranteed in an arbitrary graph, we turn next to examine
maximal Pn+1-free sets in graphs.
1 Aldred and Thomassen [1] recently disproved Conjecture 2, by constructing a graph that has no P364-kernel.
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2. Maximal Pn+1-free sets
After a moment’s reﬂection it is clear to see that for any graph G and for any value of n,
G has a maximal Pn+1-free set. (For n(G), the vertex set V sufﬁces.)
We observe that ifM is a maximal Pn+1-free set of G then, for every vertex x inG−M ,
at least one of the following holds:
M1. There is a path P of order n in M such that x is adjacent to an end-vertex of P .
M2. There are two disjoint paths, P and Q inM , each having an end-vertex adjacent to
x, such that |V (P ) ∪ V (Q)| = n.
Now let L be a path of order (G −M) in G −M and let x be an end-vertex of L. If x
satisﬁes M1, then L can be concatenated with a path P of order n inM, in which case G has
a path of order (G −M) + n. If x satisﬁes M2, then, since one of P and Q has order at
least 12n, it follows that G has a path of order at least (G−M)+ n/2. Thus
(G−M)(G)− 12 n.
Our ﬁrst result improves the constant of 12 in the above bound to
2
3 .
Theorem 2.1. Let G be a graph and let 2n< (G). If M is a maximal Pn+1-free set in
G, then
(G−M)(G)− 23 (n+ 1).
Proof. Let (G−M)= l. The result is trivial for l = 1, so we assume that l2. Let L be
a path of order l in G−M , with end-vertices x and y.
We may assume that M1 holds for neither x nor y, and henceM has two disjoint paths, P
and Q, each having its ﬁrst vertex adjacent to x, as well as two disjoint paths R and S each
having its ﬁrst vertex adjacent to y, such that
p + q = r + s = n,
where p, q, r, s are the orders of P,Q,R, S, respectively. Assume that
p =max{p, q, r, s}.
If R or S is disjoint from P, then G has a path of order at least p+ l + q (since rq and
sq) and then l(G)− n. Thus we may assume that both R and S intersect P. Let u and
v be the ﬁrst vertices of R and S, respectively, that lie on P ∪Q.
We need to consider two cases.
Case 1: u and v both lie on P: In this case they partition the vertices of P and Q as
V (P ) ∪ V (Q)= A1 ∪ {u} ∪ A4 ∪ {v} ∪ A2 ∪ A3, as shown in Fig. 1. (Note that in all our
ﬁgures thin lines represent edges and thick lines represent paths.)
Now, for each i ∈ {1, 2, 3}, there is a path in G that contains all the vertices of P , Q and
L except those in Ai . Since
min{|Ai | : i = 1, 2, 3} 13 (n− 2),
it follows that G has a path of order l + n− 13 (n− 2), and hence l(G)− 23 (n+ 1).
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Case 2: u ∈ V (Q) and v ∈ V (P ): In this case they partition the vertices of P and Q as
V (P ) ∪ V (Q)= A1 ∪ {u} ∪ A2 ∪ A3 ∪ {v} ∪ A4, as shown in Fig. 2.
Now, for each i ∈ {1, 2, 3, 4}, there is a path in G containing all the vertices in P, Q and
L except those in Ai . Since
min{|Ai | : i = 1, 2, 3, 4} 14 (n− 2),
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it follows thatG has a path of order l+n− 14 (n−2) and hence l(G)−3n/4− 12(G)−
2
3 (n+ 1). 
For small values of n the bound can be further improved. In fact, for n5 the bound
given in Conjecture 1′ is valid. The case n4 is easy to prove. We present here the proof
for the case n= 5.
Theorem 2.2. If (G)> 5 and M is a maximal P6-free set in G then
(G−M)(G)− 5.
Proof. Let (G−M)= l. The assertion is trivial for l = 1; we assume that l2. Let L, x,
y, P, Q, R, S, p, q, r, s be as in Theorem 2.1. Note that, since here M is a maximal P6-free
set, we have that p+ q = r + s = 5. We will consider two cases which exhaust all possible
values for p, q, r, s and show that in each case G must contain a path of order l + 5, and
therefore l + 5(G).
Case 1: (p, q)= (4, 1) and (r, s)= (4, 1) or (3, 2). Figs. 3 and 4 illustrate two possible
situations when (p, q)= (4, 1) and (r, s)= (3, 2). The interior vertices of L are not shown.
Label the vertices of R, S adjacent to y by u, v, respectively. We may suppose that both
u and v are interior vertices of P, since if not it is clear that G must contain a path of order
l + 5. Let d be the vertex of P adjacent to x and c be the other end-vertex of P. There are
at least two consecutive vertices of R beyond u, label them a, b with a adjacent to u. We
consider the possible intersections of the sub-path a − b of R with Q:
(i) If neither of a, b is the vertexQwe have the path b−a−u−v−L−Q of order l+5.
(ii) If b is Q, then we may suppose that a is neither c nor d, for otherwise Q would be
adjacent to one of these vertices, giving a path P −Q−L of order l + 5. Since u and
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v are both in the interior of P, this means that a /∈P . Thus in this case we get a path
u− a −Q− L− v − c or u− a −Q− L− v − d of order l + 5.
(iii) If a isQ, thenQwould be adjacent to u, and we again get a path c−u−Q−L−v−d
or d − u−Q− L− v − c of order l + 5.
Case 2: (p, q) = (r, s) = (3, 2). We may suppose that both R and S intersect P. Then
either R or S intersects P at an end-vertex of P, and we get a path of order l + 5. 
The girth g(G) and the circumference c(G) are, respectively, the order of a shortest and
a longest cycle in G.
For graphs with large enough girth, the bound of Theorem 2.1 can be improved, as shown
by the following result and its immediate corollary.
Theorem 2.3. If M is a maximal Pn+1-free set in G with n< (G), then
(G−M)(G)−m,
where
m=min{n, g(G)}.
Proof. Let the paths L, P, Q, R and S and the vertices x and y be as in the proof of Theorem
2.1. As before we may assume that both R and S intersect P, and we let u and v be as in the
proof of Theorem 2.1. Let a and b be the ﬁrst vertices of P andQ, respectively.We consider
two cases:
Case 1: u ∈ {a, b} or v ∈ {a, b}. In this caseGwould have a path covering all the vertices
of L, P and Q and then we would have l(G)− n.
J.E. Dunbar et al. / Discrete Mathematics 289 (2004) 145–155 151
M
uv a
x
L
y
Fig. 5.
Case 2: u /∈ {a, b} and v /∈ {a, b}. We consider two subcases.
(a) Both u and v lie on P: In this case G has a cycle C containing the vertex y and the
vertices on the u − v subpath of P, as well as those on the subpaths of R and S
ending at u and v respectively. Moreover, G has a path containing V (C) ∪ V (L) ∪
{a}. See Fig. 5. Since V (C) ∩ V (L) = {y}, this path has order at least |V (C)| + l,
so in this case l(G) − g(G). Similarly, if both u and v lie on Q, we again get
l(G)− g(G).
(b) u ∈ V (P ) and v ∈ V (Q): Let w be the ﬁrst vertex of S that lies on P. If w = a, then
the proof is as in (a), with w in the place of v. Ifw= a, thenG has a cycle C containing
the vertex x, the b − v subpath of Q and the v − w subpath of S. Moreover, G has a
path containing {u} ∪V (C)∪V (L), so in this case we also have l(G)− g(G). See
Fig. 6. 
Corollary 2.4. If M is a maximal Pn+1-free set in a graph G, ng(G), then (G −
M)(G)− n.
Using the same technique as in Theorem 2.3, we have a similar result for graphs with
small enough circumference.
Theorem 2.5. If M is a maximal Pn+1-free set in V (G) with n< (G) and c(G)(G)−
n+ 2, then (G−M)(G)− n.
Proof. Again, let the paths L, P,Q, R and S be as in the proof of Theorem 2.1, and let w and
z be the ﬁrst vertices of R and S, respectively, that lie on P. Since z = w, we may assume
that z is at least the second vertex on P. Then G has a cycle C containing all the vertices on
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L and those on the respective subpaths of P and S ending at z. The cycle C has order at least
l + 2. Thus l + 2c(G)(G)− n+ 2, and hence l(G)− n. 
The above theorem implies the following result which, in the casewhere b>a, is stronger
than Theorem 3.10 of [3].
Corollary 2.6. Let G be any graph and (a, b) any pair of positive integers such that (G)=
a + b. If c(G)b + 2, then G has an (a, b)-partition.
Proof. Let M be a maximal Pa+1-free set in G. Then, by Theorem 2.5, {V (M), V (G) −
V (M)} is an (a, b)-partition of G. 
It might be reasonable to suspect at this point that for any graph G, and any n< (G), a
maximalPn+1-free set inGwill always satisfy the inequality inConjecture 1′. The following
example, however, due to Jackson and Wormald [9], shows this is not the case. In fact, if
M is a maximal Pn+1-free set in a graph G and g(G)<n, then (G −M) may be greater
than (G)− n.
Let M be the graph in Fig. 7, with a, b, c and d as indicated.
Now take a path, L, of order l, with end-vertices x and y, and join every vertex of L,
except y, to a and to b, and join y to c and to d. Call the resulting graph G. Then M is a
maximal P13-free set of V (G), but (G)= l + 11; hence (G−M)> (G)− 12.
Note, however, that in the example aboveM is not a maximum P13-free subset of V (G),
sinceG[(V (M)−c)∪{x, y}] is also P13-free but has more vertices thanM. So this example
does not disprove the following conjecture, which, if it were true, would also imply that
Conjecture 1′ is true.2
2 Aldred and Thomassen [1] have shown that Conjecture 3 is false for n = (G) − 1. However, in order to
prove the PPC it would be sufﬁcient to prove Conjecture 3 for n(G)/2.
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Conjecture 3. If M is a maximum Pn+1-free subset of G, with n< (G), then (G −
M)(G)− n.
3. Cycle structure
We have seen results showing that the inequality in Conjecture 1′ holds for graphs with
large enough girth or with small enough circumference. The effect of the cycle structure of
a graph G on the possibility of obtaining an (a, b) partition of G has also been studied in
[5]. The following result is proved in [5] as a corollary of a more general result. We include
here a direct proof of this result.
Theorem 3.1. Let G be a connected graph with (G)= a + b; 1ab. If G has a cycle
of order b, then G has an (a, b)-partition.
Proof. Let C be a cycle of order b in G. Let S0 = V (C) and, for i1, let Si be the i’th
distance set of S0, i.e.
Si =
{
v ∈ V (G)− C
∣∣∣∣minu∈C d(u, v)= i
}
, i1,
where d(u, v) denotes the distance between u and v. Then, for i1, each vertex in Si is
adjacent to a vertex in Si−1 but not to any vertex in Sj , for j < i − 1.
Now let P be a path inG[Si] for some i1 and let v be an end-vertex of P. Then there is
a path v0v1 . . . vi = v,with vj ∈ Sj for j = 0, 1, . . . , i. Thus there is a path inG that covers
the vertices of both P and C. Hence |V (P )|(G)− b= a. This proves that (G[Si])a,
for i1. Now put
B =
⋃
i even
Si and A= V (G)− B.
Then (A,B) is an (a, b)-partition of G. 
The following result is also proved in [5].
Theorem 3.2. Let G be a graph with (G)= a + b; 1ab. If g(G)a − 1, then G has
an (a, b)-partition.
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We examine next graphs for which girth and circumference are close, and graphs which
have cycles of every order between girth and circumference. Graphs of the latter type are
called weakly pancyclic.
Theorem 3.3. Let G be a graph with (G)= a+ b; 1ab. If c(G)− g(G)b− a+ 4,
then G has an (a, b)-partition.
Proof. If ag(G)+ 1, then G has an (a, b)-partition, by Theorem 3.2.
If ag(G)+ 2, then c(G)− g(G) b− g(G)+ 2 and then bc(G)− 2, so it follows
from Corollary 2.6 that G has an (a, b)-partition. 
Theorem 3.4. If G is a connected weakly pancyclic graph, then G is -partitionable.
Proof. Suppose (G)= a + b; 1ab. If b<g(G), it follows from Theorem 3.2 that G
has an (a, b)-partition.
If g(G)bc(G) then, since G is weakly pancyclic, it has a b-cycle, so in this case it
follows from Theorem 3.1 that G has an (a, b)-partition.
If b> c(G), then it follows from Corollary 2.6 that G has an (a, b)-partition. 
Since every subgraph of an (a, b)-partitionable graph is, obviously, also (a, b)-
partitionable, Theorem 3.4 has the following immediate corollary, which implies that the
Path Partition Conjecture holds for a large class of graphs.
Corollary 3.5. If G is a subgraph of some connected, weakly pancyclic graph with the
same detour order as G, then G is -partitionable.
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