INTRODUCTION
Let k be an integer > 3 and p a prime = 1 (mod k). The integer f is defined by p = kf+ 1. For 0 < s < r < k, we consider binomial coefficients of the form (1;). Some of them have been determined modulo p in terms of representation of p by certain binary quadratic forms. The first result of this kind is due to Gauss who proved that if p = 4f+ 1 = a2 + b2 where a= 1 (mod 4) then E 2a
(mod PI, 
Since Gauss and Jacobi, various congruences of this kind had been proved separately by Stern, Dickson, E. Lehmer, and Whiteman. In a recent paper [3] , Hudson and Williams investigated ($) for p = kf + 1. Using Jacobi sums, they obtained various results for k up to 24. The first congruence of this type modulo p2 was obtained by Chowla, Dwork, and Evans [2] who proved 2f OF f = l+ 2peiv 'I[ 2a- $-] (mod p'),
where p and a are as above.
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In this paper we study congruences modulo p2 for binomial coefficients by using the p-adic gamma function and the Gross-Koblitz formula. In the case where k = 3, 4, and 6 we obtain some elegant formulas which determine completely all binomial coefficients of the form (1;) modulo p2.
Throughout this paper p always denotes an odd prime. Z, Q, R, and C denote the ring of rational integers, the field of rational numbers, the field of real numbers, and the field of complex numbers, respectively. Z, and QP denote the ring of p-adic integers and the field of p-adic numbers. C, is the completion of the algebraic closure of QP with respect to the induced p-adic topology. F, is the finite field with q elements. If A is any of the abovementioned objects then A* denotes the underlying multiplicative subgroup of A. (u/p) is the Legendre symbol. The m denotes the end of a proof.
GAUSS SUMS AND JACOBI SUMS
In this section we recall the definition of Gauss sums and Jacobi sums. We also discuss some results on their congruences modulo p2 which are needed later.
Let F, be a finite field with q =ph elements, and let K be either C or C,. We have the following definition of characters. DEFINITION We always denote an additive charater by 1+9 and a multiplicative character by x. We call the multiplicative character x0 defined by x0(a) = 1 for all a E F+?' the trivial character. The finite field F,, can be identified with the residue field Z/pZ. A character on F, is also a character (mod p). An important example of multiplicative characters is the Teichmiiller character co: F+Cp*,
where o(a) = the unique (p-1)th root of unity in C, = a (mod p). It is easily verified that o is a character on F,. It is often useful to extend the domain of the definition of a multiplicative character to all of Fq. If x #x0 we do this by defining x(O) =O. For x0, we define x0(a) = 1 for all a. From now on, a character is a multiplicative character unless stated otherwise. Suppose x is a character; the conjugate character 2 is defined as the function that takes a to f(a)=x(u)-'. If x and II are two characters, then the product x;1 is the function that takes a to xl(u) =x(u) n(u). DEFINITION 2.2. Let x be a character and II/ be an additive character of Fy ; the Gauss sum associated to x and Ic/ is defined as If x, and x2 are two characters of F,, then the Jacobi sum associated to x, and x2 is defined as 4x13 x2) = -c X,(.K) x2(-u).
r E F; (6) Note the negative sign in our definition of the Gauss sum and the Jacobi sum. The additive character $ would usually be fixed and in that context we write G(x) for G(x, q). The Gauss sum and the Jacobi sum satisfy the following properties. The proof of these properties are elementary and can be found in [S] . We now concentrate on the case where q = p. We will use the following notations throughout this paper.
(1) For p = 3f + 1, we write 4p = c2 + 27d2 where c and d are rational integers such that c = -1 (mod 3).
(2) For p = 4f + 1, we write p = a2 + 6' where a and b are rational integers such that a = 1 (mod 4).
(3) For p = 6f+ 1, let A, B, C, D, E, and F be rational integers defined as follows:
(a) 4p = A2 + 3B2. In addition to this, if 2 is a cubic non-residue mod p then A E -1 (mod 3), A is odd, and B f 0 (mod 3). If 2 is a cubic residue mod p then A 5 -1 (mod 3) and A is even.
(b) p=C2+3D2 and C-l (mod3).
(c) 4p=E'+3F2
and E-(-l)'(mod3).
(4) Suppose p = kf + 1 is an odd prime then x is the character mod p of order k satisfying
for all n E Z.
In [l] Berndt and Evans investigated Gauss sums and Jacobi sums extensively. Their evaluation of cubic, quartic, and sextic Jacobi sums is of particular importance to us. We are going to use their results to prove some congruences on Jacobi sums modulo p2. Before doing that we need a lemma.
LEMMA 2.4. Suppose p = kf + 1 is an odd prime and x is the character described above; then
Proof: By definition
The inner sum is congruent to zero mod p unless rf + j = 0 (mod p -1). But O<rf + j<rf +sf <kf =p-1, so that rf + j&O (modp-1) for all j. This proves our assertion. 1
The following propositions give us the congruences for Jacobi sums modulo p2 which are needed in the congruences of binomial coefficients. Following [l] we introduce a new character sum K(x) = x(4) J(x, x). We refer to [ 1 ] for the properties of K(x). 
or, equivalently, d&%-p;
(mod p').
A simple substitution gives us 
J(x, x2) = s + it, where s = (2/p)a. But
It follows from the first part that
This completes the proof of the proposition. m PROPOSITION 2.7. Let p = 6f+ 1; then 
When 2 is a non-cubic residue mod p we define a by x(4) = cY where o is a cube root of unity and GI = f 1, so that x*(4) = mPa. Then
where A = 2C and B = 20 if 2 is a cubic residue mod p and A = -C + 3aD and B = -aC -D if 2 is a cubic non-residue mod p. If 2 is a cubic residue mod p then A s 2C E -1 (mod 3) and A is even. If 2 is a cubic non-residue mod p then A E -CS -1 (mod 3) and A is odd. WealsohaveaC-D=O(mod3),sothatB=-aC-DfO(mod3).Now using the same kind of arguments as before, it follows from Lemma 2.4 that J(x,x~)=A-$ (mod p*). Let + be the additive character of F,, given by +(a) = exp(2ni tr(a)/p). Let ik be a primitive kth root of unity and 0, be the ring of integers of Q(ck). Let 9 be a prime ideal of 0, dividing p. We can identify -F, with Ok/B. Let x be the multiplicative character of Fq of order k such that 2 is the power residue symbol mod P in Q(ck). Let 
We keep our assumption that p = kf + 1. The order of p mod k is 1. Since the character x is selected so that j is the power residue symbol mod 9, it satisfies Eq. (7) and the results in last section can be applied to it. We have an important corollary to the Gross-Koblitz formula.
COROLLARY 3.1. Suppose that k divides p -1; then
andfor r+s<k r,(r/k) r,(slk)
Proof: In this case h = 1, so S,(r) = r/k. This gives the first equality. The second equality follows from the first one and Proposition 2.3. 1
This corollary is the basis of our analysis. The remainder of this section is devoted to the congruences of the p-adic gamma function. 
In the next section we will see that we can obtain higher congruences of binomial coefficients by studying more on the p-adic gamma function.
CONGRUENCES FOR BINOMIAL COEFFICIENTS
Let p = kf + 1 and let x satisfy (7). We are going to investigate binomial coefhcients of the form ($) modulo p2 with 0 < s < r 6 k. We shall concentrate on the cases k = 3, 4, and 6 where we can obtain explicit formulas.
Let Bt=x;cl (l/j) and Ct=~j?l(l--I)f+l (l/j) where O< t<k. (mod p2). (mod P') C1+(r+s)fpB,+s-rfpB,--sfpB,l (mod p').
Since ,f = ( p -1 )/k, after rearranging the terms we have
which is equivalent to our assertion. 1
We cannot apply the above proposition to the case when r + s = k. But in that case we have The remaining calculation is the same as the last proposition, so we omit it here. m
We are now going to study the congruences modulo p for the B,'s. For l<a<p-1 let &a)=(aP-'-1)/p, that isaPP'=l+$(a)p. Hence q5(u +pz) E 4(u) -z/u (mod p). 1
We denote by {x} the greatest integer <x. Since a is invertible mod p, therefore, as j runs through 1 to p -1, Q) also runs through 1 to p -1. Hence (mod P).
But uj= aj (mod p) and bj = (aj/p}; therefore,
which is equivalent to (38). 1
We are now going to determine the sums C, for p = kf + 1 and k = 3, 4, or 6. The CI's would in turn determine all the B,'s. The proof is solely computational. The case p = 3f + 1 is a special case of p = 6f + 1, and we have THEOREM 4.13. For p = 3f + 1 w have (a) (*{) = c-p/c (mod p*), (b) ("{)E 1 +4(3j'-3) (modp').
