Abstract. The archetypal pyramid algorithm is the de Casteljau algorithm, which is a standard tool for the evaluation of Bézier curves and surfaces. Pyramid algorithms replace an operation on single high order polynomial by a recursive sequence of self-similar affine combinations, and are ubiquitous in CAGD for computations involving high order curves and surfaces. Pyramid algorithms have received no attention whatsoever from the high (or low) order finite element community. We develop and analyse pyramid algorithms for the efficient handling of all of the basic finite element building blocks, including the assembly of the element load vectors and element stiffness matrices. The complexity of the algorithm for generating the element stiffness matrix is optimal. A new, non-uniform order, variant of the de Casteljau algorithm is developed that is applicable to the variable polynomial order case but incurs no additional complexity compared with the original algorithm.
Introduction
High order finite element methods have been analysed extensively for a wide variety of applications and are known to be capable of producing exponential rates of convergence, even for challenging problems with singularities [6, 18, 19, 29] , sharp boundary layers [26, 30] , and high frequency oscillations [1, 25] .
High order polynomial approximations are commonplace in many areas of scientific computing including computer graphics [15] , computer aided-geometric design [14, 20] , and spectral methods for PDEs [8, 17, 27] . It is commonplace to see the spectral method used with approximation orders in the 100s or 1000s.
Yet, despite theory giving the nod to the use of very high order finite element methods, the range of polynomial degree used in practical finite element computations is rarely larger than eighth order [11, 21, 32] . Possible explanations for the use of comparatively modest polynomial orders include issues of efficiency, implementation, and stability [33] . Moreover, existing implementations of high order finite elements tend to be memory hungry, often relying on the use of precomputed arrays and look-up tables [4, 12, 22] , a feature that does not augur well for the future given the nature of emerging computer hardware systems. Whatever the underlying reasons, it is clear that the rather modest polynomial degrees seen in high order finite element analysis are due to practical considerations rather than any theoretical barriers.
The archetypal pyramid algorithm [16] is the de Casteljau algorithm [14, 20, 24] ; a standard tool for the evaluation of Bézier curves and surfaces, and polynomials expressed in Bernstein-Bézier form in general. The algorithm enjoys widespread usage, despite being sub-optimal [28] , thanks to the ease with which it can be implemented, its underlying stability properties and short, simple recursive nature with minimal memory overhead. In essence, the de Casteljau algorithm replaces a single high order polynomial by a recursive sequence of self-similar affine combinations. Pyramid algorithms are ubiquitous in the computer aided geometric design community for computations using high order curves and surfaces [16] .
Pyramid algorithms have received no attention whatsoever from the high (or low) order finite element community. One of our aims in the present article is to develop and analyse pyramid algorithms for the efficient handling of all of the basic finite element building blocks, including the assembly of the element load vectors and element stiffness matrices.
Hierarchic bases [11, 31, 32] have been one of the sacred cows of the high order finite element literature from the very outset. The first step towards developing pyramid algorithms for high order finite elements is to dispense with hierarchic bases in favour of the non-hierarchic, Bernstein-Bézier (BB-) basis [13, 24] . Some practitioners may baulk at this prospect, pointing to the freedom hierarchic bases bring to allow varying local approximation order of the elements. However, we shall see that pyramid algorithms bring the same flexibility to the (non-hierarchic) BB-basis at no additional complexity, but, in addition, with the usual advantages associated with pyramid algorithms. Bernstein-Bézier bases have recently been shown to offer some advantages for uniform order finite element approximation [2, 23] .
We begin by generalising the Bernstein Decomposition, developed in [5] for uniform approximation order, to the variable order setting. A non-uniform order Bernstein-Bézier basis emerges for which the enforcement of conforming between elements of differing local orders is a natural consequence of the structure of the non-uniform order Bernstein Decomposition.
A new, non-uniform order, variant of the de Casteljau algorithm is developed (expressed as a pyramid algorithm) that retains the favourable features of the original algorithm. The new variant is applicable to the variable polynomial order case but incurs no additional complexity compared with the original algorithm. The classical degree raising algorithm [13, 24] is given a similar treatment giving a new, non-uniform order, degree raising pyramid algorithm. Yet more interestingly, the dual pyramid [16] of our non-uniform order degree raising algorithm gives a pyramid algorithm for the assembly of the non-uniform order element load vector. The complexity of the algorithm is the same as that of the most efficient hierarchic bases currently in use.
An algorithm for the construction of the element matrices in optimal complexity for uniform order approximation on a simplicial elements was developed only recently [2] . The efficiency of that algorithm uses the underlying uniformity of the polynomial order across the element in an essential way. There is no existing algorithm that constructs the non-uniform order element matrices in optimal complexity. In the final part of this work, we extend the algorithm of [2] to the non-uniform order case. Moreover, we show that the resulting algorithm achieves the optimal complexity.
The Bernstein Decomposition
2.1. Simplices and k-Faces. Let T be a non-degenerate n-simplex in R N given by T = conv(x 1 , x 2 , . . . , x n+1 ), where n ≤ N . A useful property of non-degenerate simplices that will be used repeatedly in the sequel is recorded in the following result: Lemma 1. The following conditions are equivalent, i.e. (1) ⇔ (2): 
The convex hull of any subset of k + 1 distinct points chosen from the n + 1 points x 1 , . . . , x n+1 is called a k-face of T , and is itself a non-degenerate k-simplex in R d . The set of all k-faces of T is denoted by ∆ k (T ) and has cardinality n+1 k+1 . The set ∆(T ) consists of all possible faces of T , i.e. ∆(T ) = n k=0 ∆ k (T ), and has cardinality n k=0 n+1 k+1 = 2 n+1 − 1. Often, we shall refer to 0-, 1-, 2-and 3-faces as nodes, edges, triangles and tetrahedra respectively.
For example, consider a tetrahedron T ⊂ R 3 . By picking any three of the four available vertices of T , we obtain a 2-simplex corresponding to a triangular face of T . There are 4 3 distinct ways to select three vertices of T , each of which corresponds to one of the four faces of T . Likewise, the edges of the tetrahedron T are 1-simplices specified by a pair of vertices of T . A distinct pair of vertices may be chosen in any one of The interplay between a simplex and its k-faces will play a central role throughout this article. More precisely, various entities will be associated with a simplex. Often, a particular entity may be interpreted as either belonging to a k-face of the original simplex or, as being a k-simplex in its own right. It will be useful to develop a precise specification of the correspondence between these alternative interpretations of a given entity.
Domain Points. The set
where I p n is the indexing set
) for some fixed ordering σ 
with the interior domain pointsD 
The set of domain points D 
Comparing (3) and (4) and using the uniqueness property of Lemma 1 means that
where
n is the mapping defined by
It is convenient to introduce the mapping ι F T :
In the interests of retaining a manageable notation, we resist the temptation to explicitly indicate the dependence of ε F T and ι F T on p, k, n and the ordering σ F . The operators ε F T and ι F T simply serve to formalise the relationship between multi-indices of the domain points which F and T have in common. For example, the mapping ε F T between the multi-indices of the common domain points of F and T is indicated by the arrows in Figure 1 
With a slight abuse, we shall use the notation 
Moreover, the coefficients appearing in these expressions are all strictly positive since, for instance, α F ∈ N k+1 . These expressions give two alternative representations of x as convex combinations of nodes of T (since F, G ∈ ∆(T )). Appealing to the uniqueness property of Lemma 1 we deduce that the coefficients must agree in both representations. Moreover, by again appearling to the fact that the coefficients are strictly positive, the nodes themselves must agree in both representations. Hence, F and G share a common set of vertices, i.e. F = G, contradicting the assumption of F and G being distinct.
An immediate consequence of Lemma 2 is the following decomposition of the domain points on the original simplex into the disjoint union of interior domain points on the faces of T :
where˙ denotes the disjoint union.
Proof. Thanks to Lemma 2 the sets on the right side are disjoint and it suffices to simply check the cardinalities of the sets matches. Using #∆ k (T ) = for k ≤ p − 1 (and otherwise zero), the cardinality of the set on the right hand side is given by min(n,p−1)
The summation on the right hand is given explicitly by the Chu-Vandermonde identity
Hence,
and the result follows at once thanks to #I p n (T ) = p+n n .
2.3. Barycentric Coordinates. Let x ∈ T denote a point in the simplex T . Thanks to Lemma 1, for each x ∈ T , there exists a unique set of non-negative real numbers λ
The (n + 1)-tuple
) is the barycentric coordinate vector of the point x relative to T , and the rule T x → λ T ∈ R n+1 defines an affine mapping on T .
Let
). Similarly to (10), the barycentric coordinates of a point x ∈ F are non-negative real numbers satisfying
and likewise define an affine mapping F x → λ F ∈ R k+1 on F . In view of F ⊂ T , a point x ∈ F may be equally well be regarded as a point belonging to T so that both λ T (x) and λ F (x) are well-defined. How are these barycentric coordinate vectors related? Expressions (10) and (11), along with Lemma 1, imply that
This rule defines a mapping from R k+1 to R n+1 . In view of the obvious relationship between this mapping and the mapping ε F T : I p k → I p n defined in (6) we shall, with an abuse of notation, also denote the new mapping by ε F T :
Similarly to (7), the barycentric coordinates of a point x on F can be obtained from those on T by the rule
where ι F T is given by the same rule as previously. The rule (14) is valid for points x ∈ F -the domain over which λ F is defined.
However, for later purposes, we wish to extend the domain of definition of λ F to the whole of T without compromising property (14) . There are several possibile ways to extend, but the most natural choice is the barycentric extension defined by the rule λ
Strictly speaking, this process defines a new set of functions different from λ F . Nonetheless, we shall often simply write λ F to denote the extended function safe in the knowledge that the functions coincide on the common domain of definition.
In conclusion, the barycentric coordinates over any face F ∈ ∆(T ) can be identified with a subset of the barycentric coordinates on T . The appropriate subset corresponds to the indices chosen when selecting which of the vertices of T are used to obtain F .
Bernstein Polynomials.
Let T be a non-degenerate n-simplex in R d as before. The Bernstein polynomials of degree p ∈ Z + associated with T are defined by
where λ T is the barycentric coordinate vector of x on T . The Bernstein polynomials are linearly independent [24] . This, coupled with the observation that the cardinality of the indexing set I p n coincides with the dimension of the space P p n (T ), means that any polynomial u ∈ P p n (T ) has a unique BB-form representation
The uniqueness of the BB-vector {c α : α ∈ I p n } formed from the coefficients of the BB-form means that the set Σ
is unisolvent with respect to
Consequently, the triple (T, Σ p n (T ), P p n (T )) is a finite element in the sense of [7, 9] , which will be referred to as the Bernstein-Bézier finite element (BB-FEM) of (uniform) degree p on T . Equation (1) establishes a natural correspondence between the domain points D p n (T ) of T , the multi-indices I p n and, in turn, the degrees of freedom Σ p n (T ). This correspondence is often exploited by depicting the degrees of freedom on an element graphically using the domain points as in Figure 1 .
) as before. One may define a Bernstein basis for
where λ F is the barycentric coordinate vector of x on F defined via (11) as before. The same considerations for the element T apply to F , so that there is also a natural correspondence between the Bernstein polynomials on F and the domain points D p k (F ) of F , and one may define the spaceP p k (F ) to be the space spanned by the Bernstein polynomials associated withD p k (F ), the interior domain points of F :
It is easy to see that if F ∈ ∆ k (T ), then functions belonging toP
is sometimes described as the set of internal functions on F . It should, however, be borne in mind thatP
How are the Bernstein polynomials defined on a face F related to the Bernstein polynomials defined on the original simplex T ? It has already been seen that the barycentric coordinate vector λ F of a point x on F is related to the barycentric coordinate vector λ T of the same point x, viewed as belonging to T , according to the formula (13),
In view of these identities and the definition of ε F T , there holds α
Hence, the Bernstein polynomials are related as follows
As before, it will be convenient to define an extension of a Bernstein polynomial defined on a face F ∈ ∆(T ) to the whole of T . The natural choice is again the barycentric extension based on the identity (21); thus, we define the extension by the rule
2.5. Bernstein Decomposition. Identity (8) decomposes the domain points on simplex T into the sum of the interior domain points on the faces of T . There is a natural correspondence between the Bernstein polynomials {B
One may therefore expect that the polynomials on the simplex may be similarly decomposed into the sum of polynomials associated with the interior domain points on the faces of the simplex as follows
The identity (23) is referred to as the Bernstein decomposition [5] , and is readily seen to hold since the spaces on the right hand are disjoint subspaces of P p n (T ), thanks to Lemma 2, and then using the same dimension count as in the proof of (8).
2.6. Non-Uniform Order Bernstein-Bézier Finite Element. The Bernstein decomposition (23) shows that the basis functions for an element T can be split into (disjoint) subsets associated with the faces of T . The splitting of a simplex into simpler topological components forms the foundation for the construction of basis functions for higher order finite element spaces [32] .
The splitting is merely a convenience in the case where polynomials of the same, uniform, order are used throughout the whole finite element partition. However, the splitting becomes crucial when non-uniform order approximation is employed, such as in the case with adaptive p and hp-version finite element methods. The splitting justifies the use of an arbitrary local polynomial order p F ∈ N independently specified for each face F ∈ ∆(T ) of the simplex T . The associated non-uniform order finite element will be denoted by P p n (T ), where p is the degree vector given by p = {p F : F ∈ ∆(T )}, and has dimension
The degree of the space P p n (T ) is defined by p max = max p. Likewise, define p min = min p.
Traditionally, a basis for this space was constructed by equipping each geometric entity with a hierarchy of basis functions of increasing polynomial degree [3, 11, 12, 32] . Hierarchic bases have been all-pervasive in the treatment of non-uniform order approximation to the extent that any serious alternative is almost inconceivable. Their universal acceptance is largely due to the ease with which inter-element conformity may be maintained through lowering (resp. raising) the polynomial degree on a face through the omission (resp. addition) of higher order hierarchical basis functions to achieve the desired local order of approximation on the face.
In contrast, the non-hierarchic nature of the Bernstein polynomials would seem to to imply that varying the polynomial degree cannot be achieved, or at least, not without prohibitive complications. Indeed, there is virtually a complete absence of available non-hierarchic bases for conforming finite element approximation using non-uniform local orders.
These considerations nothwithstanding, we argue that a (non-hierarchic) Bernstein polynomial basis is not only completely natural but computationally attractive, even in the case of non-uniform polynomial degree. Concerning the former claim, the uniform order Bernstein decomposition (23) leads quite naturally to the following definition of the non-uniform order space:
In other words, in recognition of the importance of the Bernstein decomposition in the case of uniform order approximation, the non-uniform order space is constructed so that a non-uniform Bernstein decomposition, expressed in (26), is maintained. How about the choice of a basis for the non-uniform order space? Thanks to (24) and (26) , it is natural to select a non-uniform order Bernstein basis as follows:
in conjunction with an associated non-uniform indexing set I p T defined by
The spaces on the right hand side of (26) are disjoint thanks to Lemma 2, and it follows that the dimension of this space satisfies (25) . The definition of Bernstein-Bézier finite element (T, Σ p n (T ), P p n (T )) triple is easily generalised to the non-uniform order case. In particular, the linear independence of the set (27) means that any function u ∈ P p n (T ) may be written uniquely in the form
The uniqueness of the non-uniform BB-vector formed from these coefficients means that linear functionals on P p n (T ) may be defined by the rules (30) and, in turn, that the set of degrees of freedom given by
is unisolvent with respect to P 2.7. Non-Uniform Order BB-FEM on a Partition. Of course, the selection of a non-uniform order basis for an individual element, viewed in isolation, is a far simpler proposition than that of developing a basis for a finite element space on a partitioning of a domain into simplices. The main consideration then becomes the desire to maintain conformity (continuity) of the non-uniform order approximation across interfaces (edges, faces, k-simplices in higher dimensions, etc.) between adjacent elements in the partition. Indeed, this is the chief factor driving the widespread usage of hierarchic bases. , whilst on the element T (respectively T ), the value is given by the n-variate Bernstein polynomial basis function B
The values of all of these Bernstein polynomials agree on the common interface. In other words, conformity is guaranteed by construction. In essence, all elements containing the k-face F take their local basis functions for the interface from F itself, viz. the Bernstein polynomials at the interior domain points of F . It is worth emphasising that, as we showed earlier, the value of the Bernstein polynomial on any of the entities T , T or F is computed using information local to the given entity. No inter-element communication is implied or required.
In conclusion, the Bernstein polynomials provide a completely natural basis for non-uniform order polynomial approximation. The basis is natural in the sense that it respects the underlying topological structure of the elements manifested in the nodal splitting (8) and the algebraic splitting of the polynomial space in the form of the Bernstein decomposition.
Pyramid Schemes
The non-uniform order finite element basis uses Bernstein polynomials of differing polynomial orders at both the element level and global level. Our next objective is the development of simple, efficient and stable algorithms for handling this basis.
3.1. Non-Uniform Degree De Casteljau Algorithm. Let u T ∈ P p n (T ) be a non-uniform degree polynomial approximation on an element T expressed in nonuniform order BB-form: that is,
The de Casteljau algorithm [10, 14, 24] is the standard approach to the pointwise evaluation of a polynomial (or its derivatives) written in uniform order BB-form. Can the de Casteljau algorithm be modified to enable evaluation of polynomials expressed in non-uniform order BB-form? One could take advantage of the structure (27) , and simply apply the de Casteljau algorithm to the Bernstein representations on each face F ∈ ∆(T ) separately, followed by summing the contributions. Clearly, such an approach would be rather inefficient. If, for example, the local orders are uniform, then a fresh de Casteljau cascade would be spawned unnecessarily for every face. Fortunately, there are better alternatives.
We begin with a brief review of the de Casteljau algorithm in the case of uniform polynomial degree on the element T where u T has the form
The algorithm is based on the identity
where λ are the (fixed) barycentric coordinates of the given point of interest x ∈ T . Inserting this formula into the expression for u T and simplifying gives the alternative representation
The net effect of these manipulations is to effectively reduce the degree of the representation for u T from order p in (33) to order p − 1 in (35). We emphasise that the coefficients in the reduced order representation now depend on the barycentric coordinates. The de Casteljau algorithm consists of iterating this process to obtain the zeroth order representation u T = c
0 , from which the value of u T (x) can simply be read-off.
The de Casteljau procedure is an example of a pyramid algorithm [16] . The reason for this nomenclature becomes clear when the procedure (in the case of one spatial dimension, n = 1) is depicted graphically as shown in Figure 3 . Figure 3(a) shows the coefficients generated using the de Casteljau procedure starting with the coefficients of the initial degree p = 4 approximation in the bottom row of the pyramid. Figure 3(b) shows the rule, or computational atom, for ascending from one level to the next in the pyramid. In the present case, the atom depicts the rule obtained from (36) in the special case n = 1. Pyramid algorithms defined by computational atoms of this type will form the foundation of our approach. Such algorithms are highly computationally attractive (simple short recurrence, explicit, stable, minimal memory access,. . . ). Here, the pyramid scheme reduces the evaluation of a high degree polynomial to a sequence of stable, affine combinations.
The following result forms the basis for generalising the de Casteljau procedure to the non-uniform order case: Lemma 4. Let u T ∈ P p n (T ) be given in non-uniform BB-form (32) , and let x ∈ T be a given point with barycentric coordinates λ 1 , . . . , λ n+1 . Then, there holds for
where, for r = p max , p max − 1, . . . , 0 and α ∈ I r n ,
and where c
. In particular, the value of u T (x) is given by c (0)

.
Proof. The result may be shown using mathematical induction. In particular, when d = r = p max , equations (38) and (39) are equivalent to (32) .
Assume (38) holds for the case d = r + 1. Inserting identity (34) in the case p = r + 1 into the first term in (38), and employing the argument used in (35) and (36) gives the first term on the right hand side of (39). The sum over p F < d = r + 1 in the second term on the right hand side of (38) are the univariate Bernstein polynomials associated with the vertices and interior of the interval. Figure 4 (a) shows the coefficients in the non-uniform degree representation placed in the pyramid at positions corresponding to their multi-indices. For uniform order approximation, this would mean that the lowest row of the pyramid is fully occupied, but this is not the case for the non-uniform representation. Figure 4(b) shows the pyramid obtained after applying the standard de Casteljau computational atom to ascend the pyramid. The coefficients initially residing at higher levels are assimilated into the recursion as the pyramid is ascended. The uppermost node of the pyramid contains the value of the non-uniform approximation at the point whose barycentric coordinates are given by λ 1 , λ 2 : The above example dealt with the simplest case of an interval in order to keep the figures as simple as possible, but the treatment of triangles, tetrahedra and higher dimensional simplices is virtually identical.
The procedure in the general case is presented in Algorithm 1. The basic idea behind the generalisation to the non-uniform degree case recognises that the standard de Casteljau reduces the degree of the Bernstein representation recursively. The generalised de Casteljau algorithm merely keeps the Bernstein coefficients for a face F of degree p F in reserve, until the degree d of the recursion has been reduced to d = p F . At that stage, the Bernstein coefficients on F are appended to the Bernstein coefficients of the de Casteljau representation, and the standard de Casteljau recursion resumes as usual.
Lemma 5. The non-uniform de Casteljau Algorithm 1 requires
operations to evaluate an element of P , giving a total operation count of (n + 1)
and the result follows.
The corresponding count for the standard de Casteljau algorithm is p dim P p n (T ) operations, showing that the non-uniform variant is of the same complexity as the standard algorithm to leading order.
A practical implementation of Algorithm 1 requires a data structure allowing for the efficient identification of faces F of degree p F = d in the assimilation step (such as an ordered list of faces, ordered by degree, that would require only a single traverse during the entire procedure). If the function to be evaluated happens to be of uniform order, then the first execution of the assimilation step would exhaust the list of faces, after which the general procedure reduces to the standard (uniform order) de Casteljau algorithm. Thus, Algorithm 1 is just as efficient as the standard de Casteljau algorithm.
Degree Raising.
A polynomial of degree p may be expressed in terms of Bernstein polynomials of degree p, but could also be written in terms of Bernstein polynomials of any greater degree. Degree raising [14, 24] is a useful technique for visualisation and other applications involving uniform order BB-form representations. A pyramid scheme for the uniform order degree raising may be derived starting again with (33) , but this time we substitute for B p α using the identity
Algorithm 1: The non-uniform order de Casteljau algorithm. Input: Coefficients in the non-uniform Bernstein representation (32) of u T : {c 
Here, we adopt the standard convention whereby terms involving negative multiindices are treated as zero and simply ignored. Repeated application of this procedure gives a polynomial representation of u T of any desired order. Figure 5 depicts the procedure in pyramid form in the case n = 1 along with the computational atom describing the process for progressing down the pyramid. The entries in the final row of the pyramid are the coefficients of the degree 4 representation. The development of a non-uniform order degree raising procedure is particularly attractive for the treatment of non-uniform order Bernstein bases. It is clear that such an algorithm exists. One could simply proceed face-by-face, applying degree raising on each entity to change the order of the local Bernstein representation on the face to the maximal order in the element, thereby obtaining an equivalent uniform order approximation. In this way, a non-uniform order representation can always be recast as an equivalent uniform order approximation by a process of local degree raising on each face. The option of changing a non-uniform order representation to an equivalent, uniform order representation constitutes a useful fall-back tactic enabling standard uniform degree based algorithms to be brought into play. This tactic could have been used in lieu of developing a non-uniform de Casteljau algorithm, but would be less efficient. However, for some applications, such as graphical visualisation and rendering of polynomials, the rendering of uniform Bernstein form is implemented at the hardware level using OpenGL evaluators [10] . Such procedures are very highly tuned to the extent that the overhead of raising to a uniform order representation becomes a viable proposition. The process of performing degree raising separately on each face is inefficient, and a more attractive tailor-made variant is available. Figure 6 illustrates a more effective procedure in the special case of raising of the non-uniform order Bernstein representation on the interval given by (40). Figure 6(a) shows the pyramid populated with the coefficients from the non-uniform representation (40) inserted at the level appropriate to the degree of the representation for each component. The standard degree raising procedure is then applied according to the computational atom in Figure 5 (b) with the only difference being that the values already present in the pyramid are added to the values computed using the computational atom. Figure 6(b) shows the result of applying the procedure where the coefficients in the uniform degree 4 representation of u I emerge in the final row of the pyramid.
Although we illustrated the algorithm in the simplest possible case, the same procedure applies to higher order simplices. Algorithm 2 gives the procedure in the general case. The same technique employed for the non-uniform order de Casteljau 
algorithm is employed in which all faces are handled simultaneously. The standard degree raising recursion is augmented with an additional step at each polynomial level d whereby the Bernstein coefficients are assimilated on all faces F ∈ ∆(T ) for which p F = d. The structure of Algorithm 2 is similar to that for the non-uniform de Casteljau procedure. A formal proof and verification of the correctness of the algorithm may be given based on an analogue of Lemma 4. Indeed, the argument is virtually identical and is therefore omitted. By the same token, the complexity of Algorithm 2 is never worse than the complexity of Algorithm 1 given in Lemma 5 (and is identical in the case p min = 1).
3.3.
Assembly of the Load Vector. The element load vector f T relative to the non-uniform order Bernstein basis has entries defined by
where f : T → R is an appropriate source function. Definitions (22) and (28) provide an alternative form for the load vector that is more convenient for our purposes:
If the non-uniform order BB-basis is to be utilised for finite element approximation, it will be necessary to develop efficient procedures for the computation of the load vector relative to the basis. Algorithms were presented in [2] for the efficient computation of the BB-moments of the data f defined by
The BB-moments directly correspond to the entries of the element load vector in the case of uniform order approximation. The BB-moments of a given degree may be obtained from the BB-moments of any higher degree as follows,
thanks to the following property of Bernstein polynomials
This process of moment lowering may be expressed as a pyramid scheme, as illustrated in Figure 7 for the case of an interval. Figure 7 (a) depicts the process of obtaining lower order moments recursively using the computational atom shown in Figure 7 (b) to ascend the pyramid starting with the moments of uniform order p = 4. The relevant entries in the load vector for the uniform case are then simply read-off from the appropriate row of the pyramid.
The pyramid schemes shown in Figure 5 (a) and Figure 7 (a) are intimately related: the computational atoms are precisely the same. Indeed, the only difference is that the pyramid is ascended (in the case of moment lowering) or descended (in the case of degree raising). Pyramid schemes related in this way are said to be dual [16] . The same duality property extends to higher order simplices.
Can the BB-moments of uniform order be used to assemble the load vector in the case of non-uniform approximation? We return to the example of an interval I with endpoints at L and R, where a non-uniform approximation of the form (40) 1 } have been computed using, for example, the procedure presented in [2] .
Traditionally, expressions for the components of the non-uniform order load vector would be derived by writing the Bernstein polynomials appearing in (40) in 
terms of the higher (fourth) order Bernstein polynomials as follows: . The corresponding formulae for higher order simplices are considerably more complicated. In practice, the coefficients appearing in these formulae are stored in look-up tables containing the coefficients arising from expressing the lower order Bernstein polynomials in terms of the higher order polynomials. However, this approach is at best clumsy, error prone, and, entailing random access of look-up tables, a potential bottleneck.
A superior alternative is to exploit duality. For example, we may construct the dual of the pyramid Figure 6 (b). The first step is to place the moments of uniform order p = 4 at the nodes of the pyramid corresponding to their multiindices α ∈ I 4 1 , as shown in Figure 8(a) . The moments are then propagated through the pyramid using the standard moment lowering computational atom shown in Figure 7 (b) precisely as in the case of uniform order moment lowering. This results in the pyramid shown in Figure 8 (a) which is dual to the pyramid Figure 6(a) . Examining the resulting entries in the pyramid reveals that the expressions (48) for the moments have materialised in the pyramid at the locations corresponding to the (non-uniform order) multi-indices as indicated in Figure 8(b) . The components of the non-uniform load vector may simply be read-off from the dual pyramid. The pyramid scheme is simple, stable and dispenses with the need for look-up tables.
In summary, the dual of the non-uniform degree raising pyramid scheme gives a pyramid scheme for the assembly of the non-uniform load vector. The general case is presented in Algorithm 3 for the assembly of the element load vector starting from the BB-moments of degree p max . Approached in this way, the generation of the non-uniform load vector from the uniform moments is simple, efficient, avoids the need for look-up tables and is applicable to arbitrary order approximation in any number of dimensions. The complexity of the whole assembly procedure is given by: [2] . The moment lowering step has complexity at worst that of the non-uniform de Casteljau algorithm presented in Lemma 5.
Assembly of Element Matrices
The element stiffness matrix S T has entries given by
where A : T → R d×d is appropriate data. As with the element load vector, it is more convenient to express the entries of the mass matrix in an expanded form using (27) and (28):
along with the corresponding expression for grad B T,p G εGT β leads to the following alternative expression for the right hand side of (50)
that is more useful for the purposes of implementation.
The algorithm StiffMat presented in [2] enables the construction the element stiffness matrix in the case of uniform polynomial order p in O(p 2n ) operations when T is an n−simplex. This is the optimal complexity given that the matrix has O(p 2n ) non-zero entries. StiffMat exploits another property of Bernstein polynomials 
in the case p = q, to reduce the computation of entries in the stiffness matrix to the evaluation of the BB-moments of the data A over the element T . Remarkably, it is not the computation of the moments but the evaluation of the multinomial coefficients α+β α that is responsible for the leading term in the complexity estimate. Care is needed in the computation of the multinomial coefficients if the algorithm is to achieve optimal complexity.
What about the assembly of the stiffness matrix relative to the non-uniform order basis? The product identity (52) still applies and all would seem well. Unfortunately, the critical multinomial algorithm from [2] relies heavily on the fact that in the uniform order case, the orders p and q are equal. The algorithm is no longer applicable to the non-uniform order case and the prospects seem bleak, given that the multinomial algorithm dominates the complexity.
Fortunately, there is a nuance that leads to the following refined version of (52): 
where α ∈I pF kF and β ∈I pG kG . Proof. Thanks to Lemma 2, F = G implies that F and G have no interior domain points in common. This means (ε F T α + ε GT β)! reduces to ε F T α!ε GT β! and the result follows from (52).
The absence of the multinomial coefficient in the second case of (53) is vital to Algorithm 4. If, for instance, the multinomial fact were still present in the second case, then Algorithm 4 would need to compute (or look-up) the relevant multinomial coefficients in the else clause. Either way, this step would form a bottleneck resulting in a sub-optimal algorithm. The multinomial coefficients needed in the if clause correspond to both multi-indices being drawn from the same indexing sets. This feature is exploited in the routine StiffMat described in [2] to evaluate the multinomial coefficients efficiently using a nested recursion. The complexity of Algorithm 4 is the subject of our final result: Proof. The moments needed for Algorithm 4 can be evaluated in O((2p max −2) n+1 ) operations using the procedures given in [2] , where it is also shown that the number of operations required in a call to routine StiffMat for a k-simplex of polynomial degree p is O(p 2k ). Therefore, the number of operations needed for the assembly of the diagonal blocks using calls to StiffMat is of order where a similar argument to the one used in the proof of Lemma 3 has been applied. The result now follows since the number of operations for the moment lowering is, as usual, of the same order as the non-uniform de Casteljau algorithm, O(p n+1 max ).
Theorem 2 shows that the stiffness matrix can be constructed in optimal complexity of O(1) operation per entry for the non-uniform order Bernstein basis. Algorithms with the same structure as Algorithm 4 that exploit analogues of subroutine StiffMat from [2] can be easily developed to construct other matrices, such as the element mass matrix, to be constructed in optimal complexity.
