Abstract. An efficient solver for the three dimensional free-space Poisson equation is presented. The underlying numerical method is based on finite Fourier series approximation. While the error of all involved approximations can be fully controlled, the overall computation error is driven by the convergence of the finite Fourier series of the density. For smooth and fastdecaying densities the proposed method will be spectral accurate. The method scales with O(N log N ) operations, where N is the total number of discretization points in the Cartesian grid. The majority of the computational costs come from fast Fourier transforms (FFT), which makes it ideal for GPU computation. Several numerical computations on CPU and GPU validate the method and show efficiency and convergence behavior. Tests are performed using the Vienna Scientific Cluster 3 (VSC3). A free MATLAB implementation for CPU and GPU is provided to the interested community.
Introduction
The purpose of this paper is to provide the interested reader with a MATLAB implementation of an efficient and mathematically analyzed method [1] for solving the free-space/unbounded Poisson equation. More precisely, the method presented in this paper solves −∆u(x) = ρ(x), x ∈ R 3 , lim |x|→∞ |u(x)| = 0,
via the well-known representation of the solution to (1) as the convolution of the density ρ with the free-space Green's function U (x) = U (x − y)ρ(y)dy, x ∈ R 3 .
The problem (1) is fundamental in many fields of physics, e.g. quantum chemistry [2] [3] [4] [5] [6] [7] , particle physics [8, 9] or astrophysics [10] . Therefore, the provided implementation might serve as improvement of existing simulation codes that use the high-level computing environment MAT-LAB. However, the provided code could also be understood as an easily readable open source prototype, ready for translation to other different programming languages.
In the following Sec. 2 the method is described mathematically, followed by a section about computational aspects and approximation errors (see Sec. 3). Sec. 4 describes the usage of the implementation by means of a test example. Validation of the implementation and tests for computational efficiency (see Sec. 5) show practical applicability. Test runs are performed on the Vienna Scientific Cluster 3 (VSC3) both on CPU nodes and Tesla GPU devices.
Method description
The method of this paper is in the class of Ewald type methods [3, 11, 12] . Those approaches split the singular convolution kernel U into a smooth long-range part U s and a singular shortrange correction U c . The smooth part of the convolution can then be treated with help of the convolution theorem, i.e., U * ρ = F −1 (F(U s ) · F(ρ)). This is usually done on an equispaced Cartesian grid with the help of the quasi linearly scaling fast Fourier transform. Here, the smoothness usually leads to fast converging Fourier series, which make the discrete approximation accurate even on coarser grids. However, the correction U c still contains a singularity but is also localized, hence, can be treated with a direct summation approach. Wile a direct evaluation of the convolution (1) would scale with O(N 2 ) on a Cartesian grid with a total number of N grid points, the original Ewald method [11] and parameter tuned variations of it scale with O(N 3/2 ) operations. The method described here scales with O(N log N ) operations. This is achieved by FFT for both parts, the smooth convolution and the correction. The smooth kernel consists of a product of one-dimensional exponential functions (Gaussian-sum), which allows the usage of highly accurate one-dimensional adaptive quadrature for computation of the interaction kernel in Fourier space. Taylor expansion of the density in the near-zone allows to treat the correction by analytical integration, where involved derivatives are computed by FFT as well. The method is efficient and mathematically proven to yield full control over the maximum computation error [1] . We now give a brief description of the method, where we also emphasize novel aspects relevant to the implementation. A detailed mathematical description of the method including error analysis was recently published by the author [1] . We adapt it here for the case of general rectangular computational domains. The computational box coincides with the domain of target points x, where the potential u is computed. The smooth density ρ is assumed to vanish (up to double precision) outside the computational box, so it is expected to be fast decaying. Our method makes use of a finite Fourier series approximation of the density, which is assumed to be fast converging due to the smoothness and compact support of ρ. The analysis in [1] assumes the computational domain to be the unit square box B 1 := [−1, 1] 3 . To generalize the method's framework for the user's convenience, assume the density ρ to be compactly supported in the general rectangular box
We will first derive a 'standardized form' of the problem, which allows us to treat the key-approximations of the method independently of the concrete choice of the computational box. Let c be the center of B such that B := B − c is a rectangular box centered at the origin. As a consequence of the compact support of the density, the convolution integral (2) is actually over the domain B. Hence, we can write
Now we define λ := max q=1,2,3 { bq−aq
Changing variables and extending the domain of integration to 2 · B 1,λ ⊇ B 1,λ − x , x ∈ B 1,λ leads to
where ρ λ;c (x) := ρ(λx + c) with support in B 1,λ . The key idea of the method is to approximate the singular kernel U (x) = 1 4π
1 |x| with a Gaussian-sum in a region contained in the integration domain 2 · B 1,λ but excluding a δ-ball around the origin (where U is singular). The latter step is compensated by a near zone correction. More precisely, for δ ∈ (0, min q=1,2,3 { bq−aq 2λ }) and x = λx + c ∈ B we get
where
] is a Gaussiansum (GS) approximation realized by sinc-quadrature [1, 13, 14] . The integrand in I 1 (x) is smooth and its convolution kernel is separable (product of 1d functions). Hence, it can be treated efficiently by an Fourier based approach. More precisely, it is computed by the inverse Fourier transform of the product of the Fourier transform of the density with the G-tensor
The G-tensor can be computed accurately by onedimensional adaptive Gauss-Kronrod quadrature in a setup phase. The two Fourier transforms in the (run-time) computation of I 1 are efficiently implemented via the FFT with zero-padding, which increases the effort by a factor of eight. The correction integral I δ is calculated by inserting the third order Taylor polynomial of the shifted density ρ λ;c;x (y) := ρ λ;c (x −y) around 0, followed by analytical integration in spherical coordinates. The contributions of odd derivatives in the Taylor expansion and the off-diagonal elements of the Hessian cancel out. The remaining derivatives are computed from the finite Fourier series of the density, which makes it a scalar multiplication. This step is realized by using forward and backward FFT.
Computational aspects and approximation errors
For the concrete computation the computational box is discretized equidistantly with N := n 1 n 2 n 3 Cartesian grid points, i.e., the q-th principal direction is discretized equidistantly with n q points. The solver's setup phase consists mainly of the precomputation of the G-tensor. Besides the error coming from the finite Fourier series approximation of the density, the (maximum-) error of the convolution method is (i) in the computation of I 1 due to the Gaussian-sum approximation in [δ, 2] and (ii) in the computation of the correction I δ due to the Taylor expansion of the density. For fixed δ the error (i) is controlled by a parameter > 0 in the order of around machine precision, while the error (ii) amounts to δ 6 . The overall maximum-error of the involved approximations is therefore in the order of max{ , δ 6 }. In practice, δ will be around 0.005 − 0.001, hence, yielding an overall maximum-error of the involved approximations of around . Thus, the overall computation error can be expected to be determined by the convergence of the finite Fourier series of the density (spectral accuracy). It is also known from the error analysis in [1] that the approximations of the method without the correction I δ yield a maximum-error in the order of max{δ 2 , } ∼ 10 −6 . If the error coming from the finite Fourier series lies above this threshold, the correct I δ will lead to no improvement. For coarse grids the error from the Fourier series can be expected to exceed the threshold, such that δ does not have to be chosen too small. This reflects in the computation time of the setup phase, since a larger choice of δ leads to a smaller number S of terms in the precomputation of the G-tensor. The heuristic choice of δ := min bq−aq 50nq ∈ (0, min q=1,2,3 { bq−aq 2λ }) for λ ≤ 25 min q n q depends on the discretization size according to the just mentioned considerations. However, we take δ ≥ 10 −3 as a minimum threshold, since the I δ -correction yields accuracy in the order of δ 6 .
Usage of the solver
Usage of the solver is simple, see Listing 1. The user defines the computational box B and its discretization by uniformly discretized edges. Next the GPU flag is set and the setup of the solver is accomplished. In Listing 1 a Gaussian test density with compact support in B is chosen which is sampled on the discretized computational box. The actual computation is performed by the solver's solve method. Afterwards the solver could be reused without renewed setup, e.g. in large simulations where the potential has to be computed several times on the same geometry. In Listing 1 the error computation is demonstrated as well, which is only possible for the analytically given test density. 
Numerical validation
We test our solver for different choices of the density and give maximum relative errors E according to
where T h is the rectangular computational domain discretized uniformly in each direction with mesh sizes h = (h x , h y , h z ) T . Errors and computation times are compared for the CPU and the GPU case. In the following we denote our solver with GSPoisson3d solver. The computations were submitted jobs on the Vienna Scientific Cluster 3 (VSC3) which consists of nodes with Intel Xeon E5-2650v2 2.6GHz processors and Tesla K20m GPU devices. To accurately give the timings we measure the average times of 100 computations.
Gaussian source
First we test with the Gaussian density
where c ∈ R 3 is the center of the computational box. The exact solution is known to be
We vary the shape parameter σ in our tests and compare errors and computation times on CPU and GPU, see Tab. 1 for the computational domain B = [−2, 2] 3 . This examples show that the GSPoisson3d solver converges up to exponentially fast. 
Superposition of Gaussian sources
We test with the Gaussian density where c, d ∈ R 3 is the center of the computational box and a shift, respectively. The exact solution is
We compare errors and computation times on CPU and GPU and give the results in Tab. 3. 
Bump function
Next we consider the following bump function as density (d, R > 0)
where the exact solution is given as
Tab . 
Anisotropic Gaussian
We test for the anisotropic density (c = (c x , c y , c z ) T , σ x , σ y , σ z > 0) 
Oscillating density
We now test for the oscillating density (σ, ω > 0) 
which is produced by Eqn. 1 and the prescribed exact solution u * (x) = e −|x−c| 2 /σ 2 cos(ω |x − c| 2 ).
Tab. 7 shows the results for σ = 0.30 and ω = 20 on B = [−2, 2] 3 . As expected, the GSPoisson3d solver converges spectrally accurate for the oscillating density.
Conclusions
A solver for the solution of the free-space Poisson problem in three dimensions was presented and implemented in MATLAB for CPU and GPU usage. The method is spectral accurate and quasi linearly scaling. The computational domain can be a general rectangular box, where numerical experiments indicate acceptable error levels for moderately flat or prolongated domains and anisotropic densities. The main computational tasks of the algorithm come from (zero-padded) FFTs. However, these operations are shown to be ideal for GPU acceleration, leading to a speedup factor compared to CPU of about 10 for the Tesla GPU on the Vienna Scientific Cluster 3 (VSC3). The proposed approach and provided MATLAB implementation 1 is shown to be practically useful in terms of accuracy and efficiency. However, the code could also be understood as an easily readable prototype for translation to different programming languages.
