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Abstract
The dominant cost in solving least-square problems using Newton’s method is of-
ten that of factorizing the Hessian matrix over multiple values of the regularization
parameter (λ). We propose an efficient way to interpolate the Cholesky factors of
the Hessian matrix computed over a small set of λ values. This approximation en-
ables us to optimally minimize the hold-out error while incurring only a fraction
of the cost compared to exact cross-validation. We provide a formal error bound
for our approximation scheme and present solutions to a set of key implementa-
tion challenges that allow our approach to maximally exploit the compute power
of modern architectures. We present a thorough empirical analysis over multiple
datasets to show the effectiveness of our approach.
1 Introduction
Least-squares regression has continued to maintain its significance as a worthy opponent to more
advanced learning algorithms. This is mainly because:
a− Its closed form solution can be found efficiently by maximally exploiting modern hardware using
high performance BLAS-3 software [9].
b− Advances in kernel methods [28] [21] [17] can efficiently construct non-linear spaces, where the
closed form solution of linear regression can be readily used.
c− Availability of error correcting codes [5] allow robust simultaneous learning of multiple classi-
fiers in a single pass over the data.
However, an important bottleneck in solving large least-squares problems is the cost of k-fold cross
validation [1]. To put this cost in perspective, we show in Figure 1 the costs of performing the main
steps in solving least-squares using Newton’s method.
Specifically, for d-dimensional data each fold requires finding optimal value of regularization pa-
rameter λ searched over q values. This requires solving a linear system with d variables, represented
by the d × d Hessian matrix, q times for each of the k folds. As solving this system using the
Cholesky factorization of the Hessian costs O(d3) operations, the total cost of k-folds adds up to
O(kqd3) operations. Other considerable costs include computing the Hessian requiringO(nd2) op-
erations. Comparing these costs, we see that when n < kqd, cross validation is the dominant cost.
Figure 2 presents an empirical sense of cross-validation and Hessian costs as a function of n and d.
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Figure 1: Computational steps for least squares regression.
Our goal is to reduce the computational cost of cross-validation without increasing the hold-out er-
ror. To this end, we propose to densely interpolate Cholesky factors of the Hessian matrix using a
sparse set of λ values. Our key insight is that Cholesky factors for different λ values lie on smooth
curves, and can hence be approximated using polynomial functions (see Figure 3 for illustration).
We provide empirical evidence supporting this intuition and provide an error bound for this approx-
imation.
We formalize a least-squares framework to simultaneously learn the multiple polynomial functions
required to densely interpolate the Hessian factors. An important challenge to solve this problem
efficiently is a matrix-vector conversion strategy with minimal unaligned memory access (see § 5
for details). To address this challenge, we propose a general-purpose strategy to efficiently convert
blocks of Choelsky factors to their corresponding vectors. This enables our learning framework to
use BLAS-3 [9] level computations, therefore maximally exploiting the compute power of modern
hardware. Our results demonstrate that the proposed approximate regularization approach offers
a significant computational speed-up while providing hold-out error that is comparable to exact
regularization.
2 Related Work
Solving linear systems has been well-explored in terms of their type [9] [27] and scale [18] [32].
Our focus is on the least-squares problem as the computational basis of linear regression. Popular
methods to solve least-squares include QR [9], Cholesky [15], and Singular Value Decomposition
(SVD) [8]. For large dense problems, Cholesky factorization has emerged as the method of choice
which is used to solve the normal equation, i.e., the linear system represented by the Hessian matrix
of least-squares problem. This is because of its storage (×2) and efficiency (×2 and×39) advantages
over QR and SVD respectively [9]).
For real-world problems, it is common for system parameters to undergo change over time. Previous
works in this context have mostly focused on low-rank updates in system parameters including
direct matrix inverse [12], LU decomposition [16], Choleksy factorization [19], and Singular Value
Decomposition [3] [11]. Our problem is however different in two important ways: (i) we focus on
linear systems undergoing full rank updates, and (ii) our updates are limited to the diagonal of the
Hessian. Both of these attributes are applicable to the regularization of least-squares problems, as
we shall see in § 3.
A standard way to solve regularized least-squares is to find the SVD of the input matrix once for each
training fold, and then reuse the singular vectors for different λ values. For large problems however,
finding the SVD of a design matrix even once can be prohibitively expensive. In such situations,
truncated [14] or randomized approximate [13] SVD can be used. However their effectiveness for
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Figure 2: Percent times taken by the three main steps in least-squares pipeline for MNIST [22] data projected
using polynomial kernel [17] to different sized feature spaces. In Figures a, b, and c, the x-axis represents the
number of training points, while the y-axis represents the size of the feature space.
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Figure 3: Given a Hessian matrix H, we compute the Cholesky factors Ls of H + λsI for a small set {λs}.
For each (p, q)-th entry in these Cholesky factors (1 ≤ p, q ≤ d), we fit a polynomial function fp,q(λ). These
functions are used to estimate entries of L for a larger set of λ values.
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Figure 4: Plots for subset of entries in L (y-axes) for different λ values (x-axes) on MNIST data. The red
curves use exact Cholesky over 50 λ values, while the blue curves show the interpolated values of L evaluated
from 2nd order polynomials learned using 6 values of λ.
optimizing hold-out error for least squares problems is still unexplored. There has also been work
to reduce the number of regularization folds [4] by minimizing the regularizing path [6]. Our work
can be used in conjunction with these approaches to further improve the overall performance.
3 piCholesky Framework
3.1 Preliminaries
Let X be the n × (d + 1) design matrix with each row as one of the n training examples in a
d-dimensional space. Let y be the n dimensional vector for training labels. Then the Tychonov
regularized [31] least-squares cost function J(θ) is given as:
J(θ) =
1
2
(y −Xθ)>(y −Xθ) + λ
2
θ>θ (1)
Setting the derivative of J(θ) with respect to θ equal to zero results in the following solution of θ:
θ = (H + λI)−1g (2)
where I is the (d+ 1)× (d+ 1) identity matrix, the Hessian matrix H equals X>X and the gradient
vector g is X>y. Equation 2 is solved for different values of λ in a k-fold cross-validation setting,
and the λ with minimum hold-out error in expectation is picked.
3.2 Least Squares using Cholesky Factors
Rewriting Equation 2 as Aθ = g, where A = H + λI, we can find Cholesky factors of A as
A = LLT, where L is a lower-triangular matrix. Equation 2 can now be written as LLTθ = g.
Using LTθ as w, this can be solved by a forward-substitution to solve the triangular system Lw = g
for w followed by a back-substitution to solve the triangular system LTθ = w for θ.
3.3 Cholesky Factors Interpolation
To minimize the computational cost for cross-validation, we propose to compute Cholesky factors
LLT of A over a small set of λ values, followed by interpolating the corresponding entries in L for
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Algorithm 1 – piCHOLESKY
Input: Degree r, {λs} for s = {1, 2, · · g}, g > r
Output: A (r + 1) × D coefficient matrix Θ, where D = (d + 1)(d + 2)/2 and d is the data
dimensionality
1: Find Ls = chol(H + λsI) for s = {1, 2, · · ·g}
2: Convert each Ls into a row vector to construct the g × D target matrix T
3: Find the g × g Vandermonde matrix W
4: Extract the leftmost (r + 1) colums of W to form the g × (r + 1) observation matrix V
5: Find Gλ = VTT and Hλ = VTV
6: Find Θ = H−1λ Gλ
a more densely sampled set of λ values. Note that corresponding entries of L for different values
of λ lie on smooth curves that can be accurately approximated using multiple polynomial functions.
Figure 4 illustrates this point empirically, where the red curves show multiple corresponding entries
in L computed over different λ values using exact Cholesky for MNIST data.
Recall that for d-dimensional data, there are D = (d+ 1)(d+ 2)/2 number of entries in the lower-
triangular part of L. Therefore, to interpolate a Cholesky factor based on those computed for differ-
ent values of λ, we need to learn D polynomial functions, each for an entry in the lower-triangular
part of L.
This challenge can be posed as a least-squares problem. Recall that each polynomial function to be
learned is of order r. We therefore need g > r exact Cholesky factors, each of which is computed
using one of the g values of λ. We evaluate a polynomial basis of the space of r-th order polynomials
at the sparsely sampled g values of λ (e.g., 1, λ, and λ2 for second-order polynomials); this way, we
form our g × (r+ 1) observation matrix V. Our targets are the g rows of D values, where each row
corresponds to the exact Cholesky matrix computed for one of the g values of λ. This forms our
g × D target matrix T.
In Algorithm 1, we use monomials as the polynomial basis to interpolate the rth-order polynomials.
While we can employ other polynomial bases that are numerically more stable (such as Chebyshev
polynomials), we found in our experiments that the observation matrix V is well-conditioned and
therefore using monomials does not harm our numerical stability.
We can now define our cost function Jλ(Θ) as:
Jλ(Θ) =
1
2
(T−VΘ)>(T−VΘ) (3)
where Θ is the (r+ 1)×D polynomial coefficient matrix. Each column of Θ represents the (r+ 1)
coefficients of the D polynomial functions. Following procedure similar to § 3.1, the expression of
Θ can be written as
Θ = H−1λ Gλ (4)
Here Hλ = VTV, and Gλ = VTT.
Given a new regularization parameter value λt, the value for Lt can be computed by evaluating the
D polynomial functions at λt. This procedure is listed in Algorithm 1. The interpolation results
using Algorithm 1 for the Cholesky factors computed on the MNIST data [22] are shown with blue
curves in Figure 4. Here we set g = 5 and r = 2. As can be seen from the figure, the blue plots
(interpolated) trace the red plots (exact) closely.
Computational Complexity: The dominant step of Algorithm 1 is evaluating Ls for s =
1, 2, · · · , g, which requires O(gd3) operations. The only other noteworthy steps of Algorithm 1
are finding Gλ and Θ each of which takes O(grd2) operations. Since d >> r, the overall asymp-
totic cost of Algorithm 1 is O(gd3). Furthermore, it only takes O(rd2) operations to evaluate the
interpolated Cholesky factor Lt for each λt value.
4 Theoretical Analysis
There are two challenges in developing a reasonable bound on the error of the piCholesky algorithm.
The first is determining the extent to which the Cholesky factorization can be approximated entry-
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wise as a polynomial: if one explicitly forms the symbolic Cholesky factorization of even a 3 × 3
matrix, it is not clear at all that the entries of the resulting Cholesky factor can be approximated
well by any polynomial. The second is determining the extent to which the particular polynomial
recovered by the piCholesky procedure of solving a least squares system (Algorithm 1) is a good
polynomial approximation to the Cholesky factorization.
The classical tool for addressing the first challenge is the Bramble-Hilbert lemma [2][Lemma 4.3.8],
which guarantees the existence of a polynomial approximation to a smooth function on a compact
domain, with Sobolev norm approximation error bounded by the Sobolev norm of the derivatives
of the function itself. Our proof of the existence of a polynomial approximation to the Cholesky
factorization is very much in the spirit of the Bramble-Hilbert lemma, but provides sharper results
than the direct application of the lemma itself (essentially because we do not care about the error in
approximating the derivatives of the Cholesky factorization). We surmount the second obstacle by
noting that, if instead of sampling the Cholesky factorization itself when following the piCholesky
procedure, we sample from a polynomial approximation to the Cholesky factorization, then the error
in the resulting polynomials can be bounded using results on the stability of the solution to perturbed
linear systems.
In our arguments, we find it convenient to use the Fre´chet derivative: given a mapping f : X → Y
between two normed linear linear spaces we define Df , the derivative of f , to be the function that
maps u ∈ X to Duf : X → Y , the unique linear map (assuming it exists) that is tangent to f at u
in the sense that
lim
‖δ‖X→0
‖f(u + δ)− f(u)−Duf(δ)‖Y
‖δ‖X = 0,
The Fre´chet derivative generalizes the conventional derivative, so it follows a chain rule, can be used
to form Taylor Series expansions, and shares the other properties of the conventional derivative [24].
We inductively define the rth derivative of f, Drf , as the function that maps u ∈ X to the unique
linear map tangent to Dr−1u f at u in the sense that
lim
‖δ1‖X→0
‖Dr−1u+δ1f(δ2)−Dr−1u f(δ2)−Druf(δ1, δ2)‖Y
‖δ1‖X = 0.
For a comprehensive introduction to Fre´chet derivatives and their properties, we refer the reader
to [24].
4.1 Performance Guarantee for piCholesky
Let pTS(λ;λc) denote the second-order polynomial obtained from the Taylor Series expansion of
C(A + λI) around λ = λc and let ppi(λ) denote the approximation to C(A + λI) obtained using
the piCholesky procedure. Our argument consists in bounding the errors in approximating C with
pTS (Theorem 4.4) and in approximating pTS with ppi (Theorem 4.6). The root mean-squared error
in approximating C(A + λI) with the piCholesky procedure is then controlled using the triangle
inequality (Theorem 4.7): if γ = |λ− λc| and w = maxi |λi − λc| is the maximum distance of any
of the sample points used in Algorithm 1 from λc, then
1√
D
‖C(A + λI)− ppi(λ)‖F ≤
[
γ3 +
√
gw3(1 + γ2)(λc + 1)‖V†‖2
]R[λc−γ,λc+γ]√
D
(5)
Here, g is the number of sample points (values of λ) used in the piCholesky procedure, D = (d +
1)(d + 2)/2 is the number of elements in C(A + λI), and R[a,b] is defined in Theorem 4.4. The
quantity R[a,b] measures the magnitude of the third-derivative of C(A + λI) over the interval λ ∈
[a, b]; when it is small, the implicit assumption made by the piCholesky procedure that C is well-
approximated by some quadratic polynomial is reasonable. Unfortunately the task of relating R[a,b]
to more standard quantities such as the eigenvalues of A is beyond the reach of our analysis.
The matrix V (defined in Algorithm 1) is a submatrix of the Vandermonde matrix formed by the
sample points, so the quantity ‖V†‖2 measures the conditioning of the sample points used to fit the
piCholesky polynomial approximant: it is small when the g rows of V are linearly independent.
This is exactly the setting in which we expect the least-squares fit in Algorithm 1 to be most stable.
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The cubic dependence on γ = |λ−λc| in our bound reflects our intuition that since the Cholesky fac-
torization is nonlinear, we do not expect the quadratic approximation formed using the piCholesky
procedure to perform well far away from the interpolation points used to form the approximation.
The cubic dependence on w = maxi |λi − λc| also captures our intuition that we can only expect
piCholesky to give a good approximation when the interpolation points used to fit the interpolant
cover a small interval containing the optimal regularization parameter.
To algorithmically address the fact that this optimal λc is unknown, we introduce a Multi-level
Cholesky procedure in Section 6.2 that applies a binary-search-like procedure to narrow the search
range before applying piCholesky.
4.2 Proof of the performance guarantee for piCholesky
Our first step in developing the Taylor series of C(A) is establishing that C is indeed Fre´chet differ-
entiable, and finding an expression for the derivative.
Theorem 4.1. Assume A is a positive-definite matrix and C(A) = L. ThenDLS(Γ) = ΓLT +LΓT
for any lower-triangular matrix Γ and DLS is full-rank. Furthermore, if ∆ is a symmetric matrix,
then
DAC(∆) = (DLS)−1 (∆).
To key to establishing this result is the observation that C is the inverse of the mapping S : L 7→ LLT
that maps the set of lower-triangular matrices into the set of symmetric matrices. Differentiability of
C is then a consequence of the following corollary of the Inverse Function Theorem (Theorem 2.5.2
of [24]).
Theorem 4.2. Let f : X → Y be continuously differentiable. If Df(u) is invertible, then
D(f−1)f(u) = (Dfu)
−1
.
Proof of Theorem 4.1. By Theorem 4.2 and the fact that C = S−1, it suffices to establish that S is
continuously differentiable with DSL(Γ) = ΓLT + LΓT and that DSL is invertible.
Recall that (assuming it exists), DSL is the unique linear map tangent to S at L and observe that
S(L + Γ) = LLT + ΓLT + LΓ + ΓΓT
= S(L) + ΓLT + LΓ + O(‖Γ‖2).
It follows that DSL exists and is as stated. Clearly DSL is also continuous as a function of L, so S
is continuously differentiable.
To show that DSL is invertible, assume that Γ is such that DSL(Γ) = ΓLT +LΓT = 0. Because A
is positive-definite, L is invertible, and we can conclude that L−1Γ = −ΓT (L−1)T . The left hand
side is a lower triangular matrix since L−1 and Γ are lower-triangular; for similar reasons, the the
right hand side is upper-triangular. It follows that L−1Γ is a diagonal matrix, and hence Γ = LD
for some diagonal matrix D. Together with the assumption that ΓLT + LΓT = 0, this implies that
2LDLT = ΓLT + LΓT = 0, and consequently D = 0. Thus Γ = 0, so we have established that
the nullspace of DSL is 0. It follows that DSL is invertible.
The claims of Theorem 4.1 now follow.
The higher-order derivatives of C are cumbersome, so instead of dealing directly with C, which
maps matrices to matrices, we compute the higher-order derivatives of the equivalent function C =
vec ◦ C ◦ vec−1 that maps vectors to vectors. The following theorem gives the first three derivatives
of C.
Theorem 4.3. LetX,Y ⊂ Rd2 be the image under vec (·) of, respectively, the set of positive-definite
matrices of order d and the space of lower-triangular matrices of order d. Define C : X → Y by
C = vec ◦ C ◦ vec−1.
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When A is positive-definite, the first three derivatives of C at vA are given by
DvAC(δ1) = M
−1δ1,
D2vAC(δ1, δ2) = −M−1 · Jvec−1(M−1δ1)K ·M−1δ2,
D3vAC(δ1, δ2, δ3) = M
−1 ·
(Jvec−1(M−1δ1)K ·M−1 · Jvec−1(M−1δ2)K
+ Jvec−1(M−1 · Jvec−1(M−1δ1)K ·M−1δ2)K
+ Jvec−1(M−1δ2)K ·M−1 · Jvec−1(M−1δ1))K) ·M−1δ3,
where M = JC(A)K.
Proof. First we convert the expression forDAC given in Theorem 4.1 into an expression forDvAC.
To do so, we note that vec (·) and vec (·)−1 are linear functions, so are their own derivatives. It
follows from the Chain Rule (Theorem 2.4.3 of [24]) that
DC = vec ◦DC ◦ vec−1,
so
DvAC(v∆) = vec (DAC(∆)) .
By Theorem 4.1, DAC(∆) = Γ, where Γ is the solution to the equation
∆ = ΓC(A)T + C(A)ΓT .
We can convert this to an equation for vΓ using the fact (Section 10.2.2 of [26]) that
vec (ABC) = (CT ⊗A)vec (B)
for arbitrary matrices A,B, and C. Specifically, we find that vΓ satisfies
v∆ = (C(A)⊗ I)vΓ + (I⊗ C(A))vΓT .
Recall that ∆ is symmetric, so vΓT = vΓ and we have that
vΓ = JC(A)K−1v∆ .
It follows that
DvAC(v∆) = vec (DAC(∆)) = vec (Γ) = vΓ = JC(A)K−1v∆ = M−1v∆
as claimed.
To compute the second derivative of C, we use the identity (Section 2.2 of [26])
DxA(x)
−1 = −A(x)−1 ·DxA(x) ·A(x)−1 (6)
that holds for any differentiable matrix-valued function of x. Using this identity with x = vA and
A = M, we see that
D2vAC(δ1, δ2) = DvA(DvAC(δ2))(δ1) = DvA(M
−1δ2)(δ1) = DvA(M
−1)(δ1) · δ2
= −M−1 ·DvAM(δ1) ·M−1 · δ2.
Using the Chain Rule and the linearity of Jvec−1(·)K, we see that
DvAM(δ1) = DvAJC(A)K(δ1) = DvAJvec−1(C(vA))K(δ1)
=
q
vec−1 (DvAC(vA)(δ1))
y
= Jvec−1(M−1δ1)K. (7)
Thus, as claimed,
D2vAC(δ1, δ2) = −M−1 · Jvec−1(M−1δ1)K ·M−1δ2.
To compute the third derivative of C, we note that the Product Rule (Theorem 2.4.4 of [24]) implies
Dx[A1(x)·A2(x)·A1(x)] = DxA1(x)·A2(x)·A1(x)+A1(x)·DxA2(x)·A1(x)+A1(x)·A2(x)·DxA1(x)
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for any matrix-valued differentiable functions M1 and M2. We apply this result with x = vA,
A1 = M
−1, and A2 = Jvec−1(M−1δ2)K to see that
D3vAC(δ1, δ2, δ3) = DvA(D
2
vAC(δ2, δ3))(δ1) = −DvAM−1(δ1) · Jvec−1(M−1δ2)K ·M−1δ3
−M−1 ·DvAJvec−1(M−1δ2)K(δ1) ·M−1δ3
−M−1 · Jvec−1(M−1δ2)K ·DvAM−1(δ1) · δ3.
(8)
From (6) and (7), we calculate
DvAM
−1(δ1) = −M−1 ·DvAM(δ1) ·M−1 = −M−1 · Jvec−1(M−1δ1)K ·M−1,
and to calculate DvAJvec−1(M−1δ2)K(δ1), we use the fact that Jvec−1(·)K is linear:
DvAJvec−1(M−1δ2)K(δ1) = Jvec−1((DvAM−1)(δ1) · δ2)K
= Jvec−1(−M−1 · Jvec−1(M−1δ1)K ·M−1 · δ2)K.
The claimed expression for D3vAC follows from using these latter two computations to expand (8).
Now that we have the first three derivatives of C, we can develop the second-order Taylor Series
expansion of C(A) and bound the error of the approximation.
Theorem 4.4. Assume A is an positive-definite matrix of order d+ 1 and let vI = vec (I) , Ms =JC(A+sI)K, and Es = Jvec−1(M−1s vI)K. The second-order Taylor Series approximation to C(A+
λI) at λ = λc is
pTS(λ;λc) = C(A + λcI) + vec−1
(
(λ− λc)M−1c vI −
(λ− λc)2
2
M−1c EcM
−1
c vI
)
.
Let D = (d+ 1)(d+ 2)/2; then for any λ, λc > 0,
1√
D
‖C(A + λI)− pTS(λ;λc)‖F ≤ 2|λ− λc|
3
3
√
D
R[λc,λ]
where
R[a,b] := max
s∈[min(a,b),max(a,b)]
(‖M−1s Es‖22‖M−1s vI‖2 + ‖M−1s ‖2‖M−1s Es‖2‖M−1s vI‖22) .
To establish this result, we use the following version of Taylor’s Theorem (Theorem 2.4.15 of [24]),
stated for the case where the first three derivatives of f exist and are continuous.
Theorem 4.5. Let f : X → Y be a three-times continously differentiable mapping. For all u,h ∈
X,
f(u + h) = f(u) +D1u(h) +
1
2
D2u(h,h) + R(u,h)(h,h,h),
where
R(u,h) =
1
2
∫ 1
0
(1− t)2 (D3u+th −D3u) dt.
Proof of Theorem 4.4. Let Ms = JC(A + sI)K and Es = Jvec−1(M−1s vI)K. For convenience,
define M = Mc and E = Ec. By Theorem 4.3, if we take h = (λ− λc)vI, then
DvAC(h) = (λ− λc)M−1vI,
D2vAC(h,h) = −(λ− λc)2M−1EM−1vI
D3vAC(h,h,h) = (λ− λc)3M−1
(
2EM−1E + Jvec−1(M−1EM−1vI)K)M−1vI,
so the application of Taylor’s Theorem to C at vA + λcvI gives the expansion
C(vA + λvI) = C(vA + λcvI) + (λ− λc)M−1vI − (λ− λc)
2
2
M−1EM−1vI
+ (λ− λc)3R(vA + λcvI, (λ− λc)vI)(vI,vI,vI).
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Since vec (·) is an isometry, i.e., ‖vec (X) ‖2 = ‖X‖F for any matrix X, we conclude that the
Taylor expansion of the Cholesky factorization map around A + λcI is given by
C(A + λI) = C(A + λcI) + vec−1
(
(λ− λc)M−1vI − (λ− λc)
2
2
M−1EM−1vI
)
+ (λ− λc)3vec−1(R(vA + λc, (λ− λc)vI)(vI,vI,vI)). (9)
The remainder term can be bounded as follows:
‖R(vA + λc, (λ− λc)vI)(vI,vI,vI)‖2 =
∥∥∥∥∫ 1
0
(1− t)2
2
(D3vA+[(1−t)λc+tλ]vIC −D3vA+λcvIC)(vI,vI,vI) dt
∥∥∥∥
2
≤ 1
6
max
t∈[0,1]
∥∥(D3vA+[(1−t)λc+tλ]vIC −D3vA+λcvIC)(vI,vI,vI)∥∥2
≤ 1
3
max
s∈[λc,λ]
‖D3vA+svIC(vI,vI,vI)‖2
≤ 1
3
max
s∈[λc,λ]
(
2‖M−1s EsM−1s EsM−1s vI‖2
+‖M−1s Jvec−1(M−1s EsM−1s vI)KM−1s vI‖2)
≤ 1
3
max
s∈[λc,λ]
(
2‖M−1s Es‖22‖M−1s vI‖2
+‖M−1s ‖2‖Jvec−1(M−1s EsM−1s vI)K‖2‖M−1s vI‖2) .
To further simplify this estimate, note that for any matrix X,
‖Jvec−1(vX)K‖2 = ‖JXK‖2 = ‖I⊗X + X⊗ I‖2
≤ ‖I⊗X‖2 + ‖X⊗ I‖2
≤ 2‖I‖2‖X‖2 ≤ 2‖X‖F
= 2‖vX‖2.
In particular,
‖Jvec−1(M−1s EsM−1s vI)K‖2 ≤ 2‖M−1s EsM−1s vI‖2 ≤ 2‖Ms−1Es‖2‖M−1s vI‖2.
It follows that
‖R(vA + λc, (λ− λc)vI)(vI,vI,vI)‖2 ≤ 2
3
max
s∈[λc,λ]
(‖M−1s Es‖22‖M−1s vI‖2
+‖M−1s ‖2‖M−1s Es‖2‖M−1s vI‖22
)
,
where for convenience we use [a, b] to denote [min(a, b),max(a, b)].As a consequence of this bound
and (9), we conclude that
1√
D
‖C(A + λI)− pTS(λ;λc)‖F
≤ 2|λ− λc|
3
3
√
D
max
s∈[λc,λ]
(‖M−1s Es‖22‖M−1s vI‖2 + ‖M−1s ‖2‖M−1s Es‖2‖M−1s vI‖22) .
Our next result quantifies the distance between pTS and ppi , the polynomial approximation fit using
the piCholesky interpolation procedure. The result is based on the observation that pTS can be
recovered using the same algorithm that returns the piCholesky polynomial ppi, if samples from
pTS are used for the interpolation instead of samples from C(A +λI). Thus the error ‖pTS−ppi‖F
can be interpreted as being caused by sampling error, and bounded using results on the stability of
least squares systems.
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Theorem 4.6. Let A and pTS be as in Theorem 4.4 and let ppi be the matrix whose entries are the
second-order polynomial approximations to the entries of C(A +λI) with coefficients defined using
Algorithm 1. Assume that the g sampled regularization points λi used in Algorithm 1 all lie within
distance w of λc. With V and D as in Algorithm 1 and R[a,b] defined as in Theorem 4.4,
1√
D
‖pTS(λ;λc)− ppi(λ)‖F ≤
√
g
D
w3[1 + (λ− λc)2](λc + 1)‖V†‖2R[λc−w,λc+w].
for any λ > 0.
Proof. Let Tpi and Vpi denote the matrices T and V in Algorithm 1, and Θpi denote the matrix of
coefficients fit by the piCholesky algorithm, so Θpi = V†piVpi. Let τ pi = [1 λ λ
2]T . By construction,
the piCholesky approximation to the Cholesky factor of A + λI is given by vec (ppi(λ)) = τ TpiΘpi.
Analogously, let TTS denote the g × D matrix constructed by sampling vec (pTS(·;λc)) at the
g values λ1, . . . , λg and let VTS denote the g × 3 matrix with rows consisting of the vectors
[1 (λi − λc) (λi − λc)2] for i = 1, . . . , g. Observe that since the entries of pTS(·;λc) are quadratic
polynomials, because g > 3 the relationship TTS = VTSΘTS holds for ΘTS = V
†
TSTTS. Let
τTS = [1 (λ− λc) (λ− λc)2], then vec (pTS(λ;λc)) = τ TTSΘTS.
Simple calculations verify that VTS = VpiM and τTS = MTτ pi, where
M =
[
1 −λc λ2c
0 1 −λc
0 0 1
]
.
Consequently,
1
D
‖pTS(λ;λc)− ppi(λ)‖F = 1
D
∥∥τ TTSΘTS − τ TpiΘpi∥∥2
=
1
D
∥∥τ TpiMV†TSTTS − τ TpiV†piTpi∥∥2
We expand V†TS by noting that Vpi has full column rank (because the g values of λi are unique,
g > 3, and Vpi consists of the first 3 columns of a g × g Vandermonde matrix) and M has full row
rank (in fact, it is invertible). It follows that V†TS =
(
VpiM)
† = M−1V†pi. Accordingly, we find
that
1
D
‖pTS(λ;λc)− ppi(λ)‖F = 1
D
∥∥τ TpiV†piTTS − τ TpiV†piTpi∥∥2
≤ 1
D
‖τ pi‖2‖V†pi‖2‖TTS −Tpi‖2
≤ 1
D
‖M−1‖2‖τTS‖2‖V†pi‖2‖TTS −Tpi‖2.
We have
‖τTS‖2 =
√
1 + (λ− λc)2 + (λ− λc)4 ≤ 1 + (λ− λc)2.
To estimate ‖M−1‖2, observe first that
M−1 =
[
1 λc 0
0 1 λc
0 0 1
]
;
the simple bound ‖M−1‖2 ≤
√
1 + λ2c + 2λc = λc + 1 follows by considering the action of M
−1
on unit length vectors. The matrices TTS and Tpi have dimension g × D, with rows comprising
vectorized samples from pTS(λ;λc) and C(A − λI) respectively. Theorem 4.4 bounds the root
mean squared error between the rows of the two sample matrices corresponding to the same value
of λ, giving
1
D
‖TTS −Tpi‖2 ≤
√
g
D
max
i
‖pTS(λi;λc)− C(A + λiI)‖F ≤
2
√
g
3D
max
i
|λi − λc|3Rλi ,
where Rλi is as defined in Theorem 4.4.
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Dimensions Row-wise Full-matrix RecursiveVec Fit Interp Total Vec Fit Interp Total Vec Fit Interp Total
1024 1.48 0.33 1.25 3.06 0.15 0.72 2.47 3.34 0.79 0.33 1.27 2.39
2048 5.94 1.49 4.86 12.29 0.97 3.03 15.79 19.79 2.21 1.49 4.95 8.65
4096 29.85 5.79 27.46 63.1 3.76 11.46 59.9 75.13 6.66 5.85 27.64 40.15
8192 129.6 23.31 140.8 293.7 18.29 49.49 283.1 350.9 22.31 22.53 107.4 152.3
16384 500.9 98.83 515.76 1116 69.4 209.8 1041.8 1321.1 91.74 99.36 512.8 703.9
Table 1: Comparison of the timing results of piCholesky before and after optimization, using
MNIST data. The measured times (in seconds) include the tranformation between an upper-
triangular Cholesky factor and its vectorized form, as well as fitting and interpolating the polynomial
functions, abbreviated as “vec”, “fit”, and “interp” respectively.
Putting the pieces together, we conclude that
1
D
‖pTS(λ;λc)− ppi(λ)‖F ≤ [1 + (λ− λc)2]
(
2(λc + 1)
√
g
3D
)
‖V†pi‖2 max
i=1,...,g
|λi − λc|3Rλi .
Our guarantee on the performance of the piCholesky procedure now follows from Theorems 4.4
and 4.6 and the triangle inequality.
Theorem 4.7. Assume A is an positive-definite matrix of order d+1, and letD = (d+1)(d+2)/2.
Given λc > γ ≥ w > 0, assume that Algorithm 1 is used with g samples of λ from [λc −w, λc +w]
to approximate C(A + λI). The error of the approximation over the interval [λc − γ, λc + γ] is
uniformly bounded by
1√
D
‖C(A + λI)− ppi(λ)‖F ≤
[
γ3 +
√
gw3(1 + γ2)(λc + 1)‖V†‖2
]R[λc−γ,λc+γ]√
D
Here, V is defined in Algorithm 1 and R[a,b] is defined in Theorem 4.4.
Proof. Applying the triangle inequality and Theorems 4.4 and 4.6, for any λ ∈ [λc − γ, λc + γ],
1√
D
‖C(A + λI)− ppi(λ)‖F ≤ 1√
D
‖C(A + λI)− pTS(λ;λc)‖F + 1√
D
‖pTS(λ;λc)− ppi(λ)‖F
≤ γ
3
√
D
R[λc,λ] +
√
g
D
w3(1 + γ2)(λc + 1)‖V†‖2R[λc−w,λc+w]
≤ [γ3 +√gw3(1 + γ2)(λc + 1)‖V†‖2]R[λc−w,λc+w]√
D
.
5 Vectorizing a Cholesky Factor
We now turn our attention towards solving the efficiency challenges of Algorithm 1. Recall that in
Algorithm 1, the operations G = VTT and Θ = H−1λ Gλ can be done efficiently by employing
BLAS-3 level matrix-matrix computations. However, this would require having the Cholesky factor
L for each λ value as one of the rows of the target matrix T. This matrix-vector conversion can be
a computational bottleneck if done naively. For instance, concatenating the lower-triangular part of
L in a row-wise manner would result in significant number of non-contiguous memory copies. On
the other hand, vectorizing L as a full-matrix would increase the number of interpolations (ln. 5-6
in Algorithm 1) by a factor of 2.
We now present an efficient way to vectorize a Cholesky factor L such that: (i) we achieve aligned
memory copy and, (ii) we have non-redundant computation in the interpolation step of Algorithm 1.
Let h = d + 1 denote the dimension of L. Also, without the loss of generality, let us consider h to
be a power of two. We use a divide-and-conquer strategy to partition the lower-triangular part into a
11
L12
L11
L22
(a) (b)
Figure 5: Proposed recursive strategy to vectorize L. (a) Partitioning of lower-triangular part. (b) Final
partitioning obtained by recursively applying the scheme in (a).
Dimensionality # Samples
MNIST 28× 28 60,000
COIL-100 28× 28 7,200
Caltech-101 320× 200 8,677
Caltech-256 320× 200 29,780
Table 2: Summary of the data-sets used – MNIST [22], COIL-100 [25], Caltech-101 [7], and
Caltech-256 [10].
square matrix and two smaller lower-triangular matrices, i.e.,
L12 = L(
h
2
+ 1 : h, 1 :
h
2
)
L11 = L(1 :
h
2
, 1 :
h
2
)
L22 = L(
h
2
+ 1 : h,
h
2
+ 1 : h)
(10)
This strategy is depicted in Figure 5(a). The vectorization of L is the concatenation of the vector-
izations of L12, L11, and L22. To vectorize the square matrix L12, we can simply use the ordering
in the full-matrix strategy because L12 has no special structure and is already memory-aligned. For
the smaller lower-triangular matrices L11 and L22, we recursively partition its lower-triangular part
using the partitioning scheme in Equation 10 until a threshold dimension h0 is reached. At the deep-
est level of the recursion, we use the row-wise strategy to vectorize the h0 × h0 matrix, which for a
sufficiently small h0 is not expensive. The resulting recursive partitioning of the Cholesky factor L
is depicted in Figure 5(b).
Note that our recursive vectorization strategy can be applied to store any upper/lower-triangular
matrix and is more generally applicable beyond the scope of this paper. Table 1 gives an empirical
sense of the efficiency of our recursive strategy compared to row-wise and full-matrix ones.
6 Experiments
We now present the timing performance and approximation error of our piCholesky framework using
multiple data-sets, and compare it with standard and state-of-the-art methods. Our results show that
our proposed scheme is able to accelerate large-scale linear regression substantially and achieve high
accuracy in selecting the optimal regularization parameter.
6.1 Data Sets
We use four image data sets in our experiments. Some of the important details of these data-sets
are given in Table 2. For MNIST and COIL-100 data-sets, we projected the samples to 1023, 2047,
4095, 8191, and 16383 dimensions using the randomized polynomial kernel [17]. For the Caltech-
101 and 256 data-sets, we projected the samples to 16383 dimensions using the spatial pyramid
framework [20]. All data-sets were converted to 2 class problems with equal numbers of positive and
negative samples. In the following, we denote h = d+ 1 as the projected plus intercept dimensions.
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6.2 Comparative Algorithms
We compare the following algorithms for solving least squares with cross validation:
1. Exact Cholesky (Chol) – Apply Cholesky factorization to the Hessian matrix H for each
candidate λ value as described in §3.2.
2. piCholesky (PIChol) – The proposed approach.
3. Multi-level Cholesky (MChol) – We consider a binary-search-like multi-level approach
that progressively narrows down the search range of the optimal λ. More rigorously, start-
ing with an initial range [10c−s, 10c+s] where c, s ∈ R and s > 0, we perform the following
three steps iteratively:
(a) Evaluate the hold-out errors h(λ) by computing the exact Cholesky factorization at
λ = 10c−s, 10c, 10c+s.
(b) Choose the λ value with the smallest hold-out error in Step (a), i.e., λopt =
arg minλ h(λ).
(c) Update c, s: c← log λopt, s← s/2, and define the updated range [10c−s, 10c+s].
The procedure ends when s ≤ s0 for a given value s0 > 0. We used this approach to find
the initial search ranges for each data-set. These ranges are then used by all the comparative
algorithms (including MChol) to find the optimal λ value.
4. Exact SVD (SVD) – SVD is a standard method for solving ridge regression [23]. Given
an n × (d + 1) design matrix X and its SVD X = UΣVT, the solution of the coefficient
vector θ can be derived from Equation 2:
θ = Vdiag
(
σ1
σ21 + λ
, · · · , σd+1
σ2d+1 + λ
)
UTg (11)
where σ1, · · · , σd+1 are the singular values of X in non-increasing order.
5. Truncated SVD (t-SVD) – Instead of using the full SVD, we compute the k singular
vectors Uˆ and Vˆ that correspond to the k largest singular values of X, so that X is approx-
imated by X ≈ UˆΣˆVˆT, where Uˆ ∈ Rn×k, Σˆ ∈ Rk×k, Vˆ ∈ R(d+1)×k. Then we obtain
the coefficient vector θ accordingly. We used an iterative solver to compute the truncated
SVD which is faster than the algorithm for computing the full SVD.
6. Randomized Approximate SVD (r-SVD) – Random projections have been shown to ap-
proximately solve the truncated SVD problem efficiently. In this work, we use the random-
ized SVD algorithm described in [13].
Recall that while QR decomposition is another feasible algorithm to solve the least squares prob-
lem [9], it is generally applied on the design matrix X, and cannot be easily applied to linear re-
gression with regularization. QR decomposition can also solve the linear system represented by the
Hessian matrix directly as well, but it is more expensive than Cholesky factorization which exploits
the symmetric and positive-definite property of the Hessian. Therefore, in our analysis we do not
include the comparison with QR decomposition.
6.3 Experiment Settings
For Chol, SVD, t-SVD, and r-SVD, we search for the optimal λ value from a candidate set of 31
exponentially spaced λ values. For PIChol, we sparsely sample 4 λ values from those 31 values
and interpolate Cholesky factors using second-order polynomial functions, i.e., g = 4 and r = 2 in
Algorithm 1. Second-order polynomial functions are appropriate since we empirically find that the
Cholesky entries are typically concave (Figure 4) and the hold-out error curves are typically convex
(Figures 7,8) for all the data sets. For MChol described in Section §6.2, we set the parameters
s = 1.5 and s0 = 0.0025. For all the six algorithms, the range from which candidate λ values are
drawn is set to [10−3, 1], [10−3, 1], [10−8, 10−5], and [10−3, 1] for the four data sets respectively.
We ran all our experiments on an 8-core machine using multi-threaded linear algebra routines.
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Figure 6: Times (in seconds) of the 6 considered algorithm, summed over all cross validation folds,
as a function of h on MNIST data.
MNIST COIL Caltech Caltech-100 -101 -256
Chol 718 691 706 686
PIChol 188 167 169 174
MChol 550 235 545 527
SVD 9415 3489 9060 9823
t-SVD 815 858 1078 1318
r-SVD 1140 67 78 111
Table 3: Time taken by the six algorithms when h = 16384 per cross validation fold. All times are
reported in seconds.
6.4 Timing Results
Figure 6 and Table 3 show the timing results of the Cholesky and SVD-based algorithms. It can
be observed that the PIChol has significant speedups over Chol and MChol. Moreover, the SVD
and t-SVD are always the slowest. Finally, r-SVD is always the fastest algorithm; however, as we
will see in the holdout-error results, r-SVD does not give any useful conclusions for the optimal λ
value. Figure 6 shows the timings for the MNIST data. We obtained similar timing trends for all the
four data-sets we used.
6.5 Hold-out Errors
Figure 7 shows the hold-out errors obtained for MNIST data when projected to 2048, 4096, 8192,
and 16384 dimensions respectively. Similarly, Figure 8-a and b show the hold-out errors for COIL-
100 data for 2048 and 4096 dimensions, while Figure 8-c and d show hold-out errors for Caltech
101 and Caltech 256 datasets for 16384 dimensions each. Table 4 shows the minimum hold-out
error and the selected λ value for each algorithm on all the four data sets. Figure 9 shows the error
in the selected λ’s for Chol, PIChol, and MChol as a function of running time on COIL-100 and
Caltech-101 datasets.
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Figure 7: Hold-out errors for the six algorithms as a function of λ on the MNIST data.
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Figure 8: a, b– Hold-out errors for the six algorithms as a function of λ on the COIL-100 dataset for
projection dimensions of 2048 and 4096 respectively. c, d– Hold-out errors for the six algorithms
as a function of λ on Caltech 101 and Caltech 256.
MNIST COIL-100 Caltech-101 Caltech-256
Minimum ho- Selected Minimum ho- Selected Minimum ho- Selected Minimum ho- Selected
ldout error λ ldout error λ ldout error λ ldout error λ
Chol 0.3633 0.1259 0.4507 0.01 0.6869 2.51e-7 0.9422 0.0063
PIChol 0.3634 0.1 0.4507 0.01 0.6934 2.51e-7 0.9421 0.0079
MChol 0.3633 0.1186 0.4506 0.009 0.6869 2.51e-7 0.9422 0.0057
SVD 0.3633 0.1259 0.4507 0.01 0.6869 2.51e-7 0.9422 0.0063
t-SVD 0.3903 0.1259 0.6812 0.0794 0.6908 1.58e-7 0.9443 0.0032
r-SVD 0.3925 0.3162 0.6874 0.1995 0.7180 1.0e-5 0.9444 0.004
Table 4: The minimum hold-out error and the selected λ value for the six considered algorithms on
four datasets.
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Figure 9: Absolute value of the logarithmic ratio between the selected λ and the optimal λ as Chol,
PIChol, and MChol proceed in time.
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Figure 10: Comparisons between PINRMSE and Chol, PIChol, SVD, t-SVD, r-SVD. Both
PINRMSE and PIChol use the parameters g = 4 and r = 2 in the context of Algorithm 1.
It can be observed that PIChol closely approximates the behavior of Chol and SVD. The approx-
imation for h = 2048, 4096 is better than that for h = 8192, 16384; however, we notice that for
the latter two cases with larger h, the approximation quality of PIChol is satisfactory when λ is
close to the optimal λ value. This phenomenon justifies the effectiveness of our framework for
choosing the optimal regularization parameter. From Table 4, we can see that PIChol and MChol
give consistently close approximation of the optimal λ value; however, from Figure 9 and Table 3,
we conclude that MChol takes much longer time than PIChol to reach the same level of accu-
racy. Though t-SVD and r-SVD might be faster, they generate very poor approximation of the true
hold-out error and the optimal λ value, and therefore their efficiency advantage is of little practical
use.
Note that another potential way of finding the optimal λ from a sparsely sampled set of λ values is to
interpolate the hold-out error itself based on the hold-out errors computed for the sparsely sampled
set. We empirically found that this approach did not yield a good fit to the true hold-out error curve.
In the interest of space, we show the detailed results for this scheme (named as PINRMSE) in the
supplementary materials.
An alternative way to find the optimal λ that corresponds to the minimal hold-out error is by in-
terpolating a sparse set of hold-out errors directly. We refer to this approach as PINRMSE. More
precisely, PINRMSE is equivalent to replacing the g×D matrix T in Algorithm 1 with a g×1 vector
t, where the entries in t are the hold-out errors that correspond to the sparsely sampled λ values. We
then interpolate the hold-out errors for the dense set of λ values.
Figure 10 demonstrates that PINRMSE often gives substantially worse interpolation accuracy than
PIChol and could therefore result in dramatically wrong λ values. For instance, while PINRMSE
achieved the true optimal λ’s on COIL-100 and Caltech-256 data sets, it selected λs that are sig-
nificantly far away from the optimal values on MNIST and Caltech-101 data sets. On the contrary,
PIChol consistently selected the correct λ’s on all the data sets.
16
10−2 10−1
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
0.05
lambda
NR
M
SE
MNIST
 
 
h=1024
h=2048
h=4096
h=8192
h=16384
Figure 11: NRMSE for piCholesky on MNIST as a function of regularization parameter λ.
6.6 Normalized Root Mean Squared Error
Figure 11 shows the normalized root mean squared error (NRMSE) for least-squares fit of PIChol
on MNIST. Similar trends hold for all considered data-sets. Recall that naively using the mean of
target variable implies NRMSE of 1. Our maximum NRMSE of 0.0457 hence implies quite high
interpolation accuracy.
7 Conclusions & Future Work
In this work, we proposed an efficient way to densely interpolate Cholesky factors of Hessian matrix
for a sparse set of λ values. This idea enabled us to exhaustively explore the space of λ values, and
therefore optimally minimize the hold-out error while incurring only a fraction of the cost of exact
cross-validation. Our key observation was that Cholesky factors for different λ values tend to lie on
smooth curves that can be approximated accurately using polynomial functions. We theoretically
proved this observation and provided an error bound for our approximation. We presented a frame-
work to learn these multiple polynomial functions simultaneously, and proposed solutions for its
efficiency challenges. In particular, we proposed a recursive block Cholesky vectorization strategy
for efficient vectorization of a triangular matrix. This is a general scheme and is not restricted to the
scope of this work.
Currently, we apply the learned polynomial functions within a particular validation fold. Going
forward, we intend to use these functions to warm-start the learning process in a different fold.
This would reduce the number of exact Cholesky factors required in a fold, further improving our
performance. We also intend to apply our framework to speed-up regularization in other problems,
e.g., matrix completion [29] and sparse coding [30].
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