A promising research area that has recently emerged, is on how to use index coding to improve the communication efficiency in distributed computing systems, especially for data shuffling in iterative computations. In this paper, we posit that pliable index coding can offer a more efficient framework for data shuffling, as it can better leverage the many possible shuffling choices to reduce the number of transmissions. We theoretically analyze pliable index coding under data shuffling constraints, and design a hierarchical data-shuffling scheme that uses pliable coding as a component. We find benefits up to O(ns/m) over index coding, where ns/m is the average number of workers caching a message, and m, n, and s are the numbers of messages, workers, and cache size, respectively.
I. INTRODUCTION
A PROMISING research area that has recently emerged, is on how to use coding techniques to improve the communication efficiency in distributed computing systems [2] - [6] . In particular, index coding has been proposed to increase the efficiency of data shuffling, that can form a major communication bottleneck for big data applications [2] , [4] , [7] . In index coding, a server has m messages, and is connected through a broadcast channel to n nodes; each node has a specific request, as well as some side information. The goal is to minimize the number of broadcast transmissions so that, each of the n nodes receives its request. In this paper, we posit that using a form of pliable index coding, a variation of the traditional index coding, can offer a more efficient framework and higher benefits for data shuffling.
In the context of distributed computing, data shuffling is a core step that redistributes the data among the distributed compute nodes. For example, in the MapReduce or Spark distributed framework, data are shuffled during distributed computations (e.g., from the so called mapper nodes to reducer nodes [8] , [9] ), and/or across iterations (e.g., for iterative distributed computing models [10] - [12] ). Data shuffling is used in various computational tasks, such as large-scale distributed machine learning over massive data, where local data need to be shuffled over iterations to train a more robust model and to achieve sufficient statistical performance of the algorithm 1 [13] - [16] . Some recent works [2] , [5] , [6] consider data shuffling without replacement, where distributed compute nodes perform local computations using disjoint fractions of the data, although excess data are also available at the local nodes due to excess storage and are solely used for improving the communication efficiency. In contrast, in our work, we will focus on the random or semi-random shuffling of the data with replacement, which is a canonical method in many distributed machine learning algorithms to achieve statistical gains, such as Stochastic Gradient Descent (SGD) [17] - [19] , bootstrapping [20] , [21] , and random resampling [22] , [23] . As an illustrative example, in Appendix A we perform simulations over a real data set and show the performance improvement as a function of data shuffling with replacement. In our system, the excess data stored at local nodes are not only used to improve the communication efficiency through coding, but can also be used for computation.
In this paper, we focus on the "master-workers" distributed computing model [2] , [3] , where a master node has m messages and is connected through a broadcast channel to n worker nodes. Each worker i is equipped with a cache that can store s i messages. The computation occurs in interations: in each iteration worker nodes carry out local computations based on their cache data, and output local outcomes; the master node aggregates these local outcomes to obtain a global outcome; then the master performs data shuffling by sending new messages to refresh the cache of each node i. Application examples include distributed machine learning in data centers, where data shuffling updates the training data in workers [2] , and mobile cloud gaming systems where each iteration equips the users with new attributes, e.g., new maps [24] .
Using index coding in data shuffling may still be costly, as index coding has been shown to be NP-hard, in the worst case requires Ω(n) transmissions [25] , and almost surely requires Θ(n/ log(n)) transmissions [26] , [27] for random instances, where n is the number of workers. In this paper, we ask, can we further improve the communication efficiency?
Our observation is that there exist multiple choices for the shuffling of data that can lead to an equally good performance. For example, to train a classification model in a distributed system, large volumes of data instances can be randomly distributed into n worker nodes in tens of millions of ways. Therefore, when performing data shuffling, if instead of conducting a completely random data shuffling, we can perform a semi-random shuffling using the pliable index coding, which is a variation of the index coding problem [28] , [29] , by considering that the workers can be satisfied with receiving any new data samples they do not already have. Pliable index coding requires in the worst case O(log 2 (n)), an exponentially smaller number of transmissions than index coding, and these benefits can be achieved in polynomial time [28] , [29] . We aim to design a semi-random interleaver jointly with the coding scheme, so that the communication cost is significantly reduced, while still achieving "good" shuffling of the data. To measure how "good" the data shuffling is, we introduce an average Hamming distance metric, that captures the fact that we want the cached content to be different across workers and iterations [2] , [13] , [19] , [22] , [23] , [30] .
The main contribution of this paper is the design of a semi-random data shuffling and coding scheme for distributed computing, that ensures a desired level of average Hamming distance, and builds on two (significant) modifications of the pliable index coding design, described next.
The first modification aims to reduce the correlation of cached content across workers: when conducting data shuffling, we want each data sample to go to at most a specific number of workers, say c, so as to achieve an unbiased data distribution that looks "random-like". We capture this by imposing the constraint that each data sample can be used to satisfy at most c workers. That is, each worker is happy to receive any data sample she does not have, but at most c workers can receive the same data sample. We show that even if c = 1, i.e., each data sample can satisfy at most one worker, we can still achieve O(n) benefits over index coding in some cases; this is because, we still have the freedom to select any of the O(n!) interleaved versions of requests that lead to the smallest number of transmissions. We prove that the constrained pliable index coding problem is NP-hard. We show that for random problem instances, the optimal code length is almost surely upper bounded by O(min{ n c log(n) , n log(m) }) for c = o( n 1/7 log 2 (n) ) and O(min{ n c + log(c), n log(m) }) for c = Ω( n 1/7 log 2 (n) ). We believe that our results in constrained pliable index coding are not only useful for data shuffling, but are theoretically interesting in their own.
The second modification aims to reduce the correlation of cached content across iterations: we design a hierarchical transmission scheme for data shuffling that utilizes constrained pliable index coding as a component. We divide the data samples and workers into groups and for each group we perform a constrained pliable index coding to shuffle the data. We show that our scheme can achieve benefits O(ns/m), in terms of transmissions over index coding, with linear encoding complexity at the master node, where s is the cache size and ns/m is the average number of workers that cache each data sample.
We conduct experiments to evaluate the data shuffling scheme over a real dataset for a distributed classification problem. The results show that our proposed pliable index coding based semi-random shuffling scheme on average can save 87% of the transmissions, with a 2% performance loss in terms of error rate, compared with the index coding based random shuffling scheme with replacement.
The paper is organized as follows. We discuss the related work in Section II and describe our model in Section III. We present our formulation and results in constrained pliable index coding in Section IV. We introduce our hierarchical structure for data shuffling, that uses constrained pliable index coding as a component, in Section V. We make a comparison with existing works and discuss possible future directions in Section VI. We provide experimental results in Section VII and conclude the paper in Section VIII.
II. RELATED WORK
In this section, we discuss the related work in data shuffling for distributed computing systems and distributed machine learning, as well as applying coding techniques to such systems.
Data shuffling is a core step in distributed computing systems, that aims to exchange the intermediate or raw data among distributed compute nodes. For example, in the MapReduce structure [8] , [9] , which is suitable for single stage distributed computation, data are shuffled/transferred from the so called mappers to reducers. Several variations of the MapReduce model [10] , [11] and the Spark model [12] are used in iterative computation, where data shuffling also occurs between iterations. With the fast growth of big data applications, distributed machine learning techniques that process large volumes of data have become vital. Distributed algorithms range from distributed stochastic gradient descent [13] - [16] , distributed clustering [31] - [33] , to distributed graph processing algorithms [34] , [35] . Random data shuffling or random data resampling with or without replacement helps to improve the statistical performance of the distributed machine learning algorithms and to enhance the robustness of the training model [13] - [15] , [17] , [33] .
Recently, coding techniques are widely studied in distributed computing systems as a means of improving the communication efficiency or enhancing the robustness of the system. Various coding techniques, such as Maximum Distance Separable (MDS) codes, BCH codes, are employed to address the straggling problem or the adversarial attacks in distributed computing systems [36] - [39] . MDS codes and index coding [25] are also used in the MapReduce distributed computing system to improve the communication efficiency and to achieve a trade-off between communication and computation [4] .
The index coding problem has been shown to be NP-hard; in the worst case, index coding may require Ω(n) broadcast transmissions [25] , and for random cases, it almost surely requires Θ(n/ log(n)) transmissions [26] , [27] . Pliable index coding is a variation of the index coding problem, by changing the request of one specific message to an arbitrary unknown message [28] . Pliable index coding is NP-hard and requires in the worst case O(log 2 (n)) broadcast transmissions, which is exponentially smaller than index coding (O(log 2 (n)) vs. Ω(n)). These benefits can be achieved using polynomial time approximation algorithm [29] . The work more related to ours is the usage of coding techniques for data shuffling in distributed computing [2] , [3] , [5] , [6] , where index coding and coded caching schemes [25] , [40] are incorporated in the coded communication. These works [2] , [5] , [6] consider the data shuffling without replacement, namely, disjoint fractions of the data are distributed among compute nodes, and excess data are used for improving communication efficiency, however, not for computation. In [2] , the excess data are stored as an entire file (data); while in [5] , [6] the excess data are stored as subfiles, where the lower and upper bounds of the worst case transmission were shown. In contrast, in our work, we consider a semi-random shuffling of the data with replacement and all data stored in the excess storage are used for both communication and computation.
III. MODEL, METRICS, AND OVERVIEW OF THE SOLUTION A. Distributed Computing System Model
We consider a "master-workers" distributed computing system, with one master node that has m messages (i.e., data samples) b 1 , b 2 , . . . , b m in a finite field F q and n worker nodes (or clients in the equivalent pliable index coding framework). Throughout the paper, we will use [y] (y is a positive integer) to denote the set {1, 2, . . . , y} and use |Y | to denote the cardinality of set Y . We will interchangeably use b j and message j ∈ [m] to refer to messages and similarly c i or i ∈ [n] to refer to workers (i.e., equivalent clients). Each worker i ∈ [n] is equipped with a cache of size s i . The master node can make error-free broadcasting transmissions to all workers.
The system aims at solving a computational task
where f is a function of all messages (e.g., data instances in distributed machine learning). Distributed computing achieves this task through iterations. Initially, each worker i ∈ [n] has cached some subset of the messages indexed by S i ⊆ [m] and an initial value of the outcome y 0 is broadcasted to all workers. The following procedures are operated for each iteration t = 1, 2, . . .: 1) Each worker i performs local computation
where f i is a function of local messages cached at worker i and the initial value y t−1 .
2) Each worker i returns the local outcome y t i to the master node. The master node combines all the local outcomes to get a global outcome y t and broadcasts to all workers as the initial value for next iteration.
3) The system performs data shuffling: the master node makes broadcast transmissions (that may be encoded) to all workers and each worker replaces some of the old messages with new.
B. Performance Metric for Data Shuffling
Motivated by the fact that a "good" data shuffling needs the cached content be sufficiently different across workers and iterations [2] , [13] , [19] , [30] , we use an average Hamming distance metric to measure the effect of semi-random data shuffling based on the difference of cached messages across workers and iterations. We define the cache state of worker node i at iteration t to be an indicator z t i ∈ {0, 1} m , where the j-th bit of z t i , denoted by z t i (j), takes value 1 if message b j is in the cache of worker i at the beginning of iteration t and 0 otherwise. The Hamming distance between two indicators z and z , denoted by H(z, z ), is the number of positions where the entries are different for z and z . We define the Hamming distance of a shuffling scheme as the average Hamming distance across time and worker nodes H
where T denotes the number of iterations. We note that the average Hamming distance achieved by uniform at random data shuffling is 2s(1 − s m ), where we consider s i = s for all workers i ∈ [n] in the following of the paper. Note that there are also some other metrics to measure the data shuffling performance, such as the Kullback-Leibler divergence, the Wasserstein distance, however, as a first step research, Hamming distance metric is the most straightforward one and other metrics can be converted to Hamming distance in the relevant domains.
C. Overview of the Data Shuffling Scheme
We first review the approach of using index coding for totally random data shuffling. At each iteration, the master node randomly interleaves the m messages, and then allocates some specific s i messages to each worker i. This is equivalent to an index coding problem, where each worker makes some specific s i requests, and messages that worker nodes have from previous iterations form side information. Index coding aims to find the smallest amount of broadcast transmissions to satisfy all requests, and can offer benefits over uncoded broadcast transmissions.
Leveraging the pliable index coding for data shuffling, we make two modifications. On one hand, we want to reduce the correlation of messages across workers, i.e., to ensure sufficiently large Hamming distance of cache states across workers. However, with pliable index coding, a message could be received by all workers who miss it, and as a result all workers may cache the same message. Hence, we add a constraint that a message can go to at most c workers, to ensure that only a fraction of the workers can cache the same message. We term this new problem setting the constrained pliable index coding problem and will give a detailed analysis in Section IV.
On the other hand, we want to reduce the correlation of messages across iterations, and thus ensure sufficiently large Hamming distance of cache states across iterations. To do this, we design a hierarchical structure that divides messages into groups and each of the workers only caches a certain fraction of random messages inside a large number of certain groups during iterations. We treat each message group and associated workers as a constrained pliable index coding instance and make an encoded broadcast transmission such that a certain fraction of the workers can obtain a new message. Since each worker is receiving new messages from a large number of groups, the worker can refresh the cache with a certain fraction Fig. 1 . An example of the two-layer scheme for data shuffling. In (a), there are G = 4 message groups and n = 6 workers. Each group has m 1 = 4 messages. Each worker i caches messages in |D(i)| = 2 groups and each message group g allocates messages to |N (g)| = 3 workers. In (b), the scheme considers the inner layer as a constrained pliable index coding instance for group 1.
of new messages between iterations. We will describe this hierarchical structure in detail in Section V.
IV. CONSTRAINED PLIABLE INDEX CODING
We here present our formulation and results for constrained pliable index coding, that forms a core component of the hierarchical data shuffling scheme described in the next section.
A. Problem Formulation
We consider a server with m messages b 1 , b 2 , . . . , b m in a finite field F q connected through a lossless broadcast domain to n clients. Each client i ∈ [n] has as side information some subset of the messages, indexed by S i ⊆ [m], and is happy to receive any one of the remaining messages, indexed by R i = [m]\S i . We term the set R i the request set. We would like to minimize the number of broadcast transmissions required to satisfy all clients, under a c-constraint: we require that each message j is decoded and cached by at most c clients who request this message. We call such a problem c-constrained pliable index coding and denote it by (m, n, {R i } i∈[n] , c). In this work, we focus on scalar linear coding as we describe next; we note that vector linear coding was shown to not offer order-of-magnitude benefits for pliable index coding [29] : both scalar and vector linear pliable index coding achieve the lower bound Ω(log(n)) and the upper bound O(log 2 (n)) for the optimal number of broadcast transmissions.
B. Results of Constrained Pliable Index Coding
Here, we present our results of the constrained pliable index coding in the following and leave the detailed proofs to the Appendix B.
Theorem 1 (Informal). Constrained pliable index coding is NP-hard. The number of broadcast transmissions for a random instance with c-constraint is almost surely upper bounded by
• O(min{ n c log(n) , n log(m) }), for c = o( n 1/7 log 2 (n) ); and • O(min{ n c + log(c), n log(m) }), for c = Ω( n 1/7 log 2 (n) ).
V. HIERARCHICAL DATA SHUFFLING SCHEME
To perform data shuffling, one straightforward idea is to repeatedly use constrained pliable index coding for each iteration, and ensure that each worker node has a sufficient amount of cached messages replaced by new messages. However, even if we guarantee a certain Hamming distance of the cache states between two consecutive iterations, e.g., H(z t i , z t+1 i ), the Hamming distance between two non-consecutive iterations,
, may still be small. To ensure a sufficient large Hamming distance averaged across iterations and workers, we here propose a two-layer architecture scheme for data shuffling: the outer layer divides the messages into groups and restricts each worker's cached content to messages in certain groups, and the inner layer applies constrained pliable index coding for each message group and associated workers. The intuition of using this hierarchical structure is that, each worker node receives messages from different message groups to increase the Hamming distance across iterations; while the sparsity of the outer layer structure guarantees a sufficient Hamming distance across workers. In this section, we describe this architecture, and show that for the case where we have m messages and n workers with equal cache size s i = s, the benefits can be up to O(sn/m) over index coding.
A. Hierarchical Structure and Transmission Scheme
Outer Layer: We partition the messages into G = m/m 1 groups so that every group g ∈ [G] contains m 1 disjoint messages where m 1 is a design parameter to be decided. Let us denote by M 1 , M 2 , . . . , M G the subsets of messages for groups 1, 2, . . . , G. In our scheme, each worker i gets allocated messages from groups indexed by a set D(i) ⊆ [G]; each group g allocates messages to workers indexed by a set N (g) ⊆ [n]. We can represent this relationship using a bipartite graph, as shown in Fig. 1 (a) : at one side there are G groups, and at the other side there are n workers; there is a connection between worker i and group g if and only if worker i caches messages from group g, i.e., g ∈ D(i) or i ∈ N (g); the degree of the worker node i is |D(i)| and of the group node g is |N (g)|. This structure is maintained for all iterations.
Given that we require large Hamming distance H, we impose the constraint that |D(i) ∩ D(i )| ≤ 1 for any two different worker pairs i and i , namely, they have common messages in no more than one group. Moreover, to balance the messages cached in different worker nodes, we would like that |N (g)| is the same for all groups and |D(i)| is the same for all workers. We thus select for our scheme to use |D(i)| = s m1(1−1/r) , and |N (g)| = ns m(1−1/r) , where the design parameter 2 ≤ r ≤ m 1 takes integer values 2 . That is, in the bipartite graph representation, all worker vertices have the same degree |D(i)| and all group vertices have the same degree |N (i)|. We next formally define what we call a Sparse Group Caching structure. Definition 1 (Sparse Group Caching Structure). The sparse group caching structure is an outer layer allocating groups of messages g ∈ G to workers i, that satisfies the following conditions. 1) Equal degrees. Each worker is connected to |D(i)| = 2) Balance. At each iteration t, each worker i caches an equal number of messages from every group g in D(i). Let z t i (j) be the indicator function on whether message j is cached from worker i during iteration t, then j∈Mg z t
3) Sparse Connectivity. Any two workers may be connected to at most one common group:
In Appendix E, we discuss how to construct an outer layer that has the sparse group caching structure, drawing on connections with coding theory and in particular cyclic and LDPC codes.
Inner Layer: In the inner layer, we consider each message group g and the associated workers in N (g) as a constrained pliable index coding instance, as shown in Fig. 1(b) . Note that, given that we are interested in random shuffling, we regard the c-constraint to be a soft constraint and use a random coding scheme. We will discuss this at the end of Section V-A. We then proceed as follows.
• Initialization: the cache of worker i is filled with uniformly at random selected m 1 (1 − 1/r) messages from each group in D(i), thus in total s messages. This is done independently across workers. • Iteration t: the master makes m/m 1 broadcast transmissions, one for every group. For each group g, the master selects uniformly at random r messages in the group and transmits their linear combination, say b j1 + b j2 + . . . + b jr . From the following Lemma 1, every worker in N (g) can decode a new message with probability at least 1/e. The workers who can decode a new message store it in their cache and discard an old message; they select the old message to discard uniformly at random from the messages in their cache that are also contained in the broadcast transmission, i.e., one from {b j1 , b j2 , . . . , b jr }.
Lemma 1.
A worker with m 1 (1 − 1/r) cached messages from group g that receives a linear combination b j1 + b j2 + . . .+ b jr of r messages uniformly at random selected from g, can decode a message it does not have with probability at least 1/e. Proof. Without loss of generality, assume the worker has cached the messages 1, 2, . . . , m 1 (1 − 1/r) and requires a new message from the remaining m 1 /r messages. The probability that there is exactly one message in the r data pieces b j1 , b j2 , . . . , b jr selected from the last m 1 /r data pieces is lower bounded by p 1 Pr{The worker can decode a new message}
In Lemma 1, we can see that if we make one transmission for a message group, then the associated worker will receive on average p 1 new messages. Actually, we make such transmissions for all message groups. Recall that we have in total G = m/m 1 number of groups and a worker i has cached content from |D(i)| = s m1(1−1/r) such groups; and hence, on average a worker will update at least s em1(1−1/r) messages for each shuffling iteration.
Remark 1.
Note that we can approximately analyze the inner layer performance using a random graph instance with probability 1/r that a message is in a client's request set.
Remark 2.
We have two design parameters, m 1 and r. The first parameter m 1 is the size of each message group. Given a fixed r, we can see that when m 1 is smaller, the number of groups increases and the number of neighboring groups |D(i)| also increases for a work node i, therefore, the number of broadcast transmissions increases and so does the Hamming distance between two states across iterations, namely H(z t i , z t i ). We will show this in Theorem 2. The second parameter r represents the number of messages being encoded for making one transmissions, and (1 − 1/r) represents the fraction of messages in a group being cached by an associated work node. If we increase r, we will expect an increase in communication efficiency, at the cost of a decrease in computational performance. Remark 3. The proposed scheme satisfies a c-constraint in the following way. Assume that we require no more than rc workers cache messages in group g, i.e., |N (g)| ≤ cr (or ns m(r−1) ≤ c). Hence, the constraint c will be determined by the design parameter r. For example, for c = 1, then at most r workers can be in N (g), each one of them with m 1 (1 − 1/r) cached messages from this group. As at most rc workers have cached messages from group g, from Lemma 1, we can see that on average at most rcp 1 (for some fixed 1 > p 1 ≥ 1/e) workers can update their cache with a new message during one transmission. Because we uniformly at random select which r messages to encode, each message can be decoded by cp 1 workers on average. Hence, on average, the c-constraint is satisfied for c ≥ ns/m(r − 1).
B. Algorithm Performance
We first formally define what we call a "random like" scheme, and then compare the communication cost with the index coding based method. Definition 2. Given a sparse group caching structure, we say that a data shuffling scheme is "random-like" if it satisfies the following two properties:
• Each worker i uniformly at random caches m 1 (1 − 1/r) messages in any message group in D(i).
• The workers' cache states are mutually independent at any iteration t; formally, for any k ≤ n workers i 1 , i 2 , . . . , i k , the following is satisfied:
The next theorem theoretically characterizes the performance of the proposed hierarchical data shuffling scheme.
Theorem 2. The proposed hierarchical data shuffling scheme preserves the "random-like" property, and requires G broadcast transmissions per iteration to achieve an average Hamming distance H at least min{ 2s
Proof. From the proposed hierarchical data shuffling scheme, we can see that each message group makes one encoded broadcast transmission per iteration, resulting in G broadcast transmissions per iteration.
Between the caches of any two workers the Hamming distance is at least 2(s − m 1 + m 1 /r), since any two workers have common messages from at most one group.
Next, we evaluate the Hamming distance across iterations for the same worker. We denote by z t i | g the truncated cache state to indicate whether a message in group g is stored by worker i at iteration t, in other words, the subvector of the cache state z t i only with elements corresponding to messages in group g. We first consider the average Hamming distance H| g only corresponding to the messages of a specific group g, i.e., the Hamming distance H| g H(z t i | g , z t i | g ) of truncated cache states at two iterations t and t . The average Hamming distance across all iterations is at least the average Hamming Distance between two consecutive iterations (see Appendix F). Hence, the average Hamming distance H| g can be lower bounded by:
We then consider the average Hamming distance across all the groups in D(i).
This scheme also allows us to maintain the randomness property for workers in N (g) (see Appendix F), and therefore, the "random-like" property is preserved for all iterations.
From Theorem 2, we can evaluate the benefits of our proposed scheme as compared to index coding based schemes. An index coding based scheme may require in the worst case Ω(n) broadcast transmissions and Θ(n/ log(n)) for random graph instances to update one message in each cache, and thus Ω(ns/em 1 (1 − 1/r)) (in the worst case) and Θ(ns/em 1 (1 − 1/r) log(n)) (for random graph instances) broadcast transmissions in each data shuffling iteration to guarantee a Hamming distance of 2s em1(1−1/r) across time. Using our proposed scheme, we need m/m 1 transmissions to achieve an average Hamming distance of 2s/em 1 (1 − 1/r) across time. On average, each message is stored on sn/m workers. The benefits of our proposed scheme over index coding (i.e., the ratio of the numbers of transmissions for index coding scheme and for our proposed scheme) is O(sn/m) (in the worst case) and O( sn m log(n) ) (for random graph instances). Additionally, finding the optimal index coding solution is NP-hard, while our scheme has linear complexity of encoding.
VI. DISCUSSION
In this section, we compare our work to recent advances in coded data shuffling, and discuss relative advantages as well as future work directions.
1) Coupling of communication and computation. In the related work of applying coding to data shuffling [2] , [3] , [5] , [6] , a loose coupling of communication and computation was considered. Namely, given two data partitions between iterations, these random data shuffling and transmission schemes care only about the communication goal: the master node would like to make efficient transmissions, such that each worker can get the data chunk assigned to it. The excess storage in a worker is used to cache subfiles (a smaller partition of each data sample), that aims to assist the transmissions. Hence, these schemes [2] , [5] , [6] divide and distribute the data among the excess storage and make transmissions using an index coding approach [25] or a coded caching approach [40] . More importantly, these excess data (often several times the size of the data for computation) are not used for computation.
However, when excess storage and data become available, these data can also be used for computation, and hence, potential computation gains can be obtained. For example, to train a classifier model, the excess data samples are also helpful to train the model in distributed computing systems. Therefore, a tight coupling of design that jointly combines the computation and communication is needed. Our data shuffling scheme takes both the communication and the computation into consideration. Moreover, we design a semi-random data shuffling framework.
A possible future work direction, is to focus on the tight coupling scenario, and try to derive communication/computation tradeoffs in such systems. For example, we can adopt the convergence of stochastic gradient descent as a computation performance measure and study the tradeoff between the convergence rate and the communication cost.
2) Implementation issues. One critical aspect, from the practical perspective, is the complexity to implement the data shuffling schemes in a distributed computing framework. The achievable schemes in [5] , [6] are mainly for The non-shuffling schemes with or without information exchange do not make data shuffling during learning. The random shuffling scheme with the group structure assumes a random shuffling of data given that the cached data satisfy a sparse group caching structure discussed in Section V. The random shuffling scheme without replacement assumes a random disjoint partition of all data among the workers between iterations, as in [2] , [5] , [6] . The random shuffling scheme with replacement assumes a random distribution of all data among workers. For random shuffling schemes with/without replacement, we consider both the cases of using and not using excess data for the computation. Our proposed pliable index coding based scheme makes semi-random shuffling during iterations. theoretical purposes and are hard to implement in practice. Indeed, these works partition each data sample into small pieces and the number of such small pieces is exponential in the number of distributed compute nodes, which may cause issues such as large subpacketization, high complexity, etc. In contrast, our scheme does not need to partition the data samples and also provides easy to implement polynomial time algorithms for the data shuffling problem. A future work direction could be to explore various coding techniques to implement the semi-random data shuffling, such as using pseudo-random generators to design deterministic algorithms.
VII. EXPERIMENTAL RESULTS
We conduct experiments on a distributed machine learning system for classification over a real dataset 3 [41] . The dataset contains data collected from a combined cycle power plant over 6 years (2006-2011), when the plant was set to work with full load. The four features represent temperature, ambient pressure, relative humidity, and exhaust vacuum. The goal is to train a classifier to categorize these data instances into 10 different classes distinguished by their net hourly electrical energy output. For a complete description of the dataset, please refer to [41] .
We train the distributed classification model using a stochastic gradient descent method based on 500 training data instances (messages) and apply the model to the entire data set. We set the number of workers to n = 20 (with every two workers learning a class label) and the cache size to s = 50. We divide the messages into 50 groups, with 10 messages in each. We set the parameter r = 2, i.e., each worker has cached messages in 10 groups. Our results are averaged over 100 experiments. We compare our hierarchical pliable index coding based shuffling (pliable index coding based shuffling) against the following schemes. 3 https://archive.ics.uci.edu/ml/datasets/Combined+Cycle+Power+Plant (i) The scheme that does not use shuffling and does not use information exchange during learning (w/o shuffling, w/o information exchange), i.e., performing local computations and then combining the local models.
(ii) The scheme that does not use shuffling but with information exchange during learning (w/o shuffling, w/ information exchange), i.e., carrying out step 2) and not 3) in the distributed computing process in Section III-A. (iii) The random reshuffling of messages without replacement (Random shuffling w/o replacement), i.e., the algorithm distributes disjoint set of messages of equal size among workers and data will be shuffled during iterations, as adopted in [2] , [5] , [6] . Due to the implementation issues of [5] , [6] as discussed in Section VI, we only consider the index coding based communication scheme in [2] . (iv) The random reshuffling of messages without replacement, similar to (iii), but involving excess stored data when performing local computations (Random shuffling w/o replacement (excess data)).
(v) The random shuffling of messages but satisfying the sparse group caching structure discussed in Section V (Random shuffling w/ group structure), where the algorithm randomly shuffles the data given that the cached data satisfy the sparse group caching structure over iterations. We use an index coding based communication scheme for the transmission [2] , [42] . (vi) The random shuffling of messages with replacement (Random shuffling w/ replacement). We will randomly pick s data samples during each shuffling. We just use m/n data samples in a worker for computation but use all data for communication based on the greedy graph coloring heuristic index coding scheme in [42] . In addition, as a benchmark, we also consider the uncoded transmission scheme for the shuffling scheme in (vi). (vii) The random shuffling of messages with replacement, similar to (vi), but involving excess stored data when performing local computations (Random shuffling w/ replacement (excess data)). Experiments are carried out 100 times. The figure shows the average number of broadcast transmissions for the pliable index coding based semi-random shuffling scheme, the index coding based and uncoded random shuffling scheme with replacement, the random shuffling scheme with the sparse group caching structure, and the random shuffling scheme without replacement.
In Fig. 2 , we compare the computational performance of our proposed pliable index coding based shuffling scheme with the above mentioned schemes. We first observe that the non-shuffling scheme without information exchange may suffer overfitting and the performance decreases in the learning process. We find that non-shuffling schemes experience an error rate 9.2% (without information exchange) and 5.1% (with information exchange) higher than the random shuffling schemes (excess data) on average (among the 100 experiments). In contrast, our proposed pliable index coding based shuffling scheme achieves an error rate only 2.0% (on average) higher than the random shuffling scheme with/without replacement (excess data). The random data shuffling scheme with a group structure performs slightly worse than the random shuffling scheme with/without replacement (excess data) (by 0.7-0.8%). The random data shuffling with and without replacement schemes, perform similarly to each other. We also see that the random data shuffling schemes with/without replacement (not using excess data, schemes (iii) and (vi)) converge much slower than other schemes at the first few iterations, because the excess data (of size s − m/n) are not leveraged for computation. Note also that in schemes (iii) and (vi), all the data (including the excess stored data) are leveraged as side information, yet only a fraction of the data are used for the computation (i.e., m/n data samples for each local computation); while the corresponding schemes (iv) and (vii) use excess stored data for both the transmission and the computation. Thus, although there is no difference in communication, there are significant computation performance differences as shown in Fig. 2 .
In Fig. 3 , we compare the communication cost of various data shuffling schemes. Note that we only care about the communication cost during the data shuffling phase and hence the first two cases (i) and (ii) will not be counted as they have no associated cost. We choose the uncoded transmission scheme of the random shuffling scheme with replacement as our benchmark. We can see that our proposed pliable index coding based transmission scheme needs only 12% of the broadcast transmissions required by the uncoded scheme. In contrast, the index coding based random shuffling with replacement requires at least 90% of the broadcast transmissions required by the uncoded scheme; while the random shuffling scheme with the group structure requires 54% of the uncoded transmissions and the random shuffling scheme without replacement requires 96% of the uncoded transmissions 4 . This indicates that, on average, our proposed pliable index coding based scheme saves 87% of transmissions with a sacrifice of 2% computational performance loss, compared with the index coding based random shuffling scheme (excess data).
VIII. CONCLUSION
In this paper, we presented a semi-random data shuffling scheme for distributed computing system, that balances the communication cost and computational performance. Our proposed scheme is based on pliable index coding framework and two modifications are made in order to achieve a good shuffling. One is to add data shuffling constraint that each message can go to at most a specific number of workers when the data are shuffled. The other is to reduce the correlation of cached content across iterations by a hierarchical data shuffling structure. Our results indicate potential benefits of our proposed scheme up to O(ns/m) over index coding, where ns/m is the average number of workers caching a message, and m, n, and s are the numbers of messages, workers, and cache size, respectively. Experiments over real dataset show that our proposed pliable index coding based scheme saves 87% of transmissions with a sacrifice of 2% computational performance loss, compared with the index coding based random shuffling scheme.
APPENDIX A ILLUSTRATION EXAMPLE OF DATA SHUFFLING IN MACHINE LEARNING
We conduct experiments over a small example and show the result in Fig. 4 . In this experiment, we use a deep neural network to train a classifier, and show how the performance of the classifier improves as a function of the data shuffling with replacement.
APPENDIX B APPENDIX FOR CONSTRAINED PLIABLE INDEX CODING
In this appendix, we will give detailed proofs and descriptions of the proposed constrained pliable index coding problem. We will also reiterate the results given in the main text.
A. Encoding and Decoding
We first give a clear encoding and decoding model for the constrained pliable index coding problem. Fig. 4 . An illustration of data shuffling gain over the CIFAR-10 dataset [43] . The training data size is set to be 5000 and the trained model is run over entire dataset of size 60000 to get the classification accuracy. The deep neural network is set to be 2 intermediate layers with 50 and 20 nodes on the two layers. Experiments are carried out 100 times and the figure shows the average performance in terms of the relative accuracy over random classification. We can see that after 9 times of data shuffling, the accuracy increases 6% (data shuffling gain).
Linear Encoding: The server makes L broadcast transmissions x 1 , x 2 , . . . , x L over a noiseless channel. Each x l is a linear combination of the messages b 1 , . . . , b m , namely,
where a lj ∈ F q are the coding coefficients. We refer to the number of transmissions, L, as the code length and to the L × m matrix A with entries a lj as the coding matrix. In matrix form, we can write
where b and x are vectors that collect the original messages and coded transmissions, respectively. Linear Decoding: Given A, x, and {b j |j ∈ S i }, each client i needs to solve the linear equation (3) to get a unique solution of b ji , for some j i ∈ R i . We say that client i is satisfied if he/she stores the decoded message b ji and b ji is decoded and stored by at most c clients. Clearly, client i can remove from the transmissions his/her side information messages, i.e., to recover x (i) l = x l − j∈Si a lj b j from the l-th transmission. As a result, client i only needs to solve
to retrieve a message b ji she does not have, where A Ri is the sub-matrix of A with columns indexed by R i ; b Ri is the message vector with elements indexed by R i ; and x (i) is a L-dimensional column vector with elements x (i) l . The following decoding criterion was derived in [29] and repeated in the context of c-constrained coding here. We use a j to denote the j-th column of matrix A and use span{a j |j ∈ R i \{j}} = { j ∈Ri\{j} λ j a j |λ j ∈ F q } to denote the linear space spanned by columns of A indexed by R i other than j. Lemma 2. In a constrained pliable index coding problem (m, n, {R i } i∈[n] , c), a coding matrix A can satisfy all clients if and only if there exist messages j 1 , j 2 , . . . , j n ∈ [m], one for each client, where no single message is repeated more than c times, i.e., j i1 = j i2 = . . . = j ic+1 does not hold for any combination of c + 1 clients i 1 , i 2 , . . . , i c+1 ∈ [n], such that the matrix A satisfies
Bipartite Graph Representation: We sometimes use a bipartite graph representation of the pliable index coding problem, where on one side the vertices correspond to messages and on the other side to clients; we connect clients to the messages they do not have, i.e., client i connects to the messages in R i [28] .
Design Goal: Our goal is to construct a coding matrix A that satisfies all clients with the minimum code length L. Note that the c-constraint significantly changes the pliable index coding problem. For example, assume we have m messages and n clients with no side information; then pliable index coding requires 1 transmission, while constrained pliable index coding needs n/c transmissions to satisfy all clients.
B. Benefits Over Index Coding
Clearly, the larger the value of c, the more benefits we expect constrained pliable index coding to have over index coding (for c = n we have exponential benefits [28] , [29] ). We here provide an example to show that it is possible to have benefits of O(n) even when c = 1, i.e., each message can satisfy at most one client, as is the case in index coding. This equivalently shows that, if we are allowed to "interleave the demands" in index coding, we can gain O(n) in terms of the number of transmissions.
We construct the following 1-constrained pliable coding instance with n messages and n clients. Client i ∈ [n/2] requests any of the messages 1 to n/2 and n/2 + i, i.e., R i = {1, 2, . . . , n/2, n/2 + i}, for i ∈ [n/2]. Client i ∈ [n]\[n/2] requests any of the messages n/2 + 1 to n and i − n/2, i.e., R i = {i−n/2, n/2+1, n/2+2, . . ., n}, for i ∈ [n]\[n/2]. All messages not in the request set form side information.
For index coding, if client i requests message i and has the same side information as above, then we need at least n/2 transmissions, since the first n/2 clients do not have the first n/2 messages as side information. In contrast, 1-constrained pliable index coding only requires 2 transmissions. Indeed, we can enable client i ∈ [n/2] to decode the message n/2 + i, by making the transmission b n/2+1 + b n/2+2 + . . . + b n , since each client i ∈ [n/2] has all messages indexed by [n]\([n/2]∪ {n/2 + i}) as her side information. Similarly, we can enable client i ∈ [n]\[n/2] to decode the message i − n/2 by making the transmission b 1 + b 2 + . . . + b n/2 .
C. Constrained Pliable Index Coding is NP-hard
It suffices to show that 1-constrained pliable index coding is NP-hard.
Theorem 3. For a 1-constrained pliable index coding problem, deciding if the optimal code length
The L = 1 case is easy to see: if one transmission can make each client to receive a distinct message, then the server needs to linearly combine exactly n messages, one for each client. Client i can decode a message b j , j ∈ R i , only if all other n − 1 messages are in her side information set. A greedy approach enables to test whether such n messages exist can be tested in polynomial time. For L = 2, we use a reduction from the graph coloring problem, see Appendix C for the complete theorem proof.
D. Lower and Upper Bounds for Constrained Pliable Index Coding
In this subsection, similar to index coding, we show that there is also a "sandwich property" for the constrained pliable index coding problem, bounding the optimal code length from above and below.
A Lower Bound: For the conventional index coding problem, a lower bound on the number of required transmissions equals the clique number of an undirected graph with n vertices and an edge connecting two vertices i and i if and only if clients i and i do not have messages i and i as their side-information [25] . We can interpret this bound as follows: assume k is the size of the largest set of clients (and their corresponding required messages), such that no one of them has any of the corresponding required messages as side-information. Then the server needs to make at least k broadcast transmissions, to convey the k required messages to the k clients, since none of these clients has the other clients required messages as side information.
For the c-constrained pliable index coding scenario, the index coding lower bound does not hold since the same message can satisfy c clients, e.g., for the instance in Section B-B. We derive a lower bound that follows the same spirit, identifying group of clients that require a certain number of transmissions to be satisfied, but that uses a different approach based on our decoding criterion, as described in the next theorem.
Theorem 4. In a c-constrained pliable index coding instance, if there exist k clients i 1 , i 2 , . . . , i k , such that the request sets
Proof. From the decoding criterion, we assume that there exist messages j 1 ∈ R i1 , j 2 ∈ R i2 , . . . , j k ∈ R i k , such that for the coding matrix A, a js / ∈ span{A Ri s \{js} } for s = 1, 2, . . . , k. According to the c constraint assumption, there exist at least k ≥ k/c unique vectors among {a js } s∈ [k] . Without loss of generality, let us assume that a j1 , . . . , a j k are the k unique vectors. Since R i1 ⊆ R i2 ⊆ . . . ⊆ R i k , we have a j k / ∈ span{a j1 , a j2 , . . . , a j k −1 }, a j k −1 / ∈ span{a j1 , a j2 , . . . , a j k −2 }, . . ., a j2 / ∈ span{a j1 }, which implies the set of vectors {a j1 , a j2 , . . ., a j k } are linearly independent. Hence, the rank of the coding matrix A needs to be at least k/c and the result follows.
An Upper Bound: To derive our upper bound, we find the smallest number k of colors to color the vertices of bipartite graph that represents a problem instance, so that the coloring scheme satisfies the following two properties:
• Each client vertex i ∈ [n], has exactly 1 neighbor that has the same color;
• Each message vertex j ∈ [m], has at most c neighbors that have the same color.
If such a coloring exists, then we can satisfy all clients with k transmissions. Each of the k transmissions consists of a linear combination (with coefficient 1) of messages that have the same color, i.e., b j for all b j with the same color. It is not hard to see that this transmission scheme can result in successful coding. Indeed, for client i, if the color is 'red', then the transmission corresponding to the color 'red' can help client i recover the only neighbor of i that has the same color 'red'; and also any message vertex with a color 'red' will be recovered and stored by at most c neighbors with the same color 'red'.
Remark 4.
We can see that this minimum number of colors is just the partition number P star (G) of the graph G, where P star (G) is the minimum number of induced star forests 5 into which the graph can be partitioned such that any induced star is centered on a message vertex in [m] with degree no more than c. An example is shown in Fig. 5 . Note that as a special case when c = 1, this partition number is the minimum number of induced matchings 6 into which the graph can be partitioned.
E. Performance Over Random Instances
We consider a random bipartite graph instance, denoted by B(m, n, p), or B for short, where there are m messages and n clients, each message can be recovered and cached by at most c clients, and each client is connected with a message with probability p (recall that clients have as side information all the messages they are not connected to). We assume that p is a fixed constant, while c = c(n) and m = m(n) ≥ n could be changing with n. Hence, in the following, o(1) refers to lim f (n) = 0 as n → ∞. 5 A star is a complete bipartite graph K 1,l with degree l. An induced star forest is an induced subgraph consists of disjoint stars. An induced subgraph is a subset of the vertices of a graph together with any edges whose endpoints are both in this subset of vertices. 6 A matching in a graph is an induced matching if it occurs as an induced subgraph of the graph.
Theorem 5 summarizes our main result. We then provide a proof outline, followed by a complete proof.
Theorem 5. The number of broadcast transmissions for random graph instance B(m, n, p) with c-constraint is almost surely upper bounded by
• O(min{ n c log(n) , n log(m) }), for c = o( n 1/7 log 2 (n) ); and • O(min{ n c + log(c), n log(m) }), for c = Ω( n 1/7 log 2 (n) ). Our proof outline is as follows (except a simple scenario that we will discuss later). We design a transmission scheme, and show that it achieves this performance. To do so, we first define a k-pattern to be an induced star forest (we will give details later) that enables with a single broadcast transmission to satisfy kc clients. We then find values k = K, m and n for which almost surely a K-pattern exists in every induced subgraph B of B with m message vertices and n client vertices. Let us denote by B(B, m , n ) the family of all induced subgraphs of B by m message vertices and n client vertices. Then this condition can be expressed formally as
The transmission scheme, termed RandTrans, proceeds as follows. If there are more than n clients in the original graph B, we pick a K-pattern and make one transmission. We remove the satisfied clients and the used messages. We repeat this again and again until there are less than n clients. We then use at most n transmissions to satisfy the remaining clients. Hence, we almost surely need n Kc + n transmissions. To minimize n Kc + n , we want n to be small and K to be large. However, by decreasing n we also decrease the values of K that satisfy (6) . Hence, we need to balance the sizes of n and K; we use different values of K depending on how m, n, and c are related.
Next, we provide the complete proof. First, we define an induced subgraph called k-pattern.
Definition 3. A k-pattern is an induced subgraph that consists of k message vertices and kc client vertices, where each of the k messages is connected with c distinct clients and each of the kc client is connected with only one message.
Essentially, a k-pattern is an induced star forest, as illustrated in Fig. 5 . For a given random bipartite graph B, let us denote by Y k the number of k-patterns in B. For an induced subgraph B of B, let us denote by Y B k the number of k-patterns contained on the subgraph B . We can calculate the average number of k-patterns as follows:
where kc c,c,...,c = (kc)! (c!) k denotes the multinomial coefficient. It is easy to see that E[Y k ] is decreasing with k, given other parameters fixed. Hence, we define k 0 to be the maximum integer such that E[Y k0 ] ≥ 1, i.e., k 0 = max {k | E[Y k ] ≥ 1}. We next show that k 0 is in the order of log(n) + log(m) c − log(c). More accurately, we prove the following lemma.
Lemma 3. k 0 satisfies: (1) .
Proof. Using the binomial inequality
we can bound the value of
and
By taking log(·) on both sides, we get the following relationships: Recall that we are interested in the maximum integer k 0 such that log(E[Y k0 ]) ≥ 0. Also note that functions f 1 (x) and f 2 (x) that we constructed have explicit solution and by solving the equations f 1 (x) = 0 and f 2 (x) = 0 via iterative manipulations, we get
We can see that both x 1 and x 2 are in the order of log(n)+ log(m) c − log(c) and
What we would like to show next is that the average number of k-patterns E[Y k ] has the property that it changes fast around the value k 0 . We have the following lemma.
Proof. We first have the following equation
where the last inequality follows from c! ≥ e(c/e) c and
Also note that E[Y k0 ] ≥ 1 and the result follows from (13) .
Next, we will discuss in different scenarios (in the following scenarios 1, 2, and 3) that we can find another integer B ∈ B(B, m , n ) almost surely contains a K-pattern. For the fourth scenario, we will discuss separately. The 4 scenarios with parameters K, m , and n are formally defined as follows.
such that every induced subgraph

Definition 4.
We define the following 4 scenarios and how the corresponding parameters are related.
• Scenario 1: m < exp(n 1/15 ). In this scenario, we set c = 1, K = (1 − o(1) ), and n = K. If c > 1, we simply set c = 1 and this is a stronger constraint.
• Scenario 3: c = o( n 1/7 log 2 (n) ). In this scenario, we set K = 1 log(1/p) [log(n) − 3 log log(n) − 3 log(c) + 2 log log( 1 p )] = Θ(log(n)), m = m log(n) , and n = n c log(n) . • Scenario 4: c = Ω( n 1/7 log 2 (n) ). In this scenario, we set K = 1, m = 1, and n = 2c p . Note that the scenarios 1 and 2 are defined based on the relationship between m and n; the scenarios 3 and 4 are defined based on the relationship between c and n. There maybe overlaps between scenarios 1, 2 and scenarios 3, 4. We want to show the following lemma for the first 3 scenarios. 
Lemma 5 is the key step to prove Theorem 5. The idea is to show that the number of K-patterns in every B is closely concentrated around its expected number by Azuma's inequality. We will give the proof of scenario 1 in the following and the detailed proof of scenarios 2 and 3 is given in Appendix D.
Proof. To prove this lemma, we first use an "edge exposure" process to form a martingale based on the random subgraph B [44] , [45] . Specifically, we define X as a maximum number of K-patterns in B such that no two of them share a same message-client pair (i.e., any two K-patterns either have no common message vertices or client vertices or both). We label the possible edges as 1, 2, . . . , m n and denote by Z l the random variable to indicate whether the edge l is exposed in the random graph, i.e., Z l = 1 if the l-th possible edge is present in the graph and Z l = 0 otherwise. Therefore, X = f (Z 1 , Z 2 , . . . , Z m n ) is a function of the variables Z l . Define X l = E[X|Z 1 , Z 2 , . . . , Z l ] as a sequence of random variables for l = 1, 2, . . . , m n , then {X l } is a Doob martingale and X m n = X. Obviously, the function X = f (Z 1 , Z 2 , . . . , Z m n ) is 1-Lipschitz, namely, flipping only one indicator function, some Z l , the value of X differs by at most 1: |f (Z 1 , . . . , Z l , . . . , Z m n ) − f (Z 1 , . . . , Z l−1 , 1 − Z l , Z l+1 , . . . , Z m n )| ≤ 1.
Note that the subgraph B contains no K-pattern is equivalent to X = 0. We then use the Azuma's inequality
to get
Hence, to bound Pr{X = 0}, we only need to find a lower bound of E[X]. We use the following probabilistic argument. For subgraph B , we define K as the family of all K-patterns and P as the family of all K-pattern pairs that share at least a same message and a same client. We then lower bound E[X] using the following scheme for scenarios 1, 2, 3 (we will talk about how we bound E[X] for scenario 4 later): randomly select a subset of K-patterns from the set K by picking up each K-pattern with probability p † (the value of which we will determine later); if two selected K-patterns B † 1 and B † 2 form a pair in the set P, then remove one of them. Then,
where the first term in the expression is the average number of selected K-patterns in K and the second term is the average number of K-patterns that are removed because a pair in P is selected with probability p †2 . We observe that E[|K|] = E[Y B K ] and next we calculate E[|P|] and determine p † . Let us denote by B 1 , B 2 ∈ B(B , K, Kc) induced subgraphs of B by K message vertices and Kc client vertices. Let us also denote by X B1 and X B2 the variables to indicate whether the subgraphs B 1 and B 2 are K-patterns. Let us use the notation B 1 ∼ B 2 if two different subgraphs B 1 and B 2 share at least a same message vertex and a same client vertex. 
E[|P|]
where the second equality is from the conditional probability formula, the third equality is by symmetry of the selection of B 1 and we then take a fixed selection B 0 consisting of the first K messages and first Kc clients. Hence, we only need to calculate the term B2:B2∼B0 Pr{X B2 = 1|X B0 = 1} for different scenarios. We upper bound this term from above by enumerating all subgraph B 2 that has at least one common client vertex one common message vertex with B 0 . We definē p = min{p, 1 − p}. In the following, we give a detailed proof for scenario 1 and the proof techniques are similar for scenarios 2 and 3. For completeness, we give details of proof for scenarios 2 and 3 in Appendix D.
1) For scenario 1, we have
where the inequality is becausep ij ≤ p a (1 − p) ij−a for any non-negative integer a ≤ ij. Let us define the term inside the summation as Δ ij
Here is how we interpret this term, and similar interpretations will apply for other scenarios. Note that for the first scenario, we have c = 1. We list all possibilities for B 2 , and i, j indicate the number of common client vertices and message vertices
Kc−i represents the number of ways that we choose the vertices for B 2 : we choose j message vertices and i client vertices from those in B 0 and choose the remaining K − j message vertices from m − K message vertices not in B 0 and Kc − i client vertices from n − Kc client vertices not in B 0 . Given the vertices in B 2 , there are Kc c,c,...,c ways (here K! for c = 1) that we choose the K-pattern for B 2 . Next, we calculate the probability for each K-pattern of B 2 . For a K-pattern, there are Kc connections (i.e., edges) and K 2 c − Kc non-connections (i.e., vertex pairs without an edge ), and among them, ij are fixed corresponding to those overlap with B 0 . Assume that there are a connections in these ij fixed vertex pairs, and hence ij−a non-connections. Then the probability for each K-pattern of
We can see that for i = 1, 2, . . . , K and j = 1, 2, . . . , K − 1, we have
This implies that for all i = 1, 2, . . . , K and j = 1, 2, . . . , K, Δ i,j ≤ Δ i,1 . Also note that for i = 1, 2, . . . , K − 1,
where the last equality holds for m < exp(n 1/10 ). Hence, Δ i,j ≤ Δ 1,1 for all i = 1, 2, . . . , K and j = 1, 2, . . . , K.
For Δ 1,1 , we have the following
Plugging into (18), we have
From Lemmas 3 and 4, we have k B (1)) . Obviously, we have (1)) . By setting the probability p † =p
K ] log 8 (m) < 1, we can bound the average number of X, E[X], in e.q. (17) , as
Plugging (24) into (16), we can bound the following probability 
Therefore, we can bound the probability that any subgraph B induced by m messages and n clients does not contain a K-pattern:
Pr{∃B ∈ B(B, m , n 
2) For scenario 2, see Appendix D. 3) For scenario 3, see Appendix D.
Given Lemma 5, we can express Theorem 5 in a slightly different way. (n) ), for c = o( n 1/7 log 2 (n) ); • O( n c + log(c)), for c = Ω( n 1/7 log 2 (n) ). Proof. For scenarios 1, 2, and 3, we can proceed using the transmission scheme RandTrans described earlier in this subsection. Note that this transmission scheme can be successfully carried out with probability 1 following from Lemma 5 and the fact that a subgraph of B that contains n vertices on both sides almost surely have a perfect matching [46] . Hence, we can almost surely use the number of transmissions n Kc +n , from which the first two parts follow. Now, let us prove the third part of the theorem for scenario 4 with c = Ω( n 1/7 log 2 (n) ). We use a slightly different but simple proof technique. By setting n = 2c p , we use a 2-step transmission scheme.
• In the first step, we arbitrarily make n/c uncoded transmissions. After each transmission, we remove up to c satisfied clients as many as possible. Here we refer to the satisfied clients as those targeted clients that receive the intended messages.
• In the second step, we divide the remaining unsatisfied clients into as few groups as possible, each with up to c clients, and we use a pliable index coding scheme to satisfy each of the groups.
We want to show that we can almost surely satisfy at least n − n clients by using these n/c uncoded transmissions in the first step. Hence, we can almost surely divide the remaining unsatisfied clients into at most n /c = 2/p groups and these groups almost surely take 2 p O(log(c)) broadcast transmissions [29] .
If the number of remaining unsatisfied clients is more than n (note that each transmission, we remove the satisfied clients from the system and this makes the number of unsatisfied clients decrease over transmissions), we can just select n of them. In this case, for a fixed uncoded transmission, e.g., message b j , we would like to show that the probability that this transmission cannot satisfy c clients is exponentially small. Let us denote by D the number of connections for message vertex b j to any n remaining client vertices. Then obviously, E[D] = n p = 2c and the probability that the uncoded transmission of b j cannot satisfy c clients (i.e., a 1-pattern exists) can be bounded by the following Chernoff bound:
After n/c uncoded transmissions, the probability that the number of remaining unsatisfied clients is more than n can be bounded as follows:
Pr{n/c uncoded transmissions cannot satisfy n − n clients} 
Combining the two steps, we have that the number of broadcast transmissions is almost surely upper bounded by n/c + 2 p O(log(c)) = O(n/c + log(c)) for scenario 4. Note that for Theorem 5 , we can combine the results and have the number of broadcast transmissions almost surely upper bounded by O(min{ n log(m) , n c log(n) }) for c = o( n 1/7 log 2 (n) ) and O(min{ n log(m) , n c + log(c)}) for c = Ω( n 1/7 log 2 (n) ).
APPENDIX C PROOF OF THEOREM 3
In this appendix, we prove Theorem 3.
A. Deciding if Optimal L = 1 is in P
We first show that deciding if the optimal code length equals 1 is in P. To see this, we notice that if one transmission can make each client to receive a distinct message, then the server needs to encode exact n messages for the transmission, one for each client. For a client i, if it can decode a message b j , j ∈ R i , then all other n − 1 messages must be in its side information set following from the decoding criterion. Similarly, any one of the n messages for encoding is in the side information set of n−1 clients and requested by the remaining one client. Hence, in the bipartite graph representation, if and only if we can find n message vertices, such that each one has degree 1 and is connected to a different client vertex, then the optimal code length is 1. This can be tested by going over all message vertices, which runs in polynomial time.
B. Deciding if Optimal L = 2 is NP-complete
We next show that deciding if optimal code length equals 2 is NP-complete. To prove this, we first introduce another NP-complete problem.
Definition 5 (Distinct Labeling Problem). We are given a universal set U = {1, 2, . . . , u} with |U | = u elements, a fixed set of Π labels {1, 2, . . . , Π}, and a collection of size 3 subsets of U , i.e., S ⊆ 2 U and |S| = 3 for any S ∈ S, where 2 U is the power set of U . The distinct labeling problem (DL) asks if we can label the elements using Π labels such that every subset in S contains elements of 3 different labels. For short, we call it Π-DL problem for such a distinct labeling problem with Π labels.
Proof. It is easy to see that the Π-DL problem is in NP. We next show that we can use a polynomial time reduction from the graph coloring problem (a.k.a., chromatic number) to the Π-DL problem.
We reiterate the well-known decision version of graph coloring problem as follows [47] : it is NP-complete to decide whether the vertices of a given graph G(V, E) can be colored using a fixed Π ≥ 3 colors, such that no two neighboring vertices share the same color.
We perform the following mapping. We map each vertex in V and each edge in E as the universal set with |U | = |V | + |E| elements. We map an edge e ∈ E together with the two endpoints x 1 , x 2 as a subset, where e = {x 1 , x 2 }. So there are in total |S| = |E| subsets.
We first show that if G is Π-colorable, then we can find a solution for the Π-DL problem. We can assign a set {1, 2, . . . , Π} of colors to the vertices in V , such that no two neighboring vertices share a same color. When we map to the Π-DL problem, we notice that each edge appears in exact 1 subset, the one corresponding to this edge. Hence, we can use the following labeling scheme: label the elements corresponding to the vertices as the color used in {1, 2, . . . , Π}; and label the edge using any label that is different from its two endpoints. This is a solution for the Π-DL problem.
On the other hand, if we have a solution for the Π-DL problem, we can find a solution for the graph coloring problem. We can label the elements corresponding to vertices using the Π labels. Note that if two vertices x 1 and x 2 are adjacent to each other, i.e., {x 1 , x 2 } ∈ E, then according to the definition of Π-DL problem, these two elements x 1 and x 2 must have different labels. Hence, keep the labels of each vertex element, then we get a Π-coloring of the graph G.
We now prove that deciding if the optimal code length L = 2 is NP-complete for constrained pliable index coding problem over a finite filed F q .
First, we observe that we can decide if a given 2 × m coding matrix A can satisfy a constrained pliable index coding instance from our decoding criterion. Indeed, given a coding matrix A, one can list the messages a client can decode using the decoding criterion. Then we have a bipartite subgraph representation that has n clients, some messages, and edges that connect each client with the message she can decode. We only need to check if the maximum matching in such a subgraph equals the number of clients n using polynomial time. If and only if so, this coding matrix can satisfy the problem instance.
Next, we use a reduction from the (q + 1)-DL problem defined above to show that the constrained pliable index coding problem is NP-hard. We are given a (q + 1)-DL problem instance with the universal set U = {1, 2, . . . , u} and a collection of size 3 subsets S ⊆ 2 U . We perform the following two mappings. Note that, here, we will make use of the bipartite graph representation in pliable index coding.
• For each subset, e.g., S = {x, y, z} ∈ S and x, y, z ∈ U , we map into a structure as show in Fig. 6 . We map each element in the subset S as a message vertex and add 3 client vertices c 1 , c 2 , c 3 in the constraint pliable index coding problem instance. We connect c 1 to x and y, connect c 2 to y and z, and connect c 3 to z and x. Recall that a connection between a client and a message means that the client does not have the message.
• For different subsets, if they contain the same element, we connect them using the following structure as shown in Fig. 7 . For example, if the subsets S 1 = {x, y 1 , z 1 }, S 2 = {x, y 2 , z 2 }, and S 3 = {x, y 3 , z 3 } all contain the element x, Fig. 7 . Connecting the same elements in different subsets.
we connect a client vertex c x to all messages corresponding to x and another additional message vertex b x .
After this mapping, we can see that we construct a constrained pliable index coding instance with n = 3|S| + |U | clients and m = n messages. We want to show that if and only if the (q +1)-DL problem outputs a "Yes" answer, a code length 2 coding matrix can satisfy such a problem.
If for a "Yes" instance of (q + 1)-DL problem, we can find a labeling scheme using q + 1 labels to the elements. In finite field F q , we notice that the maximum number of vectors that are pair-wise independent is q + 1, e.g.,
We consider each label as one of these q + 1 vectors. Then for the coding matrix A, we can assign the columns the same vector that correspond to the same element in subsets, e.g., b 1 , b 4 , and b 7 in Fig. 7 . For the columns corresponding to an element not in subsets, e.g., b x , we assign a different vector other than the one for the element in subsets. This is a valid coding matrix. Indeed, for 3 messages corresponding to a subset, e.g., b 1 , b 2 , and b 3 , they are labeled using different labels from the q + 1-DL problem solution. Then, the 3 clients corresponding to this subset, i.e., c 1 , c 2 , and c 3 , can decode b 1 , b 2 , and b 3 , respectively, according to the decoding criterion.
The client corresponding to an element not in subsets, e.g., c x , can decode the corresponding message not in subsets, i.e., b x , as coding vectors corresponding to messages b 1 , b 4 , and b 7 are the same and different from the coding vector corresponding to message b x . Suppose for the constrained pliable index coding instance, a length 2 coding matrix A can make a successful shuffling. Then we notice that client c x should be satisfied by message b x , since b x only connects to c x and m = n, which implies that each message needs to satisfy a client. In this case, the nonzero coding vector corresponding to b x is not in the space spanned by other coding vectors corresponding to x in subsets, i.e., b 1 , b 4 , and b 7 . As a result, the space spanned by coding vectors corresponding to the same element in subsets is a one dimensional space, e.g., the space spanned by coding vectors corresponding to b 1 , b 4 , and b 7 . For clients and messages inside a subset, e.g., b 1 , b 2 , b 3 , c 1 , c 2 , and c 3 , there are two ways to satisfy these clients: one is b 1 to c 1 , b 2 to c 2 , b 3 to c 3 ; and the other one is b 2 to c 1 , b 3 to c 2 , b 1 to c 3 . For both of these two ways, we notice that coding vectors corresponding to b 1 , b 2 , and b 3 should be pair-wise independent; otherwise, one of the clients cannot decode a new message, e.g., if coding vectors corresponding to b 1 and b 2 are dependent to each other, then c 1 cannot decode any new message. In addition, we observe that there are in total q + 1 1-dimensional subspaces spanned by 2-dimensional vectors over finite filed F q , i.e., the spaces spanned by vectors in (29) . Therefore, if we assign each space a label, then messages in the same subsets are using different labels and messages in different subsets corresponding to a same element are using the same label, resulting in a solution of the q+1-DL problem.
APPENDIX D PROOF OF LEMMA 5
In the following, we complete the proof of Lemma 5 for scenarios 2 and 3. The techniques used here are similar to that for scenario 1.
2) For scenario 2, we have B2:B2∼B0
Let us define the term inside the summation as Δ j
Then we can see that for j = 1, 2, . . . , K − 1, we have
This implies that for all j = 1, 2, . . . , K, Δ j ≤ Δ 1 . For Δ 1 , we have the following
Next, we have
From (1)) . Obviously, we have (1)) . By setting the probability p † =p
We then can bound the following probability using Azuma's inequality
We then can bound the following probability using Azuma's inequality Pr{B contains no K-pattern} ≤ exp(−p 2 log 12 (1/p)m 2 n 2 8c 8 log 16 (n)m n ) ≤ exp(−p 2 log 12 (1/p)mn 8c 7 log 14 (n) ).
(43) Therefore, we can bound the probability that any subgraph B induced by m messages and n clients does not contain a K-pattern: Pr{∃B ∈ B(B, m , n (1), (44) where the last equality follows from that c = o( n 1/7 log 2 (n) ).
APPENDIX E CONSTRUCTION OF OUTER LAYER BIREGULAR GRAPH
In this appendix, we discuss in detail about the construction of outer layer biregular graph. Note that, this is equivalent to construct a C 4 -free biregular graph (i.e., no 4-cycle as a subgraph). However, the fundamental understanding about this is still an open question in extreme graph theory. Here, we present three directions regarding constructing the outer layer biregular graph.
We use a biadjacency matrix 7 B ∈ {0, 1} n×m/m1 to represent the bipartite graph, where the rows correspond to n worker nodes and the columns correspond to m/m 1 message groups. According to our proposed outer layer architecture, B is a matrix with equal number of d 1 1s in each row and equal number of d 2 1s in each column and no 2 × 2 submatrix of B has all 1s.
A. Construction via Binary Constant Weight Cyclic Codes
Our first idea is to construct this matrix B by stacking all codewords of a binary constant weight cyclic code [48] , i.e., each codeword is a row of B, that has weight d 1 , code length m/m 1 , minimum Hamming distance 2(d 1 − 1) and number of codewords n.
Since the minimum Hamming distance is 2(d 1 − 1) for a constant weight d 1 code, any pair of the codewords has at most 1 position of overlapping of 1. Also for cyclic codes, the right or left shifting of each codeword is still a codeword. Hence, each column of B goes through the same number of 1s and 0s with a different order. Therefore, the constructed matrix B is a C 4 -free biregular graph.
B. Recursive Construction Algorithm for B
A recursive construction algorithm, where we are inspired by ideas of how Gallager constructed the LDPC parity check matrix. Assume m/m 1 is divisible by d 1 and can be factorized as m/m 1 = d 1 k 1 k 2 . . . k l for some primes k 1 , k 2 , . . . , k l . We then have the following recursive construction algorithm to construct a n × m/m 1 C 4 -free biregular matrix for n = m m1d1 i 1 i 2 . . . i l = k 1 i 1 k 2 i 2 . . . k l i l with integers i 1 ∈ [k 1 ], i 2 ∈ [k 2 ], . . . , i l ∈ [k l ]. For convenience, we define k 0 = i 0 = 1. We will construct this in l + 1 steps and for step l = 0, 1, 2, . . . , l, we construct C 4 free biregular matrices of size k 1 i 1 k 2 i 2 . . . k l i l by d 1 k 1 k 2 . . . k l that have weights d 1 for each row and i 1 i 2 . . . i l for each column.
− Initial step l = 0: we construct a matrix with k 0 i 0 = 1 row and d 1 k 0 = d 1 columns. We just simply construct a 1×d 1 matrix of all 1s.
− Recursive step l to l + 1: Assume that we have successfully construct a C 4 free biregular matrix B 1 with k 1 i 1 . . . k l i l rows and d 1 k 1 . . . k l columns, with weights d 1 for each row. Now, we would like to show that we can construct another matrix B 2 with k 1 i 1 . . . k l +1 i l +1 rows and d 1 k 1 . . . k l +1 columns that is also C 4 free biregular. To realize this, we first construct a set of i l +1 matrices B 2,0 , B 2,1 , . . . , B 2,i l +1 −1 , each with size k 1 i 1 . . . k l i l k l +1 by d 1 k 1 . . . k l +1 . Then we stack these matrices together to get B 2 .
To get these matrices B 2,i (i = 0, 1, . . . , i l +1 − 1) from B 1 , we replace the 1s in B 1 with a k l +1 × k l +1 identity matrix or its circularly shifted version and the 0s with a k l +1 × k l +1 all 0 matrix.
In particular, let us denote by P the k l +1 × k l +1 cyclic permutation matrix, i.e., 1-left circularly shifted version of the identity matrix, shown as follows: 
Using this matrix P , we can use a simple multiplication P i to represent the i-left circularly shifted version of the identity matrix.
We then have the following k l +1 ways to form matrices B 2,i :
• Replace d 1 1s in each row of B 1 by I, P i , P 2i , . . . , P i(k l +1 −1) . Let us denote these matrices by B 2,i for i = 0, 1, 2, . . . , k l +1 − 1.
For example, B 2,0 is obtained by replace d 1 1s in each row of B 1 by I, I, I, . . . , I.
The matrix B 2 is formed by arbitrarily stacking i l +1 of the above k l +1 matrices together (for simplicity, we select the first i l +1 of them). For the construction, it is not hard to see that the constructed matrix B 2 is C 4 -free biregular.
Indeed, we can use an induction on l to show that the constructed matrix is C 4 -free biregular. The initial condition l = 0 holds according to our algorithm. Assume the construction algorithm is able to generate a C 4 free biregular matrix B 1 at step l with k 1 i 1 . . . k l i l rows and d 1 k 1 . . . k l columns, with weights d 1 for each row, then we consider the constructed matrix B 2 at step l + 1. Since the matrix B 1 is biregular, then each basic matrix B 2,i is biregular and the stacked matrix B 2 is biregular. Indeed, B 1 has d 1 1s in each row and i 1 i 2 . . . i l 1s in each column, so by replacing each one with a ij-left circularly shifted version of the identity matrix in the form P ij (for different j), the new matrix B 2,i will also have d 1 1s in each row and i 1 i 2 . . . i l 1s in each column. By stacking these i l +1 these matrices together, the matrix B 2 will still be biregular with d 1 1s in each row and i 1 i 2 . . . i l i l +1 1s in each column.
We now focus on proving the C 4 -free part. First note that the matrix B 2,i is C 4 -free according to the construction and the assumption that B 1 is C 4 -free. Second, we prove by contradiction that this can not be true for C 4 to exist in two submatrices B 2,i and B 2,i . Suppose we can find a C 4 structure, then this C 4 structure should be in a submatrix in the form P ij P ij P i j P i j , (46) for some i = i and j = j , where i = i are the indices of the two submatrices B 2,i and B 2,i we stack together, and j = j are indices representing the (j + 1)-th 1 in each row of B 1 (recall that to construct B 2,i , we replace using a ij-left circularly shifted version of the identity matrix P ij for the (j + 1)-th 1 in each row of B 1 ). If there is a C 4 structure in the above submatrix, it is required that i j − ij = i j − ij or (i − i)(j − j) = 0 (namely, when we circularly shift the matrix P ij by i j − ij to the left, we get P i j ; if there is a C 4 structure, we shift the matrix P ij by the same amount, then we get P i j ), resulting in a contradiction. Therefore, B 2 is also C 4 -free.
C. Approximations to Construct B
A third idea is to relax the constraint that B is a C 4 -free biregular graph. As we may see that even if two worker nodes have cached data pieces in slightly more than one group, it is still acceptable. Also it is not crucial if the degrees of each group vertex changes slightly. Therefore, a simple randomized algorithm would work by randomly selecting n subsets among the m/m1 d1 subsets of size d 1 groups.
APPENDIX F PROPERTIES OF PLIABLE INDEX CODING BASED SHUFFLING
A. Hamming Distance Analysis
We analyze the Hamming distance of our pliable index coding based shuffling. We first note that across different worker nodes, the Hamming distance is at least 2(s − m 1 + m 1 /r), as in the outer layer of the transmission structure, two different worker nodes have common messages in no more than one group.
Next, we evaluate the Hamming distance across iterations for the same worker i. Let us define a truncated cache state on group g for worker i at iteration t, z t i | g ∈ {0, 1} m1 , as a m 1 -tuple that consists of coordinates of z t i corresponding to messages in group g. We first consider the Hamming distance H| g between truncated cache state on a specific group g for worker i across iterations. We claim that the average Hamming distance H| g across all iterations is at least the average Hamming Distance between two consecutive iterations, i.e., for two given iterations t 1 < t 2 , Pr{z t1 i | g = z t2 i | g } ≤ Pr{z t1 i | g = z t1+1 i | g }. To prove this, we use a random walk model on a graph G(V, E) that is constructed as follows. Each vertex v ∈ V corresponds to one of m1 m1(1−1/r) possible truncated cache states z t i | g , or state for short, i.e., all binary vectors of length m 1 and weight m 1 (1 − 1/r). There is an edge between two states v 1 and v 2 if and only if their Hamming distance is no more than 2, i.e., each vertex v has a self-loop and there is an edge connecting two vertices of Hamming distance 2. Thus, a vertex v has m 2 1 (1/r−1/r 2 ) connections with other vertices. Originally, worker i is in any of the m1 m1(1−1/r) possible states with equal probability. Using our proposed shuffling scheme, after each iteration, worker i remains in the same state with probability 1 − p 1 ≤ 1 − 1/e (p 1 is defined as the probability that a worker can decode a new message during each transmission) and changes to a neighboring state with probability p1 em 2
