Classification of Real and Pseudo pre-miRNAs in Plant Species  by Engchuan, Worrawat & Chan, Jonathan H.
 Procedia Computer Science  11 ( 2012 )  17 – 23 
1877-0509 © 2012 Published by Elsevier Ltd. 
doi: 10.1016/j.procs.2012.09.003 
Proceedings of the 3rd International Conference on Computational Systems-Biology and Bioinformatics (CSBio 2012) 
Classification of real and pseudo pre-miRNAs in plant species 
Worrawat Engchuan, Jonathan H. Chan* 
School of Information Technology, King Mongkut’s University of Technology Thonburi,10140, Bangkok, Thailand 
 
 
 
Abstract 
Micro-RNAs (miRNAs) are an important class of small non-coding RNAs which play a crucial role in gene regulation at 
the translational level. Both perfect and nearly perfect binding of miRNAs through base complementary could cause 
translation inhibition. Identification of miRNAs in organisms has mostly been focused on precursors of miRNAs (pre-
miRNAs). These pre-miRNAs are found only in non-coding regions. However, pseudo pre-miRNAs, which are RNA 
sequences in the coding region, can be folded as hairpin structures. The classification of real and pseudo miRNAs is more 
complicated for plants, when compared to animals, due to their wider diversity. This study aims to extract the features of 
pre-miRNAs for classifying real and pseudo pre-miRNAs in plants and compare classification performance of five different 
machine learning approaches. Stochastic-based Random Forest and Naïve Bayes Classifier showed the best classification 
performance with over 90% accuracy using 10-fold cross-validation and over 85% accuracy using cross-dataset validation. 
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1. Introduction 
Micro-RNA (miRNA) is an important class of small non-coding RNAs of ~22-24 nucleotides (nt) as it plays 
a crucial role in gene regulation at the translational level. In particular, both perfect and nearly perfect miRNA 
bindings could inhibit the translation process through the base complementary process [1]. The functional 
miRNAs are produced from precursor-miRNAs (pre-miRNAs) which may be found in both intergenic and 
intronic regions. Pre-miRNA sequence is transcribed or produced from intergenic or intronic region. Then pre-
miRNA sequence folds itself into secondary structure as hairpin structure. The hairpin structure is bound by 
Exportin-5 and transport to cytoplasm. At cytoplasm, hairpin structure is cleaved by Dicer or Dicer-like 
protein. The cleaved/functional miRNA sequence will bind with Argonaute protein to form RNA-Induced 
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Silencing Complex (RISC). RISC then bind to target mRNA sequence to obstruct Ribosome or to destroy 
target mRNA sequence [2-3]. 
Identifying miRNAs using computational approaches mostly focus on the presence, accumulation, structure 
and sequence of pre-miRNAs [1, 4-5]. However, there are some RNA sequences in coding region can be folded 
as hairpin structure like pre-miRNAs; those RNA sequences were termed pseudo pre-miRNAs [6]. By 
constructing classification model to classify real and pseudo pre-miRNAs, it would improve the performance to 
identify both known and novel pre-miRNAs in unfamiliar organisms. In animal, the characteristics of 
precursor-miRNAs used in real and pseudo pre-miRNAs classification are clearly stated because of the 
conservation of pre-miRNAs. In human, there are several works in classification of real and pseudo pre-
miRNAs. Xue et al. [6] developed the tripletSVM approach, which classifies two classes of pre-miRNAs using 
Support Vector Machine (SVM) on the frequency of triplet elements, structure feature of pre-miRNAs. Then 
MiPred, a random forest-based approach developed by Jiang et al. [5], showed an average 10% improvement in 
classifying performance than tripletSVM. The latest method for classifying real and pseudo pre-miRNAs in this 
series is microPred, which utilizes the SVM approach on a larger number of features than tripletSVM and 
MiPred such as base-pairing composition, dinucleotide frequency and several thermodynamic features [7]. 
Since there is more diversity of pre-miRNAs found in plant, it is more difficult to distinguish real and pseudo 
pre-miRNAs in plant species. Xuan et al. [8] proposed the SVM-based PlantMiRNAPred method, which uses 
multiple features of both structure and sequence features of pre-miRNAs to classify plant pre-miRNAs. 
However there is no study which compares classification approaches in order to select a suitable approach for 
classifying real and pseudo plant pre-miRNAs. By using the most suitable machine learning approach on 
extracted features of plant pre-miRNAs, the features can be further utilized to identify both known and novel 
pre-miRNAs in plant species. Our study aims to utilize the features of pre-miRNAs from previous research 
studies, in combination with additional features from the pre-miRNA structure, in order to compare the 
classification performance of different machine learning approaches. 
2. Data collection and Data preparation 
2.1 Data Collection 
In this study, Arabidopsis thaliana, which is a model plant organism, and Oryza sativa, which is one of the 
most well-known organisms, were used because of the availability of the data. The real pre-miRNAs data of 
both organisms were obtained from miRBase 18 [9-12], while the pseudo pre-miRNAs data were constructed 
using Coding Sequences (CDS) data obtained from Phytozome 8 database [13]. There were a total of 291 and 
581 pre-miRNA sequences of A.thaliana and O.sativa, respectively. In comparison with the existing tools, 
datasets were obtained from PlantMiRNAPred website [8], contains 1 training set, 10 positive testing sets and 1 
negative testing set from 9 plant species.   
 
2.2 Data Preparation 
The real or known pre-miRNAs of both A.thaliana and O.sativa obtained from miRBase were used to 
predict secondary structure of pre-miRNAs using UNAFold, a nucleic acid folding software package based on 
stochastic sampling [14]. Since the known pre-miRNAs can be found only in the non-coding region, so CDS 
data were used to construct the pseudo pre-miRNAs dataset [6]. Each sequence in CDS data were chopped into 
shorter RNA sequences (~100-350 nt). In real pre-miRNAs, when the threshold of Minimum Free Energy and 
number of bulges are set to be -10 and 10, respectively, all real pre-miRNAs can be identified. So, when using 
UNAFold to predict the secondary structure of those chopped sequences, only chopped sequences can be 
folded as hairpin structure with Minimum Free Energy < -10 and number of bulges < 10 were defined as 
pseudo pre-miRNAs (Fig. 1). There are respectively 291 and 581 pseudo pre-miRNAs in A.thaliana and 
O.sativa selected as the negative set. 
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Fig. 1. Method to construct pseudo pre-miRNAs dataset 
3. Pre-miRNAs features extraction 
After folding both real and pseudo pre-miRNA sequences by UNAFold, the features of pre-miRNAs can be 
extracted. There are totally 57 features of pre-miRNAs, which can be divided into sequence features and 
structure features. For sequence feature, dinucleotide frequency of pre-miRNA was used. There are 16 possible 
dinucleotide features (AA, AU, AC, AG ..., GA, GU, GC, GG) [6].  
 
 
Fig. 2. An example of triplet elements 
For structure features, this study used base pairing composition, triplet element and number of each loop 
type found in secondary structure of pre-miRNAs [8]. Base pairing composition of pre-miRNAs structure has 3 
possible types, which are A-U, C-G and U-G. Triplet element frequency is a type of pre-miRNAs features 
always used in miRNAs gene prediction and classification of real and pseudo pre-miRNAs because it can 
accurately reflect the real pre-miRNAs structure from pseudo pre-miRNAs structure [6]. Triplet element 
frequency can be calculated from sequence of dot/bracket-format secondary structure of pre-miRNAs (Fig. 2). 
Table 1 shows all 32 possible types of triplet element. The last set of pre-miRNAs features are the number of 
multi-loop, external-loop, bulge-loop, helix, stack and interior-loop generate from UNAFold. 
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Table 1. All 32 possible types of triplet element 
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4. Real and Pseudo pre-miRNAs classification 
After extracting all 57 features data of both real and pseudo pre-miRNAs, those data were used in the 
classification process. The existing studies of pre-miRNAs classification mostly utilized SVM as the classifier. 
This study aims to identify an appropriate machine learning approach for pre-miRNAs study. In this study we 
tested the classification performance of 5 popular classification approaches available in Java-ML library [15]. 
There were two stochastic and three deterministic machine learning approaches. These were Random Forest 
(RF) and Naïve Bayes classifier (NB), and K-Nearest Neighbors (KNN), Self Optimizing Linear (SOL) and 
Mean Feature Voting classifier (MFV). Random Forest is a voting-based approach. Each feature of pre-
miRNAs is used to construct the classification tree. Each classification tree has one vote for the output class. 
By combining a number of classification trees as the forest, the majority vote of the forest will be used to 
predict the output class. Naïve Bayes classifier uses a probabilistic approach, based on Bayes’ theorem. In 
classification, the output class will be assigned by the likelihood calculated from training data. KNN is the 
simple machine learning approach, which will predict the output class base on majority vote of its neighbours 
or its closest instance. SOL and MFV are the machine learning approaches provided by Java-ML library [15].  
5. Results and Discussion 
5.1 10-fold cross-validation 
The different machine learning approaches were compared in classification performance by 10-fold cross-
validation on A.thaliana, O.sativa and merged datasets which contain 592, 1162 and 1754 pre-miRNAs, 
respectively ( 
Table 2). The classification performance of machine learning approach was determined by different statistical 
measures: accuracy, recall, precision and specificity. Accuracy denotes the ability of classification model to 
distinguish real and pseudo pre-miRNAs. Recall represents the capability to identify real pre-miRNAs from all 
pre-miRNAs. Precision denotes the ratio of accurate predicting of real pre-miRNAs to overall predicting of real 
pre-miRNAs and specificity points to ability of classification model to identify pseudo pre-miRNAs. In 10-fold 
cross-validation, Naïve Bayes classifier shows the best classification performance among five machine learning 
approaches.     
 
5.2 Cross-dataset validation 
In order to evaluate the robustness of the machine learning approaches studied, cross dataset validations 
were performed. Five different machine learning approaches were evaluated using A.thaliana as training set 
and test the classification model by O.sativa together with using O.sativa as training set and test the 
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classification model by A.thaliana (Table 3). A robust machine learning approach should be able to construct 
classification model using one training set and that model can accurately classify real and pseudo pre-miRNAs 
in the other testing set. In cross-dataset validation, Naïve Bayes classifier also showed the best classification 
performance in case that A.thaliana dataset was used to train the classification model and test the model by 
O.sativa dataset. Conversely, if O.sativa dataset was used to train the model, Self Optimizing Linear was the 
found to be the most robust. 
 
Table 2. 10-fold cross-validation results of different machine learning approaches  
Dataset K-nearest RF SOL MFV NB 
A.thaliana 
Accuracy 0.81 0.95 0.95 0.88 0.95 
Recall 0.72 0.93 0.93 0.92 0.89 
Precision 0.89 0.98 0.97 0.85 1.00 
Specificify 0.91 0.98 0.97 0.84 1.00 
O.sativa 
Accuracy 0.85 0.92 0.92 0.81 0.96 
Recall 0.76 0.85 0.87 0.83 0.92 
Precision 0.94 0.98 0.97 0.80 1.00 
Specificify 0.95 0.98 0.97 0.79 1.00 
Merge dataset 
Accuracy 0.86 0.93 0.93 0.82 0.96 
Recall 0.79 0.87 0.89 0.84 0.92 
Precision 0.92 0.98 0.97 0.81 1.00 
Specificify 0.93 0.98 0.97 0.80 1.00 
Table 3. Cross-dataset validation results of different machine learning approaches 
Training set Testing set K-nearest RF SOL MFV NB 
A.thaliana O.sativa 
Accuracy 0.82 0.88 0.91 0.85 0.94 
Recall 0.67 0.77 0.84 0.78 0.88 
Precision 0.95 0.98 0.97 0.90 1.00 
Specificify 0.97 0.98 0.98 0.91 1.00 
O.sativa A.thaliana 
Accuracy 0.84 0.92 0.95 0.78 0.88 
Recall 0.82 0.90 0.94 0.95 0.89 
Precision 0.85 0.94 0.95 0.71 0.88 
Specificify 0.86 0.94 0.95 0.61 0.88 
 
5.3 Compare with existing approaches 
The top three machine learning approaches (RF, SOL, NB) from previous step were picked to compare with 
other real and pseudo pre-miRNAs classification tools. TripletSVM and microPred are the well-known pre-
miRNAs predicting approaches which are mostly used in human and animal studies. PlantmiRNAPred is the 
most recent proposed pre-miRNAs classification approach for plant species. Our top three machine learning 
approaches constructed a classification model using 1,960 pre-miRNAs training set obtained from 
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PlantmiRNAPred website [8]. The training set composed of 980 real pre-miRNAs and 980 pseudo pre-
miRNAs. For the testing set, the 10 real and 1 pseudo pre-miRNAs datasets of 9 plant species were also 
obtained from PlantmiRNAPred website. Random Forest (RF) and Self Optimizing Linear (SOL) based on our 
57 features showed the highest classification accuracy in four and five datasets, respectively. However, for 
another four datasets M.truncatula, G.max, Negative set and updated gma, PlantmiRNAPred showed the best 
classification performance. 
 
5.4 Discussion 
Analysing the statistical measures of classification performance results, the specificity is always the highest 
value among all four statistical measures. This may have occurred because the procedure for constructing 
pseudo pre-miRNAs was inadequate. That is, the pseudo pre-miRNAs were too easy to be distinguished from 
real pre-miRNAs. This was confirmed by the value of recall, which was always the lowest value. While the 
recall value, which represents the ability to identify real pre-miRNAs, was not high but the classification 
accuracy was high. The results suggest that our approach can accurately identify pseudo pre-miRNAs but not 
good enough to identify real pre-miRNAs.   
In comparison of our study against existing pre-miRNAs classification approaches, based on our 57 features, 
Naïve Bayes always showed the best performance in our data but the worst in applying to the testing set 
obtained from PlantmiRNAPred website. The over-fitting issue of Naïve Bayes may be attributed to the few 
points of pre-miRNAs data used in our study. Within each plant species, it may have its own pre-miRNAs 
characteristics, so that Naïve Bayes can perform well on the training and testing data from the same plant 
species. By including pre-miRNAs of the plant model organism, A.thailiana seemed to be quite representative 
of pre-miRNAs of other plant species as well. For another two classifiers, Random Forest (RF) and Self 
Optimizing Linear (SOL) showed the best classification performance in 4 testing datasets out of the 11 datasets 
used. This shows the robustness of RF and SOL, which can be applied for many types of pre-miRNAs data. 
While RF and SOL have the good performance on real pre-miRNAs dataset, they have quite low performance 
to identify pseudo pre-miRNAs (80-90% classification accuracy). So, in order to improve overall performance 
of classifier, we need to extract more features that can be used to distinguish pseudo pre-miRNA from the real.  
Table 4. Comparison with existing approaches (with datasets from [8]) 
Testing set  Type  Size  
Classification accuracy (%) 
RF  SOL  NB  PlantmiRNAPred  Micro 
Pred  
Triplet 
SVM  
A.thaliana  Real  180 100 100 93.89 92.22 89.44 76.06 
O.sativa  Real  397 99.24 99.24 95.47 94.21 90.43 75.54 
P.trichocarpa Real 233 95.71 91.41 71.24 91.85 75.21 84.98 
P.patens Real 211 93.36 96.21 92.89 92.42 71.49 89.57 
M.truncatula  Real  106 98.11 96.27 81.13 100 95.28 80.18 
S.bicolor Real 131 98.47 100 80.15 98.47 69.51 94.66 
Z.mays Real 97 98.97 97.94 96.9 97.94 66.97 93.81 
G.max Real 83 93.9 96.34 81.7 98.31 74.12 86.75 
Negative set Pseudo 1142 89.22 79.93 53.37 98.59 86.34 93.61 
Updated aly Real 191 98.43 100 82.72 97.91 70.98 91.62 
Updated gma Real 118 94.07 96.61 71.18 98.31 79.66 93.22 
23 Worrawat Engchuan and Jonathan H. Chan /  Procedia Computer Science  11 ( 2012 )  17 – 23 
6. Conclusion 
Plant pre-miRNAs are more diverse than the animal pre-miRNA, so that it is more difficult to classify real 
and pseudo pre-miRNAs in plant species. Extracting structure and sequence features of pre-miRNAs and using 
machine learning approaches on those extracted features, the real and pseudo pre-miRNAs can be classified 
with over 85% accuracy.  The three machine learning approaches showed the better classification performance. 
In 10-fold cross-validation result, Naïve Bayes was the best classifier. For cross-dataset validation, both Naïve 
Bayes and Self Optimizing Linear showed the highest classification performance. In comparison with selected 
existing techniques, our approaches, especially, Random Forest and Self Optimizing Linear showed the highest 
accuracy in identifying real pre-miRNAs in four testing sets. The evaluation results demonstrated that our 
approach was robust enough to be used to classify real and pseudo pre-miRNAs in other plant species. 
However, more features of pre-miRNA should be extracted in order to improve the performance of classifier to 
be able to apply for constructing an improved prediction model for identifying known or novel pre-miRNAs in 
unfamiliar plant organisms. 
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