Combined brain imaging methods to study structural and functional signatures of auditory and speech processing by Liem, Franziskus
Zurich Open Repository and
Archive
University of Zurich
Main Library
Strickhofstrasse 39
CH-8057 Zurich
www.zora.uzh.ch
Year: 2013
Combined brain imaging methods to study structural and functional
signatures of auditory and speech processing
Liem, Franziskus
Abstract: Unspecified
Posted at the Zurich Open Repository and Archive, University of Zurich
ZORA URL: http://doi.org/10.5167/uzh-93540
Originally published at:
Liem, Franziskus. Combined brain imaging methods to study structural and functional signatures of
auditory and speech processing. 2013, University of Zurich, Faculty of Arts.
Combined brain imaging methods
to study structural and functional
signatures of auditory and speech
processing
Thesis (cumulative thesis)
Presented to the Faculty of Arts and Social Sciences
of the University of Zurich
for the Degree of Doctor of Philosophy
by
Franziskus Liem
Accepted in the Autumn Term 2012
on the Recommendation of the Doctoral Committee:
Prof. Dr. Martin Meyer (main advisor)
Prof. Dr. Volker Dellwo
Zurich, 2013

Contents
Acknowledgements v
Abstract vii
Zusammenfassung ix
1. Introduction 1
1.1. History of human brain imaging and cognitive neuroscience . . . . . . . . 1
1.2. History of the cognitive neuroscience of language and speech processing . 4
1.3. Methods to study brain structure and function . . . . . . . . . . . . . . . 9
1.3.1. Auditory functional magnetic resonance imaging . . . . . . . . . . 9
1.3.2. Structural brain imaging . . . . . . . . . . . . . . . . . . . . . . . . 10
Voxel-based morphometry . . . . . . . . . . . . . . . . . . . . . . . 11
Surface-based morphometry . . . . . . . . . . . . . . . . . . . . . . 11
Voxel-based morphometry vs. Surface-based morphometry . . . . . 13
1.3.3. Auditory evoked potentials . . . . . . . . . . . . . . . . . . . . . . 14
1.4. Aims and significance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2. Empirical Part 19
2.1. Study I: Improving auditory fMRI protocols . . . . . . . . . . . . . . . . . 21
2.1.1. Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.2. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.1.3. Materials and methods . . . . . . . . . . . . . . . . . . . . . . . . . 26
Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Stimuli, experimental conditions and task . . . . . . . . . . . . . . 26
Data acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Whole-brain analysis . . . . . . . . . . . . . . . . . . . . . . 28
ROI analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Standard error, design variance and error variance . . . . . 29
2.1.4. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
Behavioural Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
Whole-brain analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 30
ROI analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
Standard error, design variance and error variance . . . . . . . . . 32
ii Contents
2.1.5. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.1.6. Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.1.7. Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.2. Study II: Planum temporale in speech perception . . . . . . . . . . . . . . 39
2.2.1. Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.2.2. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.2.3. Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . 43
Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Stimuli . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Design and procedure . . . . . . . . . . . . . . . . . . . . . . . . . 43
MRI data acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . 44
MRI data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.2.4. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Behavioral results . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
MRI results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Whole brain analysis . . . . . . . . . . . . . . . . . . . . . . 46
ROI analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Functional lateralization of PT and pSTG, but not HG,
depends on suprasegmental temporal in-
tegrity of stimuli . . . . . . . . . . . . . . 47
PT anatomy predicts task performance . . . . . . . . . 47
Relationship between PT function and task performance 49
Relationship between PT anatomy, function and task
performance . . . . . . . . . . . . . . . . 49
2.2.5. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.2.6. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.2.7. Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.2.8. Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.3. Study III: Cortical thickness predicts auditory N1 . . . . . . . . . . . . . . 55
2.3.1. Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.3.2. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.3.3. Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Data acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.3.4. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.3.5. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.3.6. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2.3.7. Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
Contents iii
3. General discussion 63
3.1. Timing in auditory fMRI . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2. Functional and structural lateralization in the context of speech processing 64
3.3. Macroanatomical underpinnings of auditory evoked potentials . . . . . . . 65
3.4. Cellular underpinnings of the brain’s macroanatomy . . . . . . . . . . . . 66
3.5. Combining multiple brain imaging techniques . . . . . . . . . . . . . . . . 67
3.6. Future directions – brain networks . . . . . . . . . . . . . . . . . . . . . . 67
References 71
A. Supplementary Figures 87
B. CV 93

Acknowledgements
I would like to express my deepest gratitude to Martin Meyer for fostering me
when I was little and for his tremendous financial and scientific support over the years.
Thank you for your guidance and for providing an environment in which I could follow
my bizarre interests.
I am also extremely grateful to Lutz Ja¨ncke for welcoming me at his department
and for his scientific and financial support.
Thanks to Volker Dellwo for being part of the committee.
I also would like to thank Kai Lutz, Roger Lu¨chinger, Martina Hurschler, Tino
Zaehle and Anja Burkhard for their cooperation on my projects.
This work would not have been possible without the volunteers that patiently
endured our experiments. Thank you for that.
I also would like to thank all my colleagues at the Department Neuropsychology
and the INAPIC for the fun time. Special thanks to Yolanda for sharing an office,
to Ladina for providing the LATEX template, and to Ju¨rgen and Nicki for sparking my
interest in anatomical and network analyses.
Most of all, I would like to thank my family, friends, and Nicole.

Abstract
No clear consensus has been reached regarding the brain organization that un-
derlies language and speech functions, despite the long history of research in this field.
In three empirical studies, this thesis addresses several open questions in the field of
cognitive auditory and speech neuroscience and emphasizes the importance of using a
combination of several neuroimaging approaches to target scientific problems from sev-
eral perspectives.
Study I was conducted to optimize the timing of auditory functional magnetic res-
onance imaging (fMRI) setups. Findings from this study allow to design substantially
improved auditory fMRI experiments.
Study II tested the “asymmetric sampling in time” (AST) framework. This was done
by implementing an established behavioral experiment in a clustered-sparse fMRI study.
The results clearly support AST’s predictions with regards to the functional lateral-
ization in primary and non-primary auditory cortex. Additionally, novel insight into
structural lateralization and auditory cognition is presented.
In Study III the relationship between the electroencephalogram’s (EEG) auditory evoked
potential’s (AEP) component N1 and macroanatomical characteristics of the supratem-
poral plane was examined. Cortical thickness was measured via surface-based morphom-
etry. The results show that cortical thickness in the supratemporal plane predicts the
amplitude of the N1 modulation. This electrophysiological-structural mapping approach
might allow future EEG studies to localize the brain sources of scalp activity with an
extremely high spatial precision, in the millimeter range.
In closing, I will discuss possible cellular mechanisms that underlie individual
differences and change in macroanatomy and will sketch future directions in which neu-
roscientific progress can be expected.

Zusammenfassung
Obwohl es ein breites Spektrum an neurowissenschaftlichen Untersuchungen zu den
neuronalen Grundlagen der Kognition von Sprach- und Lautsprachfunktionen gibt, hat
sich kein breiter Konsens in diesem Feld gebildet. Diese Arbeit untersucht mittels drei
empirischer Studien einige offene Fragen zu auditorischen und sprachbezogenen Themen
auf dem Gebiet der Kognitiven Neurowissenschaft. Ein Fokus wird auf die Kombi-
nation verschiedener Bildgebungsmethoden gelegt um wissenschaftliche Fragestellungen
von verschiedenen Seiten zu beleuchten.
In Studie I wurden zeitliche Parameter des Darbietungsdesigns fu¨r auditorische
funktionelle Magnet Resonanz Tomographie (fMRT) Studien optimiert. Die Ergeb-
nisse dieser Studie erlauben es, deutlich verbesserte auditorische fMRT Studien
durchzufu¨hren.
Studie II testete die
”
Asymmetric Sampling in Time“ (AST) Hypothese in einem
clustered-sparse fMRT Design mithilfe eines etablierten Verhaltensexperiments. Die Re-
sultate untermauern die Vorhersagen der AST Hypothese bezu¨glich der funktionellen
Lateralisierung von Regionen des prima¨ren und nicht-prima¨ren auditorischen Kortex’.
Zusa¨tzlich werden auch neue Erkenntnisse u¨ber strukturelle Asymmetrie und audi-
torische Kognition berichtet.
In Studie III wurden Zusammenha¨nge zwischen dem Elektroenzephalogramm (EEG)
und makroanatomischen Eigenschaften des supratemporalen Planums untersucht. Die
N1 Komponente des Auditorisch Evozierten Potentials (AEP) wurde mit Massen der
kortikalen Dicke korreliert. Dieses strukturelle Mass wurden mithilfe von Oberfla¨chen-
basierter Morphometrie gewonnen. Die Studie zeigte, dass kortikale Dicke im supratem-
poralen Planum die N1 Amplitude vorhersagt.
Zum Abschluss werden mo¨gliche zellula¨re Mechanismen diskutiert, die den in-
terindividuellen Unterschieden in der Makroanatomie zugrunde liegen ko¨nnten. Des
weiteren werden mo¨gliche neurowissenschaftliche Forschungsfelder und Stossrichtungen
aufgezeigt, in denen in der Zukunft wichtige wissenschaftliche Erkenntnisse erwartet
werden ko¨nnen.

1. Introduction
Presently, scientists have remarkable methods at their disposal to study the brains
of healthy human beings in a noninvasive manner. Via positron emission tomography
(PET), magnetic resonance imaging (MRI) and electrophysiological techniques, func-
tional and structural brain maps can be acquired and related to cognition. In the present
thesis, I will sketch the development of these neuroimaging methods, which led to the
emergence of the field of cognitive neuroscience (chapter 1.1). I then will focus on the
progress that has been achieved in neuroimaging with regards to the examination of au-
ditory and speech functions, will identify conceptual dead ends that might have resulted
in stagnancy in the field and will present alternative approaches (chapter 1.2). Lastly,
I will present advanced neuroimaging methods designed specifically to study auditory
and speech functions in the brain (chapter 1.3). Emphasis was put on the combination
of several neuroimaging methods to consider a scientific problem from different sides.
Up until recently, the majority of neuroimaging studies made use of only one of those
methods at a time. However, as those methods cover different aspects of brain func-
tion and structure, combining them into multimodal imaging settings will be a decisive
step towards scientific progress (Groves et al., 2012). This thesis provides examples as
how a combination of methods might be used to consider different aspects of a scientific
problem to end up with a multi-facet framework.
Through the introduction, three open scientific questions will be considered that
will be addressed via three empirical studies. One examination (Study II, chapter 2.2)
will present an innovative approach, using functional and structural MRI to examine
functional and structural asymmetries in the posterior temporal cortex in the context of
a novel speech processing paradigm. The remaining two studies focus on methodological
issues. Study I (chapter 2.1) aims to optimize auditory fMRI protocols. Insight from
this study is implemented in Study II. Finally, Study III (chapter 2.3) uses a multimodal
electrophysiological-structural mapping approach to characterize the basic relationship
between electrophysiological signals and macroanatomical brain structure.
1.1. History of human brain imaging and cognitive
neuroscience
While neuroimaging methods to study healthy human volunteers have been de-
veloped and applied over the last couple of decades, the groundwork that has enabled
these methods began to be conducted over a century ago. Functional imaging meth-
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ods like PET and fMRI rely on the fact that changes in local neuronal activity results
in changes in blood flow and metabolism. Impressive work observing the relationship
between cognition and blood flow was published as early as 1881 (Mosso, 1881). The au-
thor studied patients with a defect in their skull, which allowed Mosso to measure their
brains’ pulsation (cf. Figure 1.1). He reported increased pulsation over the prefrontal
cortex when patients performed an arithmetic task. Over the century that followed, a
plethora of researchers examined the relationship of cognition and blood flow, primarily
in lab animals. Insight from these works later resulted in techniques to study brain
function in living human beings (Raichle, 2009).
Figure 1.1.: Mosso’s apparatus to study local brain pulsation in a living human (Mosso,
1881).
The first neuroimaging method to study brain anatomy in living humans was
computer tomography (CT), introduced in 1971 (Raichle, 2009). With this method,
which is based on focused X-ray beams, the first three-dimensional images of the brain
were acquired. By the late 70s and early 80s, this development inspired the first in-vivo
method to study brain function in humans, PET (Raichle, 1983). In its most popular
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form, PET monitors regional cerebral blood flow (rCBF). This is achieved by marking
molecules in the brain via a radioactive tracer substance and then recording emissions
produced by the tracer. The temporal resolution of the image acquisition, which is
determined by the tracer’s short half-life, could be as low as under one minute, which is
far from impressive by today’s standards. With this method it became possible to record
up to 12 measurements in one subject. While this procedure constituted revolutionary
possibilities to study brain function, a critical drawback is the need to inject radioactive
tracer into the subject’s veins. This makes the procedure unpleasant and limits the
possibilities to study the same subject repeatedly over time.
Co-occurring with the development of CT and PET, MRI was introduced. Based
on research conducted in the 1940s, 50s and 60s, first structural images of the anatomy of
alive humans were recorded in the 1970s (Hinshaw, Bottomley, & Holland, 1977). MRI
can measure magnetic properties of tissue in the body. Importantly, different tissue
types (for instance the brain’s gray and white matter) show different magnetic proper-
ties. These different properties can be measured and reconstructed in high-resolution
(millimeter range) three-dimensional images of, for instance, neuroanatomy. This appli-
cation is referred to as structural MRI (sMRI).
Akin to different tissue types, differently oxygenated blood also shows different
magnetic properties: while oxygenated hemoglobin is paramagnetic and does not dis-
turb the magnetic field, deoxygenated hemoglobin is diamagnetic, and therefore disturbs
a magnetic field. These different properties have long been known. Based on observations
by Michael Faraday in 1845, Pauling and Coryell (1936) were the first to measure those
different properties (Raichle, 2009). In combination with more recently conducted work
(e.g. Thulborn, Waterton, Matthews, & Radda, 1982), this culminated in the discov-
ery of the blood-oxygen-level-dependent (BOLD) signal (Ogawa, Lee, Nayak, & Glynn,
1990). This signal describes the local ratio of oxygenated and deoxygenated hemoglobin
and locally changes as a function of neuronal activity. Hence, BOLD functional MRI
(fMRI) records an indirect measurement of brain activity (Raichle, 2009).
Since its advent, structural and functional MRI has revolutionized and dominated
the field of cognitive neuroscience. Not only is it now possible to study brain structure
and function with one imaging technique (PET is not able to acquire structural images),
MRI constitutes a noninvasive method. Radioactive tracers or rays are not required
to measure structural and functional MR contrasts. As important as the technical
advances in acquisition methodology have been, progress in experimental design must
not be underestimated.
The first experiments to study human auditory cognition, which were implemented
in PET studies, used subtraction designs, originating from the reaction time subtrac-
tion method introduced in the 1860s by Franciscus C. Donders (Raichle, 2009). This
influential concept in cognitive psychology aims to isolate a cognitive task by measuring
and subtracting the reaction times evoked by two different tasks, one experimental and
one control task. It is assumed that by subtracting the control reaction time from the
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experimental reaction time, only processes specific to the experimental tasks are sup-
posed to be measured. The first human brain mapping experiments that applied this
approach presented subjects with, for instance, written words they either had to read
out loud (experimental condition) or read silently (control condition). By subtracting
the maps acquired during silent reading from the ones acquired during loud reading,
scientists aimed to localize the brain regions responsible for processes like articulator
code, motor programming, motor output (Petersen, Fox, Posner, Mintun, & Raichle,
1988). The inherently low temporal resolution of PET, in the range of minutes, only
allowed to implement simple block designs: in the first block subjects silently read words
for one minute, followed by a one minute block of reading out loud. Hence, the simple
and straightforward analysis via subtraction methods seemed appropriate at the time.
However, these subtraction designs rely on the principle of “pure insertion”, i.e.
it assumes that a cognitive process can be added to the task without influencing the,
or interacting with the other cognitive processes. For example, if the difference between
a “syntax + semantics” task and a “syntax only” task is calculated to isolate semantic
processing, the presence of semantic processes must not influence syntactic processing.
However, in the case of syntax and semantics this separation cannot be made clearly
(Bates & Goodman, 1997). More generally, the assumption of pure insertion is very
rarely met (Friston et al., 1996). Since fMRI made it possible to study the brain’s
reaction to single events or stimuli, as compared to whole blocks of stimuli in PET,
more sophisticated design and analysis approaches were possible. These so-called event-
related fMRI acquisition designs made it possible to implement factorial and parametric
analyses that do not rely on pure insertion. With factorial designs interaction between
cognitive processes, violating the assumption of pure insertion, could be modeled explic-
itly. Parametric designs made it possible to study one task under gradually different
conditions, e.g. different working memory load (Friston et al., 1995). With these new
designs it became possible to present stimuli in a randomized manner and to consider
the subjects’ behavioral response to each stimulus. Taken together, these advances in
experimental designs and data analysis approaches enabled scientists to examine a wider
array of research questions in a more sophisticated manner.
1.2. History of the cognitive neuroscience of language and
speech processing
Before the introduction of neuroimaging tools, inferences on the relationship be-
tween language/speech and the brain were drawn from patients with aphasia, acquired
language and speech impairments due to brain lesions. After the patients’ death, their
brains were examined and local macro-lesions were connected to deficits in language and
speech processing. In fact, finding the brain basis of language and speech processing was
one of the first challenges modern neuroscience attended to, in the second half of the
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19th century. Pioneering work was conducted by Broca (1861) and Wernicke (1874). The
French neurologist Paul Broca related severe speech production deficits to a lesion in the
left inferior frontal gyrus, now known as Broca’s area. Shortly after Broca, the German
neurologist Carl Wernicke related damage of the left posterior superior temporal gyrus,
now known as Wernicke’s area, to lexical impairments (fluent nonsensical production
accompanied by comprehension deficits). Wernicke already appreciated the importance
of fibers connecting the temporal and the frontal region. He proposed that sounds of
words are stored in Wernicke’s area, while motor images of speech are stored in Broca’s
area. Wernicke’s area is hypothesized to be connected to Broca’s area in order to trans-
form sound to motor representations when repeating a perceived word. Representations
in Wernicke’s area are assumed to be of a purely sensory nature and are connected to
the memory representations of concepts they describe, in order to give meaning to the
sounds (Poeppel & Hickok, 2004). Wernicke’s model was later extended by Lichtheim
(1885) and was known as the “classical model” of the neuroanatomy of language or
Wernicke-Lichtheim-model (cf. Figure 1.2). A key difference between Wernicke’s and
Lichtheim’s model was Lichtheim’s proposal of a conceptual center. Wernicke assumed
conceptual representations to be spread over the cortex (Eling, 2011). In the decades
that followed, the model lost popularity but was brought back into scientific discourse
by the work of Norman Geschwind (1965a, 1965b) and is still the prevailing model in
the clinical context.
4. Memoirs of Lichtheim
When he had retired, Lichtheim wrote his memoirs (Wegelin,
1956). A copy is kept in the University library in Bern. Carl
Wegelin, a former assistant of Lichtheim in Koenigsberg and
director of the Pathological Institute at the University of Bern,
edited these memoirs, selecting the most important parts. He
wrote a short introduction and this was published in the
Schweizerische Medizinische Wochenschrift in 1956. Among the
excerpts is a paragraph on ‘Aphasie’. It contains the story of
how Lichtheim came to think about the aphasia model and
why he developed a revised version of Wernicke’s model as
well as the well-known diagram. He also describes the fall of
the localisation theories, including his own model in the
1920s.
5. Translation
Aphasia1
In the first years of activities in Bern, I did not produce any
publications. With respect to my scientific activities, I had to
adapt myself completely: experimental studies, like I had
been doing in Breslau and also in Jena, were impossible. All
necessary equipments were lacking and there was also no
room, in which I could have stored them. I remained true to
my preference for neurology and I have published a series of
clinical neurological papers, a number of anatomical investi-
gations, partly performed by myself, partly by others. Among
these are also the findings on spinal changes in the anemic
syndrome of Biesmer, that I askedmy assistant Dr. Minnich to
elaborate on later in Koningsberg, where I had more patho-
logical materials at my disposal.
Most response was generated by my paper on Aphasia.
This paper originated in the following way. An excellent
physician fromThun, Dr. Koller, had consultedme concerning
a young Belgian countess. On a very hot, sultry summer
afternoon, I drove with him from Thun to Spies, in an open
Berner coach, that offered no shelter from the sun (at that
time the railway ended at Thun). In Spies, I found a desperate
case, a dying young woman, who fell ill a few days after her
wedding and she showed the symptoms of a defuse peritoneal
infection. At that time, nobody thought of a surgical inter-
vention for such cases; theywere considered to be untreatable
losses. Disgruntled and with a severe headache, which I
always have after rides in the blazing sun, I returned and
during the ride, Dr. Koller askedme to visit a teacher suffering
from aphasia on the way through Thun. He knew that for this
case also few options were available for treatment as with the
countess, but I would do him a favor if I would reassure the
patient and his family. I was very tired and hardly able to
examine a case of aphasia, but I could not decline the request.
I immediately noticed that it concerned a rather abnormal sort
of sensory aphasia, that I could not interpret. Inmy theoretical
lecture I was just dealing with the nervous diseases and was
working on the chapter on aphasia. I believed to have found
the key to understand this case e it was a subcortical sensory
aphasia.
I immediately drove to Thun to perform a thorough
examination of the patient. By accident, I came to see a patient
in the clinic immediately following this case. The new case
was complementary to the former one in the sense that the
new patient suffered from a transcortical sensory aphasia,
like the former an unknown syndrome. (The names derive
from a lecture by Wernicke on my work. I chose other names,
Wernicke’s nomenclature did not seem impeccable to me.
But it su vived; the names I sugg sted were not generally
accepted).
I then also thought of the already known (comparable)
motor forms of aphasia. In my lecture, I presented the various
forms of aphasia according to my view and, in order to clarify
these to the audience, I presented a schematic drawing of the
involved brain pathways that I assumed. I also used this
schematic drawing for my presentation at the meeting of the
South German Neurologists (Fig. 2).
The lecture was held under very difficult conditions. It was
an unusually hot ultry day, andwhen I b gan to speak, a very
fierce storm started, which lasted for the entire lecture. In
deep darkness, illuminated by the almost continuous flashes,
and overwhelmed by the continuous cracking thu ders, I h d
to present my lecture. To what extent I succeeded in making
myself heard, I cannot say. It was certain that this was not or
almost not the case for one of the listeners, whose judgement I
valued most, the respectable Kussmaul, whose extensive
description of disorders of speech had been published a few
years before. Kussmaul was the only one who spoke after my
presentation. What he said w s not really clear to m , but it
was obvious that he rejected my arguments, and in an irri-
tated manner too. I did not oppose because I assumed that he
had misunderstood me completely. He admitted that to
Nothnagel, when my work had been published.
Fig. 2 e Lichtheim’s House, taken from the German version
of his aphasia paper.
1 I am grateful to Heiko Bergmann for his advice and help with
the translation.
c o r t e x 4 7 ( 2 0 1 1 ) 5 0 1e5 0 8 503
Figure 1.2.: Lichtheim’s house diagram. A: word representation center, B: conceptual
center, M: motor center. (Figure from Eling, 2011).
So, what progress has been achieved since the introduction of modern brain map-
ping techniques? Has neuroimaging supported the classical model?
First of all, the notion of Broca’s and Wernicke’s area as the only regions involved
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in language processing and as regions involved only in language processing was no longer
tenable. Broca’s and Wernicke’s area could no longer be considered the classical lan-
guage centers where language processing exclusively takes place. An early PET study
has clearly shown regions outside the classical language centers to be involved in lan-
guage processing (Binder et al., 1997). Furthermore, on the eve of neuroimaging, it
was accepted, in line with the classical model, that the left planum temporale (PT; the
anatomically better-defined equivalent for Wernicke’s area for scientists at the time), is
a speech specific region (Galaburda, Sanides, & Geschwind, 1978; Geschwind & Levit-
sky, 1968). That is to say, the left planum temporale is driven by speech and speech
only. However, an early auditory fMRI study by Binder, Frost, Hammeke, Rao, and
Cox (1996) clearly refuted the idea that the left planum temporale is speech specific.
These authors found it to be driven by acoustic as well as linguistic stimuli. Addition-
ally, over time evidence accumulated showing that the left and the right PT both play a
crucial role in sound and speech processing (e.g. Gandour et al., 2003; Ja¨ncke, Wu¨sten-
berg, Scheich, & Heinze, 2002; Meyer, Alter, Friederici, Lohmann, & von Cramon, 2002;
Meyer, Steinhauer, Alter, Friederici, & von Cramon, 2004). A recent meta-analysis by
Vigneau et al. (2011) also confirmed this pronounced right hemisphere involvement in a
variety of language-related processes. Hence, ignoring the right hemisphere in models of
language and speech processing seems problematic at least.
As revolutionary the classical model has been at its introduction, from a present
point of view neuroimaging has revealed a number of issues. Let us consider here one
neuroanatomical and one linguistic problem. First, the model works with anatomical
distinctions and predictions that time has proven to be problematic (for an elaborated
analysis of this and other issues the reader is referred to Poeppel & Hickok, 2004).
Neuroanatomical progress clearly showed that Broca’s area and Wernicke’s area are
by no means homogeneously organized areas (e.g. Amunts & Zilles, 2012; Wise et
al., 2001). Furthermore, as mentioned above, neuroimaging studies have pointed to
regions outside the classical language areas, not restricted to the left hemisphere, that
are involved in language and speech processing.
A further critical issue is that the classical model is linguistically substantially
underspecified (Poeppel & Hickok, 2004). Language was considered to consist of merely
two sub-components: production and comprehension. From a linguistic point of view
this dramatically neglects the complexity of language and different concepts linguists use
(e.g. phonology, syntax, semantics). This was recognized in the neuroimaging literature
and resulted in a wide range of studies that aimed to study phonological, syntactic and
semantic processing in isolation from one another (e.g. Friederici, 2002; Grodzinsky,
2000; Hagoort, 2005; Pulvermu¨ller, 2010). Vivid “battles for Broca’s region” have been
fought (Grodzinsky & Santi, 2008) but a clear consensus is still lacking. In essence,
the problem with the classical model – using concepts that are too coarse to represent
the linguistic reality – is only shifted to another level in the aforementioned neuroimag-
ing studies. Importantly, concepts like syntax or semantics “(. . . ) are not monolithic,
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and have many sublevels of representations (. . . )” (Boeckx, 2009, p. 159). Or as Van
Lancker Sidtis (2006) wrote:
“The proposed linguistic levels—phonetics, phonology, morphology, lexicon,
syntax, and semantics—may be more useful as an educational and analytic
heuristic than for describing the biology of human language and language
disturbance. Their status as autonomous, explanatory elements in mental
and cerebral processing is no longer clear. These terms may not reflect the
language of the mind or the brain.” (p. 279)
Taken together, Boeckx (2009) and Van Lancker Sidtis (2006) indicate that look-
ing for brain modules that accomplish processes related to coarse linguistic concepts
might not be a fruitful research program and establishing a direct link between linguis-
tics and neuroscience is not as simple as a dominant fraction neuroscientific literature
suggests. In more detail, Poeppel and Embick (2005) identify two major conceptual
issues that impede describing a link between the two domains. First, the “Granularity
Mismatch Problem” considers that linguists and neuroscientists operate with concepts
of radically different granularity or coarseness. While linguists work with finely grained,
well-defined concepts and explicitly formulated operations, typical neuroscientific con-
cepts of language are by far broader and less explicitly defined. Second, the authors
diagnose an “Ontological Incommensurability Problem”: since the units of linguistic
and neuroscientific computations have developed independently they are suggested to
be incommensurable. Hence, a direct link between linguistic concepts (like syllable,
clause, linearization or semantic composition) and neuroscientific concepts (like neuron,
cortical column or oscillation) is not possible. To solve these problems Poeppel and
Embick (2005) propose:
“(. . . ) spelling out the ontologies and processes in computational terms that
are at the appropriate level of abstraction (i.e. can be performed by specific
neuronal populations) such that explicit interdisciplinary linking hypothe-
ses can be formulated. (. . . ) [W]e recommend taking linguistic categories
seriously and using them to investigate how the brain computes with such
abstract categorical representations.” (pp. 106 - 107)
For instance, the linearization of hierarchical structures is an important syntactic opera-
tion. It might also be involved in other linguistic or cognitive domains, like phonological
or motor sequencing. The authors reason that studying linearization in different domains
might therefore describe the problem at the appropriate level of granularity.
While recently published models tend to incorporate insight from recent neu-
roimaging studies, for instance with regards to the bihemispheric organization of lan-
guage processing, and try to better define operational demands of speech processing
(e.g. Hickok & Poeppel, 2007), it seems as if they have a hard time liberating them-
selves from old concepts. A framework adhering to the suggestions made by Poeppel and
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Embick (2005) is a scheme by Ben Shalom and Poeppel (2008). The authors propose
a taxonomy of language perception on two axes: first, along different linguistic aspects
(phonology, syntax and semantics); second, along different linguistic operations (memo-
rizing, analyzing and synthesizing). Those operations are present in all of the proposed
aspects. Based on the linguistic operations, a coarse division of the cortex is proposed:
the temporal lobe is linked to memorizing (storing and retrieving) linguistic items, the
parietal lobe is associated with analyzing these items (accessing subparts of the items),
the frontal lobe with synthesizing (combining and assembling) items. Within each op-
eration, hence, within each mentioned lobe, an additional principle of organization is
proposed. A superior-to-inferior gradient is assumed to exist, organizing the different
aspects. In each lobe, phonetic/phonological information is localized most superiorly,
followed by syntactic information in the middle and semantic representations most infe-
riorly. While the anatomical distinctions as well as the linguistic operations defined in
this model are quite coarse, it definitely constitutes a step towards a testable model that
might explain a variety of findings in a linguistically motivated manner, with a strong
focus on computations required to process language and speech.
Another approach by Poeppel (2001, 2003), the “asymmetric sampling in time”
(AST) hypothesis, focuses on more initial stages of speech perception in a bottom-up
driven manner. Poeppel argues that low-level acoustic features of speech underlie lat-
eralization of high-level speech-related processes in the brain. As noted, for instance,
by Rosen (1992) information in the speech stream is transported over multiple tem-
poral scales. The acoustic fine structure at a range of several milliseconds is repre-
sented by rapidly changing spectro-temporal patterns, for instance formant transitions.
These rapidly changing patterns can constitute the perceptual differences between two
phonemes. On the other hand, the acoustic envelope codes prosodic features of speech
in the range of several hundred milliseconds, for instance intonation contour, tempo,
rhythm, syllabic structure, and stress. Furthermore, as mentioned above and in contra-
diction to the classical model, neuroimaging studies have shown bihemispheric involve-
ment of perisylvian cortex during speech perception. This involvement occurs lateralized
depending on acoustical properties of the speech signal. This has been shown, for in-
stance, by Belin et al. (1998) who reported that the perception of rapidly changing
acoustic cues resulted in a left lateralized pattern of activity in the auditory cortex.
Since rapid transitions are a critical part of the speech signal, the authors reason that
this lateralization on perceptual level might underlie later, higher-level language-related
brain functions.
Based on these and other observations, the AST framework was proposed (Poeppel,
2001, 2003). It argues that after an initial symmetrical representation of the speech
signal in primary auditory cortex, different aspects of the incoming speech signal are
preferentially processed in a lateralized manner in non-primary auditory cortex. While
rapidly changing acoustic features (e.g. formant transitions) are preferentially processed
left lateralized, slowly changing cues (e.g. prosodic features) are preferentially processed
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right lateralized. A more detailed account of the AST framework can be found in the
introduction of Study II (chapter 2.2.2).
Supporting evidence for the AST framework comes from fMRI studies using well-
controlled, parametrically manipulated, acoustic, non-linguistic stimuli (e.g. Boemio,
Fromm, Braun, & Poeppel, 2005; Scho¨nwiesner, Ru¨bsamen, & von Cramon, 2005) or
brief speech stimuli (e.g. syllables; Britton, Blumstein, Myers, & Grindrod, 2009). The
question arises whether longer, at least to some extent more speech-like, parametrically
manipulated stimuli, for instance sentences, result in functional lateralization predicted
by AST? Furthermore, does anatomical lateralization in the posterior temporal lobe
predict perception when acoustic cues are manipulated?
Open question 1: Can the functional lateralization predicted by AST
be shown with longer, more natural stimuli, in a novel parametric manipulation
paradigm? Does anatomical lateralization in planum temporale predict perception
in stimuli with altered acoustic information?
This question has been addressed in Study II.
1.3. Methods to study brain structure and function
We now turn to methodological issues, especially in the context of auditory and
speech experiments, that have been addressed in this thesis.
1.3.1. Auditory functional magnetic resonance imaging
As already mentioned in chapter 1.1, functional magnetic resonance imaging is an
indirect method to study brain functions. By utilizing neurovascular coupling, changes in
neuronal activity are deduced from changes in the ratio of oxygenated and deoxygenated
hemoglobin. This ratio can be observed in the blood-oxygen-level-dependent (BOLD)
signal (Ogawa et al., 1990). To record this signal, volunteers are placed inside a scan-
ner that produces a strong permanent magnetic field. Additional weak magnetic fields
(gradients) and radiofrequency pulses are used to measure differential magnetic response
of oxygenated and deoxygenated hemoglobin. This method produces three-dimensional
functional maps of the brain with a relatively high spatial resolution (millimeter range).
One severe drawback is the acoustic noise that is emitted as the gradient coils are
switched that can reach levels up to 130 dB. Therefore, auditory stimulation during im-
age acquisition is severely disturbed by acoustic scanner noise. However, the very slow
and delayed trajectory of the hemodynamic response, otherwise a pivotal disadvantage of
fMRI, makes it possible to present auditory stimuli in the absence of scanner noise. This
delay is as follows: when auditory stimulation evokes firing of auditory cortex neurons,
the hemodynamic response slowly increases and reaches its maximum at approximately
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five seconds after the stimulation. This indicates that the temporal resolution of fMRI is
far from optimal (in the range of several seconds). These temporal characteristics have
been exploited by acquisition procedures which present auditory stimuli and perform a
delayed image acquisition in pauses between stimuli. The “sparse temporal sampling”
approach (Hall et al., 1999) samples one brain image per cycle and has been further
advanced into the “clustered-sparse” imaging approach that samples multiple brain vol-
umes per cycle (Schmidt et al., 2008; Zaehle, Schmidt, et al., 2007). These techniques
enabled scientists to conduct reasonable auditory fMRI studies in the first place. For a
more detailed introduction into auditory fMRI scanner protocols the reader is referred
to the introduction of Study I (chapter 2.1.2).
Based on theoretical considerations, it has been assumed that long silent pauses
between consecutive image acquisitions enable a better measurement of brain responses
evoked by auditory stimuli. As these theoretical considerations heavily rely on multi-
ple processes (e.g. several hemodynamic responses evoked by different stimuli in rapid
succession, potential saturation effects) interacting in a complex manner, the actually
resulting modulation of the hemodynamic response is difficult to predict. Interestingly,
the question of the optimal timing in modern auditory fMRI protocols has not yet been
tested empirically.
Open question 2: Can the theoretically assumed optimal timing for auditory
fMRI protocols be supported by empirical evidence?
This question has been addressed in Study I.
1.3.2. Structural brain imaging
Beside brain function, magnetic resonance imaging can depict the brain’s struc-
ture, as well. Since different tissue types (gray matter, white matter, cerebrospinal
fluid) exhibit differential magnetic properties, they also show different levels of intensity
in brain images acquired with structural magnetic resonance imaging. Images can be
analyzed to characterize cortical and subcortical structures and, subsequently, to corre-
late measurements of structure with external variables. This can be achieved via several
analysis approaches. Most prominently, voxel-based morphometry (VBM; Ashburner
& Friston, 2000; Wright et al., 1995) has produced a diversity of structural insight over
the last decade. In recent years, more elaborated surface-based morphometry (SBM)
approaches have become increasingly accessible and popular (Dale, Fischl, & Sereno,
1999; Fischl, Sereno, & Dale, 1999). In this thesis, SBM was used in the studies II and
III.
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Voxel-based morphometry
Before the introduction of automated morphometry algorithms, the only way
to study neuroanatomy in-vivo was to manually label brain structures of interest on
anatomical brain images. This is a time-consuming and error-prone endeavor, which re-
quires considerable neuroanatomical knowledge and multiple raters to ensure objectivity.
Therefore, automatic approaches constituted a possibility to run objective anatomical
studies on a large sample in a reasonable amount of time with the possibility to analyze
the whole brain, not only a few structures. One common approach is the VBM procedure
by Wright et al. (1995), which is implemented in the SPM software package (Ashburner
& Friston, 2000).
In a first step, SPM’s VBM procedure identifies gray matter in the structural brain
volume of each subject (segmentation). These gray matter maps are registered onto a
common standard brain and then are spatially smoothed. Per subject, this results in a
three-dimensional map. In this map, each voxel (hence the name) represents a structural
measurement. In the classical VBM framework these measures were referred to as “gray
matter density” or “gray matter probability”. These measurements are relatively difficult
to interpret as they lack a clear neuroanatomical equivalent. Recent improvements take
the amount of scaling at the registration step into account and correct for it. The
resulting measurement represents gray matter volume or “tissue volume per unit volume
of spatially normalized images” (Ashburner, 2009, p. 1166). Finally, these values are
entered into a voxelwise mass-univariate statistic in order to identify group differences,
correlations with external variables or changes over time within a person. VBM poses an
objective procedure with relatively low computational demands that is able to process the
whole brain, i.e. cortical and subcortical structures, in one analysis. However, several
critical disadvantages exist. Results are is highly sensitive to misclassification in the
segmentation step and to misalignment in the registration step (Ashburner, 2009). To
mitigate these shortcomings, strategies to enhance segmentation and registration have
been developed (Ashburner & Friston, 2005). Even more crucial, VBM’s gray matter
volume might be confounded by other measurements. Differences in gray matter volume
can occur as a result of differences in folding pattern (resulting in a different cortical
surface area), differences in cortical thickness or due to processing artifacts (Ashburner,
2009). As cortical volume is determined by the product of cortical thickness and surface
area, and VBM is not able to measure those indicators separately, other approaches
which can achieve this, have been devised, for instance surface-based morphometry.
Surface-based morphometry
A different reasoning is behind surface-based approaches implemented, for in-
stance, in Freesurfer (Dale et al., 1999; Fischl, Sereno, & Dale, 1999). These proce-
dures consider the inherent two-dimensional topology of the cerebral cortex. The cortex
can be regarded as a folded, two-dimensional sheet. For example, let us consider two
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neighboring but functionally entirely distinct gyri; in a 3-D volumetric representation
these gyri might touch each other, however in a 2-D surface representation they might
be located several centimeters apart. Although surface-based representations can im-
prove visualization, e.g. in sulci, this is not merely a visualization issue. In the case of
volumetric smoothing (as performed in VBM) data from locations that are far apart on
the cortical sheet can be mixed together, which decreases data quality. Taken together,
surface-based representations are more appropriate to represent the complexity of cor-
tical architecture in the context of in-vivo imaging studies (Van Essen, Drury, Joshi, &
Miller, 1998).
Hence, Freesurfer’s SBM aims to reconstruct models of the white matter surface
(the interface between white and gray matter) and the pial surface (the border between
gray matter and cerebrospinal fluid) in each subject’s native space (cf. Figure 1.3).
This way, the highly individual cortical folding pattern of each subject can be captured.
Figure 1.3.: Volumetric T1-weigted brain image with automatically generated surface
models. Green: white surface; red: pial surface.
Cortical thickness can be calculated from these surfaces (for an example of a projection
of cortical thickness of the entire cortex see Figure 1.4). For each point on the surface,
cortical thickness is defined as the shortest distance between the white and the pial
surface models. Furthermore, the reconstructed folding patterns can be parcellated into
gyral and sulcal regions of interest (ROIs; cf. Figure 1.5).
This enables the researcher to compare measurements like cortical thickness, sur-
face area or volume within a ROI across a group of subjects. Alternatively surfaces can
be registered onto a standard template surface to perform vertexwise comparisons of
these cortical measurements. In any case, metrics resulting from this approach are fairly
straightforward to interpret, as they clearly represent a geometrical property of the cor-
tex and are stated in standard units (e.g. cortical thickness in mm, surface area in mm2).
In a separate analysis, subcortical structures can be measured with Freesurfer as well.
It has to be noted that SBM is far from perfect. The quality of reconstructed surfaces
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Figure 1.4.: Cortical thickness of a single person over the entire cortex projected onto
an inflated surface representation.
Figure 1.5.: Automatic parcellation of the cortex of a single person into regions of inter-
est.
relies on the quality of the entered images. In special cases, a manual interference with
the algorithm can be necessary.
Voxel-based morphometry vs. Surface-based morphometry
From a conceptual point of view SBM outperforms VBM on several levels. SBM
constructs surface models that follow the individual folding pattern of a subject, whereas
VBM is blind to any idiosyncrasies in cortical architecture. Furthermore, in Freesurfer’s
SBM spatial accuracy is finer than the voxel resolution, therefore, group differences far
below the voxel size (i.e. smaller than one millimeter) can be analyzed. On the other
hand, VBM in SPM is characterized by a relatively fast computation (while processing
one subject with Freesurfer’s SBM takes around 24 hours, it takes around 15 minutes
in VBM; this makes VBM around 38 times faster) and an easy to use graphic user
interface. Especially in studies with large samples, computational time might be a point
that needs to be considered. The derived measurement in VBM can be neurobiologically
difficult to interpret and a confound of several other measurements (Panizzon et al.,
2009; Voets et al., 2008; Winkler et al., 2010). Via Freesurfer’s SBM a wider array of
measurements can be calculated separately, i.e. cortical thickness, surface area, volume
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and more sophisticated measures like the gyrification index. Furthermore, SBM to a
lesser extent relies on the registration of single subjects to a standard template, a critical
and error-prone step in VBM (Mietchen & Gaser, 2009). Several empirical studies
indicate that SBM approaches depict neuroanatomy more sensitively (Li et al., 2012;
Pereira et al., 2011) and reliably (Clarkson et al., 2011; Chalavi, Simmons, Dijkstra,
Barker, & Reinders, 2012) with a finer spatial resolution than VBM (Cerasa et al.,
2012). Nevertheless, in some instances, e.g. in learning and plasticity studies, VBM
might be more sensitive to subtle changes in brain anatomy over time, albeit decreased
spatial resolution to localize these changes (Mietchen & Gaser, 2009).
It has to be noted that the MR images fed into the VBM and the SBM processing
tools, are identical. Increase in the sensitivity of both procedures will be achieved by
improving structural imaging. Images with a finer spatial resolution and higher image
quality will result in more accurate measurements of brain anatomy(May & Gaser, 2006).
Taken together, while VBM studies have lead to an impressive amount of insight
into neuroanatomical correlates of behavior, in many contexts, the use of recently de-
veloped SBM methods is preferable over the use of VBM methods to characterize brain
structure.
While MR-based measurements of brain structure and function dominated the
last decades, an electrophysiological technique, the electroencephalogram (EEG), was
introduced long before that, over 80 years ago. EEG made it possible to noninvasively
study brain function in humans,
1.3.3. Auditory evoked potentials
The electroencephalogram is able to directly measure electrical brain activity via
electrodes placed on the scalp of a volunteer. The first attempts to record electrical cur-
rents emitted by the brain have been made by the English physiologist Richard Caton
in 1875. He measured those currents on the brain surface of animals. The human EEG
was introduced by the German psychiatrist Hans Berger in 1929. He was the first to
describe differences between the EEG at sleep and awake (Bear, Connors, & Paradiso,
2007). The EEG gained popularity, as it was, until the introduction of PET and fMRI,
the only method in cognitive neuroscience to noninvasively study brain activity. Classi-
cally, it was not considered a brain mapping technique, since, due to the inverse problem,
it was not possible to produce three-dimensional maps of brain function. Therefore, this
method was overshadowed by the alluring brain maps produced with PET and fMRI.
However, mathematical advances that are able to estimate the source of electrical activ-
ity in the brain from recordings of activity on the scalp level dramatically increased the
potential that EEG has for neuroscientific studies. Moreover, EEG’s excellent temporal
resolution, in comparison to PET or fMRI, enables this method to study brain processes
at the appropriate temporal resolution of milliseconds (Ja¨ncke, 2005). The fact that
EEG recordings no not emit acoustic noise makes this device ideal for auditory stud-
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ies. To compensate for the coarse spatial resolution, fruitful attempts to simultaneously
record fMRI and EEG have been made, resulting in data that represents brain function
with an outstanding spatial as well as temporal resolution (e.g. Bonmassar, Anami,
Ives, & Belliveau, 1999; Mulert et al., 2005; Scarff et al., 2004). For an review of the
history of simultaneous EEG-fMRI recordings see Herrmann and Debener (2008).
Electrical currents can be measured on the scalp because they spread from neurons
through the cortex, the meninges and the skull. On the neuronal level, synchronized
firing of parallel organized cortical neurons produces extracellular field potentials. If
the mass of synchronized neurons is large enough, the fields propagate to the scalp and
can be measured with electrodes (Brandeis, Michel, & Amzica, 2009). Auditory evoked
potentials (AEPs) can be measured by repeatedly presenting an auditory stimulus to
a volunteer and then averaging the time locked signal. With this procedure, electrical
brain activity that is evoked by the stimulus can be separated from other, unrelated
signals (since AEPs are a standard procedure in neuroscience, used for several decades,
the reader is referred to chapter 19 in Bear et al. (2007) or chapter 8 in Ja¨ncke (2005)
for a more detailed account).
The auditory N1 component is an AEP that is related to basic auditory processing
(Meyer, Baumann, & Jancke, 2006; Na¨a¨ta¨nen & Picton, 1987). It is influenced by basic
stimulus properties, for instance loudness (Mulert et al., 2005). Furthermore, the N1
changes as a function of auditory experience, for instance professional musical training
(Baumann, Meyer, & Ja¨ncke, 2008; Pantev, Roberts, Schulz, Engelien, & Ross, 2001).
Based on intracortical recording studies as well as source estimation experiments, it
is well established that the N1 is generated in sources along the supratemporal plane
(e.g. Baumann et al., 2008; Godey, Schwartz, de Graaf, Chauvel, & Lie´geois-Chauvel,
2001; Lie´geois-Chauvel, Musolino, Badier, Marquis, & Chauvel, 1994; Yvert, Crouzeix,
Bertrand, Seither-Preisler, & Pantev, 2001; Zaehle, Jancke, & Meyer, 2007).
However, little is known about the relationship between macroscopic neu-
roanatomy and the N1 amplitude. It has been shown that the N1 amplitude is stable
over time within a person (Roth, Kopell, Tinklenberg, Huntsberger, & Kraemer, 1975;
Walhovd & Fjell, 2002). Nevertheless, it can depict plastic brain changes of brain func-
tion. For instance, it is modulated by professional musical training (Baumann et al.,
2008; Pantev et al., 2001). Since this parallels the macroscopic neuroanatomical char-
acteristics of stability and plasticity, a relationship between macroscopic neuroanatomy,
i.e. cortical thickness and surface area, and the N1 amplitude is suggested. For in-
stance, brains with a thicker cortex in the supratemporal plane might show enhanced
N1 amplitudes (for a more detailed elaboration on this topic the reader is referred to the
introduction of Study III (chapter 2.3.2)).
The question arises whether measurements of cortical anatomy derived from
surface-based morphometry approaches (e.g. cortical thickness, surface area) are able to
predict AEPs.
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Open question 3: Are the characteristics of macroanatomical cortical fea-
tures in the supratemporal plane a predictor of the auditory N1 amplitude?
This question has been addressed in Study III.
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1.4. Aims and significance
To conclude the introduction, the main aims of the three empirical studies, as well
as their significance and novelty, will be summarized. Each of the studies was designed
to address one of the open questions raised in the introduction:
• Open question 1: Can the functional lateralization predicted by AST be shown
with longer, more natural stimuli, in a novel parametric manipulation paradigm?
Does anatomical lateralization in planum temporale predict perception in stimuli
with altered acoustic information?
Study II (chapter 2.2, Liem, Hurschler, Ja¨ncke, & Meyer, 2013) aimed to
asses structural and functional asymmetry in auditory-related cortex dependent
on the availability of acoustic cues in speech. By using an innovative stimulus
manipulation approach, this study struck a balance between the requirements to
use ecological valid, as well as properly controlled stimulus material. As predicted,
the results yielded acoustic-dependent functional lateralization in the planum
temporale and posterior superior temporal gyrus, but not in primary auditory
cortex. Furthermore, lateralization of planum temporale thickness predicted
perceptual performance.
• Open question 2: Can the theoretically assumed optimal timing for auditory
fMRI protocols be supported by empirical evidence?
Study I (chapter 2.1, Liem, Lutz, Luechinger, Ja¨ncke, & Meyer, 2012)
aimed to optimize the timing in auditory fMRI settings. This study was the first
to empirically examine timing issues in this context and resulted in a remarkable
improvement of the “clustered-sparse” imaging protocol. The results from this
study enable researcher to design auditory fMRI studies with increased statistical
power, which makes it possible to perform more conclusive experiments.
• Open question 3: Are the characteristics of macroanatomical cortical features
in the supratemporal plane a predictor of the auditory N1 amplitude?
Study III (chapter 2.3, Liem, Zaehle, Burkhard, Ja¨ncke, & Meyer, 2012)
aimed to examined the neuroanatomical basis of the auditory electrophysiological
signal. It is the first study to report a correlation between cortical thickness in
the supratemporal plane and auditory evoked potentials.
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2.1. Reducing the Interval Between Volume Acquisitions
Improves “Sparse” Scanning Protocols in Event-related
Auditory fMRI.
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2.1.1. Abstract
Sparse and clustered-sparse temporal sampling fMRI protocols have been devised
to reduce the influence of auditory scanner noise in the context of auditory fMRI studies.
Here, we report an improvement of the previously established clustered-sparse acquisition
scheme. The standard procedure currently used by many researchers in the field is a
scanning protocol that includes relatively long silent pauses between image acquisitions
(and therefore, a relatively long repetition time or cluster-onset asynchrony); it is during
these pauses that stimuli are presented. This approach makes it unlikely that stimulus-
induced BOLD response is obscured by scanner-noise-induced BOLD response. It also
allows the BOLD response to drop near baseline; thus, avoiding saturation of BOLD
signal and theoretically increasing effect size. A possible drawback of this approach is
the limited number of stimulus presentations and image acquisitions that are possible
in a given period of time, which could result in an inaccurate estimation of effect size
(higher standard error). Since this line of reasoning has not yet been empirically tested,
we decided to vary the cluster-onset asynchrony (7.5, 10, 12.5, and 15 s) in the context
of a clustered-sparse protocol. In this study sixteen healthy participants listened to
spoken sentences. We performed whole-brain fMRI group statistics and region of interest
analysis with anatomically defined regions of interest (auditory core and association
areas). We discovered that the protocol, which included a short cluster-onset asynchrony
(7.5 s), yielded more advantageous results than the other protocols, which involved longer
cluster-onset asynchrony. The short cluster-onset asynchrony protocol exhibited a larger
number of activated voxels and larger mean effect sizes with lower standard errors. Our
findings suggest that, contrary to prior experience, a short cluster-onset asynchrony is
advantageous because more stimuli can be delivered within any given period of time.
Alternatively, a given number of stimuli can be presented in less time, and this broadens
the spectrum of possible fMRI applications.
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2.1.2. Introduction
Despite the delayed temporal characteristics of the hemodynamic response, func-
tional magnetic resonance imaging (fMRI) is a major tool in present cognitive neuro-
science. As the scanner produces auditory noise, a variety of problems emerge, especially
in the context of auditory fMRI studies (Amaro et al., 2002; Moelker & Pattynama,
2003). Major disadvantages include: acoustical overlap between scanner noise and stim-
ulus, and an enhancement of the apparently “silent” baseline condition in continuous
protocols. The overlap between scanner noise and stimulus presentation makes it dif-
ficult to perceive auditory stimuli in their full complexity, especially if subtle stimulus
manipulation is applied. Perceived spectral characteristics of stimuli are altered by am-
bient scanner noise that can be as loud as 130 dB. Furthermore, a research participant
in the scanner may have to be more attentive, in order to perceptually separate the
auditory stimulus from background scanner noise. On a physiological level, auditory
scanner noise can lead to saturation of neuron populations in auditory fields because
this intense perpetual noise excessively drives auditory cortex activity. Scanner noise in-
duces a BOLD response in auditory-related cortex areas during trials without a proper
auditory stimulus. Most interestingly, this appears to happen differentially for the left
and the right hemisphere (Herrmann, Oertel, Wang, Maess, & Friederici, 2000; Tamer,
Luh, & Talavage, 2009; Schmidt et al., 2008) and in a nonlinear manner (Talavage & Ed-
mister, 2004). The degree of nonlinearity varies between left and right hemisphere (Hu
et al., 2010). The additional auditory input leads to an “inflated” baseline condition,
which reduces the possible range of stimulus-induced BOLD response (more detailed
accounts of these and further problems have been given for example by Eden, Joseph,
Brown, Brown, & Zeffiro, 1999; Gaab, Gabrieli, & Glover, 2007a, 2007b; Hall et al.,
1999).
To overcome these constraints, several groups have published groundbreaking tech-
niques, which are standard in today’s auditory fMRI (Eden et al., 1999; Edmister, Ta-
lavage, Ledden, & Weisskoff, 1999; Hall et al., 1999; Talavage, Edmister, Ledden, &
Weisskoff, 1999). A variety of names exists to date for similar approaches: Edmister
et al. (1999) and Talavage et al. (1999) presented “clustered volume acquisition”; Hall
et al. (1999) called their approach “sparse temporal sampling”; Eden et al. (1999) pub-
lished the “behavior interleaved gradients technique”. In the present paper we use the
term “sparse design” for aforementioned approaches and “clustered-sparse design” for
an extension of this design (Schmidt et al., 2008; Zaehle, Schmidt, et al., 2007). “Clus-
tered volume acquisition” refers to the temporal clustering of several slices within one
volume and is not to be confused with the clustered-sparse protocol, which refers to the
clustering of volumes within one trial.
The “sparse” temporal acquisition scheme reduces the scanner’s acoustical noise
influence by acquiring only one functional image per trial. When repetition time (TR)
is long (around 10 – 14 s), the preceding trial’s scanner-evoked BOLD signal returns
2.1 Study I: Improving auditory fMRI protocols 23
close to baseline. In this scheme, auditory stimuli are delivered during the silent pause
between two image acquisitions. This allows for unobstructed stimulus perception. In
addition to these benefits, sparse acquisition schemes show a higher SNR because T1
magnetization can fully recover prior to each image acquisition. This is impossible in
continuous protocols. Notwithstanding these undisputable advantages this approach has
some drawbacks. The total duration of an experiment is increased and image acquisition
needs to be timed around the peak of the BOLD response. Timing is not a pressing
issue in block designs where the stimulus-evoked BOLD response almost reaches a steady
state at the plateau (e.g. when brief tones or syllables are repeatedly presented for ap-
proximately ten seconds followed by an acquisition of one functional volume). However,
whenever single-stimulus presentation in the context of an event-related design is de-
sired, timing is a key issue (cf. Figure 2.1). For example, timing is a key issue, when
investigating the perception of slow modulations in auditory stimuli with durations in
the range of a few seconds, such as, prosody in sentences, or melody in brief excerpts of
music.
To ensure that the BOLD response’s peak is sampled, the clustered-sparse tempo-
ral acquisition (CTA) protocol has been devised (Schmidt et al., 2008; Zaehle, Schmidt,
et al., 2007). Derived from the sparse protocol, the clustered-sparse scheme allows for
the collection of a cluster of (usually three) consecutive functional volumes per trial. As
a result, the likelihood of recording the hemodynamic response’s peak increases, as does
the number of acquired images and therefore the number of observations. This makes
the clustered-sparse protocol superior to the sparse approach with respect to statistical
power. Especially in single subject analyses, this superiority becomes manifest in more
precisely estimated effects, namely, beta-values (Zaehle, Schmidt, et al., 2007). The du-
ration of the silent pause in CTA designs is determined by the cluster-onset asynchrony
(COA, the time between two consecutive cluster-onsets).
Interestingly, there does exist an approach similar to the clustered-sparse scheme:
silent gradient protocols (Mueller et al., 2011; Schmithorst & Holland, 2004; Schwarz-
bauer, Davis, Rodd, & Johnsrude, 2006) also sample data by using a cluster of several
volumes. Clusters are separated by silent intervals during stimulus presentation. In
contrast to our approach, longitudinal magnetization is held constant via silent slice-
selective excitation pulses. As a result, the T1-decay-related signal-to-noise ratio (SNR)
improvement (for at least the first image per cluster), which the clustered-sparse protocol
benefits from, is absent.
Especially in studies focusing on auditory-related areas silent protocols, in compar-
ison to conventional continuous acquisition protocols, have been shown to be beneficial in
terms of SNR and effective power (Gaab et al., 2007a, 2007b; Hall et al., 1999; Schmidt
et al., 2008). However, a slow timing and the resulting inflated duration of the scan-
ning session can make such studies a tedious and gruelling experience for participants.
Therefore, the aim of this study is to empirically improve the timing setup by varying the
COA. Compared with long COAs (e.g. 15 s), short COAs (e.g. 7.5 s) lead to a notable
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Figure 2.1.: Assumed BOLD response evoked by auditory stimuli and auditory scanner
noise, respectively.
increase in the amount of acquired data in a given period of time. This should increase
the accuracy of the parameter estimates, as manifested in the parameter estimate’s lower
standard error of the mean (SEM).
The SEM is of major interest because it directly influences t-values and, therefore,
the statistical significance. Generally spoken, if two designs show identical beta-values
but different standard errors the t-value is higher in the design with the smaller standard
error (Mechelli, Price, Henson, & Friston, 2003). We applied an approach introduced
by Mechelli et al. (2003) to segregate the SEM ((σ 2cT(XTX)-1c)1/2) into error variance
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(σ2) and design variance (cT(XTX)-1c). The design variance is solely depending on the
design matrix and the contrast and represents a measurement of the variance of the
explanatory variables and their correlations. The error variance is variance in the data
that cannot be explained by the model. While short COAs allow for the presentation
of a large number of trials, long COAs permit a clear separation of stimulus-evoked
and scanner-noise-evoked BOLD response, as well as a return of BOLD response to
baseline level. In addition, saturation effects are not expected to occur and, thus, do
not influence the signal. This should result in a wider dynamic range of the BOLD
signal (and a larger potential influence of auditory stimuli on the BOLD signal) and,
therefore, in higher effect sizes (beta-values). Whereas the design variance is expected
to be favourably influenced (reduced) by the higher number of images in a short COA
setting, this effect should vanish if the amount of analyzed data is kept equal across the
conditions by analyzing only part of the samples in short COA settings. In the present
study, this was done by analyzing only the first 30 trials of each condition. In contrast,
effect sizes should be fairly unaffected by such an analysis. Error variance is also not
expected to be influenced by the number of trials. However, neurophysiological processes,
for instance saturation effects or changes in the shape or temporal characteristics of the
hemodynamic response, might render the model less appropriate, and therefore increase
error variance. Whether decreases in design variance translate to decreases in SEM
depends on error variance.
The current investigation focuses on event-related clustered-sparse designs, which
shall exam hemodynamic response to processing of stimuli spanning over several seconds,
namely spoken sentences and music stimuli, because these designs can elucidate neuronal
mechanisms supporting slow acoustic modulation.
For this purpose, four differential COA settings were implemented (cf. Figure
2.1): 7.5, 10, 12.5 and 15 s (the latter was tested in prior clustered-sparse fMRI studies
(Schmidt et al., 2008; Zaehle, Schmidt, et al., 2007)). To evaluate to what extent and how
differential COA settings may influence the ability to identify different brain responses
to stimuli that varied in loudness, we presented participants with sentences of two dif-
ferent intensities. Prior studies have convincingly shown an increase in the number of
significantly activated voxels or percent signal change or both in auditory-related cortex
areas as a result of increasing stimulus intensity (e.g. Brechmann, Baumgart, & Scheich,
2002; Hart, Hall, & Palmer, 2003; Ja¨ncke, Shah, Posse, Grosse-Ryuken, & Mu¨ller-Ga¨rt-
ner, 1998; Mulert et al., 2005). In the present study, the variations in intensity were
implemented merely as a vehicle to show differences in the settings’ sensitivities.
It is assumed that the preceding trial’s scanner-evoked BOLD response has less
influence on the current image at long COAs because the signal has time to return to,
or near baseline (cf. Figure 2.1; Hall et al., 2000). Therefore, we expect a systematic
increase in effect size (beta-values) at longer COA settings. Notably, a short COA setting
provides more data within a given period of time, which reduces design variance. If all
COAs yield equal error variance, SEM will decrease as a function of decreasing design
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variance, which leads to more precisely estimated effect sizes. Our aim is to find a COA
setting that balances adverse impact on effect sizes and their estimation accuracy.
2.1.3. Materials and methods
Participants
Sixteen subjects (eight female) took part in this experiment. Participants were
between 20 and 27 years old (M = 23, SD = 2). They were screened for hearing im-
pairments, tinnitus, dyslexia, neurological and neuropsychological history. Participants
were also asked if they had any metal implants or devices in their bodies. Subjects had
normal or corrected vision. All subjects were German or Swiss German native speak-
ers and right-handed according to the Annett questionnaire (Annett, 1992). They gave
written informed consent and were paid for their participation. This study was approved
by Canton Zurich’s Ethics Committee (application E-40/2009).
Stimuli, experimental conditions and task
In this study we presented spoken German sentences to participants whilst they
were placed in an MR scanner. The sentences were spoken by a trained female speaker
and were recorded in a soundproof chamber at the University of Zurich Phonetics Lab.
Each of the 146 sentences lasted on average about 3.0 s (SD = 0.4 s). Each sentence
was presented only once during the course of the experiment (example below).
Sentences were delivered across four randomized runs (= four different conditions),
each of which varied in COA (7.5, 10, 12.5 and 15 s). The COA is the single within-
subjects factor of interest in this experiment. One run lasted 7.5 min and was composed
of the maximum number of trials possible, depending on the COA (cf. Table 2.1).
Two other within-subjects factors of no direct interest were varied in this exper-
iment: sentence intensity and sentence accent. In order to measure the COA setting’s
influence on the ability to detect differences between two classes of stimuli, sentences
were presented pseudorandomly with either of two sound pressure levels (SPLs). By
using the Praat software (v5.1.09; http://www.fon.hum.uva.nl/praat/) we set the sen-
tences’ mean intensity to 60 and 80 dB SPL, respectively. The stimuli were recorded
with accents that were placed either on the first, or the second part of the sentence
(for example: “Laura empfiehlt Martin, den Computer zu kaufen.” / “Laura advises
Martin, to buy the computer.” The underline indicates the possible position of sentence
accent). To control for participants’ attention, they were asked to indicate by button
press whether the sentence they just heard had a sentence accent on the first or the
second noun phrase. Manipulation of intensity and emphasis was conducted in an or-
thogonal, randomized manner (within one run: 50% of sentences were presented at 60
dB, 50% at 80 dB; of each intensity group 50% with emphasis on the first part, 50%
with emphasis on the second part). As a baseline measurement, empty trials were also
included at a lower rate (cf. Table 2.1).
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Data acquisition
An event-related clustered-sparse fMRI design was employed in this study
(Schmidt et al., 2008; Zaehle, Schmidt, et al., 2007). Via MR-compatible headphones
with an incorporated piezoelectric auditory stimulation system, one auditory stimu-
lus per trial was binaurally presented in an interval devoid of auditory scanner noise.
Throughout the experiment, sentence onset was four seconds prior to acquisition onset
(cf. Figure 2.2). A fixation cross preceded the presentation of each sentence. The fix-
ation cross was projected onto a screen and could be seen through a mirror mounted
on the head coil. Subsequently, three functional volumes were recorded, each with an
acquisition time of 1000 ms. During this interval, subjects indicated the noun phrase on
which the accent was present via a button press with either their right index finger, or
with their right middle finger (index finger for accents on the first noun phrase, middle
finger for second noun phrase). During empty trials participants were asked to randomly
press a button once, which enabled us to control for motor activity. The headphones’
volume was calibrated with an SPL-meter prior to each session.
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Figure 2.2.: Sequence of one trial. Gray squares: image acquisition. The interval be-
tween acquisition onset and the following stimulus onset varies with COA:
∆t = COA - 4 s.
Data was collected on a Philips 3T Achieva whole-body MR unit (Philips Health-
Care, Best, The Netherlands) that is equipped with an eight-channel Philips head coil.
Functional time series were collected from 16 transverse slices covering the entire peri-
sylvian cortex with a spatial resolution of 2.75 x 2.75 x 2.75 mm3, using a single-shot,
gradient-echo planar sequence (EPI acquisition matrix 80 x 80 voxels, field of view (FOV)
= 220 mm, echo time (TE) = 35 ms, flip angle (FA) = 68◦, SENSE factor = 2). Volume
acquisition time of each EPI scan was 1000 ms. Cluster-onset asynchrony was system-
atically varied across the four runs (7.5, 10, 12.5 and 15 s, see Stimuli, experimental
conditions and task section) but was kept constant within each run. Additionally, one
whole-brain EPI (60 slices) was recorded prior to the experiment, so as to improve the
spatial normalisation process according to an established procedure.
Furthermore, a standard 3D T1-weighted scan with 1 x 1 x 1 mm3 spatial resolution
(160 sagittal slices, FOV = 240 mm, TE = 3.7 ms, TR = 8.1 ms, FA = 8◦) was collected,
in order to obtain individual anatomical regions of interests (ROIs).
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Data analysis
Behavioural data analysis and ROI statistics were performed using PASW Statis-
tics 18.0 (SPSS Inc.).
Whole-brain analysis 1
Since a whole-brain group analysis is standard in fMRI experiments, we included
this analysis; however, the origin of a significant effect is more systematically to evaluate
in a post-hoc ROI analyses of effect sizes and its SEM. Analysis of fMRI data was carried
out using SPM8 (Wellcome Department of Cognitive Neurology, London). To account for
movement artefacts, the functional images were realigned to the first volume. Each run
was entered as a separate session. Since the functional brain volumes where comprised
of only 16 slices, the realigned images were co-registered with the whole brain EPI. This
permitted an overall improved normalisation. The whole-brain EPI was normalised onto
the SPM8 EPI template. Resulting spatial normalisation parameters were applied to all
functional volumes. This transformed them into MNI space. Finally, the images were
smoothed with an FWHM kernel of 5 x 5 x 5 mm3 (Buchsbaum et al., 2005).
After pre-processing the data, a General Linear Model (GLM; subject level) was
separately set up for each run (= COA setting). Sentence-events were entered as two
separate conditions (60 dB and 80 dB). Due to the low number of sampling points, a
boxcar function (first order, window length = 3 s) was modelled for each trial. In accor-
dance with the approach established by Zaehle, Schmidt, et al. (2007), two regressors
of no interest were included to account for the T1-decay along the three consecutive
volumes. Three contrasts were calculated: an auditory default contrast (all auditory
events vs. empty trials) and two direct comparisons: 80 dB vs. 60 dB and 60 dB vs. 80
dB. For each COA, individual contrast images were subjected to a random-effects sec-
ond level analysis (one-sample t-test against zero for all three abovementioned first level
contrasts). Family wise error (FWE) correction was applied to the resulting statistical
parametric maps. For each COA, suprathreshold voxels at the 80 dB vs. 60 dB contrast
in the temporal lobe were counted and averaged across the two hemispheres for better
statistical power.
ROI analysis To elaborate on effect sizes (mean beta-values) and distinct anatomical
regions comprising auditory core and adjacent auditory-related cortex, a post-hoc ROI
analysis was performed. Two different approaches were taken to define the ROIs. We
used both a) automatically processed, anatomically defined individual ROIs of Heschl’s
gyrus (HG) and planum temporale (PT) and b) the well established cytoarchitectonically
defined region TE1.0, which is included in the SPM Anatomy toolbox (v1.7; Eickhoff
et al., 2005). The TE1.0 region corresponds to the normal location of the core auditory
1Note that the functional brain scans covered only about 50 percent of the brain in the inferior-
posterior direction, namely the entire perisylvian cortex. For the sake of simplicity, we still refer to
this processing step as whole-brain analysis.
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cortex on the medial portion of Heschl’s gyrus (Morosan et al., 2001; Rademacher et al.,
2001). We applied an individual approach, as well as a normalized ROI approach, in
order to help generalize our results to different methodologies.
To obtain individual ROIs, the T1 scan was co-registered onto the whole-brain
EPI. Subsequently, the whole-brain EPI’s normalisation parameters were applied to the
T1 scan. This procedure moved it into standard stereotactic space. The normalised
anatomical brain scan was then automatically processed with the FreeSurfer software
package (v4.5.0; http://surfer.nmr.mgh.harvard.edu; Dale et al., 1999; Fischl, Sereno, &
Dale, 1999). After completing the default FreeSurfer processing stream, ROI masks, as
provided by FreeSurfer’s aparc.a2009s parcellation, were exported individually for each
subject’s HG and PT. HG includes only the most anterior transverse temporal gyrus.
Possible additional transverse temporal gyri are attributed to PT, which comprises both
horizontal and vertical aspects (planum parietale Destrieux, Fischl, Dale, & Halgren,
2010). The ROIs only included areas that were fully covered by the functional volumes.
Structural overlap maps of the individual ROIs for the entire sample are provided in
Supplementary Figure A.1.
Mean beta-values were extracted from first level’s contrast images via an in-house
tool. This was done for each ROI, COA, and hemisphere for the contrast 80 dB vs.
60 dB. Therefore, reported beta-values represent an increase in effect size from 60 dB
to 80 dB. Since we had no interest to explore functional lateralisation, the beta-values
for each ROI and COA were averaged across the two hemispheres, so as to improve
statistical power. Per ROI, the resulting values were entered into a separate one-way
repeated measures ANOVA with COA (7.5, 10, 12.5 and 15 s) as the within-subjects
factor for each ROI. Subsequently, linear and quadratic trend analysis was performed
on the significant effects.
Standard error, design variance and error variance To obtain information about the
first level GLM’s error variance (σ2), mean values within TE1.0 were collected from the
ResMS.img of each subject’s first level model (Zaehle, Schmidt, et al., 2007). The design
variance was calculated from the design matrix and the contrast vector (cT(XTX)-1c).
The standard error was calculated from these measures (σ 2cT(XTX)-1c)1/2 ; see Mechelli
et al., 2003, Eq. (5)). As with the beta-values, data was averaged across the hemispheres
and entered into one-way repeated measures ANOVAs with COA as the within-subjects
factor.
To control for the influence of different number of trials per run, all whole-brain
and subsequent ROI analyses were performed twice: first entering all collected functional
volumes into the model, second entering only the first 30 trials into the model. The first
30 trials of each run were arranged to comprise an equal number of sentences and empty
trials (13 60-dB-sentences, 13 80-dB-sentences and 4 empty trials). As a result of this
processing step, eight SPM t-tests (80 dB vs. 60 dB: 2 x 4 COA conditions), six ANOVAs
at the ROI effect size analyses (2 x HG, PT and TE1.0), two ANOVAs at the analysis of
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SEM of parameter estimates, and two ANOVAs at the analysis of error variance will be
reported. Since the run with COA = 15 s only contained 30 trials, the all-trials-analysis
and the 30-trials-analysis at COA = 15 s are by definition identical.
2.1.4. Results
Behavioural Data
Overall, the evaluation of sentence accent made by research participants was ac-
curate (percent correct (SD): COA = 7.5: 97.4% (2.5), COA = 10: 98.5% (1.9), COA =
12.5: 97.9% (2.9), COA = 15: 98.8% (2.3)). It did not differ between the different COA
settings (ANOVA for repeated measures: F(3,45) = 1.15, ns).
Whole-brain analysis
For whole-brain second level group analysis, three t-contrasts were calculated for
each COA setting separately: an auditory default contrast (all auditory events vs. empty
trials) and the two comparisons 80 dB vs. 60 dB and 60 dB vs. 80 dB.
To ensure the general integrity of our analysis, the auditory default contrast was
calculated. This revealed bihemispheric clusters for all COA settings in the superior
temporal lobe (cf. Supplementary Figure A.2).
Since the comparison of the 80 dB vs. 60 dB contrast over different COA settings
indicates differences in the settings’ sensitivity in detecting intensity variations in stim-
uli, this contrast was of major interest. This analysis yielded bihemispheric neuronal
activation in the superior temporal plane for each COA setting (FWE, p < .05). Figure
2.3 shows the contrast 80 dB vs. 60 dB for all COA settings. The highest amount of
significant voxels can be observed at COA = 7.5 s (cf. Table 2.2, Figure 2.4).
To control for the amount of acquired data, additional models were calculated in
a second step of analysis. The number of functional brain volumes per COA setting was
reduced to the first 30 trials and, as a result, was equal for each COA setting. Once
again, the COA = 7.5 s setting revealed the largest clusters. Overall, a lower number
of significant voxels can be observed when comparing this analysis to the analysis that
comprised all scans.
The reversed t-contrast (60 dB vs. 80 dB) did not result in suprathreshold voxels
at any of the COA settings.
ROI analysis
Analyses for the three ROIs were also conducted. Mean beta-values for the 80 dB
vs. 60 dB contrast were collected from the individual automatic delineations of HG and
PT (created by the FreeSurfer software), as well as the TE1.0 region. Each ROI’s mean
differential beta-value (80 dB vs. 60 dB) was subjected to a repeated-measures ANOVA,
with COA setting as the within-subjects factor. In each ROI a significant main effect
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Figure 2.3.: Horizontal slices of the t-contrast 80 dB vs. 60 dB at all four COA settings
(all trials) for all subjects (N = 16) projected onto all subjects’ mean T1
image (FWE, p < .05, T > 6.8). MNI space. Neurological convention.
of COA could be found, even when the number of recorded trials was equally balanced
(cf. Table 2.3 and Figure 2.5; absolute values are depicted in Supplementary Figure
A.3). All linear trends reached statistical significance; in contrast, none of the quadratic
trends achieved statistical significance.
In general, the COA = 7.5 s setting resulted in significantly enhanced differential
beta-values compared to that of the longer COAs. Therefore, the 7.5 s COA setting
results in the largest sensitivity in detecting stimuli differences. This holds true for all
three ROIs.
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Figure 2.4.: Number of significant voxels in the temporal lobe produced by the second
level t-contrast 80 dB vs. 60 dB (FWE, p < .05; mean values pooled for
both the left and right hemisphere). Left column: all trials. Right column:
equal number of trials (30) for each COA setting.
Standard error, design variance and error variance
To elaborate on the models’ SEM, design variance and error variance, the design
variance was calculated for the contrast 80 dB vs. 60 dB and values for mean error
variance were extracted from TE1.0 (auditory core region). This was done only for this
ROI, in order to rule out effects of interindividual variability. Then, the standard error
was calculated from these measures (cf. Table 2.4). Subsequently, standard error and
error variance were subjected to ANOVAs. Values for design variance increased with
decreasing number of trials; therefore, increased with increasing COA. The mean error
variance increased with increasing COA, though not significantly (when all trials were
analysed: F(1, 19) = 1.4, ns., Greenhouse-Geisser correction; when an equal number
of trials were analyzed: F(1, 20) = 2.0, ns., Greenhouse-Geisser correction). SEM of
parameter estimates did significantly increase with increasing COA at the all-trials-
analysis (F(1, 20) = 29.2, p < .001, Greenhouse-Geisser correction; post-hoc linear
trend: F(1, 15) = 36.2, p < .001). When equalising the number of trials, the COA
settings do not differ significantly with regards to SEM of parameter estimates (F(1, 22)
= 2.3, ns., Greenhouse-Geisser correction; See Table 2.4).
2.1.5. Discussion
“Silent” scanner protocols are an important tool in auditory fMRI research. Only
they allow the presentation of auditory stimuli without disturbance from auditory scan-
ner noise. Standard procedure for sparse and clustered-sparse acquisition schemes is to
introduce relatively long silent pauses for stimulus presentation between image acquisi-
tions. It has been previously demonstrated that this approach renders the stimulus-
evoked BOLD response largely unaffected by scanner-noise-evoked BOLD response.
Therefore, this approach produces data with larger effects (Schmidt et al., 2008). On
the downside, relatively long pauses between trials limit the amount of recorded images.
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Figure 2.5.: Mean differential beta-values (80 dB vs. 60 dB) for each of the four COAs
in the anatomically defined ROIs (± 1 SEM). Left column: all trials. Right
column: equal number of trials (30) for each COA setting. HG: Heschl’s
gyrus; PT: planum temporale; TE1.0: auditory core region. HG and PT
ROIs were constructed automatically and individually for each participant
(N = 16). All effects are significant (cf. Table 2.3).
This weakens the accuracy of estimated parameters. While the aforementioned reasoning
was derived from knowledge about the characteristics of the BOLD response, the aim of
this paper is to empirically determine the optimal cluster-onset asynchrony setting for
clustered-sparse acquisition schemes in the context of an auditory event-related fMRI
design; therefore, determining the optimal duration of the silent pause between image
acquisitions. We presented participants with sentences of different intensities in a variety
of COA settings, which were implemented in a clustered-sparse acquisition scheme. It
has been demonstrated that the clustered-sparse protocol is most advantageous when
working with auditory stimuli that consist of a few seconds, presented in an event-related
fashion (Zaehle, Schmidt, et al., 2007).
In accordance with present knowledge about the characteristics of the BOLD re-
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sponse, we hypothesised that short COA settings would lead to more accurately esti-
mated effects (lower SEM of parameter estimates); this is because short COA settings
allow to acquire a higher number of data points. On the other hand, long COA settings,
which are presently the standard procedure, should show higher effect sizes (beta-values).
Our data confirms the former, but consistently shows that the latter is not the case.
A ROI analysis was performed within auditory core and association areas. Error
variance increases with increasing COA, though not significantly. This indicates that
at COA = 7.5 s the model is at least as appropriate as at COA = 15 s. Contrary to
our expectations, saturation effects might not be a problem at a short COA. Addition-
ally, differences in the subjects’ attentional state between different COA settings might
influence the characteristics of the BOLD response, which alters error variance. This
might vary over different brain regions (Ja¨ncke, Mirzazade, & Shah, 1999; Mechelli et
al., 2003; Woods et al., 2009). As both, error variance and the design variance, increase
with increasing COA, a short COA setting yielded, as expected, lower SEM of parameter
estimates. Nonetheless, this difference vanishes when equalising the amount of acquired
data across the COA settings, as predicted by theory and by our hypothesis. Contrary
to our expectations, a short COA setting, relative to a long COA setting, led to higher
effect sizes (beta-values).
Since the effect sizes at short COAs are larger and more accurately estimated (lower
SEM of parameter estimates) than at long COAs, it came as no surprise that a short COA
setting yielded a higher number of significant voxels at the whole-brain group statistical
analysis. It should be noted that a disproportional large drop in cluster and effect size
can be observed at COA = 10 s (cf. Figures 2.4, 2.5). However, the fact that the linear
trend analyses gained significance while the quadratic did not suggests a linear decline in
beta-values and cluster size. Nevertheless, to draw sound conclusions about the linearity
of the decline the number of COA increments needed to be larger. To directly asses the
advantages of a short COA in a whole-brain analysis, we calculated the comparison COA
= 7.5s vs COA = 15 s (for the 80 dB vs. 60 dB contrast), which yielded bihemispherical
suprathreshold voxels in the temporal lobes (cf. Figure 2.6; Note that since the rather
conservative voxelwise FWE correction did not yield significant results, we adopted a
slightly more liberal approach. We applied a clusterwise FWE p < .001 with clusters
selected on a voxelwise p < .001.). Taken together, these findings demonstrate that a
short COA setting (7.5 s) results in higher, more accurately estimated effects. Although
not explicitly investigated here, we expect that these results should also be applicable
to sparse imaging protocols.
While, error variance and SEM do not differ significantly between the COAs if
the number of volume acquisitions is equal, the effect sizes do. This indicates a general
advantage of a short COA, irrespective of the amount of acquired data. We conclude that
in the context of clustered-sparse designs the hemodynamic response at short COAs (7.5
s in comparison to 15 s) is more dynamically susceptible to external auditory stimuli, at
least as far as the auditory-related cortex is concerned. The timing of a short COA setting
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Figure 2.6.: Horizontal slices of the t-contrast COA = 7.5 s vs. COA = 15 s (for the com-
parison 80 dB vs. 60 dB; all trials) for all subjects (N = 16) projected onto
all subjects’ mean T1 image (clusterwise FWE p < .001, clusters selected
on a voxelwise p < .001). MNI space. Neurological convention
(7.5 s) results in each sentence being presented shortly after the peak of a previous BOLD
response (cf. Figure 2.1). One might reason that this occurs during a phase in which
a BOLD response can be more easily elicited, than when each sentence was presented
later during a phase of possible BOLD signal undershoot.
Investigations of the optimal timing (TR) in auditory fMRI designs have been
previously conducted by Shah et al. (2000) and Edmister et al. (1999) in the format of
fMRI on/off block designs. Nevertheless, the different stimulus-induced BOLD charac-
teristics in block designs, as compared to event-related clustered-sparse designs, make
a comparison between these studies and our approach difficult. Furthermore, as these
studies only implemented TRs up to 9 s, no conclusion can be drawn about longer silent
pauses.
Compared with continuous fMRI acquisition schemes, sparse, and clustered-sparse
designs sample less data in a given period of time. In spite of a less noisy, unobstructed
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signal this results in lower statistical power. Thus, improving existing protocols is of
utmost importance. By all means, silent protocols are exceptionally beneficial in auditory
experiments as they permit the investigation of stimulus perception, which remains
unaffected by auditory scanner noise (Schmidt et al., 2008). While it is always of vital
interest to reduce sources of error in any measurement tool and to obtain precise data,
it becomes even more important when relating two measurements to one another, e.g.
behavioural with brain imaging data.
Sentences with a duration of three seconds were used in the present study. Whether
or not the present findings also apply to other stimulus durations (e.g. auditory stimuli in
the range of hundreds of milliseconds or long speech or music stimuli) might be subject to
future studies. Furthermore, the potential influence of attention-related effects might be
a topic for further research. For instance, altering the number of stimuli or conditions or
changing the task difficulty may alter the participants’ attentional state and, as a result,
the error variance.
Taken together, these results consistently prove an overall advantage for a short
cluster-onset asynchrony setting (7.5 s, i.e. . . . 3 s of image acquisition followed by 4.5
s of scanner-silence and stimulus presentation followed by 3 s of image acquisition. . . )
implemented in clustered-sparse fMRI designs. In this study, a short COA resulted in
higher differential beta-values and number of activated voxels, irrespective of the number
of recorded trials. This opens up the future possibility of increasing the number of trials
presented to research participants in a given period of time, therefore increasing the
statistical power. Alternatively, an equal number of trials can be delivered in a shorter
period. This is especially convenient when working with patients or children because
short experiment durations may help make this experience more pleasant and in some
cases even possible.
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2.1.7. Tables
Table 2.1.: Number of trials for all experimental conditions
COA (s) Number of trials per condition
60 dB 80 dB Empty Total
7.5 26 26 8 60
10 19 19 7 45
12.5 15 15 6 36
15 13 13 4 30
Table 2.2.: Second level t-test 80 dB vs. 60 dB (FWE, p < .05).
COA (s) All trials 30 trials
T(15) Voxels T(15) Voxels
7.5 10.8 93.5 10.8 77.5
10 10.6 34 8.6 11
12.5 11.9 45 11.6 39.5
15 10.9 30.5 10.9 30.5
T-value of the peak voxel and number of significant voxels in the superior temporal
planes. Mean values pooled for both the left and right hemisphere.
Table 2.3.: ROI analysis.
ROI All trials 30 trials
ANOVA Linear trend ANOVA Linear trend
TE1.0 F (3, 45) = 8.1 F (1, 15) = 21.2 F (3, 45) = 8.5 F (1, 15) = 17.0
p < .001 p < .001 p < .001 p < .01
HG F (3, 45) = 8.0 F (1, 15) = 16.4 F (3, 45) = 7.9 F (1, 15) = 11.2
p < .001 p < .001 p < .001 p < .001
PT F (3, 45) = 3.7 F (1, 15) = 9.0 F (3, 45) = 3.1 F (1, 15) = 6.7
p < .05 p < .01 p < .05 p < .05
Main effect COA and linear trend analysis of six separate one-way repeated measures
ANOVA.
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Table 2.4.: Standard error, design variance and error variance for TE1.0.
COA (s) Standard error Design variance Error variance
(σ 2cT(XTX)-1c)1/2 cT(XTX)-1c σ 2
All trials
7.5 0.201 0.026 1.638
10 0.245 0.035 1.768
12.5 0.283 0.044 1.920
15 0.310 0.051 2.000
30 trials
7.5 0.277 0.051 1.542
10 0.294 0.051 1.726
12.5 0.303 0.051 1.911
15 0.309 0.051 1.999
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2.2. On the planum temporale lateralization in suprasegmental
speech perception. Evidence from a study investigating
behavior, structure, and function.
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2.2.1. Abstract
This study combines functional and structural magnetic resonance imaging to
test the “asymmetric sampling in time” (AST) hypothesis, which makes assertions
about the symmetrical and asymmetrical representation of speech in the primary and
non-primary auditory cortex. Twenty-three volunteers participated in this parametric
clustered-sparse fMRI study. The availability of slowly changing acoustic cues in spo-
ken sentences was systematically reduced over continuous segments with varying lengths
(100, 150, 200, 250 ms) by utilizing local time-reversion. As predicted by the hypothe-
sis, functional lateralization in Heschl’s gyrus could not be observed. Lateralization in
the planum temporale and posterior superior temporal gyrus shifted towards the right
hemisphere with decreasing suprasegmental temporal integrity. Cortical thickness of the
planum temporale was automatically measured. Participants with an L > R cortical
thickness performed better on the in-scanner auditory pattern-matching task. Taken to-
gether, these findings support the AST hypothesis and provide substantial novel insight
into the division of labor between left and right non-primary auditory cortex functions
during comprehension of spoken utterances. In addition, the present data yield support
for a structural-behavioral relationship in the non-primary auditory cortex.
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2.2.2. Introduction
Long before modern neuroimaging methods have been established, behavioral ev-
idence collected from healthy and brain-injured individuals illustrated that temporal
characteristics of speech influence the cortical lateralization during speech perception
(Efron, 1963; Schwartz & Tallal, 1980; Studdert-Kennedy & Shankweiler, 1970; Tal-
lal et al., 1996; Zurif & Mendelsohn, 1972). Based on reports of neurological symp-
toms, namely, pure word deafness, and the psychophysiological properties of speech,
Poeppel (2001, 2003) introduced the “asymmetric sampling in time” hypothesis (AST).
This framework makes assertions about asymmetrical representation of speech in the
auditory-related cortex on the posterior supratemporal plane, which is dependent on
the temporal characteristics of the speech signal. It is well established that acoustic
information in speech is conveyed over multiple time scales (Rosen, 1992). For instance,
the difference between the utterances “date” and “gate” is encoded in rapidly changing
formant patterns at the level of acoustic fine structure (subsegmental cues at a scale of
several milliseconds up to tens of milliseconds; See also Best, Morrongiello, & Robson,
1981). Conversely, prosodic elements at both the word and sentence levels (e.g. intona-
tion contour, tempo, rhythm, syllabic structure, and stress) are transmitted via slower
fluctuations in the speech signal at a scale of hundreds of milliseconds (suprasegmental
cues). In functional terms, these parameters convey pivotal information. For instance,
the intonation contour (melody) of an utterance can mark the vocalization as either a
question or a statement (”That is all?”/“That is all!”). According to the AST hypothesis,
the continuously inflowing auditory signal is chunked via temporal integration windows
of different sizes. After a suggested initial symmetrical representation of auditory input
in core auditory cortex, the acoustic signal is then processed in an asymmetrical man-
ner in the non-primary auditory cortex, presumably the planum temporale (PT). Left
non-primary cortex is assumed to predominantly accommodate neuronal ensembles that
preferentially integrate over relatively short time windows (up to 50 ms), while right
non-primary areas are surmised to harbor neurons that preferentially integrate over rel-
atively long time windows (around 150 - 250 ms) 2. In terms of speech as an incoming
acoustic signal, transient phonetic cues at the subsyllabic level (e.g. formant transitions,
voice onset time) preferentially drive neurons residing in the left non-primary auditory
cortex, while information that unfolds more slowly (at the syllabic level and beyond,
e.g. intonation contour) preferentially drive the right non-primary auditory cortex. The
framework is not restricted to speech but also applies to all auditory non-speech signals,
for instance music.
2Note that the AST framework shares aspects with similar models of auditory processing, most im-
portantly with Zatorre et al.’s temporal/spectral processing model (Zatorre & Belin, 2001; Zatorre,
Belin, & Penhune, 2002). These authors propose that left auditory-related cortex is specialized in
temporal processing, right in spectral processing. However, the AST hypothesis seems more suited
to explain lateralization of speech processing. On the one hand, it incorporates physiologically moti-
vated temporal windows that correspond to linguistic information in the speech code. On the other
hand, it avoids categorical dichotomies and instead proposes a continuum of lateralization.
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The AST hypothesis has found support from various empirical studies. In a com-
bined EEG-fMRI study, Giraud et al. (2007) have corroborated the notion of endogenous
leftward lateralization of fast oscillators (gamma frequencies) and rightward lateraliza-
tion of slow oscillators (theta frequencies) in the auditory cortex. In general, those
oscillations can be seen as foundation of speech processing (Giraud & Poeppel, 2012).
Utilizing an array of behavioral and neuroimaging methods, it has been convincingly
demonstrated that the processing of rapidly changing acoustic cues results in a right ear
advantage and left-lateralized recruitment of auditory-related cortex, respectively (e.g.
Belin et al., 1998; Jamison, Watkins, Bishop, & Matthews, 2006; Ja¨ncke et al., 2002;
Lie´geois-Chauvel, de Graaf, Laguitton, & Chauvel, 1999; Meyer et al., 2005; Obleser,
Eisner, & Kotz, 2008; Scho¨nwiesner et al., 2005; Schwartz & Tallal, 1980; Slevc, Mar-
tin, Hamilton, & Joanisse, 2011; Studdert-Kennedy & Shankweiler, 1970; Warrier et al.,
2009; Zaehle, Wu¨stenberg, Meyer, & Ja¨ncke, 2004; Zaehle, Jancke, & Meyer, 2007; Za-
ehle, Jancke, Herrmann, & Meyer, 2009; Zatorre & Belin, 2001; Zatorre et al., 2002). In
contrast, evidence for the preference of the right hemisphere for slowly changing acoustic
cues is less numerous and less straightforward. Boemio et al. (2005) reported a right-
ward STS lateralization for slowly fluctuating non-speech stimuli. Meyer et al. found
the right PT to be especially sensitive to isolated intonation contour, as well as to speech
lacking dynamic pitch variations (Meyer et al., 2002, 2004). These findings correspond
with a study by Gandour et al. (2003) that also examined intonation contour. Another
suprasegmental domain of speech perception, in which lateralization in posterior tempo-
ral regions can be observed, is sentence-level rhyme and rhythm processing. Hurschler,
Liem, Ja¨ncke, and Meyer (2012) have shown that an explicit sentence-level rhyming task
implicates the right auditory-related cortex more strongly than the left auditory-related
cortex. Geiser, Zaehle, Jancke, and Meyer (2008) reported right auditory-related cortex
activation during a sentence rhythm detection task. Furthermore, Zhang, Shu, Zhou,
Wang, and Li (2010) observed right-lateralized temporal lobe brain activation for pro-
cessing rhythm and intonation in pseudospeech. Taken together, these results indicate
a left hemispheric advantage of auditory-related cortex for the processing of rapidly
changing acoustic cues in complex sounds and speech, as well as a right hemispheric
preference for slowly changing cues. Nevertheless, due to the present lack of systematic
investigations, further studies that examine the processing of slowly changing acoustic
cues and the interplay between left and right auditory-related cortex are warranted.
Since the AST hypothesis suggests continuous temporal scales, rather than a tem-
poral dichotomy, the strongest evidence for, or against, the previously postulated predic-
tions might come from a parametric study design. Several studies have utilized complex
non-speech sounds in combination with temporal manipulation (e.g. Boemio et al.,
2005; Scho¨nwiesner et al., 2005); nevertheless, parametrically designed neuroimaging
studies that employ natural speech as stimuli are scarce and are usually limited to very
brief stimuli (Britton et al., 2009). However, aforementioned prosodic elements are more
pronounced, or only exist in speech exceeding the subsegmental level, for example sen-
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tences, as recently emphasized by McGettigan and Scott (2012). Hence, it is of vital
interest to test whether the predictions of the AST model are also accurate for longer,
more natural sounding, parametrically manipulated speech stimuli.
In order to contribute to a deeper understanding of this issue, the present study
examines the effect of temporal integrity of speech input on the functional lateraliza-
tion in the auditory-related cortex. The current investigation employed an fMRI design,
using spoken sentences as stimuli and a stimulus manipulation procedure initially in-
troduced by Saberi and Perrott (1999) and further developed by Walker, Ahmed, and
Schnupp (2008). Saberi and Perrott (1999) parametrically manipulated the temporal
integrity of speech by segmenting an utterance into consecutive time windows and then
by locally time reversing those windows. The longer the length of the locally reversed
time segment, the worse the participants performance became; thereby, indicating that
the decreasing temporal integrity led to a decrease in comprehensibility. In the present
study, four different segment lengths (100 - 250 ms) were utilized, in order to alter the
integrity of slow modulations in the speech signal. Additionally, normal sentences (0 ms)
were presented as a control condition. First, in order to test the two main predictions of
Poeppel’s AST model, which posits functional symmetry at the primary auditory cortex,
followed by temporally dependent asymmetry at non-primary regions, we investigated
the functional lateralization in Heschl’s gyrus (HG), PT and the posterior superior tem-
poral gyrus (pSTG) as a function of the stimuli’s temporal integrity. We hypothesized
that while the lateralization of BOLD response collected from HG remains uninfluenced
by the stimuli’s temporal integrity, activity in PT and pSTG should shift to the right
hemisphere when the availability of intact slowly changing acoustic cues decreases. It
has previously been shown that decreasing the amount of acoustic information available
in speech stimuli yields increases in activation in auditory-related temporal and frontal
regions (Davis & Johnsrude, 2003; Meyer et al., 2004). Therefore, it is reasonable to as-
sume a relatively enhanced signal increase in the right auditory-related cortex when the
suprasegmental temporal integrity of stimuli is decreased, resulting in a rightward shift of
lateralization in PT and pSTG. Second, the correlation between cortical anatomy, func-
tional and behavioral measurements increasingly gathered attention over the last years.
For instance, manual measurements of auditory cortex anatomy were used by Wong et
al. (2008) to demonstrate a link between anatomy and success in a pitch learning task,
or by Warrier et al. (2009) to show a connection between hemodynamic response and
cortical volume. Therefore, we also added an exploratory surface-based morphometry
analysis. Here, we inspected the relationship of anatomical PT asymmetry, functional
PT lateralization and task performance, in order to explore whether there might be a
connection between specific patterns of neuroarchitecture, function and individual differ-
ences in task performance during auditory cognition. While the aforementioned studies
focused on the relationship between basic acoustic processing and HG anatomy, we chose
to focus on the anatomy of the PT, since our task involved more complex speech pro-
cessing.
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2.2.3. Materials and Methods
Participants
Twenty-three healthy native (Swiss-) German speakers took part in this study
(12 female, Mage = 25 (SD = 3)). All of the participants were right-handed (Annett,
1970) and had no musical training. Subjects were screened for (developmental) speech
and/or hearing impairments, neurological and/or psychiatric history, as well as MR-
compatibility. Volunteers gave written informed consent prior to the experiment and
were paid for their participation. The Canton of Zurich Ethics Committee approved this
study (application E-40/2009).
Stimuli
One hundred and eighty German sentences were binaurally presented in the course
of this experiment. They were spoken by a trained female speaker and recorded in a
soundproof chamber at the University of Zurich Phonetics Lab. Stimuli were normalized
with regards to mean intensity. Each stimulus was presented only once. The temporal
structure of the stimuli was manipulated following the approach introduced by Saberi
and Perrott (1999). Sentences were split into segments and then locally time reversed.
Segment length was varied (100, 150, 200, and 250 ms) to create conditions of differential
suprasegmental temporal integrity. Since time reversing segments leads to temporal
discontinuities resulting in audible artifacts at the border of two segments, overlapping
cosine windows were utilized. This was done via a procedure introduced by Walker et
al. (2008) and resulted in artifact free stimuli (cf. Figure 2.7). In addition, unaltered
sentences (0 ms) were presented. The sentences’ duration was between 2.2 and 3.5 s (M =
2.9 s). The conditions did not differ with regards to sentence duration, stimulus intensity,
and intonation contour. Furthermore, probe stimuli were used to implement a pattern-
matching task. Each probe stimulus was created from the original, not manipulated
version of the stimulus. This was done by cutting an interval with a duration of 10% of
the total sentence duration and a random onset. Subsequently, it was assured that the
probe stimuli did not contain extended silent periods.
Design and procedure
Participants were familiarized with the stimuli outside the scanner. In addition to
the sound attenuating (30 dB) MR headphones (NordicNeuroLab, Bergen, Norway), par-
ticipants received protective earplugs. The headphones are equipped with high-precision
electrostatics transducers and show a flat frequency response between 8 Hz and 35 kHz.
Participants were placed inside the scanner and were instructed to keep their eyes open
and to look at a fixation cross. Participants saw the cross on a screen via a coil-mounted
mirror. Each trial consisted of one sentence, one probe stimulus, and the response phase.
The auditory stimuli were presented in a scanner-silent period. The response was given
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Figure 2.7.: Stimulus manipulation. The top portion illustrates a detail of the waveform
of an original sentence, which is multiplied by the cosine windows, and then
locally time reversed. In this example, segment length is 200 ms. This
procedure results in a bottom waveform.
during the three seconds of image acquisition (See Figure 2.8 for the exact timing)..
?+
. . .. . .
4.25 s
3.0 s 3.5 s
7.5 s
Figure 2.8.: Sequence of a single trial. Gray squares: volume acquisitions; Long wave-
form: sentence stimulus; Short waveform: probe stimulus; +: fixation cross;
?: response screen
Participants performed a pattern-matching task. They were asked to press a spe-
cific button on a button-box to indicate whether or not the probe stimulus was a sample
from the original version of the sentence (right index finger for a match response, right
middle finger for a no-match response). Sentences were pseudorandomly presented over
two runs, balanced across participants. Each of the five conditions (0, 100, 150, 200, 250
ms) was presented 36 times over the course of the experiment. Within each condition,
50% of the probe stimuli were matching fragments. Additionally, 36 empty baseline
trials, lacking any sentence and probe stimuli, were presented. During these trials,
participants were asked to randomly press a button to control for motor-related brain
activity.
MRI data acquisition
Data was acquired at the University Hospital Zurich on a Philips 3T Achieva
whole-body MR unit (Philips HealthCare, Best, The Netherlands) equipped with an
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eight-channel head coil. Single-shot echo-planar images were recorded using a clustered-
sparse acquisition scheme (Liem, Lutz, et al., 2012; Schmidt et al., 2008; Zaehle, Schmidt,
et al., 2007). Three volumes were acquired per cluster. In total, 648 functional brain
volumes (3 x 216 trials) were collected for each participant (echo planar imaging, 16
transversal slices, in-plane resolution = 2.75 x 2.75 mm, slice thickness = 4 mm, inter-
slice gap = 2 mm, matrix size = 80 x 80, field of view [FOV] = 220 x 220 mm, cluster-
onset asynchrony [COA] = 7.5 s, acquisition time [TA] = 1 s, echo time [TE] = 35 ms,
flip angle = 68◦, SENSE factor = 2). When previously using this protocol, we were
able to demonstrate that a COA of 7.5 s is more advantageous than standard repetition
times/COAs in sparse/clustered-sparse acquisition schemes, which range from 10 s to
15 s (Liem, Lutz, et al., 2012). The functional volumes covered the entire perisylvian
and extrasylvian cortex. Additionally, a 3D T1-weighted volume was acquired with a
gradient echo sequence (turbo field echo, 160 saggital slices, in-plane resolution = 0.94
x 0.94 mm, slice thickness = 1 mm, matrix size = 256 x 256, FOV = 240 x 240 mm,
repetition time [TR] = 8.17 ms, TE = 3.7 ms, flip angle = 8◦).
MRI data analysis
The T1-weighted images were analyzed via the Freesurfer software (5.0.0; http://
surfer.nmr.mgh.harvard.edu/), a) to create individual regions of interest (ROIs) for
each subject, which were then employed in the functional ROI analysis and b) to ob-
tain measurements of cortical thickness (CT) and cortical surface area (CSA; Dale &
Sereno, 1993; Dale et al., 1999; Fischl, Sereno, & Dale, 1999; Fischl, Sereno, Tootell, &
Dale, 1999; Fischl & Dale, 2000; Fischl, Liu, & Dale, 2001; Fischl et al., 2002; Fischl,
van der Kouwe, et al., 2004; Fischl, Salat, et al., 2004; Jovicich et al., 2006; Se´gonne et
al., 2004). In short, Freesurfer reconstructs models of the white matter surface (border
between white and gray matter) and the cortical surface (border between gray matter
and cerebrospinal fluid). Subsequently, a parcellation of the cortex is performed, based
on gyral and sulcal structure (Desikan et al., 2006; Fischl, van der Kouwe, et al., 2004)
3. Freesurfer provides objective, reliable (Han et al., 2006), and valid (Kuperberg et al.,
2003; Rosas et al., 2002; Salat et al., 2004) surface-based measures of cortical anatomy.
Each participant’s reconstruction was manually checked for accuracy. Measurements of
CT and CSA were collected from the a2009s parcellation (Destrieux et al., 2010). Vol-
umetric ROI masks of HG, PT, and pSTG were exported into native space individually
for each participant, in order to be used in the context of functional (BOLD related)
ROI analysis.
Functional brain volumes were analyzed using SPM8 (http://www.fil.ion.ucl
.ac.uk/spm/software/spm8/) in a Matlab (R2009a) environment (The MathWorks
Inc., MA, USA). We performed a whole brain analysis to check for the general integrity
3A more detailed outline of Freesurfer’s processing steps is provided by the program devel-
opers at http://surfer.nmr.mgh.harvard.edu/fswiki/FreeSurferWiki?action=AttachFile&do=
get&target=freesurfer methods.doc.
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of our data. For the whole brain analysis, the functional volumes were corrected for head
movement and coregistered onto the T1 image. The T1 image was normalized using the
unified segmentation approach (Ashburner & Friston, 2005). The resulting normaliza-
tion matrix was applied to the functional volumes; thereby, transforming them into MNI
space (new voxel size = 3 x 3 x 3 mm). Functional images were smoothed with an
isotropic 6 mm FWHM Gaussian kernel. A general linear model was applied in which
each stimulus was modeled as an event. The hemodynamic response was modeled by
means of a boxcar function (Finite Impulse Response, 1st order, 3 s window length).
To account for the overall T1 signal decay along the functional volumes of a single clus-
ter, two regressors of no interest were included in the model as established by Zaehle,
Schmidt, et al. (2007). Contrast images of the general linear model were entered into a
random effects group analysis.
Since we had clear hypotheses with regards to the regions of interest and later-
alization, the main results are presented in the ROI analysis. The ROI analysis was
performed in an identical manner as the whole brain analysis, with the exception of
normalization. To avoid unnecessary interpolation, the ROI analysis was performed
in native space. After motion correction, coregistration, smoothing, and modeling the
hemodynamic response as mentioned above, mean effect sizes (beta values) within the
ROI masks were collected from the model’s contrast images for each participant. ROI
masks were anatomically defined and created for each subject individually via Freesurfer.
We then calculated lateralization indices (LI) for the HG, PT and pSTG ROI (LI = (L -
R) / (L + R); possible range of LI: -1 to +1; positive values indicating leftward lateral-
ization, negative values indicating lateralization to the right hemisphere; all entered raw
values were positive). The LI values were entered into ANOVAs. Huynh-Feldt correction
was used when the assumption of sphericity was violated. When the ANOVAs revealed
significant effects, trend analyses (1st, 2nd and 3rd order) were calculated to utilize the
parametric study design.
2.2.4. Results
Behavioral results
The in-scanner performance of the pattern-matching task was calculated as the
percentage of correct answers per condition. Task performance significantly decreases
with increasing segment length (See Figure 2.9; ANOVA for repeated measures, IV:
condition, DV: percent correct; F(3, 64) = 116.53, p < .001, ηp
2= .841).
MRI results
Whole brain analysis In order to check the general integrity of our data, a whole
brain group analysis was performed. For each condition, contrasts against the control
condition made up of silent trials were calculated. These contrasts yielded bihemispheric
suprathreshold activation in the posterior superior temporal lobe (FWE corrected, p <
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Figure 2.9.: Percent of correct answers from the in-scanner pattern-matching task (± 1
SE).
.05), most notably in the posterior superior temporal lobe. As these contrasts are not of
primary interest, they are depicted as supplementary material (Supplementary Figure
A.4).
ROI analysis
Functional lateralization of PT and pSTG, but not HG, depends on suprasegmental
temporal integrity of stimuli Functional lateralization indices were calculated for HG,
PT and pSTG for each condition (for the raw values cf. Table 2.5). While the lateral-
ization in HG is unaffected by the temporal integrity of the stimuli, lateralization in PT
and pSTG is significantly influenced. In those two regions, lateralization shifts to the
right with increasing segment length. This is demonstrated by a more negative LI (See
2.10; ANOVAs for repeated measures, IV: condition, DV: LI; HG: F(3, 74) = 2.15, ns.,
ηp
2= .089; PT: F(3, 62) = 6.79, p < .001, ηp
2= .236, linear trend: F(1, 22) = 26.44,
p < .001, ηp
2= .546, higher order trends: ns.; pSTG: F(2, 52) = 12.6, p < 001, ηp
2=
.365, linear trend: F(1, 22) = 17.23, p < .001, ηp
2= .439, higher order trends: ns.). This
pattern indicates that PT and pSTG are indeed sensitive to the temporal integrity of
auditory stimuli.
PT anatomy predicts task performance To explore to what extent the anatomical
asymmetry of the PT may influence the performance in the pattern-matching task, LIs
for CTPT and CSAPT were calculated (for the raw values cf. Table 2.6). LIs for CTPT
and CSAPT did not exhibit sex differences and did not correlate with age or brain volume
(CTPT: sex: t(21) = .16, ns., age: r = .07, ns., intracranial brain volume (ICV): r =
.06, ns.; CSAPT: sex: t(21) = -.72, ns., age: r = -.05, ns., ICV: r = -.06, ns.). LIs for
CT and CSA were not correlated to each other (r = .355, ns.). Following Warrier et
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Figure 2.10.: Here, the functional lateralization index (LI; ± 1 SE) in anatomically de-
fined ROIs is displayed; positive values indicate L > R lateralization; HG:
Heschl’s gyrus (red); PT: planum temporale (green); pSTG: posterior su-
perior temporal gyrus (blue). ** p < .001.
al. (2009), participants were split into two groups: L > R and R > L, for PT thickness
and surface area, respectively (for details see Table 2.7). Both groups did not differ
with regards to basic characteristics (CT: sex: χ2(1) = .354, ns., age: t (21) = -.457,
ns., ICV: t(21) = .051, ns.; CSA: sex: χ2(1) = .683, ns., age: t (21) = .667 ns., ICV:
t(21) = 1.173, ns.). The thickness-split groups differed significantly with respect to
task performance. Participants with L > R thickness perform better than participants
with the reverse lateralization pattern (See Figure 2.11; ANOVA, between-subjects IV:
LICT, PT group, within-subjects IV: condition, DV: LICT, PT; Fgroup(1, 21) = 5.65, p <
.05, ηp
2= .212, Fcondition(3, 67) = 111.17, p < .001, ηp
2= 0.841, Fgroup X condition(3, 67)
= 1.82, ns., ηp
2= 0.080). A closer inspection of the data revealed that the relationship
between anatomical asymmetry and behavioral scores is not linear (Pearson correlation
between LICT, PT and mean correct answers: r = .26, ns.). Instead, as Supplementary
Figure A.5 shows, there seems to exist a categorical difference between R > L and L >
R subjects with a lower mean and a larger variability of behavioral performance in the
R > L group.
No significant group-related effects could be found for CSA (Fgroup(1, 21) = 0.07,
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Figure 2.11.: Here, the percent of correct answers from the in-scanner pattern-matching
task (± 1 SE) is depicted separately for the two groups of cortical thickness
lateralization in planum temporale (PT).
ns., ηp
2= .003, Fcondition(3, 62) = 88.25, p < .001, ηp
2= 0.808, Fgroup X condition(3, 62) =
1.08, ns., ηp
2= 0.049).
Relationship between PT function and task performance To assess the relationship
between functional lateralization in PT and task performance, we correlated the mean
task performance with the functional lateralization in PT for all five conditions sepa-
rately. This revealed only one significant correlation and two trends towards a significant
correlation (r0ms = -.36, p < .1; r100ms = -.46, p < .05; r150ms = -.25, ns.; r200ms = -.37,
p < .1; r250ms = -.29, ns.). Here, functional lateralization to the right is associated with
better task performance.
Relationship between PT anatomy, function and task performance Finally, we cal-
culated correlations and partial correlations between PT anatomical asymmetry (for
cortical thickness and surface area separately), PT functional lateralization (mean of all
five conditions) and behavioral performance (mean percent correct). None of the correla-
tions or partial correlations reached statistical significance. However, it has to be noted
that CT seems to be more closely related to behavior and function than CSA. Further-
more, the (non-significant) correlation coefficient between cortical thickness asymmetry
and functional lateralization was negative; hinting at an inverse relationship between
lateralization of structure and function (cf. Supplementary Figure A.6).
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2.2.5. Discussion
The present study investigated the AST framework’s central hypothesis pertaining
to functional lateralization in HG, PT, and pSTG (Poeppel, 2001, 2003). In a paramet-
ric event-related clustered-sparse fMRI design, auditory sentences were presented with
varying degrees of suprasegmental temporal integrity. Whereas functional lateralization
in HG was not present and was actually independent of temporal integrity, a functional
shift to the right hemisphere was observed in PT and pSTG when diminishing temporal
information with increasing time windows. These findings corroborate the AST frame-
work’s notion of a symmetrical representation of the auditory stream in primary audi-
tory cortex and asymmetrical representation in non-primary auditory fields. While left
non-primary auditory fields preferentially process rapidly changing acoustic cues, right
non-primary fields are supposed to show a preference for slowly changing cues (Poeppel,
2001, 2003). To our knowledge, this is the first study testing the AST’s prediction in the
context of an fMRI design that employs parametrically manipulated spoken sentences
as stimuli. Previous studies using carefully composed sound stimuli (e.g. Boemio et
al., 2005; Overath, Kumar, von Kriegstein, & Griffiths, 2008) could not show a clear
lateralization in PT or the superior temporal plane. The PT has been termed “compu-
tational hub” for complex sound processing that compares the auditory input signal with
already stored templates (Griffiths & Warren, 2002). Previous studies have found that
the PT is critically involved both in basic auditory and speech processing (Brechmann
& Scheich, 2005; Meyer et al., 2002, 2004, 2005; Obleser, Wise, Alex Dresner, & Scott,
2007; Obleser et al., 2008; Xu et al., 2006; Zaehle et al., 2004).
One might be concerned that our results may be driven by a manipulation of
“intelligibility”, not the manipulation of acoustic cues per se. However, this reasoning
contradicts recent evidence that attributed “intelligibility” to the anterior temporal lobe,
either in the left or both hemispheres (Friederici, Kotz, Scott, & Obleser, 2010; Obleser,
Zimmermann, Van Meter, & Rauschecker, 2007; Scott, Blank, Rosen, & Wise, 2000).
Therefore, there is no indication that effects in the regions we investigated (HG, PT,
pSTG) were driven by variation of “intelligibility”.
We also explored individual differences in cortical anatomy and the relationship
to auditory task performance. Recent studies have provided insightful evidence for
structural-behavioral relationship in the auditory-related cortex (e.g. Golestani, Molko,
Dehaene, LeBihan, & Pallier, 2007; Wong et al., 2008). In the present experiment, lat-
eralization of cortical thickness and surface area in PT was assessed separately as it has
been shown that these parameters should be considered independently (Lyttelton et al.,
2009). Anatomical PT measurements collected from our sample are well in line with
previous reports. A quantitative review by Shapleske, Rossell, Woodruff, and David
(1999) showed that an overwhelming majority of studies report a leftward asymmetry
of planum temporale surface area. This review shows that, across studies, the mean
portion of subjects demonstrating leftward PT asymmetry is around 78 percent. This
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fits well with our study where 74 percent of subjects demonstrated leftward surface area
asymmetry. Regarding the asymmetry of cortical thickness measures in PT, studies are
surprisingly scarce. A study examining post-mortem brains found a rightward later-
alization of cortical thickness in the PT (Harasty, Seldon, Chan, Halliday, & Harding,
2003). Around 71 percent of the post-mortem brains demonstrated rightward asymme-
try of PT thickness. This is in agreement with our sample where 61 percent of subjects
demonstrated a rightward asymmetry. Our results show that while the lateralization of
surface area did not predict task performance, the lateralization of cortical thickness did;
subjects with L > R lateralization performed better at the auditory pattern-matching
task than subjects with R > L lateralization, especially if temporal integrity was severely
diminished. It has to be noted that the relationship between the asymmetry of cortical
thickness and task performance is not a linear one. It rather seems that there exist a
threshold phenomenon, in that rightward CT asymmetry, per se, results in worse task
performance.
As cortical thickness in auditory-related cortex tends to be right-lateralized
(Harasty et al., 2003) and the left auditory-related cortex exhibits stronger myelina-
tion than the right (Sigalovsky, Fischl, & Melcher, 2006), one might argue that subjects
with a left-lateralized cortical thickness, thus thinner cortex on the right, might show
larger right-hemispheric myelination than subjects with a rightward thickness asymme-
try. One might wonder whether this constellation might better support the auditory
analysis of suprasegmental cues. Reports of a relationship between cortical thickness
in the superior temporal lobes and proficiency in auditory tasks or expertise are rela-
tively scarce (e.g. Bermudez, Lerch, Evans, & Zatorre, 2009; Foster & Zatorre, 2010).
Therefore, this topic deserves more attention in future studies.
The correlational analysis of hemodynamic response and task performance yielded
a mixed picture. Better task performance tended to be associated with a rightward
functional lateralization in the planum temporale. This suggest that a more right-
lateralized hemodynamic response better supports suprasegmental analyses required by
the task.
Finally, correlation analysis of anatomical asymmetry in PT, functional PT lateral-
ization and task performance did not yield significant results. Nevertheless, this analysis
suggests, first, that lateralization of cortical thickness might have a closer relationship
to behavior and the lateralization of hemodynamic response than cortical surface area.
Second, if anything, lateralization of cortical thickness and hemodynamic response seem
to be inversely related. That is, left-lateralized thickness tends to be associated with
right-lateralized function. This is in line with a study by (Lu et al., 2009) which found
an inverse relationship of cortical thickness and hemodynamic response during an ortho-
graphic task. Furthermore, a recent study showed that thinner cortex in auditory-related
regions is connected to stronger electrophysiological response during auditory perception
(Liem, Zaehle, et al., 2012). The inverse direction of this relationship stands in contrast
to the report by Warrier et al. (2009). However, it has to be considered that these au-
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thors demonstrated a correlation between cortical volume and extent of the functional
response. As we reported cortical thickness and effect sizes of functional response, these
results are difficult to compare directly.
2.2.6. Conclusion
In conclusion, we have presented further evidence for the validity of the AST hy-
pothesis in particular with regards to the symmetrical representation of suprasegmental
speech in the primary auditory cortex and the asymmetric representation of speech in
posterior non-primary auditory cortex. Moreover, we have shown a relationship between
asymmetry of planum temporale cortical thickness and behavioral performance during
an auditory pattern-matching task.
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2.2.8. Tables
Table 2.5.: Raw values for all conditions in the ROIs
Segment 0 100 150 200 250
length (ms)
Regions M SD M SD M SD M SD M SD
LH
HG 5.05 1.35 5.53 1.46 5.56 1.5 5.56 1.45 5.54 1.42
PT 2.54 1.08 2.73 1.15 2.54 1.09 2.61 1.15 2.59 1.14
pSTG 3.67 1.14 3.85 1.18 3.61 1.25 3.73 1.12 3.69 1.14
RH
HG 5.01 1.38 5.54 1.50 5.5 1.54 5.46 1.41 5.44 1.64
PT 2.82 1.31 3.26 1.43 3.20 1.40 3.29 1.44 3.36 1.39
pSTG 4.24 1.00 4.56 1.12 4.45 1.07 4.57 0.96 4.62 1.00
Raw values (mean beta-values) for all conditions (segment lengths) in the ROIs (HG:
Heschl’s gyrus, PT: planum temporale, pSTG: posterior superior temporal gyrus). N =
23.
Table 2.6.: Raw values from surface-based morphometry analysis for the planum tempo-
rale (CT: cortical thickness, CSA: cortical surface area). N = 23.
CT (mm) CSA (mm2)
LH RH LH RH
M SD M SD M SD M SD
2.66 0.19 2.69 0.18 675.30 116.58 596.65 139.90
Table 2.7.: Anatomical asymmetry of PT in groups split according to lateralization (CT:
cortical thickness, CSA: cortical surface area, LI: lateralization index).
CT CSA
L > R group R > L group L > R group R > L group
N LI SD N LI SD N LI SD N LI SD
9 0.03 0.02 14 -0.03 0.03 17 0.12 0.08 6 -0.08 0.06
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2.3. Cortical thickness of supratemporal plane predicts auditory
N1 amplitude.
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2.3.1. Abstract
The auditory-evoked potential’s N1 component of the scalp electroencephalogram
is a well-established measure of electrical brain activity. The N1 reflects basic auditory
processing and is modulated by auditory experience, for instance, by musical training.
Here, we explore a possible correlation between the auditory N1 amplitude and cortical
architecture in the supratemporal plane. We hypothesize that individual differences in
N1 amplitude reflect differential acuity, which might also be reflected by differences in
auditory cortex anatomy. Auditory potentials evoked by sine wave tones and structural
MRI were collected from 27 healthy volunteers. The thickness and surface area of the
cortex were calculated using a surface-based morphometry approach. Cortical thickness,
rather than surface area, in a cluster on the posterior supratemporal plane, predomi-
nantly located on Heschl’s sulcus and lateral aspects of Heschl’s gyrus, correlated with
the N1 amplitude. In particular, lower cortical thickness was associated with larger
N1 amplitudes. This is well in agreement with previous functional magnetic resonance
studies reporting a thinner cortex to be related to a larger functional response.
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2.3.2. Introduction
Auditory-evoked potentials (AEPs) of the scalp electroencephalogram (EEG) are
direct measurements of electrical brain activity. The N1 component reflects basic audi-
tory analysis in sound and speech processing (Meyer et al., 2006; Na¨a¨ta¨nen & Picton,
1987) and remains relatively stable over time within an individual (Roth et al., 1975;
Walhovd & Fjell, 2002). The reliability of the N1 amplitude within 12–14 months is
up to 0.63 (Walhovd & Fjell, 2002). Furthermore, experience-dependent interindividual
differences in the magnitude of the N1 amplitude exist. For instance, several studies
have reported differences in AEP components and related measures between musicians
and nonmusicians (Baumann et al., 2008; Ku¨hnis, Elmer, Meyer, & Ja¨ncke, 2012; Ott,
Langer, Oechslin, Meyer, & Ja¨ncke, 2011). Evidently, Baumann et al. (2008) have re-
ported an enhanced N1 amplitude in musicians during the perception of instrumental and
sine wave tones. Among professional musicians, there even occurs an enhanced electro-
magnetic response when listening to their principal instrument as compared with other
instruments (Pantev et al., 2001). Enhanced N1 amplitudes were also observed as a re-
sult of speech–sound training (Tremblay & Kraus, 2002). Intracortical recording studies
(Godey et al., 2001; Lie´geois-Chauvel et al., 1994) as well as magnetoencephalography
(MEG) and EEG source estimation approaches (Baumann et al., 2008; Obleser, Scott,
& Eulitz, 2006; Yvert et al., 2001; Zaehle, Jancke, & Meyer, 2007) have consistently
identified sources in the supratemporal plane responsible for generating the auditory
N1. Taken together, the N1 characteristic, similar to neuroanatomical characteristics,
varies experience dependently across individuals and, at the same time, is relatively con-
stant within individuals. This suggests a common neuroanatomical foundation within
the supratemporal auditory-related cortex.
Examination of cortical morphology in combination with AEPs can shed light on
how macroanatomical cortical organization may predict the electrophysiological signal.
Although some insight exists on the relationship between functional MRI (fMRI) and
structural MRI (sMRI) (Lu et al., 2009), we do not yet know to what extent cortical
features (cortical thickness, surface area) may predict the auditory N1 amplitude mod-
ulation. Implemented in a multimodal imaging approach, the present study utilized
normal individual differences in AEPs and cortical anatomy to explore the relationship
between those measures. Therefore, we collected AEP data and structural brain vol-
umes by sMRI from the same individuals. The structural volumes were entered into a
surface-based morphometric analysis to correlate auditory N1 amplitude with regional
measurements of cortical thickness and surface area in the supratemporal plane. As the
P2 component, as compared with the N1, is less reliable and more sensitive to endoge-
nous triggers, such as shifts in attention, we restricted our analysis to the N1 amplitude
(Baumann et al., 2008; Harris, Wilson, Eckert, & Dubno, 2012; Roth et al., 1975).
On the basis of the reasoning mentioned above, we hypothesize that the auditory
N1 amplitude depends on individual cortical morphology in the human auditory-related
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cortex. Intuitively, one would expect a thicker cortex to be related to enhanced N1
amplitudes. However, as there are fMRI studies reporting enhanced brain responses
related to a thinner cortex (Lu et al., 2009); this association might be observed in EEG
data as well.
2.3.3. Methods
Participants
A total of 27 healthy volunteers (13 women; age: M=25 years, SD=4 years) par-
ticipated in the study. They were screened for speech and/or hearing impairments,
neurological and/or psychiatric history, as well as MR compatibility. All participants
were right handed (Annett, 1970) and had no musical training. Volunteers provided
written informed consent before the experiment and were paid for their participation.
The Canton of Zurich Ethics Committee approved this study (application E-40/2009).
Data acquisition
EEG and MRI data were collected for each participant in two separate sessions.
EEG data were recorded using a 128-electrode system (GSN300; Electrical Geodesics
Inc., Eugene, Oregon, USA) with Cz as a reference electrode. Impedances were main-
tained below 30 kΩ. Data were acquired at a sampling frequency of 500 Hz. During the
experiment, participants passively listened to 300 binaurally presented stimuli (1 kHz
sine wave tones with a duration of 250 ms delivered through in-ear headphones at 70
dB). The interstimulus interval was jittered between 1600 and 2500 ms. The EEG exper-
iment lasted ∼11.5 min. MRI data were collected at the University Hospital Zurich on
a Philips 3T Achieva whole-body MR unit (Philips HealthCare, Best, the Netherlands)
equipped with an eight-channel head coil. Per participant, one 3D T1-weighted volume
was acquired with a gradient echo sequence (turbo field echo, 160 sagittal slices, in-plane
resolution=0.94x0.94 mm, slice thickness=1 mm, matrix size=256x256, FOV=240x240
mm, repetition time=8.17 ms, echo time=3.7 ms, flip angle=8◦).
Data analysis
EEG data were analyzed using the BrainVision Analyzer software (version 2.0.1;
Brain Products, Gilching, Germany). First, data were bandpass filtered (1–30 Hz) and
re-referenced onto an average reference. Second, an independent component analysis
was carried out to eliminate ocular artifacts (Jung et al., 2000). After interpolating
noisy channels, the remaining artifacts were identified and excluded from further anal-
yses. The remaining EEG time series were divided into 500 ms segments (-100 to 400
ms from stimulus onset). Subsequently, these segments were averaged to calculate the
AEP at the Cz electrode and baseline corrected (-100 to 0 ms). For each participant, a
minimum of 251 trials was entered into the AEP analysis (M=286, SD=12). A grand
58 Empirical Part
average was calculated over the AEPs of all participants (cf. Figure 2.12). The observed
grand average N1 peak latency at electrode Cz was then used to define a time window to
extract individual N1 peak values (120 ± 20 ms). Cz was chosen in line with the stan-
dard protocol, as AEPs have their maximum at frontocentral electrode sites. For the
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Figure 2.12.: Mean auditory-evoked potential (AEP) waveform at Cz (bold, solid line)±1
SD (bold, dashed lines). Individual waveforms are in gray. Stimulus onset
is at 0 ms (N=27).
MRI data analysis, the T1-weighted structural image was processed using the standard
Freesurfer processing stream (version 5.1.0; http://surfer.nmr.mgh.harvard.edu/).
This software offers automated, objective, reliable, and valid algorithms to characterize
cortical anatomy (Dale et al., 1999; Fischl, Sereno, & Dale, 1999). Models of the white
and pial surface were reconstructed. From these models, vertex-wise values of corti-
cal thickness and surface area were calculated in each participant’s native space. For
the group analysis, the individual surfaces were registered onto a study-specific average
template surface and smoothed with a Gaussian kernel (FWHM of 10 mm). In both
hemispheres, statistical analyses were restricted to the supratemporal plane (planum
temporale, Heschl’s sulcus, Heschl’s gyrus, planum polare, and superior temporal gyrus
of Freesurfer’s a2009s parcellation). N1 peak amplitude values were entered into general
linear models to detect correlations between N1 amplitude and the vertex-wise cortical
measurements. Subsequently, Monte-Carlo simulations [P(vertex wise)<0.05, P(cluster,
corrected)<0.05; n=10 000] were carried out to account for the multiple-comparison
problem. This analysis is implemented in the Freesurfer package and assesses the likeli-
hood of significant clusters occurring by chance.
2.3.4. Results
The N1 peak could be identified in all 27 participants. N1 peak amplitude (M=-
2.96 µV, SD=1.16 µV, ranging from -5.66 to -1.00 µV; cf. Figure 2.12) did not correlate
with participant’s age (r=0.28, P=0.15), mean cortical thickness over the whole brain
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(r=0.25, P=0.20), or whole-brain surface area (r=0.30, P=0.13). In addition, there were
no sex differences in N1 amplitude (t-test for independent samples: t=0.85, P=0.40).
Vertex-wise correlation of the N1 peak with cortical thickness yielded one significant
cluster on the right supratemporal plane, largely encompassing Heschl’s sulcus and lat-
eral aspects of Heschl’s gyrus [P(cluster, corrected)<0.001, cluster size=303 mm2, max-
imum at MNI coordinates: x=42, y=-29, z=14; cf. Figure 2.13). To check whether the
relationship in the left hemisphere is absent at all or only weaker, we carried out an
exploratory analysis with a more liberal P threshold. A cluster on the left supratem-
poral plane could only be observed at P(vertex wise)<0.1 [P(cluster, corrected)=0.015,
cluster size=367 mm2, maximum at MNI coordinates: x=-55, y=-10, z=-3]. Figure 2.14
shows the relationship between individual N1 amplitude and cortical thickness in the
significant cluster in the right hemisphere. Figure 2.15 shows the relationship between
individual N1 amplitude and cortical thickness in the cluster in the left hemisphere (at
the more liberal P threshold). Across participants, a thinner cortex was associated with
larger N1 amplitudes. Individual cortical thickness of the right cluster explained 28.3
percent of the interindividual variation in N1 amplitude; individual cortical thickness of
the left cluster explained 27.7%. In contrast, vertex-wise correlation of N1 peak with
cortical surface area did not yield significant clusters on the supratemporal plane.
2.3.5. Discussion
In the present study, we examined the relationship between the auditory N1 com-
ponent and two neuroanatomical measurements (cortical thickness and surface area) of
the supratemporal plane. The N1 amplitude correlated with cortical thickness in a clus-
ter on the right supratemporal plane, mainly located in Heschl’s sulcus and lateral parts
of Heschl’s gyrus. The thinner the cortex in this cluster, the larger the N1 amplitude.
Moreover, the thickness of this auditory-related cortex cluster could explain up to 28.3%
of the individual N1 amplitude variation. The location of the cluster is well in agreement
with intracranial recordings, which found N1 generators in and around Heschl’s gyrus
(Godey et al., 2001; Lie´geois-Chauvel et al., 1994), as well as with source estimation
analyses used in the context of EEG or MEG studies (Baumann et al., 2008; Obleser et
al., 2006; Yvert et al., 2001; Zaehle, Jancke, & Meyer, 2007).
To the best of our knowledge, the present study is the first to investigate the re-
lationship between the AEP’s N1 component and cortical anatomy using an approach
that utilizes normal variations in these measures. A significant relationship was only
present for cortical thickness, not for surface area. Even though cortical thickness as
well as surface area are partially determined genetically (Winkler et al., 2010), it has
been suggested that cortical thickness and surface area are differentially sensitive to
environmental influences: although the cortical surface area is considered to be more
strongly affected by prenatal events, cortical thickness is apparently more strongly af-
fected by postnatal experience (Frye et al., 2010). Thus, experience-dependent factors
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Figure 2.13.: Results of cortical thickness analysis projected on an inflated right hemi-
sphere surface of the average subject template (lateral view) (top). The
orange cluster indicates a significant relationship between N1 amplitude
and cortical thickness [P(cluster, corrected)<0.001]. Zoom into a signif-
icant cluster (bottom). HG, Heschl’s gyrus; HS, Heschl’s sulcus; STG,
superior temporal gyrus.
occurring across the lifespan might alter cortical thickness in a more pronounced manner
than cortical surface area. Therefore, the observed variations in cortical thickness and
N1 amplitude might be a result of experience-dependent changes because of differences
in the auditory environment the individual is raised in and experiences throughout the
lifespan. Future longitudinal studies observing the development of auditory proficiency;
that is, for instance by examining musicians, at several time points along their musical
training, will help shed light on the mechanisms underlying this coupling.
In the present study, a thinner cortex predicted larger N1 amplitudes. This inverse
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Figure 2.14.: Scatter plot representing the relationship between N1 peak amplitude at Cz
and the mean cortical thickness in the cluster on the right supratemporal
plane.
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Figure 2.15.: Scatter plot representing the relationship between N1 peak amplitude at
Cz and the mean cortical thickness in the cluster on the left supratemporal
plane.
relationship of structure and function has been reported previously, in a study com-
bining fMRI and measures of cortical thickness during development (Lu et al., 2009).
Stronger activity in frontoparietal regions evoked by an orthographic task was associ-
ated with a thinner cortex in this region. There are almost no data on the cellular
mechanisms underlying macroscopic changes in gray matter. However, several potential
mechanisms are conceivable, for example, changes in the number and morphology of
synapses might occur across the lifespan in an experience-dependent manner (Zatorre,
Fields, & Johansen-Berg, 2012). Refinement in synaptic circuitry might have resulted
in a thinner cortex accommodating neurons that work better synchronized to generate
the electrophysiological signal. In general, the simple and appealing idea that a thicker
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cortex is better in terms of more efficient neural processing might not hold true in all
contexts and brain regions (Hyde et al., 2007), and becomes more and more challenged.
The relationship between N1 amplitude and cortical thickness was statistically
stronger in the right supratemporal plane than in the left. Interestingly, there is evidence
from an MEG N1 source estimation study that the sources along the right supratemporal
plane span a larger area than on the left [25]. In addition, as the stimuli used in our
experiment lacked temporal dynamic, our results are also in agreement with the idea
that the right auditory-related cortex is specialized in spectral analysis, whereas the left
is specialized in temporal analysis (Zatorre et al., 2002). These factors might explain
why the relationship between N1 amplitude and cortical thickness was more pronounced
in the right hemisphere.
2.3.6. Conclusion
This study provides a first insight into the relationship between cortical archi-
tecture and AEPs as revealed by normal individual differences. The findings indi-
cate that the cortical thickness of the supratemporal plane is more strongly related
to the AEPs than the cortical surface area. Future studies might help to determine
the trajectory-dependent and experience-dependent changes in the relationship between
cortical anatomy and AEPs, as well as help to distinguish the influence of genetic and
environmental factors on this relationship.
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3. General discussion
In the last part of this thesis, I will (i) discuss the findings yielded by the empirical
studies, (ii) elaborate on several open questions, and (iii) sketch recent developments in
the field of cognitive neuroscience that likely will result in exciting insight in the future.
3.1. Timing in auditory fMRI
Auditory fMRI experiments are constrained by auditory scanner noise emitted
during the switching of gradient coils. In standard fMRI protocols a continuous acqui-
sition is performed. This results in continuous auditory scanner noise, which makes the
perception of auditory stimuli difficult and weakens the explanatory power of experi-
ments. In auditory fMRI studies, scanner protocols are used that allow for unhindered
stimulus perception by introducing silent pauses between consecutive image acquisitions.
These “sparse” or “clustered-sparse” schemes improve auditory fMRI studies with the
downside of a reduced amount of data (Gaab et al., 2007a, 2007b; Hall et al., 1999;
Schmidt et al., 2008; Zaehle, Schmidt, et al., 2007). Theoretical considerations lead to
the conclusion that long silent pauses are beneficial in acquisition, since different hemo-
dynamic responses are separated further in time. As this was never tested empirically
in this context, we addressed this issue in Study I (Liem, Lutz, et al., 2012).
Open question 2: Can the theoretically assumed optimal timing for auditory
fMRI protocols be supported by empirical evidence?
We hypothesized that (i) long silent pauses result in larger effect sizes, and comple-
mentary, (ii) short silent pauses make an effect statistically easier to detect, i.e. increases
statistical power due to the increased number of data points. The study aimed to find
an equilibrium between those two opposite effects. While (ii) was found to be the case,
surprisingly, (i) was irrefutably not. Short pauses yielded preferable results with re-
gards to both, effect size, as well as statistical power. Hence, short silent pauses are
recommended in future auditory fMRI schemes.
Due to the nature of the fMRI technique, we can only speculate about neurophys-
iologic mechanisms that underlie this effect. It appears that in protocols with long silent
pauses, stimulus presentation is during a phase in which the hemodynamic response is
difficult to elicit. This might be due to BOLD undershoot in the post-peak phase (cf.
Figure 2.1).
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The findings of Study I enable scientists to perform more advanced auditory fMRI
experiments by using short pauses between image acquisitions. Compared to past exper-
iments, they can design studies with increased statistical power if they choose to record
an increased amount of data during the same period of time as in past experiments. This
might allow them to study smaller samples, which is most important when examining
special populations, for instance children or patients, where practical or ethical reasons
only allow for a small sample size. Alternatively, they can perform studies with equal
statistical power but notably reduced duration, i.e., 50 percent shorter. Time gained by
shortening functional experiments might be used to acquire brain images in other modal-
ities, for example additional structural images. Since lying in the confined space of MR
scanners while the scanner emits loud, high-pitched sounds is an unpleasant experience
for many volunteers, shortening the experiments shortens this unpleasant experience.
As a result, data will be less compromised by the volunteer’s movement, which gets
more pronounced along the course of the experiment. Furthermore, studies with spe-
cial samples, like children or brain-injured patients, might be simpler to conduct with a
short protocol, and, in some cases, even put forth experiments that would be impossible
otherwise.
Insights gained from this study were implemented in Study II.
3.2. Functional and structural lateralization in the context of
speech processing
Study II addressed hypotheses proposed by the “asymmetric sampling in time”
framework suggested by Poeppel (2001, 2003). AST makes assertions about functional
lateralization of auditory-related areas as a function of acoustic cues in speech stimuli.
While primary auditory cortex (Heschl’s gyrus) is supposed to represent the speech sig-
nal in a symmetrical manner, non-primary auditory cortex (planum temporale, posterior
superior temporal gyrus) is supposed to exhibit cue-dependent functional lateralization;
with preferential left-sided lateralization for the processing of rapidly changing acous-
tic cues and preferential right-sided lateralization for the processing of slowly changing
acoustic cues. Previous studies primarily tested this framework via complex, artificial,
non-linguistic sound stimuli or very brief linguistic stimuli (syllables). However, since
the AST framework aims to explain lateralization of speech processing, evidence from
experiments using more naturally-sounding and longer stimuli (sentences) is vital. Fur-
thermore, AST makes predictions about lateralization not along a left/right dichotomy,
but a left/right continuum. Therefore, a parametrical manipulation along a continuum
can yield stronger evidence for the existence of this continuum than a non-parametrical
manipulation could.
Recent methodological advances have made it possible to non-invasively study
brain structure and to relate structural measurements to behavioral measurements. Cor-
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relations between brain structure in auditory-related cortex and performance in auditory
tasks have been shown for instance by Golestani et al. (2007) and Wong et al. (2008).
Since the planum temporale is fundamentally involved in auditory and speech process-
ing, the additional question arises of whether macroanatomical structural features of this
region might predict auditory perception abilities.
Open question 1: Can the functional lateralization predicted by AST
be shown with longer, more natural stimuli, in a novel parametric manipulation
paradigm? Does anatomical lateralization in planum temporale predict perception
in stimuli with altered acoustic information?
To address this question, the present study implemented a previously established
behavioral experiment conducted by Saberi and Perrott (1999), in the context of a
event-related clustered-sparse fMRI experiment (Liem, Lutz, et al., 2012) in combination
with surface-based structural mapping of the planum temporale. For the functional
experiment, the temporal integrity of utterances was parametrically manipulated by
segmenting a clip into consecutive time windows and then by locally time reversing
those windows. The longer the length of the locally reversed time segment, the worse
the participants’ performance became. As predicted, functional lateralization in Heschl’s
gyrus was absent, while the planum temporale and the superior temporal gyrus showed
a stimulus-dependent pattern of lateralization. Increasing the time windows, thereby
decreasing temporal integrity of the stimuli, resulted in a shift of functional lateralization
in non-primary auditory regions. Furthermore, automatically measurement of cortical
thickness of the planum temporale showed that participants with an L > R cortical
thickness performed better on the in-scanner auditory pattern-matching task.
Taken together, these findings support the AST hypothesis and provide substantial
novel insight into the division of labor between left and right non-primary auditory cortex
function and structure in the context of speech processing. Future studies may further
our insight about a broader range of behavioral effects that are based on the observed
cortical thickness lateralization (for a further discussion on possible cellular mechanisms
that underlie differences in macroanatomy the reader is referred to chapter 3.4).
3.3. Macroanatomical underpinnings of auditory evoked
potentials
Study III examined the macroanatomical underpinnings of the auditory evoked
potential component N1. For a group of healthy subjects, auditory EEG data as well as
anatomical MRI scans were acquired. Via surface-based morphometry, cortical thickness
and surface area of the supratemporal plane was measured and correlated with the N1
amplitude. This was done to answer the following question:
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Open question 3: Are the characteristics of macroanatomical cortical fea-
tures in the supratemporal plane a predictor of the auditory N1 amplitude?
The results show that the cortical thickness of a cluster in the supratemporal
plane predicts the N1 amplitude measured at the scalp. Interestingly, the direction of
the relationship is as follows: the thicker the cortex, the smaller the N1 amplitude. This
suggests an efficient organization on neuronal level. Furthermore, since musicianship
results in larger N1 amplitudes (Baumann et al., 2008; Pantev et al., 2001), the idea
that “thicker cortex is better” might not be true in all contexts (e.g. Hyde et al., 2007);
or as Zatorre et al. (2012) wrote:
“(. . . ) [I]t is not always clear whether training or ability should be associated
with increases or decreases in relevant brain regions because of the complex
relationship between anatomical changes and underlying functionality.” (p.
528)
Regardless of the direction of the effect, the presented electrophysiological-
anatomical mapping approach might help to better localize AEPs measured at the scalp.
Although sophisticated methods to estimate the source location of scalp potentials have
been devised (e.g. Pascual-Marqui, 2002), they can only estimate those sources with
centimeter precision. Combining electrophysiology with surface-based morphometry and
exploiting normal variations in both measurements might localize the origin of the scalp
electrical signal in the brain much more precisely, at the millimeter range.
It has to be noted that little is known about how changes and individual differences
in macroanatomy, say cortical thickness and surface area, are evoked on a cellular level.
3.4. Cellular underpinnings of the brain’s macroanatomy
We know that brain anatomy is highly variable between healthy humans and can
change as a function of learning mechanisms (Zatorre et al., 2012). This is easily assess-
able with structural MRI and morphometric analysis. However, next to nothing is known
about the cellular underpinnings of individual variability and change in macroanatomy.
Since investigating the cellular architecture of the brain is only possible with invasive
methods, usually via post-mortem brain examination or animal studies, comprehensive
basic knowledge in this field is still missing.
In their review article, Zatorre et al. (2012) identify several candidate mechanisms
at the cellular level that might result in macroanatomical change. Change in the cerebral
cortex, the gray matter, can be due to neuronal or non-neuronal mechanisms. Change
in gray matter might arise due to neurogenesis, gliogenesis, synaptogenesis, change in
neuronal morphometry or vascular changes. Although the idea was emphatically rejected
for a long time, neurogenesis, the birth of new neurons, takes place in the adult mammal
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brain (Abrous, Koehl, & Le Moal, 2005). However, whether it is restricted to the
hippocampus and the olfactory bulb, or is possible in other areas of the brain as well
remains a highly debated topic (Gould, 2007). Other mechanisms seem better equipped
to drive cortical changes. Several studies performed on rats reported a task-specific,
training-induced creation of new synapses (Kleim et al., 2002) or a change in dendritic
morphology (Kolb, Cioe, & Comeau, 2008). These changes are likely to occur in humans,
as well. Furthermore, as opposed to the neuronal cells, non-neuronal (glial) cells like
astrocytes and oligodendrocytes can divide in the adult cortex. Since gliogenesis is
evoked due to learning (Dong & Greenough, 2004), it might also substantially contribute
to gray matter changes.
However, one must not ignore non-cellular mechanisms that might be confounded
by learning and behavioral changes and also result in changes in the measured MR signal.
For example, physical training might alter the vascular structure. In turn, changes in
vascular structure might alter apparent macroanatomy without a foundation in neuronal
changes.
3.5. Combining multiple brain imaging techniques
In this thesis, a combination of several neuroimaging methods has been used to
study brain function and structure. Aggregating multiple multidimensional measures,
for instance multiple different structural whole-brain measures, in a single analysis in
a way that enables a reasonable interpretation, is a complex issue. The present thesis
circumvented this issue by (i) regarding several measures separately (Study II) or (ii)
reducing complexity in one measure and correlating this value with a complex, whole-
brain measure (Study III). Unavoidably, this implies a loss of information. In recent
time, this issue has gathered appreciation in the scientific community. Groves et al.
(2012) proposed a “multi-modal fusion analysis” method to integrate data from VBM,
SBM and DTI-based measures via a “Linked ICA” (independent component analysis).
While this approach reduces dimensionality dramatically, interpretation of the resulting
independent components might be difficult and subjective. Since multimodal neuroimag-
ing has gained popularity over the last couple of years, it is highly likely that standard
processing pipelines will include similar approaches in the future.
3.6. Future directions – brain networks
As Daugman (2001) noted, the way humans conceptualize the brain and mind is
heavily depending on technological advances of the day. Recent advances in communi-
cation technology might have facilitated a network view of brain function and structure.
In functional MRI, this is evidenced by the emergence of functional connectivity
analysis, especially in the context of so-called “resting state” fMRI. Traditional task-
based fMRI studies are interested in characterizing the brain’s response to an external
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stimulus. Therefore, these studies average time-series that are locked to a stimulus pre-
sentation. That way, signal that is unrelated to the external stimulus, i.e. “noise”, is
reduced. The goal of these studies is to localize a stimulus-related, cognitive function to
a brain area. Importantly, changes in brain function evoked by a stimulus can account
only for a few percent of the total brain signal. It seemed implausible that the noise,
which consumes a majority of the brain’s energy, does not contain important informa-
tion. Therefore, scientists set out to study the “brain’s dark energy” (Raichle, 2006);
or as Edward Ng, a NASA scientist laconically stated while talking about astrophysical
measurements: “one man’s noise is another man’s signal” (Blakeslee, 1990).
This is done for instance in resting state fMRI studies. Compared to task-based
fMRI studies, a very different approach is taken by resting state experiments. Here, no
external stimulation is performed. Functional MRI data is acquired over a period of
time in which a subject idly lays inside the MR-scanner and tries to think of nothing in
particular, while staying awake. Studies conducted in this manner resulted in the dis-
covery of the brain’s resting state networks (RSNs; Biswal, Yetkin, Haughton, & Hyde,
1995). Based on signal fluctuations, RSNs constitute systems of regions scattered across
the brain that exhibit intrinsic functional coupling. It is assumed that this coupling
develops due to previous use, when several regions are repeatedly driven simultaneously
by a specific task (Fox & Raichle, 2007).
In the context of speech and language, the conducted resting state studies (e.g.
Friederici, Brauer, & Lohmann, 2011; Lohmann et al., 2010; Turken & Dronkers, 2011;
Xiang, Fonteijn, Norris, & Hagoort, 2010) do not allow to draw clear conclusions about
language/speech RSNs. Hence, future work is urgently required.
In addition to the description of functional networks, structural connectivity can
also be studied. This is manly achieved by using diffusion-based MRI techniques (Le Bi-
han et al., 2001; Le Bihan, 2003), like diffusion tensor imaging (DTI), in combination
with diffusion tractography (Jbabdi & Johansen-Berg, 2011). With these methods it
became possible to study the brain’s structural connections, the white matter, in-vivo.
Up until recently, it was only possible to study single tracts, or connections between two
or more brain areas. Recent advances in the analysis of complex networks have made
it possible to study the connections of the entire brain simultaneously in a relatively
straightforward manner (Sporns, Tononi, & Ko¨tter, 2005). Via diffusion imaging and
graph theory, the human connectome, the network that represents all connections of
the brain, has been described (Hagmann et al., 2008). As these connections substan-
tially influence brain function, studying structure will also illuminate our understanding
of brain function (Honey, Thivierge, & Sporns, 2010). Interestingly, Wernicke (1874)
already emphasized the importance of the connections between cortical areas in the
context of aphasia.
The anatomical connections that support language functions are fairly well known.
Those prominent fiber bundles have been mapped via diffusion imaging (Catani, Jones, &
ffytche, 2005; Friederici, 2009; Glasser & Rilling, 2008; Rilling, Glasser, Jbabdi, Ander-
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sson, & Preuss, 2011; Saur et al., 2008). However, within the connectomic framework it
is possible to study the whole brain with the advantage of a variety of different measures
that characterize the importance of a single region in the network and, more importantly,
the interplay between several regions (Rubinov & Sporns, 2010).
The first studies that examined the relationship of whole-brain white matter net-
works and language failed to find a relationship between language performance and
structural connectivity (Wen et al., 2011). As this study shows several critical flaws, for
instance, the crude language tests that were used, future studies with a more refined
methodology might provide insight into how language shaped the brain’s connectivity.
For instance, measures of connectivity might be exploited to characterize the brain’s
modular organization, i.e. parcellate the cortical anatomy with regards to its connec-
tivity profile (Gorbach et al., 2011). Since this can be achieved at the single subject
level, measures of modularity can be correlated with other variables, for instance, test
performance.
The connectomic scientific community is characterized by an open and cooper-
ative spirit. Data sharing projects, like the Human Connectome Project (http://
www.humanconnectomeproject.org/), the “1000 Functional Connectomes” project
(http://www.nitrc.org/projects/fcon 1000/) or the “Summer of Sharing” (http://
www.childmind.org/en/summer-sharing/), which share brain imaging data, as well as
phenotype data (biographical data, performance in cognitive tests et cetera) open up
the possibilities for scientists around the world to collaborate and further advance our
understanding of human brain function and structure. Hence, only a computer and
analysis skills are required to tackle brain-behavior questions. Since more scientists will
be able to conduct research, this will most likely boost the pace of scientific progress.
All those projects emphasize the network characteristic of the human brain, indicating
a bright future for this concept.
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Figure A.1.: Structural Overlap maps of the individual ROIs. HG: Heschl’s gyrus; PT:
planum temporale. MNI space. Neurological convention.
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Figure A.2.: Glassbrain projections of the T-contrast for all auditory events vs. empty
baseline at all COA settings; (FWE, p < .05, T > 6.8, k = 0). MNI space.
Neurological convention.
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Figure A.3.: Mean beta-values (60 vs. rest and 80 dB vs. rest) for each of the four COA
settings in all three ROIs (± SEM).
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Figure A.4.: Rendering of the group contrasts conditions vs. rest (p(FWE) < .05).
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Figure A.5.: Scatterplot of lateralization index of planum temporale (LI PT) thickness
by percent correct answers. Bars indicate M and SD of the PT groups.
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Figure A.6.: Correlations (black) and partial correlations (grey) between behavior (mean
percent correct), function (functional lateralization in PT, mean of all five
conditions) and anatomy (PT asymmetry) for cortical thickness (CT, left)
and cortical surface area (CSA, right), respectively. No correlation reached
statistical significance.
