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According to the classical theory of Brownian motion, the mean squared displacement of diffusing
particles evolves linearly with time whereas the distribution of their displacements is Gaussian. How-
ever, recent experiments on mesoscopic particle systems have discovered Brownian yet non-Gaussian
regimes where diffusion coexists with an exponential tail in the distribution of displacements. Here
we show that, contrary to the present theoretical understanding, the length scale λ associated to
this exponential distribution does not necessarily scale in a diffusive way. Simulations of Lennard-
Jones systems reveal a behavior λ ∼ t1/3 in three dimensions and λ ∼ t1/2 in two dimensions. We
propose a scaling theory based on the idea of hopping motion to explain this result. In contrast,
simulations of a tetrahedral gelling system, where particles interact by a non-isotropic potential,
yield a temperature-dependent scaling of λ. We interpret this behavior in terms of an intermit-
tent hopping motion. Our findings link the Brownian yet non-Gaussian phenomenon with generic
features of glassy dynamics and open new experimental perspectives on the class of molecular and
supramolecular systems whose dynamics is ruled by rare events.
In one of his celebrated 1905 papers, Einstein pro-
posed a statistical interpretation of Robert Brown’s
observation based on the corpuscular constitution of
matter [1, 2]. Einstein’s theory predicted two con-
comitant properties for the probability density function
(PDF) of displacements of the Brownian particles: its
shape must be Gaussian and its variance, the mean
squared displacement (MSD), must grow linearly (dif-
fusively) with time. Since the seminal experiments
conducted by Perrin more than one hundred years
ago [3], these two predictions were routinely validated
and the coexistence between Gaussianity and diffusivity
became a paradigm. Exceptions to this long-standing
paradigm were first observed in the realm of anomalous
diffusion [4–8], where non-linear time dependencies of
the MSD coexist with both Gaussian and non-Gaussian
PDF’s of displacements [4, 5].
Recent experiments have found a new class of coun-
terexamples to this paradigm. Several mesoscopic
particle systems present a time regime where linear
diffusion coexists with a non-Gaussian PDF of displace-
ments characterized by an exponential tail e−r/λ(t) as
a function of the displacement r [9–15]. The expo-
nential tail is controlled by a time-dependent length
scale, λ(t), which evolves as a power law: λ(t) ∼ tβ ,
with β > 0. This Brownian yet non-Gaussian regime
appears in a variety of systems, including colloidal beads
moving on the top of lipid tubes [9, 10], nanospheres
in entangled protein suspensions [9], binary mixtures of
colloidal hard spheres [11], microspheres in biological
∗ sandalo@ugr.es
hydrogels [12], and passive tracers in suspensions of
eukaryotic swimmers [13]. Some of these works report
values for β compatible with 1/2 [9–11, 13] that have
motivated theoretical models based on the idea of
diffusing diffusivities [16–20]. These models assume
a heterogeneous dynamics: particles move according
to a time-dependent diffusion coefficient which leads
to the Brownian yet non-Gaussian regime [16–18]. In
these models, the variance of the exponential, λ2(t), is
responsible for the total MSD: λ2(t) ∼ MSD(t) ∼ t.
However, more recent experiments have measured a
value of β significantly smaller than 1/2 [12], challenging
an explanation based on diffusing diffusivities. Far from
being an exotic phenomenon with an appealing historical
background, this problem has deep implications in the
understanding of a broad class of systems which are
driven by rare events [10].
Here we study by computer simulations the equilib-
rium dynamics of representative models of fragile and
strong glass formers [21, 22]. Our main result is that
the length scale λ associated with the Brownian yet non-
Gaussian regime scales in a non-universal way. For fragile
systems, where particles interact by an isotropic poten-
tial, the exponent controlling the evolution of the expo-
nential tail is β = 1/d, where d is the system dimension.
We quantitatively explain this result by a scaling argu-
ment based on the idea of hopping motion [22, 23]. In
strong glass formers, where particles interact by a non-
isotropic potential, the exponent β also depends on the
temperature. This dependence becomes more obvious
when the strong glass former enters into its character-
istic Arrhenius regime. We interpret this result as the
consequence of an intermittent particle hopping motion
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2at low temperatures. Finally, we show that the dynam-
ics in the Brownian yet non-Gaussian regime for all the
explored systems is the result of mixing the anomalous
diffusion of individual particles.
Exponential tail and system dimension
We study by Molecular Dynamics simulations the
equilibrium dynamics of binary mixtures of isotropic
Lennard-Jones particles in two [24] and three dimen-
sions [25] (see Methods). In both cases, the binary
nature of the interaction potential is designed to form
a fragile glass and, therefore, avoiding crystallization
even at very low temperature. We cover a wide range
of temperatures, from the liquid state (slightly above
the system onset temperature) to the deep supercooled
regime.
We first measure the particle MSD, see Figure 1a and
1b. For all temperatures, the MSD presents a character-
istic short-time local ballistic motion (∼ t2) and a long-
time diffusive regime (∼ t). Upon cooling, the MSD de-
velops a plateau at intermediate times resulting from an
increasingly long local residence time, a common feature
of all glass-forming liquids [22]. We characterize the en-
semble distribution of displacements by means of the self
part of the van Hove function [26]
Gs(~r; t) =
1
N
〈
N∑
i=1
δ[~r −∆~ri(t)]
〉
, (1)
where Gs(~r; t) is the fraction of particles (from a total
number N) which have displaced by ∆~ri(t) = ~ri(t) −
~ri(0) = ~r in a time t. Since both systems are isotropic, we
only consider the radial coordinate r = |~r| and normalize
the self part of the van Hove function:
P (r; t) = Gs(r; t)/r
d−1 ; d ∈ {2, 3} (2)
where d is the system dimension [27]. With this
definition, a purely Gaussian diffusion would result in
P (r; t) ∼ e−r2/4D(T )t, being D(T ) the temperature-
dependent diffusion coefficient.
The distribution P (r; t) presents a Gaussian behavior
at short distances and an exponential decay at large
distances: P (r; t) ∼ e−r/λ(t), where λ(t) is a character-
istic length that increases with time (Fig. 1c and 1d).
We observe this exponential decay both in the deep
supercooled regime (3D, Fig. 1c) and in the intermediate
supercooled regime (2D, Fig. 1d). Qualitatively similar
behaviors to those presented in Fig. 1c and 1d appear
at all the explored temperatures.
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Figure 1. MSD and exponential tails in Lennard-Jones
systems. a) MSD for the 3D system at different temperatures
from the liquid state to the deep supercooled regime: T = 0.7,
0.6, 0.54, 0.50, 0.475, and 0.45; b) MSD for the 2D system at
different temperatures covering a similar range as in a): T = 0.6,
0.50, 0.45, 0.40, 0.36, and 0.34. The unit of length is equal to the
particle diameter (see Methods for the definition of the time and
temperature units). Normalized self part of the van Hove function,
P (r; t), for the 3D system at T = 0.45 (c) and for the 2D system at
T = 0.40 (d), where the selected times are marked by dots in the
corresponding MSD in a) and b). Dashed lines in c) and d) show
the extent of the exponential range. Characteristic length λ as a
function of time for the 3D (e) and 2D (f) systems: in both cases,
temperatures are as in a) and b) respectively. Again, dots signal
those times corresponding to P (r; t) in c) and d).
To discriminate the r-ranges corresponding to the
Gaussian and exponential regimes of P (r; t) and,
therefore, accurately estimate λ(t), we implemented a
non-parametric Kolmogorov-Smirnov test (see Meth-
ods). The distinction between the two regimes is more
evident at low temperature (in particular at short and
intermediate times), being the two regimes separated
by an inflection point in P (r; t). At longer times,
the Gaussian range extends up to larger distance and
therefore becomes dominant. In turn, the range of the
exponential tail shrinks and thus becomes marginal at
long times. Eventually, this takeover leads to a purely
Gaussian distribution of displacements as prescribed by
the Central Limit Theorem (CLT).
As for the MSD, the growth of λ with time is
characterized by three distinct regimes (Figs. 1e and
1f). At short times, when the MSD is ballistic, λ(t)
3rapidly increases. Displacements within this short
time are typically smaller than the particle diameter
(Figs. 1c and 1d) and, therefore, reflect the particle
local heterogeneous dynamics. At intermediate times,
when the MSD manifests a plateau, λ(t) increases in
a slower way. In this regime, only a small fraction of
particles has abandoned their initial local cage and are
able to jump over distances on the order of few particle
diameters (Fig. 1c and 1d). At long times, λ(t) increases
steeply again. In the same time regime, the MSD is
compatible with diffusive behavior (Fig. 1a and 1b).
In the following, we focus on this Brownian yet-non
Gaussian regime [10].
1 2 5 100.5
1
2
5
t/t0
λ
,M
SD
1/2
Temperature
0.2
0.5
1
2
λ
,M
SD
1/2
t1/2
t1/2
t1/3
t1/2
b
a
Figure 2. Brownian yet non-Gaussian regime in Lennard-
Jones systems. Double log plot of MSD1/2 (squares) and λ (cir-
cles) as a function of time for the 3D (a) and 2D (b) Lennard-Jones
systems at different temperatures: T = 0.45, 0.5, and 0.6 (3D), and
T = 0.4, 0.5, and 0.6 (2D). Here t0 is the temperature- and system-
dependent time at which each system reaches a µ value compatible
with 1 within numerical uncertainty, i.e. MSD(t ≥ t0) ∼ tµ∼=1.
To determine t0 we numerically compute the local exponent µ(t)
controlling the time evolution of the MSD(t), i.e. MSD(t) ∼ tµ(t)
(see Methods). Dashed lines in a) and b) serve as a reference.
Our first goal is to explore the scaling of λ(t) within
the Brownian yet-non Gaussian regime. We define the
time t0 at which the 2D and 3D Lennard-Jones systems
start to be diffusive (MSD(t ≥ t0) ∼ t) and compare
the scaling with time of MSD(t)1/2 and λ(t) in the time
regime t ≥ t0 for different temperatures (Fig. 2). In both
systems, the scaling of the MSD is diffusive, MSD1/2(t ≥
t0) ∼ t1/2. In contrast, the scaling of λ(t) is dimension
dependent:
λ(t ≥ t0) ∼ tβ(d) (3)
The exponent β does not appreciably depend on the
temperature within the diffusive time window t ≥ t0.
However, β clearly depends on the system dimension,
with a value compatible with β = 1/2 in two dimensions
and β = 1/3 in three dimensions. While the value
β = 1/2 in two dimensions is consistent with the
diffusive scaling of the MSD, the scaling of λ in three
dimensions does not seem to be trivially related with
that of the MSD. This latter observation contrasts with
the interpretation of the Brownian yet non-Gaussian
regime based on diffusing diffusivities [10, 16, 18], where
λ2(t) ∼ MSD (t) ∼ t. However, the time evolution
we observe for λ(t ≥ t0) in three dimensions agrees
with recent experiments on microspheres diffusing in
biological gels [12], where β < 1/2 and the total PDF
of displacements presents a Gaussian core, which grows
with time, and a marginal exponential tail, which tends
to disappear with time.
These observations suggests a general dependence
β(d) = 1/d, with d ∈ {2, 3}. We propose a theory for
such scaling behavior as an outcome of hopping motion,
a signature of all glass-forming liquids below the onset
temperature [22]. The exponential tail of P (r; t) origi-
nates from a minority of particles able to escape from
their initial cage and perform a large displacement for
times of the order of t0. We call these particles hoppers
and denote by Nh(t) their number at time t. Since the
system is at equilibrium, we assume that hoppers escape
from their cage at a constant rate ω:
Nh(t) ≈ ωNt ∼ t. (4)
Equation (4) is valid in a time range where Nh(t) 
N , being, therefore, ω−1  t. We now use that the
functional form of the mass density of hoppers, ρh(r; t),
as a function of the distance at time t coincides with that
of P (r; t) for t ≈ t0 and is, therefore, exponential:
P (r; t) ∼ ρh(r; t) = ρ0e−r/λ(t) ; t ≈ t0 (5)
We consider ρ0 to be independent of time for times
of the order of t0, i.e. the source of hoppers at r = 0
remains at constant density for t ≈ t0 since Nh(t) N .
This is consistent with the behavior of P (r; t) observed in
Fig. 1c and 1d, where all the exponential tails at different
times cross at a common value at r ≈ 0. The number of
4hoppers at a time t ≈ t0 therefore scales as
Nh(t) ∼
∫ ∞
0
rd−1ρh(r; t) dr ∼
∼
∫ ∞
0
rd−1e−r/λ(t) dr ∼ λd(t)
(6)
Combining Eq. (4) and Eq. (6) we finally obtain
λ(t) ∼ t1/d (7)
Summarizing, our argument to explain λ(t) ∼ t1/d
is based on three assumptions: (1) hoppers leave their
local environment at a fixed hopping rate (Eq. (4)); (2)
hoppers fill the space isotropically (Eq. (6)); (3) the
restriction to a time regime t ≈ t0 where Nh(t)  N .
We test these assumptions individually in the SI. Once
the majority of the particles have abandoned their initial
position (t  t0), and present a statistically equivalent
jumping record, the last assumption breaks. At such
a long time, the PDF of displacements results from a
large number of independent and equally distributed
displacements and is, therefore, Gaussian by virtue of
the CLT.
Exponential tail and non-isotropic interactions
We now investigate the evolution of λ(t) when particles
interact by a non-isotropic potential. To this purpose we
consider a three-dimensional system of tetravalent patchy
particles [28–30]. Such particles have four sticky spots
tetrahedrally distributed on their surface which provide
a strongly directional interaction with fixed valence.
Upon cooling, the dynamics slows down and the system
develops an amorphous, highly connected, tetrahedral
network [27]. We investigate the equilibrium dynamics
of this strong glass former [27] at moderate density
by Brownian Dynamics simulations (see Methods) and
explore the emergence of the Brownian yet non-Gaussian
regime. Our study covers a wide T -range from the liquid
state (slightly above the percolation threshold) to the
deep Arrhenius regime, where the great majority of the
particles are tightly bound to their neighbors [28].
In contrast to the Lennard-Jones systems, the scal-
ing of λ(t) clearly depends on T for the tetrahedral
gelling system (Figure 3). While at high temperature
λ(t) ∼ t1/3, compatible with the 3D Lennard-Jones sys-
tem, the exponent β decreases upon cooling the system
below the Arrhenius temperature [27, 28], reaching val-
ues β ≈ 1/6 for temperatures deeply into the Arrhenius
regime. Thus our argument leading to β(d) = 1/d in-
dependently of T (Eq. (4) to (7)) does not hold for the
gelling system at low T . To understand this discrep-
ancy, we individually test the hypotheses underlying our
scaling theory (see SI). We find that in this system Eq.
(4) is not satisfied for the gelling system: in particular,
the number of hoppers appears to grow sublinearly with
time. This observation points to a scenario where the
production of hoppers becomes more and more intermit-
tent as the temperature decreases. Such phenomenon
seems to be absent in the Lennard-Jones systems, where
our scaling theory holds in all the range of temperatures
we explored (see again SI).
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Figure 3. Brownian yet non-Gaussian regime in the tetra-
hedral patchy system. Double log plot of MSD1/2 (squares)
and λ∗ (circles) as a function of time for the tetrahedral patchy
system at different temperatures. To make evident the spread of
curves at different temperatures, we present a rescaled value λ∗
for the different temperatures to make them start from an almost
common value at t0. As in Fig.2, t0 is the temperature-dependent
time at which the tetrahedral system reaches a value of µ compat-
ible with 1. We cover a wide T -range from the liquid state to the
deep Arrhenius regime: T = 0.1025, 0.105, 0.11, 0.115, and 0.14
(see Methods). The Arrhenius temperature, i.e. the temperature
at which the T -dependence of the diffusion coefficient becomes ex-
ponential, is TA ≈ 0.115 [27, 28] (see also Methods and Figure
4). Dashed lines serve as a reference. The unit of length is taken
as the patchy particle hard-sphere diameter (see Methods). The
figure also shows a sketch of a tetrahedral patchy particle.
We summarize the behavior of the exponent β(T ; d)
for the three systems (see Figure 4). For the two
Lennard-Jones systems, β markedly depends on the sys-
tem dimension (Eq. (3)) and is practically independent
of T . Our theoretical argument (Eqs. (4) to (7)) predicts
that other systems with isotropic interactions, such as
hard and soft spheres, should present the same behavior.
Instead, β clearly depends on temperature for the
tetrahedral gelling system. This dependence is stronger
once the system enters into the Arrhenius regime,
where the diffusion coefficient decreases exponentially
upon cooling [27] (inset in Fig.4), thereby revealing a
connection between a defining feature of the dynamics
observed in strong glass formers and the emergence of
rare events. At higher temperatures, where connectivity
is low [28], β attains a value compatible with that of the
3D Lennard-Jones system (∼= 1/3).
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Figure 4. Compendium of β exponents. β(T ; d) in the time
regime t ≥ t0 as a function of the temperature for the three systems
investigated. Here To stands for the onset temperature for the two
Lennard-Jones systems and for the percolation temperature for the
tetrahedral gelling system (see Methods). The explored T -range
goes from the liquid state to the deep supercooled regime. Hori-
zontal dashed lines serve as a reference for 1/2 and 1/3. A vertical
arrow signals the temperature TA at which the tetrahedral gelling
system enters into the Arrhenius regime [27]. Inset: Diffusion co-
efficient D(T ) (obtained from the measured MSD) as a function
of the temperature for the tetrahedral gelling system (dashed line
serves as a reference for the exponential, low-T , Arrhenius behavior
which starts at TA) [27].
Non-Gaussianity and dynamics by populations
We now look further into the coexistence between
linear diffusion and non-Gaussian distributions of
displacements in 3D. To this aim, we discriminate the
particles into populations according to their potential
energy E at t = 0 as in Ref. [27]. For the tetrahedral
gelling system, this procedure leads to five different
particle populations characterized by the number of
bonds per particle (i ∈ {0, 1, 2, 3, 4}) at t = 0, being E|i
the potential energy of population i (where E|i > E|j
when i < j) [27]. For the 3D Lennard-Jones system we
arbitrarily define two populations with a marked differ-
ence in their initial potential energies: one including the
1% of particles with the highest potential energy and the
other one including the 1% of particles with the lowest
potential energy, both at t = 0.
The time evolution of the MSD for the different
populations at fixed T is presented in Figures 5a and
5b. Populations with high potential energy at t = 0
show a super-diffusive regime at short times which is
more persistent than that associated to the populations
with low potential energy. At intermediate times, the
distinct populations reach different values of the MSD
at their respective plateaus. This difference is more
pronounced for the tetrahedral liquid due to its lower
density. When abandoning the plateau, populations
with high potential energy at t = 0 show sub-diffusive
motion while populations with low potential energy
at t = 0 present super-diffusive motion. This is
particularly clear when looking at the µ(t) exponent
obtained from the slope of the MSD: when leaving the
plateau, populations starting with a high potential en-
ergy present µ(t) < 1 whereas populations starting with
a low potential energy show µ(t) > 1 (Figures 5c and 5d).
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Figure 5. Dynamics by particle populations. Left column
corresponds to the 3D Lennard-Jones system and shows the time
evolution of different observables discriminated into two particle
populations: a) MSD(t), c) µ(t) (MSD(t) ∼ tµ(t)), and (e) dif-
ference between the average potential energy of each population,
E[E|i], and the system average potential energy, E[E]. Yellow
(green) lines correspond to the population that includes the 1%
of the particles with the highest (lowest) potential energy at t = 0.
Right column corresponds to the tetrahedral gelling system and
shows the same observables as those appearing in the left column
(b, d, and f). The five colored lines correspond to the five pop-
ulations having a different number of bonds (i ∈ {0, 1, 2, 3, 4}) at
t = 0 (lines from yellow to green). Black lines in the whole figure
represent observables averaged over all particles. The shaded re-
gions mark out the extent of the Brownian yet non-Gaussian time
window, where the exponential tail is still detectable and µ(t) ∼= 1
for the total number of particles. Inset in a) shows a detail of the
MSD corresponding to the shaded time window. The chosen tem-
peratures correspond to the deep supercooled regime (3D Lennard-
Jones) and the Arrhenius regime (tetrahedral liquid). For both
systems, the different populations evolve in such a way that the
corresponding observables pass from a short-time behavior (where
the particles still retain the information of their initial mechanical
state) to a long-time regime, where the particles have lost memory
of their initial state and the different populations converge to a
common trend.
The mixing of anomalous diffusions is concomitant
with a change in the energy of each population: particles
starting with a high (low) potential energy show a
decrease (increase) in their energy which slows down
(boosts) their dynamics (Figures 5e and 5f). At long
times, once the particles lose the memory of their initial
6state and pass through all the possible energy states,
all the populations show the same average energy while
their dynamics converge to a common diffusive trend.
This phenomenology reduces to a simple intuition: when
a particle is in a high (low) energy state it moves faster
(slower) than the average. For large times, when all the
particles have passed through all the possible fast and
slow states, the sampled distributions of displacements
for all populations are equivalent and the total PDF of
displacements becomes Gaussian as dictated by the CLT.
Before collapsing into a common diffusive trend, there
exists a time window where the different populations still
show µ(t)|i 6= 1 ∀i, with µ(t) ∼= 1 for the total number of
particles (shaded region in Fig. 5). This is the Brownian
yet non-Gaussian window where the exponential tail
is still detectable despite the system as a whole shows
µ(t) ∼= 1. This observation helps understanding why
within this diffusive time window, P (r; t) is not neces-
sarily Gaussian: the distinct populations have not yet
converged and, therefore, their sampled dynamic states
are not yet equivalent, resulting in a non-Gaussian PDF
of displacements. Our results show that the observed
exponential tail originates from mixing anomalies:
within the Brownian yet non-Gaussian regime each
individual population shows its own anomalous diffusion
(µ(t)|i 6= 1). We have further shown that, within the
Brownian yet non-Gaussian regime, the anomalous
diffusion of each population (which is a dynamic feature)
can be associated to its initial potential energy (which is
a structural feature).
Our study brings new insights into the Brownian yet
non-Gaussian problem. First, we have shown that for
representative models where particles interact by an
isotropic potential, the exponent controlling the evolu-
tion of the exponential tail depends on the system di-
mension: β(d) = 1/d. We expect other canonical mod-
els such as hard and soft spheres to present the same
phenomenology. Second, in strong glass formers, where
particles interact by a non-isotropic potential, β also de-
pends on the temperature. This latter result reveals a
new fundamental feature to distinguish between the dy-
namics of fragile and strong glass formers, and shows a
connection between the emergence of the generic Arrhe-
nius regime representative of strong glass formers and
their hooping dynamics mechanism. In a more general
way, our results suggest new investigations on those real
systems where the dynamics is strongly affected by rare
events that would be focused on the study of the ex-
ponential tail evolution. This includes molecular and
colloidal glass- and gel-forming liquids [22, 23], granu-
lar systems [31], complex biological media [12], and non-
equilibrium active systems [32, 33].
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Methods
Lennard-Jones system. We performed two and three
dimensional Molecular Dynamics simulations of a Kob-
Andersen binary mixture [24]. In both cases we first
run simulations in the canonical ensemble to equilibrate
the system at a fixed temperature. From them, we run
simulations in the microcanonical ensemble to evaluate
the dynamic observables presented in this article. The
interaction between a particle of species α and a par-
ticle of species β is given by the Lennard-Jones potential:
Vαβ(r) = 4αβ
[(σαβ
r
)12
−
(σαβ
r
)6]
; α, β ∈ {A,B},
(8)
where A and B are the labels for the two species and
r is the distance between the centers of mass of the
two particles. For both systems, σAA = 1, σAB = 0.8,
σBB = 0.88, AA = 1, AB = 1.5, and BB = 0.5. The
potential is truncated and shifted at r = 2.5σαβ [25].
All the results are given in reduced units, where σAA
is the unit of length, AA the unit of energy, and
σAA
√
m/48AA the unit of time (being m = 1 the mass
7of the particles). Temperature, T , is controlled during
the equilibration process by an Andersen thermostat
with an effective mass of 48 reduced units [24] with
Boltzmann’s constant set to 1.
The number of particles for each species of the 2D
system are N2DA = 6500 and N
2D
B = 3500 with a total
number density ρ2D = (N2DA + N
2D
B )/L
2 = 1.16, being
L = 92.78 the length of the square simulation box [24].
For the 3D system we used a different composition
with N3DA = 6400 and N
3D
B = 1600 for a total number
density ρ3D = (N3DA +N
3D
B )/L
3 = 1.20, being L = 18.80
the length of the cubic box [25]. These compositions
avoid the emergence of a crystal structure even at
very low temperature. We covered temperature ranges
T ∈ [0.34, 0.75] (2D) and T ∈ [0.45, 0.9] (3D). The
onset temperatures for the 2D and 3D systems are:
T 2Do = 0.75 [34] and T
3D
o = 0.9 [35] (Fig. 4 in the
main text). Both systems show at low T the super-
Arrhenius dynamic behavior characteristic of fragile
glass formers [24]. We used for both systems a Velocity
Verlet algorithm with a time step depending on the
temperature: δt2D = 0.02 (δt2D = 0.01) for T ≤ 0.6
(T > 0.6) and δt3D = 0.02 (δt3D = 0.01) for T ≤ 0.7
(T > 0.7). The runs extended over 107 and 5 · 107 time
steps for the 2D and 3D system respectively.
The results shown in this article correspond in both
cases to particles of the species A. For the 2D system,
we averaged over 50 independent simulations (around
325.000 individual particle trajectories) for each value of
the temperature running on a high-end CPU processor
cluster with a total amount of CPU time of 11.5 years.
For the 3D system, we averaged over 70 independent
simulations (around 450.000 individual particle trajec-
tories) for each value of the temperature with a total
amount of CPU time of 18.5 years.
Tetrahedral system. We performed three dimensional
Brownian Dynamics simulations of tetravalent patchy
particles in the canonical ensemble. The number of par-
ticles is N = 10000 with a length of the cubic simulation
box L = 25.98 σ, being σ the particle hard sphere-like
diameter, here taken as the unit of length. The num-
ber density is ρ = N/L3 = 0.57. For this density, the
system develops a homogeneous amorphous tetrahedral
network even at very low temperature [27, 36]. The in-
teraction potential comprises a spherical steep repulsion
and a short-range attraction. The interaction between a
generic pair of particles 1 and 2 is given by:
V (1, 2) = VCM (1, 2) + VP (1, 2) (9)
where VCM (1, 2) is the repulsive part of the potential be-
tween particles 1 and 2 whereas VP (1, 2) is the attractive
part of the potential between the patches of particles 1
and 2. These potentials are modeled as follows:
VCM (12) =
(
σ
r12
)p
(10)
VP (12) = −
M∑
i=1
M∑
j=1
 exp
[
−1
2
(
rij12
α
)q]
(11)
Here r12 is the distance between the center of mass of
particles 1 and 2, rij12 is the distance between patch i
on particle 1 and patch j on particle 2, and M = 4 is
the number of patches per particle. The four patches
are tetrahedrally distributed on the surface of the
particles. Exponents in VCM (1, 2) and VP (1, 2) are
taken as p = 200 and q = 10 to resemble the functional
behaviors of a hard sphere and a square well interaction
respectively. We selected α = 0.12 as the patch diameter
to avoid having more than one bond per patch and
 = 1.001, for which the minimum of the attractive part
of the potential energy in a bounded configuration is
u0 ≡ minVP (12) = −1. Temperature T is measured in
units of the potential well, taking Boltzmann’s constant
as 1. The unit of time is σ
√
m/|u0|, being m = 1 the
mass of the particles. To integrate the equations of
motion we used a Velocity Verlet algorithm with a fixed
time step δt = 0.001 using a modified Brownian thermo-
stat which explicitly avoids unphysical decorrelations in
the particle velocity [29, 37]. The longest runs extended
over 7 · 109 time steps for the lowest temperatures
(T = 0.105 and T = 0.1025). All simulations were
performed using the oxDNA simulation package running
on GPUs [38].
We investigated temperatures within the range
T ∈ [0.1025, 0.16], covering a slowing down of the
dynamics of four orders of magnitude. The dynamics
of this system exhibits Arrhenius behavior at low
temperature, a signature of strong glass formers [27].
The temperature at which the system enters into the
Arrhenius regime is TA ∼= 0.115 [27, 28] (Fig. 4 in the
main text). We take as the onset temperature for this
system T0 = 0.16 (Fig. 4 in the main text). Above this
temperature the system is not completely percolated
into an infinite cluster and the MSD does not present
any detectable plateau [28].
We evaluated dynamic observables by an average of
50 independent simulations (500.000 individual particle
trajectories) per each value of the temperature. The
total amount of GPU time was approximately 2 months,
which for this system corresponds to more than 3 years
of CPU time on a high-end processor [38].
Estimation of λ(t). We determined λ(t) via maximum
likelihood assuming an exponential probability density of
8displacements from a given threshold rt. The likelihood
at time t is given by:
Lt =
Mt∏
i=1
exp
(
−ri − rt
λt
)
/λt (12)
where Mt is the number of individual particle trajecto-
ries with a displacement ri larger than rt at time t. We
considered for convenience the minus logarithm of the
likelihood,
lt = − logLt =
Mt∑
i=1
ri − rt
λt
+Mt log λt. (13)
We then obtained the λˆt that minimizes lt with respect
to λt:
∂lt
∂λt
∣∣∣
λt=λˆt
= 0 ⇒ λˆt = 1
Mt
Mt∑
i=1
(ri − rt) (14)
It is desirable to have the lowest possible threshold rt
so that more data are included in the estimation while
still having a statistically significant exponential tail. In
order to achieve this, we used a standard iterative proce-
dure for power-law tail evaluation [39]. We started with
a very large threshold rt and computed λˆt by means of
Eq. 14. At this point, we performed a test of statistical
significance: if the test is passed, i.e. the data are well
represented by the estimated exponential distribution,
we decreased the threshold rt by 0.025σ (being σ the
particle diameter) and repeated the procedure; if the
test fails, we stopped the procedure and took λ(t) = λˆt.
The statistical test we used is the non-parametric
Kolmogorov-Smirnov test [40], which measures how ex-
treme is the distance between the theoretical cumulative
distribution under the null hypothesis (where the data
are sampled from the theoretical distribution) and the
empirical cumulative distribution. The distance between
distributions is measured by the Kolmogorov-Smirnov
statistics,
KSMt = sup
ri(t)
|Fnull(ri(t))− Femp(ri(t))| (15)
where Fnull(x) is the cumulative distribution under the
null hypothesis (exponential distribution with expo-
nential rate λˆt) and Femp(x) the empirical cumulative
distribution. The null hypothesis was accepted (rejected)
when the p-value was greater (smaller) than 0.05 [40].
Estimation of µ(t), t0, and β. We define yt ≡MSD(t).
Since each yt is obtained as an average over many inde-
pendent, and equivalent, simulations (see previous sec-
tions), we assumed that it is normally distributed. We
denote by y¯1,T and σ1,T the mean and standard deviation
of this distribution for a discrete time interval {t1, ..., tT }.
The corresponding likelihood is
L1,T =
tT∏
t=t1
exp
(
− (yt − y¯1,T )
2
2σ21,T
)
/
√
2piσ21,T (16)
As in the previous section, we considered the minus
logarithm of the likelihood
l1,T = − logL1,T =
=
tT∑
t=t1
(yt − y¯1,T )2
2σ21,T
+
T
2
log 2pi + T log σ1,T
(17)
We then assumed that y¯1,T and σ1,T scale with the
same power law exponent, µ1,T , within the discrete time
interval {t1, ..., tT }: y¯1,T = atµ1,T and σ1,T = ctµ1,T , with
a, c ∈ R+. This assumption is valid when deviations
from normality are small, where the variance σ21,T scales
as 2y2t /(T − 1) and, therefore, σ1,T ∼ y¯1,T . This results
in
l1,T =
tT∑
t=t1
(yt − atµ1,T )2
2c2t2µ1,T
+
+
T
2
log 2pi + T log c+ µ1,TT log t
(18)
This function was minimized with respect µ1,T , a,
and c via the L-BFGS-B algorithm implemented in
scipy.optimize.minimize [41], and following the proce-
dure detailed in [42].
In Eq. 18 µ1,T corresponds to the discrete window
given by {t1, ..., tT }, which was chosen to cover one
decade in time. To associate µ1,T to a specific time, we
chose the middle time in the sequence, i.e. t(1+T )/2,
being T an odd natural number. In this way, the value
t0 associated to the entrance to the diffusive regime is
the middle time in that sequence {t1, ..., tT } for which
µ1,T = µ(t(1+T )/2) ≡ µ(t0) = 0.95.
Finally, to estimate β we considered time windows of
one decade starting at t0 (see Figs. 2 and 3), with the
exception of those simulations where the Brownian yet
non-Gaussian regime does not cover one decade in time
(see for instance T = 0.1025 in Fig. 3). Then we fitted
λ(t ≥ t0) by a least-squares regression assuming a power
law λ(t ≥ t0) = a1tβ + a2, with a1, a2 ∈ R+ as free
parameters.
Data availability
Simulation data are available from the corresponding
author upon reasonable request.
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SUPPLEMENTARY INFORMATION
Testing the scaling argument
We test the scaling argument embodied in Eqs. (4) to
(6) of the Main Text. We consider the 3D Lennard-Jones
and 3D tetrahedral gel systems at their respective lowest
temperatures. We wish in particular to show why the
scaling argument fails for the tetrahedral system at low
T , given as a result a β exponent significantly smaller
than 1/3 (see Figure 4 in the main text).
We first focus on P (r; t) at different times within the
diffusive yet non-Gaussian regime (t ≥ t0), see Figure
6. The different exponential tails extend up to r = 0
(straight lines in Fig. 6) and all intersect approximately
at a common value at r = 0. Therefore, Eq. (5), which
assumes a non-evolving ρ0, is well satisfied for both
systems. At short distances, P (r; t) decreases with
time for the 3D Lennard-Jones. In contrast, P (r; t) for
the tetrahedral gelling system presents two favorable
distances (inset in Fig. 6, right) at which the probability
increases with time, at least within the time regime
investigated. One distance corresponds to the average
first neighbour distance (r ∼= 1) and the other one corre-
sponds to the tetrahedral neighbour distance (r ∼= 1.7).
This result is consistent with the underlying amorphous
tetrahedral structure at low T which still manifests
itself, despite many particles have already jumped. In
other words, some particles have moved to a position
at time t which was occupied by another particle at t = 0.
Our next step is to test Eq. (4) of the Main Text,
which establishes a linear relation between the number
of hoppers within the diffusive yet non-Gaussian regime
and time: Nh(t) ≈ ωNt ∼ t. We estimate Nh(t) by
integrating for both systems the exponential tails shown
in Fig. 6. This is presented in Figures 7 a) and b).
While the 3D Lennard-Jones system satisfies Eq. (4) for
the lowest T investigated (Nh(t) ∼ t), the tetrahedral
gelling system presents a power law behavior compatible
with Nh(t) ∼ t1/2, in violation of Eq. (4).
Two different, but non-mutually exclusive, mecha-
nisms could explain why Eq. (4) fails for the tetrahedral
system. First, the tetrahedral system maintains a
underlying structure at times greater than t0. This
structure is revealed by the two peaks in the inset of
Fig. 6 (right). This means that some particles that
have already jumped to a distance corresponding to one
of these peaks, could in principle jump back to their
original positions, thus abandoning the exponential tail.
Such a mechanism would slow down the growth of Nh(t)
with time. Second, we also speculate that the tetra-
hedral system could produce hoppers intermittently in
time. In this way, the tetrahedral system would present
avalanches in the production of hoppers alternated with
periods of scarce production. As a result, the empirical
total production of hoppers given by Nh(t) would not
be linear before reaching the final Gaussian regime, at
which all the particles have already jumped. We leave a
detailed test of these hypotheses for future studies.
Finally, we directly test Eq. (6) of the Main Text by
plotting Nh versus λ in Figures 7 c) and d). We obtain
Nh(λ) from Nh(t) at a fixed time t and take the λ value
corresponding to this time t. In this case, the behavior of
both systems is compatible with Eq. (6): Nh(λ) ∼ λd=3.
In summary, the results of Fig. 7 show: Nh(t) ∼ t
and Nh(λ) ∼ λ3 for the 3D Lennard-Jones system; and
Nh(t) ∼ t1/2 and Nh(λ) ∼ λ3 for the tetrahedral system.
This results in λ ∼ tβ=1/3 for the 3D Lennard-Jones
system; and λ ∼ tβ=1/6 for the tetrahedral system
(see the β exponent at lowest temperature for the 3D
Lennard-Jones and the tetrahedral systems in Fig. 4 in
the Main Text).
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Figure 6. Left: P (r; t) at different times t (> t0) for the 3D Lennard-Jones system at the lowest temperature investigated
(T = 0.45). Right: P (r; t) at different times t (≥ t0) for the tetrahedral gelling system at the lowest temperature investigated
(T = 0.1025). The inset in the right figure shows a detail of P (r; t) at distances corresponding to the first and tetrahedral
neighbours. Straight lines for both systems correspond to the exponential tails of the different P (r; t), extended to r = 0.
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Figure 7. Nh(t) normalized by Nh(t0) for the 3D Lennard-Jones system at T = 0.45 (a)) and the tetrahedral gelling system at
T = 0.1025 (b)), both obtained by integrating the exponential tails shown in Fig. 6. Nh(λ) normalized by Nh(λt0 ) for the 3D
Lennard-Jones system at T = 0.45 (c)) and the tetrahedral gelling system at T = 0.1025 (d)). Dashed lines in all the figures are
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