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A TALE OF TWO SHUFFLE ALGEBRAS
ANDREI NEGUT,
Abstract. As a quantum affinization, the quantum toroidal algebra Uq,q(g¨ln)
is defined in terms of its “left” and “right” halves, which both admit shuffle
algebra presentations ([6], [10]). In the present paper, we take an orthogonal
viewpoint, and give shuffle algebra presentations for the “top” and “bottom”
halves instead, starting from the evaluation representation Uq(g˙ln) y Cn(z)
and its usual R–matrix R(z) ∈ End(Cn ⊗ Cn)(z) (see [7]). An upshot of this
construction is a new topological coproduct on Uq,q(g¨ln) which extends the
Drinfeld-Jimbo coproduct on the horizontal subalgebra Uq(g˙ln) ⊂ Uq,q(g¨ln).
1. Introduction
1.1. The affine quantum group Uq(s˙ln) = Uq(ŝln) (hats will be replaced by points
in the present paper) has the following two presentations:
• as the quantum affinization of Uq(sln)
• as the Drinfeld-Jimbo quantum group whose Dynkin diagram is an n-cycle
However, the two presentations above yield different bialgebra structures on Uq(s˙ln),
which is evidenced by the fact that the coproduct in the first bullet is only topo-
logical (i.e. ∆ is an infinite sum, which only makes sense in a certain completion).
Moreover, the two bullets above yield different triangular decompositions of Uq(s˙ln)
into positive, Cartan, and negative halves:
(1.1) Uq(s˙ln) ∼= U←q (s˙ln)⊗ (Cartan subalgebra)⊗ U→q (s˙ln)
(1.2) Uq(s˙ln) ∼= U↑q (s˙ln)⊗ (Cartan subalgebra)⊗ U↓q (s˙ln)
The two decompositions above are quite different: the positive subalgebra U→q (s˙ln)
of (1.1) is generated by Drinfeld’s elements ei,k over all 1 ≤ i < n and k ∈ Z, while
the positive subalgebra U↑q (s˙ln) of (1.2) is generated by the Drinfeld-Jimbo ele-
ments {ei}i∈Z/nZ. The connection between these two presentations was given in [1].
1.2. The main purpose of the present paper is to extend the description above to
the quantum toroidal algebra Uq,q(g¨ln), which is defined as in the first bullet:
Uq,q(g¨ln) := affinization of Uq(g˙ln)
This construction naturally comes with a triangular decomposition (see Subsection
3.12 for an overview of the quantum toroidal algebra, as well as of our conventions):
(1.3) Uq,q(g¨ln)
∼= U˜←q,q(g¨ln)⊗ U˜→q,q(g¨ln)
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2 ANDREI NEGUT,
Our U˜←q,q(g¨ln) and U˜
→
q,q(g¨ln) are the Borel subalgebras of the quantum toroidal
algebra, and they explicitly arise as a unipotent part tensored with a Cartan part:
U˜→q,q(g¨ln) ∼= U→q,q(g¨ln)⊗ U≥q (g˙l1)
n
(1.4)
U˜←q,q(g¨ln) ∼= U←q,q(g¨ln)⊗ U≤q (g˙l1)
n
(1.5)
There is a well-known topological coproduct of Uq,q(g¨ln), which preserves the sub-
algebras (1.4) and (1.5), and extends the (almost) cocommutative coproduct on the
“vertical” subalgebra:
(1.6) U≥q (g˙l1)
n ⊗ U≤q (g˙l1)
n
= Uq(g˙l1)
n ⊂ Uq,q(g¨ln)
The main goal of this paper is to define another decomposition into subalgebras:
(1.7) Uq,q(g¨ln)
∼= U˜↑q,q(g¨ln)⊗ U˜↓q,q(g¨ln)
(see Corollary 3.30). We will explicitly construct the tensor factors of (1.7) as:
U˜↑q,q(g¨ln) ∼= U↑q,q(g¨ln)⊗ U≥q (g˙ln)(1.8)
U˜↓q,q(g¨ln) ∼= U↓q,q(g¨ln)⊗ U≤q (g˙ln)(1.9)
where the “horizontal” subalgebra:
(1.10) U≥q (g˙ln)⊗ U≤q (g˙ln) = Uq(g˙ln) ⊂ Uq,q(g¨ln)
will be the quantum group in the RTT presentation ([7]). Moreover, we endow
Uq,q(g¨ln) with a new topological coproduct which preserves the subalgebras (1.8),
(1.9), and extends the usual (Drinfeld-Jimbo) coproduct on Uq(g˙ln) ⊂ Uq,q(g¨ln).
1.3. To represent the aforementioned decompositions pictorially, we will recall that
the quantum toroidal algebra is graded by Zn × Z, where Zn is the root lattice of
Uq(s˙ln) and Z is the affinization direction. Then the following picture indicates the
various subalgebras of Uq,q(g¨ln), by displaying which degrees they live in:
q q q q q q qq q q q q q q
q q q q q q qq q q q q q q
q q q q q q qq q q q q q q
q q q q q q q6
-
{U↓q,q(g¨ln)
U≥q (g˙ln)
{U↑q,q(g¨ln)
U≤q (g˙ln)
}
U←q,q(g¨ln)
}
U→q,q(g¨ln)
Z
Zn
U≤q (g˙l1)
n
U≥q (g˙l1)
n
FIGURE 0. The grading of Uq,q(g¨ln) and its various subalgebras
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In the particular case n = 1, the quantum toroidal algebra is isomorphic to the
well-known Ding-Iohara-Miki ([4], [13]) a.k.a. elliptic Hall algebra ([2], [20]), which
has an action of SL2(Z) by automorphisms. In particular, the decomposition
(1.7) is obtained from the decomposition (1.3) by applying the automorphism
corresponding to rotation by 90 degrees. However, in the general n case, the
algebras featuring in the two decompositions are not isomorphic to each other,
which is sensible given the fact that the grading axes Zn and Z are quite different.
1.4. To describe U←q,q(g¨ln) and U
→
q,q(g¨ln) of (1.3), let us consider the vector space:
(1.11) S+ ⊂
⊕
(d1,...,dn)∈Nn
Q(q, q
1
n )(z11, ..., z1d1 , ..., zn1, ..., zndn)
Sym
of rational functions which satisfy the wheel conditions (as in [8], [10]): namely that
such rational functions have at most simple poles at ziaq
2 − zi+1,b (for all i, a, b)
and that the residue at such a pole is divisible by zia′ − zi+1,b and zia − zi+1,b′ for
all a′ 6= a and b′ 6= b. The vector space (1.11) is called a shuffle algebra, akin to
the classical construction of Feigin and Odesskii concerning certain elliptic algebras
([10]). Explicitly, the product on (1.11) is constructed using the rational function
(3.40), see Definition 3.16. An algebra homomorphism was constructed in [6]:
U→q,q(g¨ln)→ S+
and it was shown to be an isomorphism in [16]. Similarly, U←q,q(g¨ln) ∼= S− = (S+)op.
To describe the subalgebras U↑q,q¯(g¨ln) and U
↓
q,q¯(g¨ln) which appear in (1.7), we will
introduce a new kind of shuffle algebra (let V be an n–dimensional vector space):
(1.12) A+ ⊂
∞⊕
k=0
EndQ(q,q
1
n )
(V ⊗ ...⊗ V︸ ︷︷ ︸
k factors
)(z1, ..., zk)
and the algebra structure on the RHS is constructed using the R–matrix (4.1), see
Propositions 4.5 and 4.6. By definition, the subspace (1.12) precisely consists of
End(V ⊗k)–valued rational functions which have at most simple poles at zaq2 − zb
(for all a, b) and whose residue at such a pole satisfies the conditions outlined in
Definition 4.8. The subalgebraA− is defined similarly, but with q−1q−n instead of q.
Theorem 1.5. There exist injective algebra homomorphisms:
A+,A−,op ↪→ Uq,q(g¨ln)
Denoting the images of these maps by U↑q,q(g¨ln) and U
↓
q,q(g¨ln) yields the decompo-
sition (1.7). Moreover, there exist topological coproducts on the subalgebras:
A˜+ = A+ ⊗ U≥q (g˙ln) ↪→ Uq,q(g¨ln)(1.13)
A˜−,op = (A− ⊗ U≤q (g˙ln))op ↪→ Uq,q(g¨ln)(1.14)
which extend the Drinfeld-Jimbo coproduct on the horizontal subalgebra (1.10),
and realize Uq,q(g¨ln) as the Drinfeld double of its subalgebras (1.13) and (1.14).
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In [11], the authors claim that Uq,q(g¨ln) admits a Drinfeld double structure via
generators and relations, but there seem to be fundamental differences between the
subalgebra called B in loc. cit. and our U↑q,q(g¨ln) ⊂ Uq,q(g¨ln). For example, in de-
gree Zn×{1}, the former algebra has elements parametrized by the positive roots of
Uq(s˙ln), while the latter has elements parametrized by all roots of Uq(s˙ln). There-
fore, we do not make any claims concerning the connection of our work with loc. cit.
We emphasize the fact that U↑q,q(g¨ln) is not the same as the “vertical subalgebra”
that was studied in [9] and numerous other works. The latter construction has
to do with Uq(s˙ln) presented as the affinization of Uq(sln) and thus implicitly
breaks the symmetry among the vertices of the cyclic quiver. Meanwhile, our
construction takes the “horizontal subalgebra” Uq(g˙ln) and its evaluation repre-
sentation V = Cn(z) as an input, and outputs half of the quantum toroidal algebra.
More generally, starting from a quantum group Uq(g) and a representation V en-
dowed with a unitary R–matrix, one may ask if the double shuffle algebra:
(1.15) D
(
an appropriate subalgebra of
∞⊕
k=0
End(V ⊗k)
)
(defined as in Section 2) is related to the quantum group Uq(g˙). Theorem 1.5 deals
with the case g = g˙ln and V = Cn(z). If something along these lines is true in
affine types other than A, we venture to speculate that the algebra (1.15) might be
related to the extended Yangians of [21], appropriately q–deformed and doubled.
Such a realization of quantum affinizations is to be expected from the work [12],
[19], who have realized Yangians and their q–deformations inside endomorphism
rings of tensor products of certain geometrically defined representations of g.
1.6. The structure of the present paper is the following:
• In Section 2, we construct a shuffle algebra A+ starting from a vector space V
and a unitary R–matrix ∈ End(V ⊗2) (see also [14]). By adding certain elements,
we construct the extended shuffle algebra A˜+, which admits a coproduct.
From two such extended shuffle algebras, we construct their Drinfeld double A.
• In Section 3, we recall the quantum group Uq,q(g¨ln) and its PBW presenta-
tion from [17]. This will allow us to construct the decomposition (1.7) as algebras.
• In Section 4, we construct a version of the shuffle algebra of Section 2 that
corresponds to the R–matrix with spectral parameter (4.1), thus yielding (1.12).
• In Section 5, we construct the extended version of the shuffle algebra of
Section 4, endow it with a topological coproduct, and construct a PBW basis of it.
• In Section 6, we construct a bialgebra pairing between two copies
of the extended shuffle algebras of Section 5. The corresponding Drinfeld
double will precisely match Uq,q(g¨ln), thus completing the proof of Theorem 1.5.
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1.7. Given a finite-dimensional vector space V , we will often write elements X ∈
End(V ⊗k) as X1...k in order to point out the set of indices of X. If V = Cn, then:
(1.16) X =
∑
i1,...,ik,j1,...,jk
coefficient · Ei1j1 ⊗ ...⊗ Eikjk
for certain coefficients, where Eij ∈ End(V ) denotes the matrix with entry 1 on row
i and column j, and 0 everywhere else. For any permutation σ ∈ S(k), we write:
(1.17) σXσ−1 = Xσ(1)...σ(k)
where σ y V ⊗k by permuting the factors (therefore, the effect of conjugating (1.16)
by σ is to replace the indices i1, ..., jk by iσ(1), ..., jσ(k)). Moreover, we will write:
(1.18) X1...k = X1...i ⊗Xi+1...k ∈ End(V ⊗i)⊗ End(V ⊗k−i) ∼= End(V ⊗k)
if we wish to set apart the first i tensor factors from the last k− i tensor factors of
X. There is an implicit summation in the right-hand side of (1.18) which we will
not write down, much alike Sweedler notation. For any a ∈ N, we will write:
E
(a)
ij = 1⊗ ...⊗ Eij︸︷︷︸
a–th position
⊗...⊗ 1 ∈ End(V ⊗k)
(the number k ≥ a will always be clear from context). More generally, for any
X ∈ End(V ⊗k) and any collection of distinct natural numbers a1, ..., ak, write:
Xa1...ak ∈ End(V ⊗N )
(the number N ≥ a1, ..., ak will always be clear from context) for the image of X
under the map End(V ⊗k) → End(V ⊗N ) that sends the i–th factor of the domain
to the ai–th factor of the codomain, and maps to the unit in all factors 6= {a1, ..., ak}.
2. Shuffle algebras and R–matrices
2.1. The main goal of the present Section is to study shuffle algebras associated
to the data contained in the 4 bullets below:
• a vector space V , assumed finite-dimensional for simplicity
• an element (R–matrix) R ∈ Aut(V ⊗2) satisfying the Yang-Baxter equation:
(2.1) R12R13R23 = R23R13R12
• an element R˜ ∈ Aut(V ⊗2) satisfying:
(2.2) R˜21R˜31R23 = R23R˜31R˜21
(2.3) R12R˜31R˜32 = R˜32R˜31R12
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• a scalar f so that:
(2.4) R12R21 = f · IdV⊗V = R21R12
The present Section will be concerned with generalities in the context above, while
Section 4 deals with a particular setting, namely that of:
(2.5) R(x) = RHS of (3.87) ∈ End(Cn ⊗ Cn)(x)
and R˜(x) = R21
(
x−1q−2
)
, for a parameter q. Many Propositions in the current
Section have counterparts in Section 4, and we will only prove such statements once.
2.2. We will represent the tensor product V ⊗k as k labeled dots on a vertical
line, and certain elements of End(V ⊗k) will be represented as braids between two
such collections of k labeled dots situated on parallel vertical lines. Specifically, the
crossings below represent either the automorphisms R or R˜, with indices given by
the labels of the strands (which are inherited from the labels of their endpoints):
Figure 1. Various crossings
The strands are represented either as straight or squiggly, because we wish to
indicate whether the picture in question refers to either R or R˜. Compositions are
always read left-to-right, for example the following equivalence of braids underlies
the Yang-Baxter relations (2.1):
Figure 2. Reidemeister III move - version 1
while the following equivalences underlie equations (2.2) and (2.3), respectively:
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Figure 3. Reidemeister III move - version 2
Figure 4. Reidemeister III move - version 3
We will equivalate braids connected by the Reidemeister III type moves above.
2.3. We will now recall the construction of Section 5.2 of [14] (itself a dual
version of the construction of [7]) and present it in the language of shuffle
algebras. We will then construct an extended shuffle algebra which admits a
coproduct and bialgebra pairing, and then define the corresponding Drinfeld double.
Proposition 2.4. For V,R, R˜ as in Subsection 2.1, the assignment:
(2.6) A1...k ∗B1...l =
a1<...<ak, b1<...<bl∑
{1,...,k+l}={a1,...,ak}unionsq{b1,...,bl}[
Rakb1 ...Ra1bl
]
︸ ︷︷ ︸
only if ai<bj
Aa1...ak
[
R˜a1bl ...R˜akb1
]
Bb1...bl
[
Rakb1 ...Ra1bl
]
︸ ︷︷ ︸
only if ai>bj
1 yields an associative algebra structure on the vector space:
(2.7)
∞⊕
k=0
End(V ⊗k)
with unit 1 ∈ End(V ⊗0). We will call (2.6) the “shuffle product”.
1The meaning of the indexing sets in the three products of R’s or R˜’s is that the factors in:
R˜a1bl ...R˜akb1
are taken in any order such that (ai, bj) is to the left of (ai′ , bj) if i < i
′ and to the right of (ai, bj′ )
if j < j′. The text “only if ai < bj” or “only if ai > bj” under such a product means that only
those pairs of indices (ai, bj) satisfying the respective inequalities occur in the product.
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We note that the second line of (2.6) can be represented by the following braid,
depicted here for k = 2, l = 2 and (a1, a2) = (1, 3), (b1, b2) = (2, 4):
Figure 5. A ∗B as a braid
The proof of Proposition 2.4, namely that the multiplication defined above is as-
sociative, is a straightforward consequence of the following equivalence of braids:
Figure 6. (A ∗B) ∗ C
Figure 7. A ∗ (B ∗ C)
Indeed, in the top picture, one can pull the straight red strands to the left of the
blue-green crossings, and the squiggly red strands below the blue-green crossings.
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This procedure is simply a succession of the Reidemeister III moves of Figures 2,3
and 4, which in the end produces the bottom picture.
2.5. The symmetrization of a tensor X ∈ End(V ⊗k) is defined as:
(2.8) Sym X =
∑
σ∈S(k)
Rσ · (σXσ−1) ·R−1σ
where σXσ−1 refers to the permutation of the tensor factors of X in accordance
with σ, and Rσ ∈ End(V ⊗k) is any braid connecting the i–th endpoint on the right
with the σ(i)–th endpoint on the left.
Figure 8. A braid representation of Rσ · (σXσ−1) ·R−1σ
Choosing one braid lift of σ over another is just the ambiguity of choosing Rab
over R−1ba for any crossing between the strands labeled a and b. Since (2.4) says
that these two endomorphisms differ by a scalar, the ambiguity does not affect (2.8).
A tensor Y ∈ End(V ⊗k) is called symmetric if:
(2.9) Y = Rσ · (σY σ−1) ·R−1σ
∀σ ∈ S(k). It is easy to see that any symmetrization (2.8) is a symmetric tensor.
Proposition 2.6. The shuffle product of Proposition 2.4 preserves the vector space:
(2.10) A+ ⊂
∞⊕
k=0
End(V ⊗k)
consisting of symmetric tensors. We will call A+ the shuffle algebra.
Proof. Let A1...k ∈ End(V ⊗k) and B1...l ∈ End(V ⊗l) be any symmetric tensors. A
permutation µ ∈ S(k + l) is called a (k, l)–shuffle if:
(2.11)
a1 := µ(1) < ... < ak := µ(k)
b1 := µ(k + 1) < ... < bl := µ(k + l)
Because of the diagram (depicted for k = 2, l = 2, (a1, a2) = (1, 3), (b1, b2) = (2, 4)):
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Figure 9. Rµ · (µΦµ−1) ·R−1µ
it is easy to see that the definition (2.6) can be restated as:
(2.12) A ∗B =
µ goes over∑
(k,l)–shuffles
Rµ · (µΦµ−1) ·R−1µ
where:
(2.13) Φ =
[
Rk,k+1...R1,k+l
]
A1...k
[
R˜1,k+l...R˜k,k+1
]
Bk+1...k+l
For any τ ∈ S(k)× S(l) ⊂ S(k + l), we have:
Rτ · (τΦτ−1) ·R−1τ = Φ
which can be seen from the fact that the braid below:
Figure 10. Rτ · (τΦτ−1) ·R−1τ
is equivalent to Φ (since we can cancel the braids representing Rτ and R
−1
τ by
pulling them through the symmetric tensors A and B). Then (2.12) implies:
A ∗B = 1
k!l!
µ goes over∑
(k,l)–shuffles
∑
τ∈S(k)×S(l)
Rµ · µ
(
Rτ · τΦτ−1 ·R−1τ
)
µ−1 ·R−1µ
Since any σ ∈ S(k + l) can be written uniquely as µ ◦ τ , where µ is a (k, l)–shuffle
and τ ∈ S(k)× S(l) ⊂ S(k + l), the formula above yields:
(2.14) A ∗B = 1
k!l!
∑
σ∈S(k+l)
Rσ · (σΦσ−1) ·R−1σ =
1
k!l!
· Sym Φ
A TALE OF TWO SHUFFLE ALGEBRAS 11
(we have used the fact that Rµτ = Rµ · µRτµ−1, times a product of scalars (2.4)).
Since the symmetrization of any tensor is symmetric, this concludes the proof.

By analogy with formula (2.14), one has the following:
(2.15) A ∗B = 1
k!l!
· Sym Ψ
where Ψ = Al+1...l+k
[
R˜l+1,l...R˜l+k,1
]
B1...l
[
Rl+k,1...Rl+1,l
]
.
2.7. Let us fix a basis v1, ..., vn of V and write Eij for the elementary symmet-
ric matrix with a single 1 at the intersection of row i and column j, and 0 otherwise.
Definition 2.8. Consider the extended shuffle algebra:
A˜+ =
〈
A+, sij , tij
〉
1≤i,j≤n
/
relations (2.16)–(2.20)
In order to concisely state the relations, it makes sense to package the new genera-
tors sij, tij into generating functions:
S =
n∑
i,j=1
sij ⊗ Eij ∈ A˜+ ⊗ End(V )
T =
n∑
i,j=1
tij ⊗ Eij ∈ A˜+ ⊗ End(V )
and the required relations take the form:
(2.16) RS1S2 = S2S1R
(2.17) T1T2R = RT2T1
(2.18) T1R˜S2 = S2R˜T1
as well as:
(2.19) X1...k · S0 = S0 · Rk0...R10
fk0...f10
X1...kR˜10...R˜k0
(2.20) T0 ·X1...k = R˜0k...R˜01X1...kR01...R0k
f01...f0k
· T0
∀X1...k ∈ End(V ⊗k). The latter two formulas should be interpreted as identi-
ties in A˜+⊗End(V ), where the latter copy of V is the one represented by index 0. 2
2We write fij = fji for the scalar f ∈ Aut(V ⊗V ), interpreted as an element of Aut(V ⊗k) via
the inclusion of the i–th and j–th tensor factors. This notation will come in handy in Section 5,
when fij will be a scalar-valued rational function in the variable zi/zj .
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Proposition 2.9. The following assignments make A˜+ into a bialgebra:
(2.21) ∆(S) = (1⊗ S)(S ⊗ 1), ε(S) = Id
(2.22) ∆(T ) = (T ⊗ 1)(1⊗ T ), ε(T ) = Id
while for all X = X1...k ∈ A+ ⊂ A˜+ for k ≥ 1, we set ε(X) = 0 and:
(2.23) ∆(X) =
k∑
i=0
(Sk...Si+1 ⊗ 1)
(
X1...i ⊗Xi+1...k∏
1≤u≤i<v≤k fuv
)
(Ti+1...Tk ⊗ 1)
where the notation X1...k = X1...i ⊗Xi+1...k is explained in (1.18).
Proof. The facts that the counit extends to an algebra homomorphism, and that it
interacts appropriately with the coproduct, are easy to see. In order to show that
the coproduct extends to an algebra homomorphism:
A˜+ → A˜+ ⊗ A˜+
we must show that (2.21), (2.22), (2.23) respect relations (2.16)–(2.20), as well as
formula (2.6) for the shuffle product. To this end, note that:
∆(RS1S2)
(2.21)
= R(1⊗ S1)(S1 ⊗ 1)(1⊗ S2)(S2 ⊗ 1) =
= R(1⊗S1S2)(S1S2⊗1) (2.16)= (1⊗S2S1)R(S1S2⊗1) (2.16)= (1⊗S2S1)(S2S1⊗1)R =
= (1⊗ S2)(S2 ⊗ 1)(1⊗ S1)(S1 ⊗ 1)R (2.21)= ∆(S2S1R)
An analogous argument shows that ∆(T1T2R) = ∆(RT2T1). As for (2.18):
∆(T1R˜S2) = (T1 ⊗ 1)(1⊗ T1)R˜(1⊗ S2)(S2 ⊗ 1) (2.18)= (T1 ⊗ S2)R˜(S2 ⊗ T1) =
= (1⊗S2)(T1⊗1)R˜(S2⊗1)(1⊗T1) (2.18)= (1⊗S2)(S2⊗1)R˜(T1⊗1)(1⊗T1) = ∆(S2R˜T1)
Let us now apply the coproduct to the left-hand side of (2.19):
∆(X1...kS0) =
k∑
i=0
(Sk...Si+1⊗1)(X1...i⊗Xi+1...k)(Ti+1...Tk⊗1)(1⊗S0)(S0⊗1) (2.19)=
k∑
i=0
(1⊗S0)Rk0...Ri+1,0
fk0...fi+1,0
(Sk...Si+1⊗1)(X1...i⊗Xi+1...k)(Ti+1...Tk⊗1)R˜i+1,0...R˜k0(S0⊗1) (2.18)=
k∑
i=0
(1⊗S0)Rk0...Ri+1,0
fk0...fi+1,0
(Sk...Si+1⊗1)(X1...i⊗Xi+1...k)(S0⊗1)R˜i+1,0...R˜k0(Ti+1...Tk⊗1) (2.19)=
k∑
i=0
(1⊗S0)Rk0...Ri+1,0
fk0...fi+1,0
(Sk...Si+1S0⊗1)Ri0...R10
fi0...f10
(X1...i⊗Xi+1...k)R˜10...R˜k0(Ti+1...Tk⊗1) (2.16)=
k∑
i=0
(1⊗S0)(S0⊗1)(Sk...Si+1⊗1)Rk0...R10
fk0...f10
(X1...i⊗Xi+1...k)R˜10...R˜k0(Ti+1...Tk⊗1)
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The last line above equals ∆(RHS of (2.19)), so we are done. The computation
showing that ∆ respects relation (2.20) is analogous, and therefore left to the inter-
ested reader. As for the shuffle product itself, we must show that ∆(A1...k ∗B1...l) =
∆(A1...k) ∗∆(B1...l). Applying formulas (2.6) and (2.23) implies:
∆(A1...k) ∗∆(B1...l) =
k∑
d=0
l∑
e=0
(Sk...Sd+1 ⊗ 1)
(
A1...d ⊗Ad+1,...k∏
1≤u≤d<v≤k fuv
)
(Td+1...Tk ⊗ 1)∗
(Sl...Se+1⊗1)
(
B1...e ⊗Be+1...l∏
1≤u≤e<v≤l fuv
)
(Te+1...Tl⊗1) =
k∑
d=0
l∑
e=0
a1<...<ak, b1<...<bl∑
{1,...,d+e}={a1,...,ad}unionsq{b1,...,be}
{d+e+1,...,k+l}={ad+1,...,ak}unionsq{be+1,...,bl}Radb1 ...Ra1be︸ ︷︷ ︸
if ai<bj

Rakbe+1 ...Rad+1bl︸ ︷︷ ︸
if ai<bj
 (Sak ...Sad+1 ⊗ 1)
(
A1...d ⊗Ad+1,...k∏
1≤u≤d<v≤k fuv
)
(Tad+1 ...Tak ⊗ 1)
[
R˜a1be ...R˜adb1
] [
R˜ad+1bl ...R˜akbe+1
]
(Sbl ...Sbe+1 ⊗ 1)(
B1...e ⊗Be+1...l∏
1≤u≤e<v≤l fuv
)
(Tbe+1 ...Tbl ⊗ 1)
Radb1 ...Ra1be︸ ︷︷ ︸
if ai>bj

Rakbe+1 ...Rad+1bl︸ ︷︷ ︸
if ai>bj

In the next-to-last row of the expression above, we may apply (2.18) in order to
move the T ’s to the right and the S’s to the left. Afterwards, we apply (2.19) and
(2.20) to move the S’s to the left of Aa1...ad and the T ’s to the right of Bb1...be :
∆(A1...k) ∗∆(B1...l) =
k∑
d=0
l∑
e=0
a1<...<ak, b1<...<bl∑
{1,...,d+e}={a1,...,ad}unionsq{b1,...,be}
{d+e+1,...,k+l}={ad+1,...,ak}unionsq{be+1,...,bl}
Radb1 ...Ra1be︸ ︷︷ ︸
if ai<bj
Rakbe+1 ...Rad+1bl︸ ︷︷ ︸
if ai<bj
(Sak ...Sad+1Sbl ...Sbe+1⊗1)
Radbe+1 ...Ra1bl∏1≤u≤d
e<v≤l faubv
Aa1...ad ⊗Aad+1,...ak∏
1≤u≤d<v≤k fauav[
R˜a1bl ...R˜adbe+1
] [
R˜a1be ...R˜adb1
] [
R˜ad+1bl ...R˜akbe+1
] [
R˜ad+1be ...R˜akb1
]
Bb1...be ⊗Bbe+1...bl∏
1≤u≤e<v≤l fbubv
Rakb1 ...Rad+1be∏d<u≤k
1≤v≤e faubv
(Tad+1 ...TakTbe+1 ...Tbl⊗1)Radb1 ...Ra1be︸ ︷︷ ︸
if ai>bj
Rakbe+1 ...Rad+1bl︸ ︷︷ ︸
if ai>bj
Finally, we may use (2.16) and (2.17) to move the outermost products of Raibj past
the S’s and the T ’s, at the cost of re-ordering the latter:
∆(A1...k)∗∆(B1...l) =
k∑
d=0
l∑
e=0
a1<...<ak, b1<...<bl∑
{1,...,d+e}={a1,...,ad}unionsq{b1,...,be}
{d+e+1,...,k+l}={ad+1,...,ak}unionsq{be+1,...,bl}
1∏
1≤u≤d+e<v≤k+l fuv
 decreasing x∏
x∈{ad+1,...,ak,be+1,...,bl}
Sx ⊗ 1

Rakbe+1 ...Rad+1bl︸ ︷︷ ︸
if ai<bj

Radb1 ...Ra1be︸ ︷︷ ︸
if ai<bj
 [Radbe+1 ...Ra1bl]
(Aa1...ad ⊗Aad+1...ak)
[
R˜a1bl ...R˜akb1
]
(Bb1...be ⊗Bbe+1...bl)
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[
Rakb1 ...Rad+1be
] Rakbe+1 ...Rad+1bl︸ ︷︷ ︸
if ai>bj

Radb1 ...Ra1be︸ ︷︷ ︸
if ai>bj

 increasing x∏
x∈{ad+1,...,ak,be+1,...,bl}
Tx ⊗ 1

The right-hand side is simply ∆ applied to the RHS of (2.6), as we needed to prove.

2.10. Let us consider two copies of the extended shuffle algebra, denoted A˜+, A˜−,
defined as in the previous Subsections with respect to the same R, but with:
R˜+ = R˜,(2.24)
R˜− =
(
(R˜†1)−1
)†1
21
(2.25)
where End(V ⊗k)
†s→ End(V ⊗k) denotes the transposition of the s–tensor factor:
(2.26) (Ei1j1 ⊗ ...⊗ Eisjs ⊗ ...⊗ Eikjk)†s = Ei1j1 ⊗ ...⊗ Ejsis ⊗ ...⊗ Eikjk
It is an elementary exercise to show that if properties (2.2)–(2.3) hold for R˜+ = R˜,
then they also hold for R˜− given by formula (2.25). We will now define a pairing:
(2.27) A˜+ ⊗ A˜− 〈·,·〉−→ ground field
which respects the bialgebra structure in the following sense:
(2.28) 〈ab, c〉 = 〈b⊗ a,∆(c)〉 ∀a, b ∈ A˜+, c ∈ A˜−
(2.29) 〈a, bc〉 = 〈∆(a), b⊗ c〉 ∀a ∈ A˜+, b, c ∈ A˜−
We will henceforth write X± for the copy of X ∈ End(V ⊗k) in A˜±. The analogous
notation will apply to S±, T± ∈ A˜± ⊗ End(V ).
Proposition 2.11. The assignments:
(2.30) 〈S+2 , S−1 〉 = R˜+, 〈T+2 , T−1 〉 = R˜−
(2.31) 〈S+2 , T−1 〉 =
R
f
, 〈T+2 , S−1 〉 = R
and for all X,Y ∈ End(V ⊗k):
(2.32) 〈X+, Y −〉 = 1
k!
TrV ⊗k
XY ∏
1≤i<j≤k
1
fij

(the pairings between X+, Y − on one side and S+, T+, S−, T− on the other
side are defined to be 0) generate a bialgebra pairing (2.27) satisfying (2.28)–(2.29).
Proof. The data provided are sufficient to completely define the pairing, in virtue of
(2.28) and (2.29). The thing that we need to check is that the defining relations of
the extended shuffle algebras, namely (2.16)–(2.20) and the definition of the shuffle
product in (2.6), are preserved by the pairing. For (2.16), we have:
〈R12S+1 S+2 , S−3 〉
(2.28)
= R12〈S+1 ⊗ S+2 , S−3 ⊗ S−3 〉 = R12R˜31R˜32
(2.3)
=
= R˜32R˜31R12 = 〈S+2 ⊗ S+1 , S−3 ⊗ S−3 〉R12
(2.28)
= 〈S+2 S+1 R12, S−3 〉
A TALE OF TWO SHUFFLE ALGEBRAS 15
and:
〈R12S+1 S+2 , T−3 〉
(2.28)
= R12〈S+2 ⊗ S+1 , T−3 ⊗ T−3 〉 =
R12R32R31
f32f31
(2.1)
=
=
R31R32R12
f32f31
= 〈S+1 ⊗ S+2 , T−3 ⊗ T−3 〉R12
(2.28)
= 〈S+2 S+1 R12, T−3 〉
We leave the analogous formulas when (2.16) is replaced by (2.17), or when the roles
of S and T are switched, or when the roles of the two arguments of the pairing are
switched, as exercises to the interested reader. As for (2.18), we have:
〈T+1 R˜12S+2 , S−3 〉
(2.28)
= 〈T+1 , S−3 〉R˜12〈S+2 , S−3 〉 = R31R˜12R˜32
(2.2)
=
= R˜32R˜12R31 = 〈S+2 , S−3 〉R˜12〈T+1 , S−3 〉
(2.28)
= 〈S+2 R˜12T+1 , S−3 〉
The analogous formulas when S−3 is replaced by T
−
3 , or when the roles of the
arguments of the pairing are switched, are left as exercises to the interested reader.
To prove that (2.19) pairs correctly with elements of A−, note that (2.23) implies:
∆(Y −1...k) = Y
−
1...k ⊗ 1 + (S−k ...S−1 ⊗ 1)(1⊗ Y −1...k)(T−1 ...T−k ⊗ 1) + ...
where ... stands for summands in which Y −1...k has a non-zero number of indices on
either side of the ⊗ sign. Then we have:
〈X+1...kS+0 , Y −1...k〉
(2.28)
=
〈
S+0 ⊗X+1...k, (S−k ...S−1 ⊗ 1)(1⊗ Y −1...k)(T−1 ...T−k ⊗ 1)
〉
=
(2.33) =
1
k!
TrV ⊗k
X1...k(R˜†0k0...R˜†010Y1...kR†010...R†0k0f10...fk0
)†0 ∏
1≤i<j≤k
1
fij

where TrV ⊗k denotes trace with respect to the indices 1, ..., k only (therefore the
expression above is valued in End(V ), corresponding to the index 0). The equality
between the two rows of (2.33) is proved as follows: because both sides are bilinear
in the tensors X1...k and Y1...k, it suffices to prove that they are equal for:
X = Ei1j1 ⊗ ...⊗ Eikjk , Y = Ei′1j′1 ⊗ ...⊗ Ei′kj′k
for arbitrary ia, ja, i
′
a, j
′
a ∈ {1, ..., n}. In this case, the equality between the two
rows of (2.33) is a straightforward exercise, which is performed by expanding S±a
and T±a in terms of the elementary matrices Eij , and using (2.29), (2.30), (2.31).
Similarly, one can show that:〈
S0
Rk0...R10
fk0...f10
X1...kR˜10...R˜k0, Y1...k
〉
=
=
1
k!
TrV ⊗k
Rk0...R10
fk0...f10
X1...kR˜10...R˜k0Y1...k
∏
1≤i<j≤n
1
fij

because of ε(S0) = Id. Because trace is invariant under cyclic permutations, the
right-hand side of the expression above equals the right-hand side of (2.33), thus
showing that relation (2.19) is preserved by the pairing. The proof that (2.20) is
preserved by the pairing is analogous, and left as an exercise to the interested reader.
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Before proving that the pairing (2.32) intertwines the shuffle product with the
coproduct, let us show that the trace pairing is symmetric, in the sense that:
(2.34)
1
k!
Tr
(
[Sym A] · Y
)
= Tr(A · Y )
(2.35)
1
k!
Tr
(
X · [Sym B]
)
= Tr(X ·B)
for all symmetric tensors X,Y ∈ End(V ⊗k) and all tensors A,B ∈ End(V ⊗k).
Indeed, (2.34) follows from the fact that ∀σ ∈ S(k), we have:
Tr
(
Rσ(σAσ
−1)R−1σ Y
)
(4.15)
= Tr
(
Rσ(σAσ
−1)(σY σ−1)R−1σ
)
= Tr(AY )
where the latter equality is the conjugation invariance of trace. Property (2.35) is
proved likewise. As a consequence of (2.15) and (2.34), proving formula (2.28) for
a = A+, b = B+ and c = Y − boils down to the following equality:
1
k!l!
Tr
Al+1...k+l[R˜+l+1,l...R˜+l+k,1]B1...l[Rl+k,1...Rl+1,l]Y1...k+l ∏
1≤i<j≤k+l
1
fij
 =
(2.36)
=
〈
B+1...l ⊗A+l+1...l+k, (S−k+l...S−l+1 ⊗ 1)
Y −1...l ⊗ Y −l+1...k+l∏
1≤u≤l<v≤k+l fuv
(T−l+1...T
−
k+l ⊗ 1)
〉
which we will now prove. We have:
∆(B+1...l) = B
+
1...l ⊗ 1 + (S+l ...S+1 ⊗ 1)(1⊗B+1...l)(T+1 ...T+l ⊗ 1) + ...
where the ellipsis denotes summands whose second tensor factor has a non-zero
number of indices on either side of the ⊗ sign. Because of this, formula (2.29) when
one of b and c is either S− or T− (which we have already checked yields a consistent
bialgebra pairing) implies that:
〈B+1...l, S−l+k...S−l+1Y −1...lT−l+1...T−k+l〉 =
〈
∆(2)(B+1...l), S
−
l+k...S
−
l+1 ⊗ Y −1...l ⊗ T−l+1...T−k+l
〉
= Tr
(
[R˜+l+1,l...R˜
+
k+l,1]B1...l[Rk+l,1...Rl+1,l]Y1...l
)
Therefore, the RHS of (2.36) is precisely equal to the LHS of (2.36), as required.
Similarly, proving (2.29) for a = X+, b = A−, c = B− boils down to the equality:
1
k!l!
TrV ⊗k+l
[Rk,k+1...R1,k+l]A1...k[R˜−1,k+l...R˜−k,k+1]Bk+1...k+lX1...k+l ∏
1≤i<j≤k+l
1
fij

(2.37)
=
〈
(S+k+l...S
+
k+1 ⊗ 1)
X+1...k ⊗X+k+1...k+l∏
1≤u≤k<v≤k+l fuv
(T+k+1...T
+
k+l ⊗ 1), A−1...k ⊗B−k+1...k+l
〉
The equality (2.37) is proved by analogy with (2.36), and we skip the details.

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2.12. Proposition 2.11 allows us to define the Drinfeld double:
(2.38) A = A˜+ ⊗ A˜−,op,coop
such that A˜+ ∼= A˜+ ⊗ 1 and A˜−,op,coop ∼= 1 ⊗ A˜−op,coop are sub-bialgebras of A,
and the commutation of elements coming from the two factors is governed by:
(2.39) 〈a1, b1〉a2b2 = b1a1〈a2, b2〉
for all a ∈ A˜+ and b ∈ A˜−,op,coop. Let us now spell out formula (2.39)
when a and b are among the generators of the double algebra (2.38). The
quadratic relations (2.16)–(2.20) hold as stated between the + generators, and
hold with the opposite multiplication between the − generators. As for the
relations that involve one of the + generators and one of the − generators, we have:
Proposition 2.13. We have the following formulas in A:
(2.40) S+2 R˜S
−
1 = S
−
1 R˜S
+
2 , RS
+
1 T
−
2 = T
−
2 S
+
1 R
(2.41) T+1 R˜T
−
2 = T
−
2 R˜T
+
1 , RT
+
2 S
−
1 = S
−
1 T
+
2 R
as well as:
(2.42) S∓0 ·± X±1...k = R˜±0k...R˜±01X±1...kR01...R0k ·± S∓0
(2.43) X±1...k ·± T∓0 = T∓0 ·± Rk0...R10X±1...kR˜±10...R˜±k0
where ·+ = · and ·− = ·op (the opposite multiplication in A). Finally, we have:
(2.44) [E+ij , E
−
i′j′ ] = s
+
j′it
+
ji′ − t−j′is−ji′
∀ i, j, i′, j′ ∈ {1, ..., n}, where E±ij are elements in the k = 1 summand of (2.7).
Proof. Let us now prove the first formula in (2.40) and leave the second one and
(2.41) as exercises for the interested reader. Since:
∆(S+) = (1⊗ S+)(S+ ⊗ 1) in A˜+(2.45)
∆(S−) = (S− ⊗ 1)(1⊗ S−) in A˜−,op,coop(2.46)
formula (2.39) for a = S+2 and b = S
−
1 implies:
S+2 〈S+2 , S+1 〉S−1 = S−1 〈S+2 , S−1 〉S+2
Using (2.30) to evaluate the pairing implies precisely the first formula in (2.40).
Let us now prove (2.42) and leave the analogous formula (2.43) as an exercise. We
will do so in the case ± = +, as ± = − just involves the opposite of all relations.
∆(X+1...k) = X
+
1...k ⊗ 1 + (S+k ...S+1 ⊗ 1)(1⊗X+1...k)(T+1 ...T+k ⊗ 1) + ...
where the rightmost ellipsis stands for terms which have a non-zero number of
indices on either side of the ⊗ sign, so they pair trivially with S−. Meanwhile,
∆(S−) is given by (2.46). Applying (2.39) for a = X+1...k and b0 = S
− yields:
〈S+k ...S+1 , S−0 〉X+1...k〈T+1 ...T+k , S−0 〉S−0 = S−0 X+1...k
Formulas (2.28), (2.30) and (2.31) transform the formula above precisely into (2.42).
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As for (2.44), consider relation (2.23) for k = 1 and X = E+ij :
(2.47) ∆(E+ij) = E
+
ij ⊗ 1 +
n∑
x,y=1
s+xit
+
jy ⊗ E+xy
as well as the (op, coop) version of the above equality that holds in A˜−,op,coop:
(2.48) ∆(E−i′j′) =
n∑
x′,y′=1
E−x′y′ ⊗ t−j′y′s−x′i′ + 1⊗ E−i′j′
Then (2.44) follows by applying (2.39) for a = E+ij and b = E
−
i′j′ .

3. Quantum toroidal gln
3.1. Fix n > 1, and let us start with a few notational remarks. The symbol δ will
refer to several different notions throughout the present paper. Specifically, the
main usage of δ is the following “mod n” variant of the Kronecker symbol:
(3.1) δij =
{
1 if i ≡ j mod n
0 otherwise
We will write δij mod g if we need the notion above for congruences modulo another
number g instead of n. Moreover, if i, j, i′, j′ ∈ Z, we will write:
(3.2) δ
(i,j)
(i′,j′) =
{
1 if (i, j) ≡ (i′, j′) mod (n, n)
0 otherwise
The ordinary Kronecker symbol will be denoted by δ˜ij , and it takes the value 1 if
and only if i = j as integers, and 0 otherwise. Finally, we will use the notation:
δ(z) =
∑
k∈Z
zk
for the formal δ series.
3.2. Let s˙ln be the Kac-Moody Lie algebra of type Ân. The corresponding
Drinfeld-Jimbo quantum group 3 is defined to be the associative algebra:
(3.3) Uq(s˙ln) = Q(q)
〈
x±i , ψ
±1
s , c
±1
〉i∈Z/nZ
s∈{1,...,n}
modulo the fact that c is central, as well as the following relations:
(3.4) ψsψs′ = ψs′ψs
(3.5) ψsx
±
i = q
±(δi+1s −δis)x±i ψs
(3.6)

[x±i , x
±
j ] = 0 if j /∈ {i− 1, i+ 1}
(x±i )
2x±j − (q + q−1)x±i x±j x±i + x±j (x±i )2 = 0 if j ∈ {i− 1, i+ 1}
3We note that the algebra defined below is slightly larger than the usual quantum group, since
the Cartan part of the latter is generated by the ratios ψi
ψj
, instead of ψ±11 , ..., ψ
±1
n themselves
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(3.7) [x+i , x
−
j ] =
δji
q − q−1
(
ψi+1
ψi
− ψi
ψi+1
)
for all i, j ∈ Z/nZ and s, s′ ∈ {1, ..., n}. We will extend the notation ψs to all s ∈ Z
by setting ψs+n = cψs. We also consider the q–deformed Heisenberg algebra:
(3.8) Uq(g˙l1) = Q(q)
〈
p±k, c
〉
k∈N
where c is central, and the p±k satisfy the commutation relation:
(3.9) [pk, pl] = kδ˜
0
k+l ·
ck − c−k
qk − q−k
Then we will consider the algebra:
(3.10) Uq(g˙ln) = Uq(s˙ln)⊗ Uq(g˙l1)
/
(c⊗ 1− 1⊗ c)
which serves as an affine q–version of the Lie algebra isomorphism gln
∼= sln ⊕ gl1.
3.3. We can make Uq(g˙ln) into a bialgebra by using the counit ε(c) = 1, ε(ψs) = 1,
ε(x±i ) = 0, ε(pk) = 0 and the coproduct given by ∆(c) = c⊗ c and:
(3.11) ∆(ψs) = ψs ⊗ ψs
∆(x+i ) =
ψi
ψi+1
⊗ x+i + x+i ⊗ 1(3.12)
∆(x−i ) = 1⊗ x−i + x−i ⊗
ψi+1
ψi
(3.13)
(3.14) ∆(pk) =
1
ck
⊗ pk + pk ⊗ 1
(3.15) ∆(p−k) = 1⊗ p−k + p−k ⊗ ck
Moreover, the sub-bialgebras:
U≥q (g˙ln) = Q(q)
〈
x+i , pk, ψ
±1
s , c
±1
〉i∈Z/nZ,k∈N
s∈{1,...,n}
⊂ Uq(g˙ln)(3.16)
U≤q (g˙ln) = Q(q)
〈
x−i , p−k, ψ
±1
s , c
±1
〉i∈Z/nZ,k∈N
s∈{1,...,n}
⊂ Uq(g˙ln)(3.17)
are endowed with a bialgebra pairing:
(3.18) U≥q (g˙ln)⊗ U≤q (g˙ln)
op,coop 〈·,·〉−→ Q(q)
generated by properties (2.28), (2.29) and:
〈ψs, ψs′〉 = q−δss′ , 〈x+i , x−j 〉 =
δij
q−1 − q , 〈pk, p−l〉 =
kδ˜lk
q−k − qk
and all other parings between generators are 0. It is well-known that Uq(g˙ln) is the
Drinfeld double corresponding to the data (3.18) (modulo the identification of the
symbols ψs in the two factors of (3.18)). The algebra Uq(g˙ln) is Zn–graded:
deg c = 0, degψs = 0, deg x
±
i = ±ςi, deg p±k = ±kδ
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where ςi = (0, ..., 0, 1, 0, ..., 0)︸ ︷︷ ︸
i–th position
and δ = (1, ..., 1).
Remark 3.4. The elements x±i of Uq(g˙ln) are called simple (root) generators,
while the elements p±k are called imaginary (root) generators. Up to constant
multiples, these are all the primitive elements of Uq(g˙ln) (see Definition 3.8).
3.5. We will now give a different incarnation of the bialgebra (3.10), which is
obtained by combining the results of [3] and [5]. We will use the notation of [16].
Definition 3.6. Consider the algebra:
(3.19) E = Q(q)
〈
f±[i;j), ψ±1s , c
±1
〉1≤s≤n
(i,j)∈ Z2
(n,n)Z
/
relations (3.96)–(3.97)
where c is central, and the quadratic relations (3.96)–(3.97) will be explained later.
The algebra E is a bialgebra with respect to the coproduct ∆(c) = c⊗ c and:
∆(ψs) = ψs ⊗ ψs(3.20)
∆(f[i;j)) =
j∑
s=i
f[s;j)
ψi
ψs
⊗ f[i;s)(3.21)
∆(f−[i;j)) =
j∑
s=i
f−[i;s) ⊗ f−[s;j)ψs
ψi
(3.22)
where the notation ψs is extended to all s ∈ Z by ψs+n = cψs. The sub-bialgebras:
E≥ = Q(q)
〈
f+[i;j), ψ
±1
s , c
±1
〉1≤s≤n
(i,j)∈ Z2
(n,n)Z
⊂ E(3.23)
E≤ = Q(q)
〈
f−[i;j), ψ±1s , c
±1
〉1≤s≤n
(i,j)∈ Z2
(n,n)Z
⊂ E(3.24)
are endowed with a bialgebra pairing:
(3.25) E≥ ⊗ E≤,op,coop 〈·,·〉−→ Q(q)
generated by properties (2.28), (2.29) and:
(3.26) 〈ψs, ψs′〉 = q−δss′ , 〈f[i;j), f−[i′;j′)〉 = δ(i,j)(i′,j′)(1− q−2)
where the right-most delta symbol is defined in (3.2). It is well-known that E is the
Drinfeld double corresponding to the datum (3.25). The algebra E is Zn–graded:
deg c = 0, degψs = 0, deg f±[i;j) = ±[i; j)
where [i; j) = ςi + ...+ ςj−1 (we write ςk = ςk mod n).
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3.7. The subalgebras:
E ⊃ E± = Q(q)
〈
f±[i;j)
〉
(i<j)∈ Z2
(n,n)Z
are graded by ±Nn, and we will write E±d for their graded pieces, for all d ∈ Nn.
The dimensions of these graded pieces are given by the following formula:
(3.27) dim E±d = # partitions
{
d = [i1; j1) + ...+ [iu; ju)
}u∈N
(ia<ja)∈ Z2(n,n)Z
In fact, ordered products of the various f±[i;j) give rise to a PBW basis of E±.
Definition 3.8. An element x ∈ E±d is called primitive if:
(3.28) ∆(x) ∈ 〈ψ±1s 〉s∈Z ⊗ x+ x⊗ 〈ψ±1s 〉s∈Z
We will write Eprim±d ⊂ E±d for the vector subspace of primitive elements.
As shown in [16], we have:
dim Eprim±d =
{
1 if d is either [i; i+ 1) or kδ
0 otherwise
for various i ∈ {1, ..., n} and k ∈ N. Therefore, up to scalar multiples, there is a
unique choice of primitive elements:
(3.29) x±i ∈ E±[i;i+1), p±k ∈ E±kδ
which will be called simple and imaginary (respectively) primitive generators of E .
Comparing this with Remark 3.4 allows us to obtain the following:
Theorem 3.9. ([16]) Any choice of simple and imaginary primitive elements
(3.29) of E gives rise to an isomorphism of Zn–graded bialgebras Uq(g˙ln) ∼= E.
3.10. As is clear from the Theorem above, understanding the bialgebra structure
of E boils down to controlling the up-to-scalar ambiguity in choosing the primitive
elements. To do this, we consider a formal parameter q and define linear functionals:
(3.30) α±[i;j) : E±[i;j) −→ Q(q, q 1n )
for all (i < j) ∈ Z2(n,n)Z , satisfying the following properties:
(3.31) α±[i;j)(r · r′) =
{
α±[s;j)(r)α±[i;s)(r′) if ∃s s.t. r ∈ E±[s;j), r′ ∈ E±[i;s)
0 otherwise
and (let q+ = q and q− = (q
nq)−1):
(3.32) α±[i;j)(f±[i′;j′)) = δ
(i,j)
(i′,j′)(1− q2)q
j−i
n±
We henceforth fix the elements (3.29) by making the choice of [17], namely:
(3.33) α±[i;i+1)(x
±
i ) = ±1
(3.34) α±[s;s+nk)(p±k) = ±1
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∀k > 0, i, s ∈ Z/nZ. The fact that the right-hand side of (3.34) does not depend
on s is a consequence of the Z/nZ–invariance of the elements p±k, see [16].
3.11. It is easy to note that the bialgebra Uq(g˙ln)
∼= E possesses an antipode: 4
A(ψs) = ψ
−1
s , A(x
+
i ) = −
ψi+1
ψi
x+i , A(x
−
i ) = −x−i
ψi
ψi+1
, A(p±k) = −c±kp±k
In terms of the root generators, we may write:
(3.35) A±1(f±[i;j)) =
ψ±1j
ψ±1i
f¯±[i;j)q
2(i−j)
n∓
where the elements f¯±[i;j) are inductively defined in terms of f±[i;j) by the formulas:
(3.36)
j∑
s=i
f¯±[s;j)f±[i;s)q
2(s−i)
n∓ =
j∑
s=i
f±[s;j)f¯±[i;s)q
2(j−s)
n∓ = 0
Alternatively, the elements f¯±[i;j) are completely determined by their coproduct:
∆(f¯[i;j)) =
j∑
s=i
ψs
ψj
f¯[i;s) ⊗ f¯[s;j)(3.37)
∆(f¯−[i;j)) =
j∑
s=i
f¯−[s;j) ⊗ ψj
ψs
f¯−[i;s)(3.38)
and by their values under the linear maps (3.30):
(3.39) α±[i;j)(f¯±[i′;j′)) = δ
(i,j)
(i′,j′)(1− q−2)q
i−j
n±
Since E ∼= Uq(g˙ln), we will use the notation f±[i;j) (respectively f¯±[i;j)) for the
elements of either algebra. These elements will be called root generators of either
algebra E ∼= Uq(g˙ln), because [i; j) are positive roots of the affine An root system.
3.12. Affinizations of quantum groups are defined by replacing each generator
x±i as in Subsection 3.2 by an infinite family of generators {x±i,k}k∈Z. To define
affinizations explicitly, let us consider variables z as being colored by an integer
i, denoted by “col z”. Then we may define the following color-dependent rational
function:
(3.40) ζ
( z
w
)
=

zqq
2k
n − wq−1
zq
2k
n − w
if col i− col j = nk
1 if col i− col j /∈ {−1, 0} mod n
zq
2k
n − w
zqq
2k
n − wq−1
if col i− col j = nk − 1
for any variables z, w of colors i and j respectively.
4The antipode is a bialgebra anti-automorphism A : E → E satisfying certain compatibility
properties with the product, coproduct and pairing. We choose to write A(x) instead of the more
common S(x) so as to not confuse the antipode with the series S(x) of Subsection 3.32
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Definition 3.13. The quantum toroidal algebra is:
Uq,q(g¨ln) = Q(q, q
1
n )
〈
x±i,k, ϕ
±
i,k′ , ψ
±1
s , c
±1, c¯±1
〉k∈Z,k′∈N
i∈Z/nZ,s∈Z
/
relations (3.41)–(3.47)
Consider the series x±i (z) =
∑
k∈Z
x±i,k
zk
and ϕ±s (w) =
ψ±1s+1
ψ±1s
+
∑∞
k=1
ϕ±s,k
w±k , and set:
(3.41) c, c¯ central, ψs+n = ψsc, ∀s ∈ Z
(3.42) ψs commutes with ψ’s and ϕ’s, and satisfies (3.5) with x
±
i  x±i (z)
(3.43) ϕ±i (z)ϕ
±′
j (w)
ζ
(
wc¯∓1
z
)
ζ
(
wc¯∓′1
z
) = ϕ±′j (w)ϕ±i (z)ζ
(
zc¯∓
′1
w
)
ζ
(
zc¯∓1
w
)
(3.44) x±i (z)ϕ
±′
j (w)ζ
(
w
zc¯
δ∓±′
)±1
= ϕ±
′
j (w)x
±
i (z)ζ
(
zc¯
δ∓±′
w
)±1
(3.45) x±i (z)x
±
j (w)ζ
(w
z
)±1
= x±j (w)x
±
i (z)ζ
( z
w
)±1
(3.46) [x+i (z), x
−
j (w)] =
δji
q − q−1
[
δ
( z
wc¯
)
ϕ+i (z)− δ
( w
zc¯
)
ϕ−i (w)
]
and, for j ∈ {i− 1, i+ 1}:
x±i (z1)x
±
i (z2)x
±
j (w)− (q + q−1)x±i (z1)x±j (w)x±i (z2) + x±j (w)x±i (z1)x±i (z2)+
(3.47) + same expression with z1 and z2 switched = 0
for all choices of ±,±′, i, j, where the variables z and w have color i and j, respec-
tively, for the purpose of defining the rational function ζ. Note that we extend the
index i to arbitrary integers, by applying the convention:
x±i+n,k = x
±
i,kq
−2k, ϕ±i+n,k = ϕ
±
i,kq
−2k
We consider the subalgebras U±q,q(g¨ln) ⊂ Uq,q(g¨ln) generated by {x±i,k}i∈Z/nZk∈Z .
Remark 3.14. In the notation of Subsection 1.2, we have U+q,q(g¨ln) = U
→
q,q(g¨ln)
and U−q,q(g¨ln) = U
←
q,q(g¨ln), but we will henceforth use the ± notation.
3.15. Let us now recall the classical shuffle algebra realization of U±q,q(g¨ln). Con-
sider variables zia of color i, for various i ∈ {1, ..., n} and a ∈ N. We call a function
R(z11..., z1d1 , ..., zn1..., zndn) color-symmetric if it is symmetric in zi1, ..., zidi for all
i ∈ {1, ..., n}. Depending on the context, the symbol “Sym” will refer to either
color-symmetric functions in variables zia, or to the symmetrization operation:
Sym F (..., zi1, ..., zidi , ...) =
∑
(σ1,...,σn)∈S(d1)×...×S(dn)
F (..., zi,σi(1), ..., zi,σi(di), ...)
Let d! = d1!...dn!. The following construction arose in the context of quantum
groups in [6], by analogy to the work of Feigin-Odesskii on certain elliptic algebras.
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Definition 3.16. Consider the vector space:
(3.48)
⊕
d=(d1,...,dn)∈Nn
Q(q, q
1
n )(..., zi1, ..., zidi , ...)
Sym
and endow it with an associative algebra structure, by setting R ∗R′ equal to:
Sym
R(..., zi1, ..., zidi , ...)
d!
R′(..., zi,di+1, ..., zi,di+d′i , ...)
d′!
n∏
i,i′=1
1≤a≤di∏
di′<a′≤di′+d′i′
ζ
(
zia
zi′a′
)
Let S+ the subalgebra of (3.48) generated by {zki1}1≤i≤nk∈Z and we let S− = (S+)op.
The algebras S± are graded by ±Nn ×Z, where degR(..., zi1, ..., zidi , ...) = (±d, k)
if d = (d1, .., dn), while k denotes the homogeneous degree of R. We will write
S±d for the graded pieces of S± with respect to the ±Nn direction only.
Theorem 3.17. ([16]) The subalgebras S± coincide with the Q(q, q 1n )–vector sub-
spaces of (3.48) consisting of rational functions R(..., zia, ...) that satisfy:
R(..., zia, ...) =
r(..., zia, ...)∏n
i=1
∏
a,a′(ziaq − zi+1,a′q−1)
where r is an arbitrary Laurent polynomial which vanishes at the specializations:
(zi1, zi2, zi−1,1) 7→ (w,wq2, w), (zi1, zi2, zi+1,1) 7→ (w,wq−2, w)
for any i ∈ {1, ..., n}. This vanishing property is the natural analogue of the wheel
conditions studied in [10]. By convention, we set zn+1,a = z1aq
−2, z0a = znaq2.
It is a well-known fact (see [6]) that S± ∼= U±q,q(g¨ln). In order to obtain the entire
quantum toroidal algebra and not just its halves, define the double shuffle algebra:
(3.49) S = S+ ⊗ S0 ⊗ S−
/
relations akin to (3.44), (3.46)
where:
S0 =
Q(q, q 1n )
〈
ϕ±i,k, ψ
±1
s , c
±1, c¯±1
〉k∈N,i∈Z/nZ
s∈Z
relations (3.41)–(3.43)
Therefore, there is a isomorphism:
(3.50) S ∼= Uq,q(g¨ln)
given by sending
(
zki1
)±  x±i,k, ϕ±i,k  ϕ±i,k, ψs  ψs.
3.18. Let us consider the following halves of S:
S≥ = S+ ⊗
Q(q, q 1n )
〈
ϕ+i,k, ψ
±1
s , c
±1, c¯±1
〉
relations (3.41)–(3.43)
/
relations modeled after (3.44)(3.51)
S≤ = S− ⊗
Q(q, q 1n )
〈
ϕ−i,k, ψ
±1
s , c
±1, c¯±1
〉
relations (3.41)–(3.43)
/
relations modeled after (3.44)(3.52)
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Moreover, the algebras (3.51) and (3.52) are endowed with topological coproducts:
∆(R+) =
e≤d∑
e∈Nn
[∏a>ei
1≤i≤n ϕ
+
i (ziac¯1)⊗ 1
]
R+(zi,a≤ei ⊗ zi,a>ei c¯1)∏1≤i≤n
1≤i′≤n
∏a≤ei
a′>ei′
ζ(zi′a′ c¯1/zia)
(3.53)
∆(R−) =
e≤d∑
e∈Nn
R−(zi,a≤ei c¯2 ⊗ zi,a>ei)
[∏a≤ei
1≤i≤n 1⊗ ϕ−i (ziac¯2)
]
∏1≤i≤n
1≤i′≤n
∏a≤ei
a′>ei′
ζ(ziac¯2/zi′a′)
(3.54)
and there exists a pairing between the two halves given by:
(3.55)〈
R+, R−
〉
=
(1− q−2)|d|
d!
∮
R+(..., zia, ...)R
−(..., zia, ...)∏n
i,j=1
∏(i,a) 6=(j,b)
a≤di,b≤dj ζ(zia/zjb)
1≤i≤n∏
1≤a≤di
dzia
2piizia
for any R+ ∈ Sd and R− ∈ S−d (we refer the reader to [16] or [17] for details).
Remark 3.19. To think of (3.53) as a tensor, we expand the right-hand side in
non-negative powers of zia/zi′a′ for a ≤ ei, ei′ < a′, thus obtaining an infinite sum
of monomials. In each of these monomials, we put the symbols ϕ+i,d to the very left
of the expression, then all powers of zia with a ≤ ei, then the ⊗ sign, and finally
all powers of zia with a > ei. The powers of the central element c¯1 = c¯ ⊗ 1 are
placed in the first tensor factor. The resulting expression will be a power series,
and therefore lies in a completion of S≥⊗S≥. The same argument applies to (3.54).
Remark 3.20. In formula (3.55), the integral is defined in such a way that the
variable zia traces a contour which surrounds zibq
2, zi−1,b and zi+1,bq−2 for all
i ∈ {1, ..., n} and all a, b (a particular choice of contours which achieves this aim
is explained in Proposition 3.8 of [16]).
3.21. In [16], [17], we constructed a PBW basis of S± ∼= U±q,q(g¨ln). More precisely
we construct particular elements of S± called “PBW generators”, indexed by a
totally ordered set, and claim that a linear basis of S± is given by ordered products
of the PBW generators. In the case of the algebra E± ∼= U±q (g˙ln), we have already
seen in Subsection 3.7 that the PBW generators of E± are indexed by:
(i < j) ∈ Z
2
(n, n)Z
It should come as no surprise that the PBW generators of S± are indexed by:(
(i < j), k
)
∈ Z
2
(n, n)Z
× Z
If we write µ = j−ik , we will find it more useful to index the PBW generators by:(
(i < j), µ
)
∈ Z
2
(n, n)Z
×Q
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such that j−iµ ∈ Z. For any choice of i < j and µ as above, we define:
Aµ±[i;j) = Sym
∏j−1a=i(zaq 2an )d a−i+1µ e−d a−iµ e(
1− ziq2zi+1
)
...
(
1− zj−2q2zj−1
) ∏
i≤a<b<j
ζ
(
zb
za
) ∈ S±(3.56)
Bµ±[i;j) = Sym
∏j−1a=i(zaq 2an )b a−i+1µ c−b a−iµ c(
1− zi+1zi
)
...
(
1− zj−1zj−2
) ∏
i≤a<b<j
ζ
(
za
zb
) ∈ S±(3.57)
In order to think of the RHS of (3.56) and (3.57) as shuffle elements, we relabel the
variables zi, ..., zj−1 according to the following rule ∀a ∈ {i, ..., i+ n− 1}:
za, za+n, za+2n, ...  za¯1, za¯2q−2, za¯3q−4, ...
and thus the RHS of (3.56) and (3.57) lie in the vector space (3.48). If j−iµ /∈ Z,
the LHS of (3.56) and (3.57) are defined to be 0. We will occasionally write:
A
(±k)
±[i;j) = A
µ
±[i;j) and B
(±k)
±[i;j) = B
µ
±[i;j)
where k = j−iµ , in order to indicate the fact that degA
(±k)
±[i;j), B
(±k)
±[i;j) = ±([i; j), k).
3.22. We will now define an algebra D that is isomorphic to S ∼= Uq,q(g¨ln), much
like the algebra E was isomorphic to Uq(g˙ln). The first step is to define an infinite
family of the latter algebras. Specifically, for any coprime (a, b) ∈ Z× N, define:
(3.58) E a
b
= Uq(g˙ln
g
)⊗g
where g = gcd(n, a). The root generators of (3.58) are parametrized by:
triples (u, v, r) where (u, v) ∈ Z
2(
n
g ,
n
g
)
Z
and r ∈ {1, ..., g}
However, we choose to replace this triple by:
(3.59) (i, j) = (r + au, r + av) ∈ Z
2
(n, n)Z
and therefore we will use the following notation for the root generators of (3.58):
f
a
b
[i;j) = 1
⊗r−1 ⊗ f[u;v) ⊗ 1⊗g−r(3.60)
f¯
a
b
[i;j) = 1
⊗r−1 ⊗ f¯[u;v) ⊗ 1⊗g−r(3.61)
for any indices i, j, which are connected to u, v, r by (3.59). Note that we can have
i > j in formula (3.59), via the convention:
[i; j) = −[j; i) if i > j
Moreover, formula (3.59) implies that k := (j − i) ba is an integer, so we will write:
(3.62) f
(k)
[i;j) = f
a
b
[i;j) and f¯
(k)
[i;j) = f¯
a
b
[i;j)
and set (3.62) equal to 0 if k = (j − i) ba /∈ Z.
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3.23. For any (i, j) ∈ Z2(n,n)Z and k ∈ N, let us write µ = j−ik . The assignment:
deg f
(k)
[i;j) = deg f¯
(k)
[i;j) = ([i; j), k)
makes Eµ into a Zn × Z graded algebra. For all d ∈ Zn, we will write Eµ|d for its
degree d×Z graded piece. Consider two invertible central elements c, c¯, and recall
the Cartan elements ψ1, ..., ψn of E∞ = E . As µ ranges over Qunionsq∞, we will identify
the central elements of the algebras Eµ according to the rule:(
central element of E b
a
)
= c
a
g c¯
bn
g
and identify the Cartan elements of the algebras Eµ according to the rule:(
ψs on p–th factor of Uq(g˙ln
g
)⊗g = E b
a
)
= ψp+sac¯
bs
where g = gcd(n, a). Hence we have the following relation:
(3.63) ψsX = q
−〈ςs,d〉Xψs ∀X ∈ Eµ|d, ∀s ∈ {1, ..., n}
where 〈·, ·〉 is the bilinear form on Zn given by 〈ςi, ςj〉 = δji − δj−1i .
We henceforth extend the scalars in Eµ from Q(q) to Q(q, q 1n ). The following is an
obvious consequence of the structure defined in Subsections 3.5–3.11.
Proposition 3.24. For any µ, the algebra Eµ has a coproduct ∆µ, for which: 5
∆µ(f
µ
[i;j)) =
∑
s∈{i,...,j}
fµ[s;j)
ψi
ψs
c¯
i−s
µ ⊗ fµ[i;s)
∆µ(f¯
µ
[i;j)) =
∑
s∈{i,...,j}
ψs
ψj
f¯µ[i;s)c¯
s−j
µ ⊗ f¯µ[s;j)
∆µ(f
µ
−[i;j)) =
∑
s∈{i,...,j}
fµ−[i;s) ⊗ fµ−[s;j)
ψs
ψi
c¯
s−i
µ
∆µ(f¯
µ
−[i;j)) =
∑
s∈{i,...,j}
f¯µ−[s;j) ⊗
ψj
ψs
f¯µ−[i;s)c¯
j−s
µ
6 ∀(i, j) ∈ Z2(n,n)Z such that j−iµ ∈ N. For all such i, j, we have linear maps:
α±[i;j) : Eµ|±[i;j) → Q(q, q 1n )
that satisfy property (3.31) and:
α±[i;j)(f
(±k)
±[i′;j′)) = δ
(i,j)
(i′,j′)(1− q2)q
gcd(j−i,k)
n±(3.64)
α±[i;j)(f¯
(k)
±[i′;j′)) = δ
(i,j)
(i′,j′)(1− q−2)q
− gcd(j−i,k)n±(3.65)
5The formulas below differ from (3.21)–(3.22) and (3.37)–(3.38) by powers of c¯. This is achieved
by rescaling the f and f¯ generators by certain powers of c¯, which we will tacitly do.
6The notation s ∈ {i, ..., j} means “s runs between i and j”, for either i < j or i > j.
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3.25. Let us consider the subalgebras E±µ ⊂ Eµ generated by those elements (3.62)
where the sign of k is equal to ±. As in (3.29), we obtain the following elements:
{pµ±[i;i+a)}i∈Z/nZ ⊂ E±µ are simple generators, if n - a(3.66)
{pµ±lδ,r}r∈{1,...,g}l∈N ag ⊂ E
±
µ are imaginary generators(3.67)
∀µ = ab ∈ Qunionsq∞. These elements are all primitive for the coproduct ∆µ and satisfy:
α±[u;v)
(
pµ±[i;i+a)
)
= ±δ(i,i+a)(u,v)(3.68)
α±[s;s+ln)
(
pµ±lδ,r
)
= ±δrs mod g(3.69)
for any u, v, s. We may use the notation:
(3.70) p
(±b)
±[i;i+a) = p
µ
±[i;i+a) and p
(± lnµ )
±lδ,r = p
µ
±lδ,r
to emphasize the fact that deg p
(k)
d = (d, k) ∈ Zn × Z. Let us write:
(3.71) i¯ = i− n
⌊
i− 1
n
⌋
for all i ∈ Z, and recall that δji = 1 if i ≡ j modulo n, and 0 otherwise.
Definition 3.26. Consider the algebras:
(3.72) D± =
→⊗
µ∈Q
E±µ
/
(3.73)–(3.74)
whose generators, by the discussion above, are denoted by:{
p
(±k)
±[i;j), p
(±k′)
±lδ,r
}k,k′>0,l∈Z\0
(i,j)∈ Z2
(n,n)Z ,r∈Z/gZ
Whenever d := det
(
k k′
j − i nl
)
satisfies |d| = gcd(k′, nl), we impose the relation:
(3.73)
[
p
(±k)
±[i;j), p
(±k′)
±lδ,r
]
= ±p(±k±k′)±[i;j+ln)
(
δri mod gq
d
n± − δrj mod gq−
d
n±
)
and whenever det
(
k k′
j − i j′ − i′
)
= gcd(k + k′, j + j′ − i− i′), we impose:
(3.74) p
(±k)
±[i;j)p
(±k′)
±[i′;j′)q
δi
j′−δii′ − p(±k′)±[i′;j′)p(±k)±[i;j)qδ
j
j′−δ
j
i′ =
=
∑
[t;s)=[i′;j′)
fµ±[t,j)f¯
µ
±[i;s)
δsj′ q−δi
′
j′
q−1 − q − δ
i′
j′
q
2(k′(s−i′))
n∓
q2∓ − 1

where µ = j+j
′−i−i′
k+k′ .
A TALE OF TWO SHUFFLE ALGEBRAS 29
3.27. Let us write D0 = E∞, and use the notation p(0)±[i;i+1) and p(0)±kδ,1 for its
simple and imaginary generators, respectively, as defined in Subsection 3.25.
Definition 3.28. Let us define the double of the algebras (3.72) as:
(3.75) D = D+ ⊗D0 ⊗D−
/
relations (3.76)–(3.80)
where:
(3.76)
[
p
(±1)
±[i;j), p
(0)
±lδ,1
]
= ±p(±1)±[i;j+ln)
(
ql± − q−l±
)
(3.77)
[
p
(±1)
±[i;j), p
(0)
∓lδ,1
]
= ±p(±1)±[i;j−nl)c±l
(
ql∓ − q−l∓
)
(3.78) p
(±1)
±[i;j)p
(0)
±[s;s+1)q
δis+1−δis − p(0)±[s;s+1)p(±1)±[i;j)qδ
j
s+1−δjs =
= ±
(
δis+1 · q−
1
n∓ p
(±1)
±[i−1;j) − δjs · q
1
n∓p
(±1)
±[i;j+1)
)
(3.79)
[
p
(±1)
±[i;j), p
(0)
∓[s;s+1)
]
= ±
(
δis · q
1
n∓p
(±1)
±[i+1;j)
ψ±1i+1
ψ±1i
− δjs+1 · q−
1
n∓
ψ±1j
ψ±1j−1
p
(±1)
±[i;j−1)
)
and:
(3.80)
[
p
(1)
[i;j), p
(−1)
[i′;j′)
]
=
1
q−1 − q ∑⌈
i−j′
n
⌉
≤k≤
⌊
j−i′
n
⌋ f (0)[i′+nk;j)
ψj′
ψi′ c¯
f¯
(0)
[i;j′+nk) −
∑
⌈
j′−i
n
⌉
≤k≤
⌊
i′−j
n
⌋ f (0)−[j+nk;i′)
ψj c¯
ψi
f¯
(0)
−[j′;i+nk)

Relations (3.77)–(3.80) are “sufficient” to describe all the relations between the
three tensor factors of (3.75), because the algebras D± are generated by:
(3.81)
{
p
(±1)
±[i;j)
}
(i,j)∈ Z2
(n,n)Z
(we will prove this in Proposition 3.43). Therefore, relations (3.77)–(3.80) allow us
to “straighten” any product of elements from the subalgebras D+, D0, D−, i.e. to
write said product as a sum of products of elements from D+, D0, D−, in this order.
Theorem 3.29. ([17]) There is an isomorphism D ∼= S.
Proof. (sketch, see Proposition 5.15 of loc. cit. for details 7) The subalgebra:
S ⊃ Tµ =

〈
Aµ[i;j), B
µ
−[i;j)
〉i<j
j−i
µ ∈Z
if µ > 0 or µ =∞〈
Aµ−[i;j), B
µ
[i;j)
〉i<j
j−i
µ ∈Z
if µ < 0
7Note that the slope µ in loc. cit. is actually 1
µ
in our notation
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is isomorphic to Eµ of (3.58) for all µ ∈ Q unionsq∞, by sending:
fµ[i;j)  
1
ψj
Aµ[i;j)ψic¯
i−j
µ ·
(
−q 2n−
)i−j
(3.82)
fµ−[i;j)  
1
ψi
Bµ−[i;j)ψj c¯
i−j
µ ·
(
−q 2n+
)i−j
(3.83)
if µ > 0 or µ =∞, while:
fµ[i;j)  B
µ
[i;j) · qj−i(3.84)
fµ−[i;j)  A
µ
−[i;j) · qj−i(3.85)
if µ < 0. Similarly, T0 := S0 is isomorphic to a tensor product of n Heisenberg
algebras. As in Subsection 3.25, this allows us to construct the images of the simple
and imaginary generators:
p
(±k)
±[i;j)  X
(±k)
±[i;j) ∈ S, p(±k
′)
±lδ,r  X
(±k′)
±lδ,r ∈ S
In loc. cit., we showed that the simple and imaginary generators X ...... ∈ S defined
above satisfy relations (3.73)–(3.74) and (3.76) –(3.80) with p’s replaced by X’s,
hence we obtain an algebra homomorphism:
(3.86) Φ : D → S
This map is an isomorphism because ordered products of the elements fµ[i;j) (re-
spectively their images under the assignments (3.82)–(3.85)) in increasing order of
µ were shown in [17] (respectively [16]) to form a linear basis of D (respectively S).

Corollary 3.30. If we combine (3.50) with (3.86), we obtain an isomorphism:
Ψ : D ∼= Uq,q(g¨ln)
If we write:
Ψ(D+) = U↑q,q(g¨ln), Ψ(D−) = U↓q,q(g¨ln)
and consider the usual triangular decomposition:
Ψ(D0) = Uq(g˙ln) = U≥q (g˙ln)⊗ U≤q (g˙ln)
then we obtain the decomposition (1.7) as algebras.
3.31. The purpose of the remainder of the present paper is to make:
D+ ⊗ U≥q (g˙ln) and D− ⊗ U≤q (g˙ln)
into bialgebras, in such a way that D becomes their Drinfeld double. This will be
done by recastingD± as a new type of shuffle algebra, as described in Subsection 1.4.
With this in mind, we will prove the following more explicit version of Theorem 1.5.
Theorem 1.5 (explicit): If A+ and A− are the shuffle algebras that will be intro-
duced in Definitions 4.8 and 6.2, respectively, then we have algebra isomorphisms:
D+ ∼= A+, D− ∼= A−,op
Moreover, the extended algebras A˜± defined in (6.6) have bialgebra structures and
a bialgebra pairing between them, such that the Drinfeld double:
A = A˜+ ⊗ A˜−,op,coop
A TALE OF TWO SHUFFLE ALGEBRAS 31
is isomorphic to D (and hence also with S and Uq,q(g¨ln)) as an algebra.
3.32. In the remainder of this Section, we will study the algebra E ∼= Uq(g˙ln)
in more detail, and fill the gaps left in the discussion above. Let us consider the
following matrix-valued rational function called an R–matrix:
(3.87) R(x) =
∑
1≤i,j≤n
Eii⊗Ejj
(
q − xq−1
1− x
)δji
+ (q− q−1)
∑
1≤i 6=j≤n
Eij ⊗Eji x
δi<j
1− x
where Eij ∈ End(Cn) denotes the n × n matrix with a single 1 at the
intersection of row i and column j, and zeroes everywhere else. We will now give
an alternate version of Definition 3.6, and afterwards show how to match notations:
Definition 3.33. Consider the algebra:
(3.88) E := Q(q)
〈
s[i;j), t[i;j), c
±1
〉1≤i≤n
i≤j∈Z
/
relations (3.89)–(3.92)
where:
(3.89) c is central, and s[i;i)t[i;i) = 1
R
(
x
y
)
S1(x)S2(y) = S2(y)S1(x)R
(
x
y
)
(3.90)
R
(
x
y
)
T1(x)T2(y) = T2(y)T1(x)R
(
x
y
)
(3.91)
R
(
xc
y
)
S1(x)T2(y) = T2(y)S1(x)R
(
x
yc
)
(3.92)
8 where Z1 = Z ⊗ Id and Z2 = Id⊗ Z for any symbol Z, and:
S(x) =
if d=0 then i≤j∑
1≤i,j≤n,d≥0
s[i;j+nd) · Eijx−d(3.93)
T (x) =
if d=0 then i≤j∑
1≤i,j≤n,d≥0
t[i;j+nd) · Ejixd(3.94)
The series S(x), T (y) are the transposes of the series denoted T−(x), T+(y)
in [16], which explains the discrepancy between our conventions and those of loc. cit.
3.34. We will write ψk = s
−1
[k;k) = t[k;k) ∈ E for all 1 ≤ k ≤ n, and set:
(3.95) f[i;j) = s[i;j)ψi, f−[i;j) = t[i;j)ψ
−1
i
∀1 ≤ i ≤ n and i ≤ j ∈ Z. We will extend our notation to all integers by setting:
f±[i+n;j+n) = f±[i;j), ψk+n = cψk
∀i ≤ j, k. It is elementary to see that relations (3.90)–(3.92) can be rewritten as:
(3.96) ψkf±[i;j) = q±δ
j
k∓δikf±[i;j)ψk
8Relations (3.90) and (3.91) can be made explicit by expanding in either positive or negative
powers of x/y, but (3.92) must be expanded in negative powers of x/y.
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and:
(3.97)
∑
±[i;j)±′[i′;j′)=d
coefficient · f±[i;j)f±′[i′;j′) = 0
for all ±,±′ ∈ {+,−} and d ∈ Zn. We will not need to spell out the coefficients
in (3.97) explicitly, but they can easily be obtained by expanding (3.90)–(3.92) as
power series in x/y and equating matrix coefficients of every Eij ⊗ Ei′j′ .
The bialgebra (and Drinfeld double) structure on E = E≥ ⊗ E≤ from (3.20)–(3.22)
can be presented in terms of the matrix-valued power series (3.93)–(3.94) as:
∆(S(x)) = (1⊗ S(xc1)) · (S(x)⊗ 1)(3.98)
∆(T (x)) = (1⊗ T (x)) · (T (xc2)⊗ 1)(3.99)
where · denotes matrix multiplication (i.e. the formula Eij · Ei′j′ = δi′j Eij′), and
c1 = c⊗ 1, c2 = 1⊗ c. It is straightforward to check that these coproducts respect
relations (3.90)–(3.92), i.e. extend to well-defined coproducts on the algebra E .
3.35. The pairing (3.26) takes the form:
(3.100)
〈
S1(x), T2(y)
〉
= R
(
x
y
)−1
⇔
〈
S1(x), T2(y)
−1
〉
= R
(
x
y
)
It is elementary to show that (3.100) generates a bialgebra pairing, i.e. it intertwines
the product with the coproduct on E , and that E is the Drinfeld double of its halves
with respect to this pairing. Moreover, the linear maps (3.30) which were used to
normalize primitive elements of E can be easily seen to come from the assignment:
(3.101) E± α
±
−→ End(Cn)[[x∓1]],
{
α+(r) = 〈r, T (x)−1〉 if r ∈ E+
α−(r) = 〈S(x)−1, r〉 if r ∈ E−
Indeed, we define:
(3.102) α±[i;j) : E±[i;j) −→ Q(q, q 1n )
as the coefficients of the maps α±, appropriately renormalized as follows:
α+(r) =
∑
(i≤j)∈ Z2
(n,n)Z
α[i;j)(r) · Ejixb
j−1
n c−b i−1n cq
i−j
n
+(3.103)
α−(r) =
∑
(i≤j)∈ Z2
(n,n)Z
α−[i;j)(r) · Eijxb
i−1
n c−b j−1n cq
i−j
n−(3.104)
Then it is elementary to observe that the bialgebra property (2.28)–(2.29) of the
pairing, together with definition (3.101), imply the multiplicativity property (3.31).
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3.36. We will henceforth write S+(x) = S(x) and T−(x) = T (x), so we have:
S+(x) =
if d=0 then i≤j∑
1≤i,j≤n,d≥0
f[i;j+nd)ψ
−1
i︸ ︷︷ ︸
s+
[i;j+nd)
· Eijx−d
T−(x) =
if d=0 then i≤j∑
1≤i,j≤n,d≥0
f−[i;j+nd)ψi︸ ︷︷ ︸
t−
[i;j+nd)
· Ejixd
as elements of E ⊗ End(Cn)[[x±1]]. We define series S−(x) and T+(x) by:
(3.105) S−(x)T−(xq2) = 1
(3.106) D−1S+(xq2nq2)†DT+(x)† = 1
where D = diag(q2, ..., q2n). The coefficients of these series will be denoted by:
T+(x) =
if d=0 then i≤j∑
1≤i,j≤n,d≥0
ψj f¯[i;j+nd)q
2(j−i)
n c−d︸ ︷︷ ︸
t+
[i;j+nd)
· Eijx−d
S−(x) =
if d=0 then i≤j∑
1≤i,j≤n,d≥0
ψ−1j f¯−[i;j+nd)q
2(i−j)
n cd︸ ︷︷ ︸
s−
[i;j+nd)
· Ejixd
It is straightforward to show that formulas (3.105) and (3.106) imply (3.36). The
following identities are easy to prove, as consequences of (3.90), (3.91), (3.92):
(3.107) T+1 (x)R21
(
y
xq2
)
S+2 (y) = S
+
2 (y)R21
(
y
xq2
)
T+1 (x)
(3.108) S−1 (x)R21
(
y
xq2
)
T−2 (y) = T
−
2 (y)R21
(
y
xq2
)
S−1 (x)
(3.109) R
(
xc
y
)
S+1 (x)T
−
2 (y) = T
−
2 (y)S
+
1 (x)R
(
x
yc
)
(3.110) R
(
xc
y
)
T+2 (y)S
−
1 (x) = S
−
1 (x)T
+
2 (y)R
(
x
yc
)
(3.111) S+1 (x)R
(
x
ycq2
)
S−2 (y) = S
−
2 (y)R
(
xc
yq2
)
S+1 (x)
(3.112) T+2 (y)R
(
x
ycq2
)
T−1 (x) = T
−
1 (x)R
(
xc
yq2
)
T+2 (y)
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3.37. In the present Subsection, we will show how to rewrite the relations between
the generators of the algebras D+, D0, D− (specifically relations (3.76)–(3.78) and
(3.77)–(3.79)) in terms of the series S±(x) and T±(x).
Proposition 3.38. Under the substitution:
(3.113) p
(1)
[i,j+nd)  Ejiz
d · q
2i−1
n
1− q2
for all 1 ≤ i, j ≤ n and d ∈ Z, the following relations hold in D:
X+1 (z) · S+2 (w) = S+2 (w) ·
R12
(
z
w
)
f
(
z
w
) X+1 (z)R21( wzq2
)
(3.114)
T+2 (w) ·X+1 (z) = R12
(
z
wq2
)
X+1 (z)
R21
(
w
z
)
f
(
w
z
) · T+2 (w)(3.115)
S−2 (w) ·X+1 (z) = R12
(
z
wcq2
)
X+1 (z)R21
(wc
z
)
· S−2 (w)(3.116)
X+1 (z) · T−2 (w) = T−2 (w) ·R12
( z
wc
)
X+1 (z)R21
(
wc
zq2
)
(3.117)
for any X+(z) ∈ End(Cn)[z±1], where f(x) ∈ Q(q, x) is defined in (4.7).
To understand the meaning of relations (3.114)–(3.117), let us spell out the first of
these. Letting S+(w) =
∑k≥0
u,v s
+
[u;v+nk)
Euv
wk
and X(z) =
Eij
zd
, formula (3.114) reads:
(3.118)
k≥0∑
1≤u,v≤n
Eij
zd
⊗ Euv
wk
· s+[u;v+nk) =
k,a,b≥0∑
1≤u,v,•,∗,x,y≤n
s+[u;•+n(k−a−b))(
1⊗ Eu•
wk−a−b
)(
r•∗xi,a · Exi ⊗ E•∗
za
wa
)(
Eij
zd
⊗ 1
)(
r∗vjy,b · Eyj ⊗ E∗v
zb
wb
)
where r and r′ are the coefficients of the power series expansions:
R12
( z
w
)
· f
( z
w
)−1
=
k≥0∑
i,j,u,v
ruvij,k · Eij ⊗ Euv
zk
wk
R21
(
w
zq2
)
=
k≥0∑
i,j,u,v
ruvij,k · Eij ⊗ Euv
zk
wk
Equating the coefficients of ...⊗ Euv
wk
in the two sides of (3.118) yields the identity:
Eij
zd
· s+[u;v+nk) =
a,b≥0∑
1≤•,∗,x,y≤n
r•∗xi,ar
∗v
jy,bs
+
[u;•+n(k−a−b)) ·
Exy
zd−a−b
which is a relation in the algebra D, once we perform the substitution (3.113).
Proof. We will only prove relation (3.114), and leave the analogous formulas
(3.115)–(3.117) as exercises to the interested reader. Let us rewrite (3.114) as:
(3.119) S+2 (w)
−1X+1 (z)S
+
2 (w) = R21
(w
z
)−1
X+1 (z)R21
(
w
zq2
)
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If we let A : E → E denote the antipode, then we have A−1(S(w)) = S(wc)−1 as a
consequence of (3.98). With this in mind, (3.119) reads:
(3.120) X+1 (z) ♠ S+2 (w) = X+1 (z) ♣ S+2 (w)
where for any e ∈ U≥q (g˙ln), we write:
X+1 (z) ♠ e = A−1(e2)X+1 (z)e1(3.121)
X+1 (z) ♣ e =
〈
e2, T1(z)
〉
X+1 (z)
〈
e1, T1(zq
2)−1
〉
(3.122)
Indeed, when e = S2(w), the right-hand sides of (3.121) and (3.122) match the
LHS and RHS of (3.119), respectively, due to (3.100). It is easy to see that the
operations ♠ and ♣ are additive in e, and moreover:
X+1 (z) ♠ (ee′) = (X+1 (z) ♠ e) ♠ e′
X+1 (z) ♣ (ee′) = (X+1 (z) ♣ e) ♣ e′
Since E+ is generated by the p(0)[lδ,1)’s and p(0)[s;s+1)’s, formula (3.120) is equivalent to:
(3.123) X+1 (z) ♠ e = X+1 (z) ♣ e ∀e ∈
{
p
(0)
[lδ,1), p
(0)
[s;s+1)
}l∈N
s∈Z/nZ
When e = p
(0)
[lδ,1) (whose coproduct is ∆(e) = e⊗1+c−l⊗e), relation (3.123) reads:
X+1 (z)p
(0)
[lδ,1) − p(0)[lδ,1)X+1 (z) = X+1 (z)
〈
p
(0)
[lδ,1), T1(zq
2)−1
〉
+
〈
p
(0)
[lδ,1), T1(z)
〉
X+1 (z)
Formulas (3.69) and (3.101) imply that the pairings in the right-hand side of the
formula above are equal to ql and −q−l, respectively, hence we obtain:[
X+1 (z), p
(0)
[lδ,1)
]
= zlX+1 (z)(q
l − q−l)
If we plug X+1 (z) = Ejiz
dq
2i
n into the equation above and use the correspondence
(3.113), the formula above reduces to (3.76) for ± = +. Similarly, if we plug
e = p
(0)
[s;s+1) into (3.123), then the resulting formula reduces to (3.78) for ± = +.

By analogy with Proposition 3.38, we have the following result (whose proof is
quite close to the one above, hence left as an exercise to the interested reader):
Proposition 3.39. Under the substitution:
(3.124) p
(−1)
[i,j+nd)  Ejiz
d · q
1−2j
n
q − q−1
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the following relations hold in D (recall that ·op denotes the opposite product):
X−1 (z) ·op S−2 (w) = S−2 (w) ·op
R12
(
z
w
)
f
(
z
w
) X−1 (z)D2R21(wq2q2nz
)
D−12(3.125)
T−2 (w) ·op X−1 (z) = D1R12
(
zq2q2n
w
)
D−11 X
−
1 (z)
R21
(
w
z
)
f
(
w
z
) ·op T−2 (w)(3.126)
S+2 (w) ·op X−1 (z) = D1R12
(
zq2q2n
wc
)
D−11 X
−
1 (z)R21
(wc
z
)
·op S+2 (w)(3.127)
X−1 (z) ·op T+2 (w) = T+2 (w) ·op R12
( z
wc
)
X−1 (z)D2R21
(
wcq2q2n
z
)
D−12(3.128)
for any X−(z) ∈ End(Cn)[z±1], where D = diag(q2, ..., q2n).
Finally, let us perform both substitutions (3.113) and (3.124) simultaneously:
p
(+1)
[i,j+nd)  
(
Ejiz
d
)+ · q 2i−1n
1− q2
p
(−1)
[i,j+nd)  
(
Ejiz
d
)− · q 1−2jn
q − q−1
(the notation X± is just meant to differentiate among p(±1)[i,j+nd)). Then we have:
(3.129)
[(
Eij
zd
)+
,
(
Ei′j′
zd′
)−]
=
= (q2 − 1)
∑
k∈Z
(
s+[j′;i+nk)t
+
[j;i′+n(−d−d′−k))c
−d′ c¯−1 − t−[i;j′+nk)s−[i′;j+n(d+d′−k))c−dc¯
)
as an immediate consequence of formula (3.80) (we set s±[i;j) = t
±
[i;j) = 0 if i > j).
3.40. We will now prove a useful Lemma about the structure of the algebra E+ of
Subsection 3.7. Let us write LHSd for the quantity in the left-hand side of (3.97),
when the signs are ± = ±′ = +. Then we have:
E+ = Q(q)
〈
f[i;j)
〉
(i<j)∈ Z2
(n,n)Z
/
(LHSd)d∈Nn
In Section 5, we will find ourselves in the situation of having an algebra B+ and
wanting to construct an algebra isomorphism Υ : E+ ∼= B+. Of course, the straight-
forward way to do this is to construct elements:
f ′[i;j) ∈ B+, declare that Υ(f[i;j)) = f ′[i;j)
and directly check that Υ(LHSd) = 0, ∀d ∈ Nn. However, such a check is not
handy in our situation, and we will instead rely on some additional structure:
Lemma 3.41. Assume B+ is a Nn–graded Q(q)–algebra, such that:
B≥ =
〈
B+, ψ±1s , c±1
〉
s∈Z(
ψsx− q−〈deg x,ςs〉xψs, ψs+n − cψs, c central
)
∀x∈B+,s∈Z
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9 is a bialgebra. Assume there exist elements 0 6= f ′[i;j) ∈ B[i;j) and linear maps:
α′[i;j) : B[i;j) → Q(q) ∀i ∈ {1, ..., n} and j > i
such that the analogues of (3.21), (3.22), (3.31), (3.32) hold. If:
(3.130)
{
x primitive and α′[i;j)(x) = 0, ∀i, j
}
⇒ x = 0
then the map E+ Υ→ B+, Υ(f[i;j)) = f ′[i;j) is an injective algebra homomorphism.
Proof. Let us consider the left-hand side of (3.97) with f ′[i;j) instead of the f[i;j):
LHS′d =
∑
[i;j)+[i′;j′)=d
coefficient · f ′[i;j)f ′[i′;j′) ∈ Bd
To show that Υ is an algebra homomorphism, we would need to show that LHS′d =
0, which we will prove by induction on d ∈ Nn. The base case d = 0 is trivial, so
we will only prove the induction step. We have:
∆(LHS′d) ∈ 〈ψ±1s 〉s∈Z ⊗ LHS′d + ...+ LHS′d ⊗ 〈ψ±1s 〉s∈Z
where the middle terms denoted by the ellipsis are equal to Υ ⊗ Υ applied to the
middle terms of ∆(LHSd). Since the latter are 0 (as LHSd = 0 in E+), we conclude
that LHS′d is primitive. Moreover, the analogues of (3.31) and (3.32) imply that:
α′[i;j)(LHS
′
d) = α[i;j)(LHSd) = 0 ∀d, i < j
Therefore, the assumption (3.130) implies that LHS′d = 0 for all d, thus establishing
the fact that Υ is a well-defined algebra homomorphism. To show that Υ is injective,
assume that its kernel is non-empty. Since Υ preserves degrees, we may choose
0 6= x ∈ E+ of minimal degree d ∈ Nn such that Υ(x) = 0. Since Υ preserves the
coproduct and is injective in degrees < d (by the minimality of d), we conclude
that x is primitive. However, since Υ intertwines the linear maps α[i;j) with α
′
[i;j),
we conclude that x is also annihilated by the linear maps α[i;j), hence x = 0.

Since an injective linear map of finite-dimensional vector spaces Φ : V1 ↪→ V2 is an
isomorphism if dimV2 ≤ dimV1 (as well as the similar statement in the graded
case, if V1 and V2 have finite-dimensional graded pieces which are preserved by Φ)
we obtain the following:
Corollary 3.42. If the assumption of Lemma 3.41 holds, and moreover, if
dimBd ≤ the RHS of (3.27) for all d ∈ Nn, then Υ : E+ ∼= B+ is an isomorphism.
Proposition 3.43. The Q(q, q 1n )–algebra D± is generated by the elements:
(3.131)
{
p
(±1)
±[i;j)
}
(i,j)∈ Z2
(n,n)Z
9In the formula above, 〈·, ·〉 is the bilinear form on Zn given by 〈ςi, ςj〉 = δji − δj−1i
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Proof. Without loss of generality, let ± = +. We will prove that p(k)[i;j) (resp. p(k
′)
lδ,r)
lies in the subalgebra generated by the elements (3.131) for all choices of indices
i, j, l, r, by induction on k (respectively k′). To this end, let us choose a lattice
triangle of minimal size with the vector (j − i, k) (respectively (nl, k′)) as an edge:
q q q q qq q q q q
q q q q qq q q q q
q q q q q
 
 







(0, 0)
(nl, k′)
(a, b)
respectively
q q q q qq q q q q
q q q q qq q q q q
q q q q q
 
 








(0, 0)
(j − i, k)
(a, b)
In the case of the picture on the left, namely that of the element p
(k)
[i;j), we have:
(3.132) det
(
b k − b
a j − i− a
)
= 1
Recall that i 6≡ j mod n. If a ≡ j − i modulo n, then relation (3.73) gives us:[
p
(b)
[i;i+a), p
(k−b)
j−i−a
n δ,i
]
= p
(k)
[i;j)
(
q
1
n − δ0aq−
1
n
)
while if a 6≡ j − i modulo n, then relation (3.74) gives us:
p
(b)
[i;i+a)p
(k−b)
[i+a;j)q
−δ0a − p(k−b)[i+a;j)p(b)[i;i+a)q−1 =
f¯
(k)
[i;j)
q−1 − q
(3.65),(3.66)
= −q−1q− 1n p(k)[i;j)
In either of the two formulas above, the induction hypothesis implies that the
left-hand side lies in the algebra generated by the elements (3.131). Therefore, so
does the right-hand side, and the induction step is complete.
The case of the picture on the right, namely that of the element p
(k′)
lδ,r, is proved
analogously. We will therefore only sketch the main idea, and leave the details to
the interested reader. As shown in Lemma 4.4 of [17], relation (3.74) implies:
p
(b)
[u;u+a)p˜
(k′−b)
[u+a;u+nl)q
δ0a−1−p˜(k′−b)[u+a;u+nl)p(b)[u;u+a)q1−δ
0
a =
∑
l1+l2=l
fµ[u+a+nl1;u+a)f¯
µ
[u;u+nl2)
q−1 − q
where µ = k
′
nl , and p˜
(y)
[v;v+x) =
∑
v′∈Z/nZ p
(y)
[v′;v′+x) ·
[
q−δ
0
xδvv′ + δ
0
x(q − q−1) q
2
n
·y(v−v′)
q2−1
]
.
By the induction hypothesis, the left-hand side of the expression above lies in the
subalgebra generated by the elements (3.131), hence so does the right-hand side,
which we henceforth denote RHS. Clearly, RHS ∈ B+µ , and it can therefore be
expressed as a sum of products of the simple and imaginary generators:
RHS =
∑
r
αru · pµlδ,r + sum of products of more than one generator of B+µ
By the induction hypothesis, all products of more than one simple or imaginary
generator lie in the subalgebra generated by the elements (3.131). We conclude that
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r α
r
u ·pµlδ,r also does, for all u ∈ {1, ..., n}, hence so does each pµlδ,r (the matrix αru
has full rank, as shown in the last paragraph of the proof of Theorem 4.5 of [17]).

4. The shuffle algebra with spectral parameters
4.1. We will now generalize the construction of Section 2 by allowing the coeffi-
cients of matrices in End(V ⊗k) to be rational functions. We will recycle all the
notations from Section 2, so fix a basis of a n–dimensional vector space V , and let:
(4.1) R(x) ∈ EndQ(q)(V ⊗ V )(x)
be given by formula (3.87). For a parameter q, we define:
(4.2) R˜(x) = R21
(
1
xq2
)
∈ EndQ(q,q)(V ⊗ V )(x)
It is well-known that R(x) satisfies the Yang-Baxter equation with parameter:
(4.3) R12
(
z1
z2
)
R13
(
z1
z3
)
R23
(
z2
z3
)
= R23
(
z2
z3
)
R13
(
z1
z3
)
R12
(
z1
z2
)
and it is easy to show that R˜(z) satisfies the following analogue of (2.2)–(2.3):
(4.4) R˜21
(
z2
z1
)
R˜31
(
z3
z1
)
R23
(
z2
z3
)
= R23
(
z2
z3
)
R˜31
(
z3
z1
)
R˜21
(
z2
z1
)
(4.5) R12
(
z1
z2
)
R˜31
(
z3
z1
)
R˜32
(
z3
z2
)
= R˜32
(
z3
z2
)
R˜31
(
z3
z1
)
R12
(
z1
z2
)
Finally, we note that the R–matrix (4.1) is (almost) unitary, in the sense that:
(4.6) R12(x)R21
(
1
x
)
= f(x) · IdV⊗V
where:
(4.7) f(x) =
(1− xq2)(1− xq−2)
(1− x)2
It is easy to see that “half” of the rational function f(x) could have been absorbed
in the definition of R(x), but we will prefer our current conventions.
4.2. We will represent elements of End(V ⊗k)(z1, ..., zk) as braids on k strands.
The only difference between the present setup and that of Section 2 is that each
strand carries not only a label i ∈ {1, ..., k} but also a variable zi. With this in
mind, we make the convention that the endomorphism corresponding to a positive
crossing of strands labeled i and j, endowed with variables zi and zj respectively,
is:
Rij
(
zi
zj
)
Because of (4.2), we can represent both R and R˜ as crossings of braids of the same
kind (i.e. we do not need the dichotomy of straight strands versus squiggly strands,
of Subsection 2.2) if we remember to change the variable on one of our strands. We
will always write the variable next to every braid. For example, the braids:
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Figure 11. Braids decorated with variables
represent the following compositions ∈ End(V ⊗2)(z1, z2):
R12
(
z1
z2
)
A1(z1)R˜12
(
z1
z2
)
B2(z2) and A2(z2)R˜21
(
z2
z1
)
B1(z1)R21
(
z2
z1
)
respectively. The variable does not change along a strand, except at a box.
4.3. We make an unusual convention on residues of rational functions, by stipu-
lating that (α− x)−1 has residue 1 at x = α (instead of the more usual −1). With
this in mind, note that R(x) has a pole at x = 1, with residue (q−q−1) ·(12). Thus:
(4.8) Res
x=q−2
R˜(x) = (q−1 − q) · (12) ∈ EndQ(q,q)(V ⊗ V )
where (12) denotes the permutation operator of the two factors. Pictorially, the
endomorphism (4.8) will be represented by two black dots indicating a color change
(recall that the color encodes the index ∈ {1, ..., k} of a strand) between two strands:
Figure 12. Black dots can slide past arbitrary strands
The equality of braids depicted in Figure 12 means that one can move the black
dots as far left or as far right as we wish, no matter how many other strands we
pass over or under. Explicitly, the equality depicted above reads:
(q−1 − q)(12) ·Ri2
(
zi
y1
)
R−11j
(
y2
zj
)
= Ri1
(
zi
y1
)
R−12j
(
y2
zj
)
· (q−1 − q)(12)
which is a true identity. Finally, we note that due to formula (4.6), we can always
change a crossing in a braid, at the cost of multiplying with the function (4.7):
Figure 13. Changing a crossing
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4.4. The following result is proved just like Proposition 2.4.
Proposition 4.5. Let A = A1...k(z1, ..., zk), B = B1...l(z1, ..., zl). The assignment:
(4.9) A ∗B =
a1<...<ak, b1<...<bl∑
{1,...,k+l}={a1,...,ak}unionsq{b1,...,bl}

1∏
i=k
l∏
j=1
Raibj
(
zai
zbj
)
︸ ︷︷ ︸
only if ai<bj

Aa1...ak(za1 , ..., zak)
 k∏
i=1
1∏
j=l
R˜aibj
(
zai
zbj
)Bb1...bl(zb1 , ..., zbl)

1∏
i=k
l∏
j=1
Raibj
(
zai
zbj
)
︸ ︷︷ ︸
only if ai>bj

yields an associative algebra structure on the vector space:
∞⊕
k=0
EndQ(q,q
1
n )
(V ⊗k)(z1, ..., zk)
with unit 1 ∈ EndQ(q,q 1n )(V
⊗0). We call (4.9) the “shuffle product”.
Proposition 4.6. The shuffle product above preserves the vector space:
A+big ⊂
∞⊕
k=0
EndQ(q,q
1
n )
(V ⊗k)(z1, ..., zk)
consisting of tensors X = X1...k(z1, ..., zk) which simultaneously satisfy:
• X = x(z1, ..., zk)∏
1≤i6=j≤k(zi − zjq2)
for some x ∈ EndQ(q,q 1n )(V
⊗k)[z±11 , ..., z
±1
k ].
• X is symmetric, in the sense that:
(4.10) X = Rσ · (σXσ−1) ·R−1σ
∀σ ∈ S(k), where Rσ = Rσ(z1, ..., zk) is any braid lift of the permutation σ, and:
σXσ−1 = Xσ(1)...σ(k)(zσ(1), ..., zσ(k))
Proof. The fact that the shuffle product (4.9) preserves the vector space of sym-
metric tensors is proved word-for-word like Proposition 2.6. Therefore, it remains
to prove that if A and B only have simple poles at zi = zjq
2, then A ∗ B has the
same property. Since Rab(z) has a simple pole at z = 1, a priori A ∗ B could have
simple poles at zi = zj , so it remains to show that the residues at these poles vanish.
Without loss of generality, we will prove the vanishing of the residue at z1 = zk.
We will show that any symmetric tensor X = X1...k(z1, ..., zk) with at most a
simple pole at z1 = zk is actually regular there. Since only the indices/variables 1
and k will play an important role in the following, we will use ellipses ... for the
indices/variables 2, ..., k− 1. Let us consider (4.10) in the particular case σ = (1k):
(4.11) − Y12...k−1,k(z1, z2, ..., zk−1, zk) ·Rσ = Rσ · Yk2...k−1,1(zk, z2, ..., zk−1, z1)
42 ANDREI NEGUT,
where Y (z1, ..., zk) = X(z1, ..., zk) · (z1 − zk) is regular at z1 = zk. We may choose:
Rσ = R12
(
z1
z2
)
...R1,k−1
(
z1
zk−1
)
R1k
(
z1
zk
)
R−1k,k−1
(
zk
zk−1
)
...R−1k2
(
zk
z2
)
Since the residue of R1k
(
z1
zk
)
at z1 = zk is (q− q−1) · (1k), the residue of (4.11) is:
−Y1...k(x, ..., x) ·R12
(
x
z2
)
...R1,k−1
(
x
zk−1
)
· (1k) ·R−1k,k−1
(
x
zk−1
)
...R−1k2
(
x
z2
)
=
= R12
(
x
z2
)
...R1,k−1
(
x
zk−1
)
· (1k) ·R−1k,k−1
(
x
zk−1
)
...R−1k2
(
x
z2
)
· Yk...1(x, ..., x)
(we wrote x = z1 = zk and canceled an overall scalar factor of q − q−1). We may
move the permutation (1k) to the very right of the equations above, obtaining:
−Y1...k(x, ..., x) ·R12
(
x
z2
)
...R1,k−1
(
x
zk−1
)
R−11,k−1
(
x
zk−1
)
...R−112
(
x
z2
)
· (1k) =
= R12
(
x
z2
)
...R1,k−1
(
x
zk−1
)
R−11,k−1
(
x
zk−1
)
...R−112
(
x
z2
)
· Y1...k(x, ..., x) · (1k)
After canceling all the R factors and the permutation operators (1k), we are left
with Y1...k(x, ..., x) = 0, which implies that X was regular at z1 = zk to begin with.

4.7. For a rational function X(z1, ..., zk) with at most simple poles, we let:
(4.12) Res
{z1=y,z2=yq2,...,zi=yq2(i−1)}
X
be the rational function in y, zi+1, ..., zk obtained by successively taking the residue
at z2 = z1q
2, then at z3 = z1q
4,..., then at zi = z1q
2(i−1) and finally relabeling the
variable z1  y. More generally, for any collection of natural numbers:
1 = c1 < c2 < ... < cu < cu+1 = k + 1
we will write:
Res
{zcs=ys,zcs+1=ysq2,...,zcs+1−1=ysq2(cs+1−cs−1)}∀s∈{1,...,u}
X
for the rational function in y1, .., yu obtained by applying the iterated residue (4.12)
construction for the groups of variables indexed by {c1, c1+1, ..., c2−1}, ..., {cu, cu+
1, ..., cu+1 − 1}. Moreover, we set:
k∏
i=1
xi =
∏
1≤i≤k
xi = x1x2...xk
1∏
i=k
xi =
∏
k≥i≥1
xi = xkxk−1...x1
for any collection of potentially non-commuting symbols x1, ..., xk.
Definition 4.8. Let A+ ⊂ A+big be the vector subspace of elements X such that for
any composition k = λ1 + ...+ λu we have (let λs = cs+1 − cs for all s):
(4.13) Res
{zcs=ys,zcs+1=ysq2,...,zcs+1−1=ysq2(λs−1)}∀s∈{1,...,u}
X =
= (q−1 − q)k−u
unordered pairs (s,d)6=(t,e)∏
with 1≤s,t≤u,1≤d<λs,1≤e<λt
f
(
ysq
2d
ytq
2e
)
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u≥s≥1
∏
s≤t≤u
(t,e) 6=(s,0)∏
1≤e<λt
Rcs,ct+e
(
ys
ytq
2e
) ·X(λ1,...,λu)c1...cu (y1, ..., yu)· ∏
1≤s≤u
∏
u≥t>s
∏
λt>e≥1
Rct+e,cs
(
ytq
2e
ysq2λs
)[ u∏
s=1
(
cs ... cs+1 − 2 cs+1 − 1
cs + 1 ... cs+1 − 1 cs
)]
for some X(λ1,...,λu) ∈ End(V ⊗u)(y1, ..., yu).
Pictorially, the RHS of (4.13) may be represented as follows:
Figure 14. The RHS of (4.13) for u = 2, λ1 = 4, λ2 = 3
Note the symbol “blue over blue” to the right of Figure 14. Given two colors
γ1 and γ2, placing γ1 over γ2 is a prescription that indicates that the braid in
question be multiplied by the product of f(y/y′), where y (respectively y′) goes
over all variables on strands whose left endpoint has color γ1 (respectively γ2), and
the leftmost endpoint with variable y is above the leftmost endpoint with variable y′.
Remark 4.9. We will call (4.13) the wheel conditions in the current matrix-
valued setting, because the E11 ⊗ ... ⊗ E11 coefficient of any X satisfying (4.13)
is a symmetric rational function in z1, ..., zk that satisfies the wheel conditions of [8].
Remark 4.10. Note that when k = 1, the wheel condition (4.13) is vacuous, but
it is already non-trivial for k = 2 (as opposed from the n = 1 case of loc. cit.)
Proposition 4.11. The vector subspace A+ of Definition 4.8 is preserved by the
shuffle product (and will henceforth be called the “shuffle algebra”).
Proof. Assume that two matrix-valued rational functions A and B in k and l vari-
ables, respectively, satisfy the wheel condition (4.13). To prove that their shuffle
product A ∗B also satisfies the wheel condition, we must take the iterated residue
of the right-hand side of (4.9) at:
zcs = ys, zcs+1 = ysq
2, ..., zcs+1−1 = ysq
2(λs−1)
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for any composition k+l = λ1 +...+λu. We will show that, at such a specialization,
each summand in the RHS of (4.9) has the form predicated in the RHS of (4.13),
so we henceforth fix a shuffle a1 < ... < ak, b1 < ... < bl. Because R˜(z) has a simple
pole at z = q−2, the only way such a shuffle can have a non-zero residue is if:
{a1, ..., ak} =
u⊔
s=1
{cs, cs + 1, ..., rs − 2, rs − 1}
{b1, ..., bl} =
u⊔
s=1
{rs, rs + 1, ..., cs+1 − 2, cs+1 − 1}
for some choice of rs ∈ {cs, ..., cs+1 − 1} for all s ∈ {1, ..., u}. We will indicate this
choice by using the following colors for the strands of our braids:
red for cs, blue for cs + 1, ..., rs − 1
purple for rs, green for rs + 1, ..., cs+1 − 1
With this in mind, the summand of (4.9) corresponding to our chosen shuffle is
represented by the following braid (to keep the pictures reasonable, we will only
depict the case u = 2, but the modifications that lead to the general case are
straightforward; although we only depict a single blue and green strand in each of
the u groups, the reader may obtain the general case by replacing each of them
with any number of parallel blue and green strands, respectively):
Figure 15.
The black dots in the middle of the braid appear because the variables on the braids
in question are set equal to each other in the iterated residue. By sliding the black
dots as far to the right as possible (which is allowed, due to Figure 12), we obtain:
Figure 16.
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One readily notices that certain pairs of braids are twisted twice around each other,
and these twists can be canceled up to a factor of f(y/y′) (due to the identity in
Figure 13), where y and y′ are the variables on the braids in question. Keeping
in mind that the variables on the red strands are modified to the right of the red
boxes, this yields the following braid:
Figure 17.
Note that the black dots on the right side of the braid above yield the same per-
mutation as the black dots on the right side of the braid in Figure 14, due to the
following identity:(
1 ... k − 1 k
2 ... k 1
)
= (12)(23)...(k − 1, k) = (1k)(1, k − 1)...(12)
in the symmetric group S(k). Therefore, the braid in Figure 17 is precisely of the
form predicated in the right-hand side of (4.13), which concludes our proof.

Proposition 4.12. For any X ∈ A+ and any composition k = λ1 + ... + λu, the
tensor Y = X(λ1,...,λu) that appears in (4.13) has at most simple poles at:
(4.14) ysq
2d − ytq−2 and ysq2d − ytq2λt
for all 1 ≤ s < t ≤ u and any 0 ≤ d < λs. Moreover, if λs = λt then:
(4.15) Y...,s,...t,...(..., ys, ..., yt, ...) = R(st) · Y...,t,...s,...(..., yt, ..., ys, ...) ·R−1(st)
for any braid lift R(st) = R(st)(y1, ..., yu) of the transposition (st).
Proof. Let us first prove the statement about the poles of Y . In the course of this
proof, all poles will be counted with multiplicities, in the sense that whenever we
refer to a “set of poles”, the reader should assume this means “multiset of poles”.
Because of the first bullet of Proposition 4.6, which determines the allowable poles
of X ∈ A+, the left-hand side of (4.13) has a simple pole at:
(4.16) ysq
2d − ytq2e±2 ∀ 1 ≤ s < t ≤ u, 0 ≤ d < λs, 0 ≤ e < λt
On the other hand, the right-hand side of (4.13) has a double pole at:
(4.17) ysq
2d − ytq2e ∀ 1 ≤ s < t ≤ u, 1 ≤ d < λs, 1 ≤ e < λt
because of the f factors, and a simple pole at:
(4.18)
{
ys − ytq2e, and
ysq
2λs − ytq2e
∀ 1 ≤ s < t ≤ u, 1 ≤ e < λt
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because of the simple pole of R(z) at z = 1. Eliminating the multiset of poles in
(4.17) and (4.18) from the multiset of poles in (4.16) yields the allowable poles
of Y (y1, ..., yu), and it is elementary to see that they are precisely of the form (4.14).
As for (4.15), we will prove it pictorially. To keep the pictures legible, we will only
show the case s = 1, t = u = 2, but the interested reader may easily generalize the
argument. Because of property (4.10), the tensor X(y1, y1q
2, ..., y2, y2q
2, ...) (which
is represented by a braid akin to Figure 14) is also equal to the following braid:
Figure 18.
(we ignore the scalar-valed rational functions f in the diagrams above, as they
commute with all the braids involved). The braid called Rσ interchanges the two
collections of λs = λt braids corresponding to the variables ysq
2∗ and ytq2∗. Al-
though we could choose the crossings of Rσ arbitrarily, the choice we make above
is that the two red strands cross above all other ones, then the two blue strands
next to the red strands cross above all remaining ones, then the two blue strands
next to the previous blue strands cross etc. In virtue of Figure 12, we may move
the black dots to the very right of the picture above, obtaining the braid below:
Figure 19.
Then we pull the red strands as far up as possible, and notice that the blue strands
are all unlinked, thus yielding the braid in Figure 20 below.
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Figure 20.
The red strands in Figure 20 correspond to the endomorphism:
R(st) · (st)Y (st) ·R−1(st) ∈ End(V ⊗2)(ys, yt)
which we may equate with Y due to the braid equivalences described above.

4.13. The shuffle algebra A+ has a “vertical” and a “horizontal” grading:
N 3 vdeg f(z1, ..., zk)Ei1j1 ⊗ ...⊗ Eikjk = k(4.19)
Zn 3 hdeg f(z1, ..., zk)Ei1j1 ⊗ ...⊗ Eikjk = (hom deg f)δ +
k∑
a=1
degEiaja(4.20)
where δ = (1, ..., 1) and the grading on End(V ) is defined by:
(4.21) degEij = −[i; j)
We will find it convenient to extend the notation Eij to all i, j ∈ Z, according to:
(4.22) Eij = Ei¯j¯z
b i−1n c−b j−1n c ∈ End(V )[z±1]
where i¯ denotes the residue class of i in the set {1, ..., n}.10 Then the grading (4.20)
makes sense for arbitrary integer indices Eiaja , and formula (4.21) also makes sense
for all integers i, j. We will denote the graded pieces of the shuffle algebra by:
A+ =
∞⊕
k=0
Ak, Ak =
⊕
d∈Zn
Ad,k
and refer to (d, k) as the degree of homogeneous elements. Finally, we write:
|d| = d1 + ...+ dn
for any d = (d1, ..., dn) ∈ Z and refer to the number:
(4.24) µ =
|(hom deg f)δ +∑ka=1 degEiaja |
k
∈ Q
10More generally, we will extend the notation above to a k–fold tensor, by the rule:
(4.23) Ei1j1 ⊗ ...⊗ Eikjk = Ei¯1 j¯1 ⊗ ...⊗ Ei¯k j¯kz
⌊
i1−1
n
⌋
−
⌊
j1−1
n
⌋
1 ...z
⌊
ik−1
n
⌋
−
⌊
jk−1
n
⌋
k
as elements of End(V ⊗k)[z±11 , ..., z
±1
k ]
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as the slope of the matrix-valued rational function f(z1, ..., zk)Ei1j1 ⊗ ... ⊗ Eikjk .
We will consider the partial ordering on Zn given by:
(4.25) (d1, ..., dn) ≤ (d′1, ..., d′n) if
{
dn < d
′
n or
dn = d
′
n and
∑n−1
i=1 di ≤
∑n−1
i=1 d
′
i
5. The extended shuffle algebra with spectral parameter
5.1. We will now replicate the construction of Subsection 2.7 in the situation of
the R–matrix with spectral parameter (3.87).
Definition 5.2. Consider the extended shuffle algebra:
A˜+ =
〈
A+, s[i;j)
〉i≤j
1≤i≤n
/
relations (5.1) and (5.2)
In order to concisely state the relations, it makes sense to package the new genera-
tors s[i;j) into the following matrix-valued generating function:
S(x) =
d=0 only if i≤j∑
1≤i,j≤n, d≥0
s[i;j+nd) ⊗ Eij
xd
∈ A˜+ ⊗ End(V )[[x−1]]
We impose the following analogues of relations (2.16) and (2.19):
(5.1) R
(
x
y
)
S1(x)S2(y) = S2(y)S1(x)R
(
x
y
)
(5.2) X · S0(y) = S0(y) ·
Rk0
(
zk
y
)
...R10
(
z1
y
)
f
(
zk
y
)
...f
(
z1
y
) XR˜10(z1
y
)
...R˜k0
(
zk
y
)
for any X = X1...k(z1, ..., zk) ∈ A+ ⊂ A˜+.
Note that the grading on A+ extends to one on A˜+, by setting:
deg s[i;j) = ([i; j), 0) ∈ Zn × N
5.3. We may also consider the elements t[i;j) ∈ A˜+ defined by (3.106), where:
(5.3) T (x) =
d=0 only if i≤j∑
1≤i,j≤n, d≥0
t[i;j+nd) ⊗ Eij
xd
Then it is a straightforward computation (which we leave as an exercise to the
interested reader) to see that (5.1), (5.2) imply analogues of (2.17), (2.18), (2.20):
(5.4) T1(x)T2(y)R
(
x
y
)
= R
(
x
y
)
T2(y)T1(x)
(5.5) T1(x)R˜
(
x
y
)
S2(y) = S2(y)R˜
(
x
y
)
T1(x)
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(5.6) T0(y) ·X = R˜0k
(
y
zk
)
...R˜01
(
y
z1
)
X
R01
(
y
z1
)
...R0k
(
y
zk
)
f
(
y
z1
)
...f
(
y
zk
) · T0(y)
Therefore, we conclude that the series S(x) and T (x) satisfy the same relations as
in Definition 2.8 (modified in order to account for the variables zi), even though
the s’s and the t’s are not independent of each other anymore. We will write:
s−1[i;i) = ψi = t[i;i)
and note that formulas (5.1) imply that:
(5.7) ψiψj = ψjψi
(5.8) ψsX = q
−〈hdeg X,ςs〉Xψs
∀X ∈ A˜+, where 〈·, ·〉 is the bilinear form on Zn given by 〈ςi, ςj〉 = δji − δj−1i .
5.4. Consider the following topological coproduct on the algebra A˜+, which is the
natural analogue of the coproduct studied in Proposition 2.9:
(5.9) ∆(S(x)) = (1⊗ S(x)) · (S(x)⊗ 1)
(hence ∆(T (x)) = (T (x)⊗ 1) · (1⊗ T (x)) by (3.106)) and:
(5.10) ∆(X1...k) =
k∑
i=0
(Sk(zk)...Si+1(zi+1)⊗ 1)·
·
X1...i (z1, ..., zi)⊗Xi+1...k (zi+1, ..., zk)∏
1≤u≤i<v≤k f
(
zu
zv
)
 · (Ti+1(zi+1)...Tk(zk)⊗ 1)
for all X1...k(z1, ..., zk) ∈ A+ ⊂ A˜+. The fact that ∆ defined above gives rise to a
coasociative coalgebra structure which respects the algebra structure is proved by
analogy with Proposition 2.9, and we leave the details to the interested reader.
Remark 5.5. Because S(x) is a power series in x, the coproduct defined above
takes values in a completion of A˜+ ⊗ A˜+. Specifically, to make sense of the second
line of (5.10), we must expand the rational function:
X1...k (z1, ..., zk)∏
1≤u≤i<v≤k f
(
zu
zv
)
for z1, ..., zi  zi+1, ..., zk, then collect all tensors of the form X1...i(z1, ..., zi) to
the left of ⊗, and all tensors of the form Xi+1,...,k(zi+1, ..., zk) to the right of ⊗.
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5.6. Given X ∈ A, we will represent its degree degX = (d, k) on a 2 dimensional
lattice, via the projection (d, k) (|d|, k), and hence assign to X the lattice point
(|d|, k). Similarly, we will assign to the tensor X1 ⊗X2 the two-segment path:
q q q q q q qq q q q q q q
q q q q q q qq q q q q q q





1
XXX
XXX
XXy
(0, 0)
(|d1 + d2|, k1 + k2)
(|d2|, k2)
FIGURE 21. The hinge of a tensor
The intersection of the arrows, namely (|d2|, k2), is called the hinge of X1 ⊗X2.
Definition 5.7. Let µ ∈ Q. We let A+≤µ ⊂ A+ be the set of those X such that:
(5.11) ∆(X) = ∆µ(X) + (anything)⊗ (slope < µ)
where ∆µ(X) consists only of summands X1 ⊗ X2 with slope X2 = µ, as in
(4.24). In terms of the pictorial definitions of hinges above, X ∈ A+≤µ if and only
if all summands in ∆(X) have hinge at slope |d|/k ≤ µ as measured from the origin.
It is easy to see that A+≤µ is a vector space. Let us define its graded pieces:
(5.12) A≤µ|k = A+≤µ ∩ Ak, A≤µ|d,k = A+≤µ ∩ Ad,k
and note that A≤µ|d,k 6= 0 only if |d| ≤ kµ.
Proposition 5.8. For any µ ∈ Q, the subspace A+≤µ is a subalgebra of A+, and:
∆µ(X ∗ Y ) = ∆µ(X) ∗∆µ(Y )
for all X,Y ∈ A+≤µ. We call A+≤µ a slope subalgebra.
Proof. Note that degree is multiplicative, i.e. (assume the LHS is non-zero):
deg
(
f(z1, ..., zk)Ei1j1 ⊗ ...⊗ Eikjk
)(
f ′(z1, ..., zk)Ei′1j′1 ⊗ ...⊗ Ei′kj′k
)
=
= deg f(z1, ..., zk)Ei1j1 ⊗ ...⊗ Eikjk + deg f ′(z1, ..., zk)Ei′1j′1 ⊗ ...⊗ Ei′kj′k
Therefore, if ∆(X) = X1 ⊗X2 and ∆(Y ) = Y1 ⊗ Y2 with slope X2, slope Y2 ≤ µ,
then slope X2Y2 ≤ µ. Since ∆(XY ) = X1Y1 ⊗X2Y2, this implies the conclusion.

5.9. Our reason for introducing the slope subalgebras is that {A≤µ|d,k}µ∈Q yield
a filtration of Ad,k by finite-dimensional vector spaces.
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Lemma 5.10. The dimension of A≤µ|d,k as a vector space over Q(q, q 1n ) is at most
the number of unordered collections:
(5.13) (i1, j1, λ1), ..., (iu, ju, λu)
where:
• λs ∈ N with
∑u
s=1 λs = k
• (is, js) ∈ Z2(n,n)Z with
∑u
s=1[is; js) = d
• js − is ≤ µλs for all s ∈ {1, ..., u}
In (5.73), we will show that the dimension of A≤µ|d,k is in fact equal to the number
of unordered collections (5.13). The argument below follows that of [8, 15, 16].
Proof. To any partition λ = (λ1 ≤ ... ≤ λu) of k ∈ N, we associate the linear map:
A≤µ|d,k ϕλ−→ End(V ⊗u)(y1, ..., yu)
X  X(λ1,...,λu) of (4.13)
Consider the dominance ordering λ′ > λ on partitions, and define:
Aλ≤µ|d,k =
⋂
λ′>λ
Ker ϕλ′
Since A(k)≤µ|d,k = A≤µ|d,k, then the desired bound on dimA≤µ|d,k would follow from:
(5.14) dimϕλ
(
Aλ≤µ|d,k
)
≤ #
{
unordered (i1, j1), ..., (iu, ju) ∈ Z
2
(n, n)Z
,
such that
u∑
s=1
[is; js) = d and js − is ≤ µλs for all s ∈ {1, ..., u}
}
11 for any λ = (λ1 ≤ ... ≤ λu). By Proposition 4.12, any Y ∈ Im ϕλ is of the form:
Y (y1, ..., yu) ∈ End(V
⊗u)[y±11 , ..., y
±1
u ]∏
1≤s<t≤u
∏λs−1
d=0 (ysq
2d − ytq−2)(ysq2d − ytq2λt)
However, if Y = ϕλ(X) for some X ∈ Aλ≤µ|d,k, we claim that Y is a Laurent
polynomial. Indeed, let us show that Y is regular at ysq
2d − ytq−2. We have:
(5.15) Res
ysq2d=ytq−2
(
Res
{zcr=yr,...,zcr+1−1=yrq2(λr−1)}∀r∈{1,...,u}
X
)
=
= Res
ytq2d=ysq−2
(
Res
{zcr=yr,...,zcr+1−1=yrq2(λ
′
r−1)}∀r∈{1,...,u}
X
)
where λ′ is obtained from λ by replacing λs and λt by λs−d−1 and λt+d+1. The
right-hand side of the expression above vanishes because X ∈ Aλ≤µ|d,k and λ′ > λ.
11Above, the word “unordered” means that we identify pairs (ia, ja) = (ib, jb) iff λa = λb
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Similarly, one can show that the residue of Y vanishes at ysq
2d − ytq2λt for any
s < t and 0 ≤ d < λs and this precisely implies that Y is a Laurent polynomial:
(5.16) Y (y1, ..., yu) =
h1,...,hu∈Z∑
1≤α1,β1,...,αu,βu≤n
coefficient · yh11 ...yhuu Eα1β1 ⊗ ...⊗ Eαuβu
Since the matrices R and R˜ have total degree 0, the horizontal degree of Y is equal
to that of X, namely d, so we conclude that the only summands with non-zero
coefficient in (5.16) satisfy:
(h1 + ...+ hu)δ + degEα1β1 + ...+ degEαuβu = d
Finally, the slope condition on X implies an analogous slope condition on Y : in
each variable ys, we have:
nhs + αs − βs ≤ µλs
Therefore, the number of coefficients that one gets to choose in (5.16) is at most
the number of collections (js = αs + nhs, is = βs) satisfying the conditions in the
right-hand side of (5.14). The reason why we need to take unordered collections is
the symmetry property of Y proved in Proposition 4.12.

5.11. The defining property (4.13) of the shuffle algebra allows us to associate to
X = X1...k(z1, ..., zk) ∈ A+ the matrix-valued power series X(k)(y) ∈ End(V )[y±1].
Proposition 5.12. For any A ∈ Ad,k and B ∈ Ae,l, we have:
(5.17) (A ∗B)(k+l)(y) = A(k)(y)B(l)(y)q2ken
where en is the last component of the vector e = (e1, ..., en) ∈ Zn.
Proof. The proof is precisely the u = 1 case of the proof of Proposition 4.11, since
the equality of braids therein indicates the fact that:
(5.18) (A ∗B)(k+l)(y) = A(k)(y)B(l)(yq2k)
The fact that B ∈ Ae,l implies the homogeneity property:
B(z1ξ, ..., zkξ) = ξ
enB(z1, ..., zk)
Since R–matrices are invariant under rescaling variables, the rational function
B(l)(y) of (4.13) also satisfies B(l)(yξ) = ξenB(l)(y). Then (5.18) implies (5.17).

For all (i, j) ∈ Z2(n,n)Z , define the linear maps:
(5.19)
∞⊕
k=0
A[i;j),k
α[i;j)−→ Q(q, q 1n )
X1...k(z1, ..., zk)
α[i;j)−→ coefficient of Eji in X(k)(y)(1− q2)kq
k(i−j)+(j−i)+k−2ki¯
n
(recall that Eij =
Ei¯j¯
yb j−1n c−b i−1n c
). As a consequence of Proposition 5.12, we have:
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Corollary 5.13. For any k, l ∈ N and (i, j) ∈ Z2(n,n)Z , we have:
(5.20) α[i;j)(A ∗B) = α[s;j)(A)α[i;s)(B) · q
k(s−i)−l(j−s)
n
whenever degA = ([s; j), k) and degB = ([i; s), l) for some s between i and j. If
such an s does not exist, then the RHS of (5.20) is set equal to 0, by convention.
Proof. The corollary is an immediate consequence of (5.17) and (5.19). The only
thing we need to check is that the power of q is the same in the left as in the
right-hand sides of (5.20), which happens due to the elementary identity:
q
(k+l)(i−j)−2(k+l)i¯
n = q
k(s−j)−2ks
n q
l(i−s)−2l¯i
n q−2k(b s−1n c−b i−1n c)q k(s−i)−l(j−s)n
since if e = [i; s), then en =
⌊
s−1
n
⌋− ⌊ i−1n ⌋.

5.14. Let Bµ|d = A≤µ|d, |d|µ . Particular importance will be given to the subalgebra:
(5.21) B+µ =
|d|∈µN⊕
d∈Zn
Bµ|d
As a consequence of Proposition 5.8, the leading order term ∆µ of (5.11) restricts
to a coproduct on the enhanced subalgebra:
(5.22) B≥µ =
〈
B+µ , ψ±1s
〉
s∈{1,...,n}
/
relations (5.7), (5.8)
Lemma 5.15. If X ∈ B+µ is primitive with respect to the coproduct ∆µ, and:
(5.23) α[i;j)(X) = 0
for all (i, j) ∈ Z2(n,n)Z such that degX ∈ [i; j)× N, then X = 0.
Proof. The assumption X ∈ B+µ implies that degX = (d, k) with:
(5.24) |d| = µk
As we observed in the proof of Lemma 5.10, it suffices to show that ϕλ(X) = 0 for
all partitions λ, which we will do in reverse dominance order of the partition λ. The
base case is when λ = (k), which is satisfied because ϕ(k)(X) = 0 is precisely the
content of the assumption (5.23). For a general partition λ 6= (k), we may invoke
the induction hypothesis to conclude that ϕλ′(X) = 0 for all partitions λ
′ > λ, and
in this case ϕλ(X) takes the form of (5.16). However, the fact that X is a primitive
element requires every summand appearing in the RHS of (5.16) to satisfy:
nhs + αs − βs < µλs
for all 1 ≤ s ≤ u (we have u = l(λ) > 1, since we are dealing with the case λ 6= (k)).
However, relation (5.24) forces the following identity:
u∑
s=1
(nhs + αs − βs) = µk = µ
u∑
s=1
λs
This yields a contradiction, hence ϕλ(X) = 0, thus completing the induction step.

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5.16. We will now construct particular elements of B+µ , which together with
Lemma 5.10 will yield a PBW basis of the shuffle algebra, leading to the proof of
Theorem 1.5. Consider the following notion of symmetrization, analogous to (2.8):
(5.25) Sym X =
∑
σ∈S(k)
Rσ ·Xσ(1)...σ(k)(zσ(1), ..., zσ(k)) ·R−1σ
where Rσ is the product of Rij
(
zi
zj
)
associated to any braid lift of σ. For instance:
(5.26) Rωk(z1, ..., zk) =
k−1∏
i=1
k∏
j=i+1
Rij
(
zi
zj
)
lifts the longest element ωk ∈ S(k). Consider the matrix-valued rational functions:
Q(x) = q−1
∑
1≤i,j≤n
(xq2)δi<j
1− xq2 Eij ⊗ Eji(5.27)
Q¯(x) = −q
∑
1≤i,j≤n
(xq2)δi≤j
1− xq2 Eij ⊗ Eji(5.28)
which have, up to scalar, the same simple pole and residue as R˜(x):
(5.29) q · Res
x=q−2
Q(x) = −q−1 · Res
x=q−2
Q¯(x) = (q−1 − q)−1 · Res
x=q−2
R˜(x) = (12)
(see formula (4.8)). Moreover, it is easy to check the following identity:
(5.30) Q(x) + Q¯(x) = R˜(x)−
∑
1≤i6=j≤n
Eii ⊗ Ejj
Proposition 5.17. For any (i, j) ∈ Z2(n,n)Z and µ ∈ Q such that k = j−iµ ∈ N, set:
(5.31) Fµ[i;j) = F
(k)
[i;j) := Sym Rωk(z1, ..., zk)
k∏
a=1
[
R˜1a
(
z1
za
)
...R˜a−2,a
(
za−2
za
)
Qa−1,a
(
za−1
za
)
E(a)sa−1saq
2sa
n
]
(5.32) F¯µ[i;j) = F¯
(k)
[i;j) := (−q2q
2
n )−k · Sym Rωk(z1, ..., zk)
k∏
a=1
[
R˜1a
(
z1
za
)
...R˜a−2,a
(
za−2
za
)
Q¯a−1,a
(
za−1
za
)
E
(a)
s′a−1s′a
q
2s′a
n
]
(recall (4.22)) where sa = j − dµae, s′a = j − bµac. Then Fµ[i;j), F¯µ[i;j) ∈ B+µ , and:
∆µ
(
Fµ[i;j)
)
=
∑
s∈{i,...,j}
Fµ[s;j)
ψi
ψs
⊗ Fµ[i;s)(5.33)
∆µ
(
F¯µ[i;j)
)
=
∑
s∈{i,...,j}
ψs
ψj
F¯µ[i;s) ⊗ F¯µ[s;j)(5.34)
where we set Fµ[i;j) = F¯
µ
[i;j) = 0 if
j−i
µ /∈ N.
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Proof. Note that if Q, Q¯ were replaced by R˜ in formulas (5.31), (5.32), then the
right-hand sides of the aforementioned formulas would precisely equal:
(5.35) Es0s1q
2s1
n ∗ ... ∗ Esk−1skq
2sk
n and Es′0s′1q
2s′1
n ∗ ... ∗ Es′k−1s′kq
2s′
k
n
The fact that the shuffle elements (5.35) satisfy the wheel conditions is simply a
consequence of iterating Proposition 4.11 a number of k − 1 times. As far as the
elements Fµ[i;j), F¯
µ
[i;j) are concerned, the fact that they satisfy the wheel conditions
is proved similarly with the fact that (5.35) satisfies the wheel conditions: this
is because Proposition 4.11 uses the fact that Resx=q−2R˜(x) is a multiple of the
permutation matrix, and we have already seen in (5.29) that the residues of Q(x),
Q¯(x), R˜(x) are the same up to scalar. We leave the details to the interested reader.
Let us prove that the shuffle elements (5.31) and (5.32) lie in B+µ . We will only
prove the former case, since the latter case is analogous. We have:
(5.36) F := Fµ[i;j) = Sym Rωk(z1, ..., zk)X1...k(z1, ..., zk)
where X is the expression on the second line of (5.31). For any l ∈ {0, ..., k} we
need to look at the first l tensor factors of Sym RωkX and isolate the terms of
minimal |hdeg|. If Y is a k–tensor, we will henceforth use the phrase “initial degree
of Y ” instead of “total |hdeg| of the first l factors of Y ”. Because:
lim
x→0
Rab(x) =
n∑
i,j=1
qδ
j
iE
(a)
ii ⊗ E(b)jj +
∑
i>j
(q − q−1)E(a)ij ⊗ E(b)ji(5.37)
lim
x→∞Rab(x) =
n∑
i,j=1
q−δ
j
iE
(a)
ii ⊗ E(b)jj −
∑
i<j
(q − q−1)E(a)ij ⊗ E(b)ji(5.38)
for all indices a and b, we obtain the following easy (but very useful) fact:
Claim 5.18. For any 1 ≤ a 6= b ≤ k, multiplying a k–tensor Y by:
Rab
(
za
zb
)
or R˜ab
(
za
zb
)
or Qab
(
za
zb
)
or Q¯ab
(
za
zb
)
(either on the left or on the right) cannot decrease the minimal initial degree of Y .
Therefore, it suffices to compute the minimal initial degree of:
(5.39) Xσ(1)...σ(k)(zσ(1), ..., zσ(k)) =
k∏
a=1
[
R˜σ(1)σ(a)
(
zσ(1)
zσ(a)
)
...R˜σ(a−1),σ(a)
(
zσ(a−1)
zσ(a)
)
Qσ(a−1),σ(a)
(
zσ(a−1)
zσ(a)
)
E(σ(a))sa−1saq
2sa
n
]
for any permutation σ of {1, ..., k}. Claim 5.18 implies that the minimal initial
degree (henceforth denoted “m.i.d.”) comes from the various Esa−1sa factors:
(5.40) m.i.d. of (5.39) =
∑
a∈A
(sa−1 − sa) + #
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where A = {σ−1(1), ..., σ−1(l)} and the number # counts those a ∈ A such that
a−1 /∈ A. This number must be added to the minimal initial degree because Q(∞)
has 0 on the diagonal, by definition. It is elementary to show that:
(5.41) RHS of (5.40) =
∑
a∈A
(dµae − dµ(a− 1)e) + # ≥
t∑
s=1
(dµβse − bµαsc)
if A splits up into consecutive blocks of integers:
(5.42) A = {α1 + 1, ..., β1, α2 + 1, ..., β2, ..., αt + 1, ..., βt}
with 0 ≤ α1, while βs < αs+1 for all s, and βt ≤ k. Since:
(5.43) RHS of (5.41) ≥ µ
t∑
s=1
(βs − αs) = µ ·#A = µl
we conclude that F ∈ A+≤µ. Because |hdeg F | = j−i and vdeg F = k, then F ∈ B+µ .
Moreover, the terms of minimal initial degree in F correspond to those situations
where we have equality in all the inequalities above, and these require µl ∈ Z and:
A = {1, ..., l}
Let us now compute the summands which achieve the minimal initial degree in:
(5.44) RωkX = Rωl(z1, ..., zl)
[
R1,l+1
(
z1
zl+1
)
...Rl,k
(
zl
zk
)]
::::::::::::::::::::::::::
Rωk−l(zl+1, ..., zk)E
(1...l)
s0|...|sl
[
R˜1,l+1
(
z1
zl+1
)
...Ql,l+1
(
zl
zl+1
)
...R˜l,k
(
zl
zk
)]
::::::::::::::::::::::::::::::::::::::::
E
(l+1...k)
sl|...|sk
where the notation E
(u...v)
cu−1|cu|...|cv−1|cv is shorthand for:
(5.45)
v∏
a=u
[
R˜ua
(
zu
za
)
...R˜a−2,a
(
za−2
za
)
Qa−1,a
(
za−1
za
)
E(a)ca−1caq
2ca
n
]
If the terms with the squiggly red underline were not present in (5.44), then we
would conclude that the terms of minimal initial degree would be precisely:
(5.46) m.i.d. RωkX = RωlE
(1...l)
s0|...|sl ⊗Rωk−lE
(l+1...k)
sl|...|sk
and upon symmetrization, this would almost imply (5.33). However, we must deal
with the contribution of the terms with the squiggly red underline. As we have seen
in the discussion above (specifically (5.37) and (5.38)), these factors only contribute
a diagonal matrix to the terms of minimal initial degree. Specifically, if:
E
(1...l)
s0|...|sl =
n∑
xa,ya=1
coefficient · Ex1y1 ⊗ ...⊗ Exlyl ⊗ 1⊗k−l
E
(l+1...k)
sl|...|sk =
n∑
xa,ya=1
coefficient · 1⊗l ⊗ Exl+1yl+1 ⊗ ...⊗ Exkyk
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(above, yl = sl = xl+1 in all summands with non-zero coefficient) then the terms of
minimal initial degree in RωkX yield the following value for the coproduct (5.11):
∆µ(RωkX) =
n∑
xa,ya=1
ψ−1xl+1 ...ψ
−1
xk
q
∑1≤a≤l
l<b≤k δ
xb
xa︸ ︷︷ ︸
first squiggle
Rωl(Ex1y1 ⊗ ...⊗ Exlyl ⊗ 1⊗k−l)
ψyl+1 ...ψyk q
−∑1≤a≤l
l<b≤k δ
xb
ya︸ ︷︷ ︸
second squiggle
Rωk−l(1
⊗l ⊗ Exl+1yl+1 ⊗ ...⊗ Exkyk) · coefficient
where the various ψ±1a factors arise from the diagonal terms of the series S(x), T (x)
(see (5.10), (5.11)). Using (5.8), we may move the product of ψ’s on the left to join
the product of ψ’s in the middle, at the cost of cancelling the powers of q:
(5.47) ∆µ(RωkX) =
n∑
xa,ya=1
coefficient ·
Rωl(Ex1y1 ⊗ ...⊗ Exlyl ⊗ 1⊗k−l)
ψyk−l+1 ...ψyk
ψxk−l+1 ...ψxk
Rωk−l(1
⊗l ⊗ Exl+1yl+1 ⊗ ...⊗ Exkyk)
As a consequence of the following straightforward claim:
Claim 5.19. The quantity (5.45) is a sum of tensors Exuyu ⊗ ...⊗ Exvyv where:
#{xu ≡ r mod n} −#{yu ≡ r mod n} = δrcu−1 − δrcv
for any r ∈ Z/nZ.
we may rewrite (5.47) as:
∆µ(RωkX) = RωlE
(1...l)
s0|...|sl
ψsk
ψsl
⊗Rωk−lE(l+1...k)sl|...|sk
Upon symmetrization with respect to those permutations σ ∈ S(k) which preserve
the set {1, ..., l}, this yields precisely (5.33).

5.20. According to Lemma 5.15, the elements Fµ[i;j), F¯
µ
[i;j) ∈ B+µ are completely
determined by the coproduct relations (5.33) and (5.34), together with their value
under the linear functionals (5.19). Let us therefore compute the latter:
Proposition 5.21. For any (i, j) ∈ Z2(n,n)Z and µ ∈ Q such that j−iµ ∈ N, we have:
α[u;v)
(
Fµ[i;j)
)
= δ
(i,j)
(u,v)(1− q2)q
gcd(k,j−i)
n(5.48)
α[u;v)
(
F¯µ[i;j)
)
= δ
(i,j)
(u,v)(1− q−2)q−
gcd(k,j−i)
n(5.49)
for any (u, v) ∈ Z2(n,n)Z such that [u; v) = [i; j).
Proof. Recall that F = Fµ[i;j) is given by the symmetrization (5.36), namely:
F =
∑
σ∈S(k)
Rσ · σ
(
Rωk · second line of (5.31)
)
σ−1 ·R−1σ
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where Rσ is an arbitrary braid which lifts the permutation σ. Of the k! summands
in the right-hand side, only the one corresponding to the identity permutation is
involved in the iterated residue of F at zk = zk−1q2,..., z2 = z1q2, hence we obtain:
(5.50) Res
{z1=y,z2=yq2,...,zk=yq2k−2}
F = Rωk(y, yq
2, ..., yq2k−2)
k∏
a=1
[
R˜1a
(
q2−2a
)
...R˜a−2,a
(
q−4
) · ( Res
x=q−2
Qa−1,a (x)
)
· E(a)sa−1saq
2sa
n
∣∣∣
za 7→yq2a−2
]
(as E
(a)
ij = E
(a)
i¯j¯
z
b i−1n c−b j−1n c
a , we must specialize za = yq
2a−2 in (5.50)). Note that:
Rωk(z1, ..., zk) =
k−1∏
a=1
k∏
b=a+1
Rab
(
za
zb
)
= R12
(
z1
z2
)
...R1k
(
z1
zk
) 3∏
b=k
2∏
a=b−1
Rab
(
za
zb
)
due to (4.3). Since R˜ is given by (4.2) and Res
x=q−2
Q(x) = q−1 · (12), we have:
LHS of (5.50) = q1−kR12
(
q−2
)
...R1k
(
q2−2k
) 3∏
b=k
2∏
a=b−1
Rab
(
q2a−2b
)
k∏
b=1
[
b−2∏
a=1
Rba
(
q2b−2a−2
) · (b− 1, b) · E(b)sb−1sbq 2sbn ∣∣∣zb 7→yq2b−2
]
If we move the permutations (b− 1, b) all the way to the right, then we obtain:
LHS of (5.50) = q1−kR12
(
q−2
)
...R1k
(
q2−2k
) 3∏
b=k
2∏
a=b−1
Rab
(
q2a−2b
)
k∏
b=3
[
b−2∏
a=1
Rb,a+1
(
q2b−2a−2
)] · k∏
b=1
E(1)sb−1sbq
2sb
n
∣∣∣
zb 7→yq2b−2
·
(
1 ... k
2 ... 1
)
(4.6)
=
= q1−k
∏
2≤a<b≤k
f
(
q2a−2b
) ·R12 (q−2) ...R1k (q2−2k) ·
· (Eji ⊗ 1⊗ ...⊗ 1)q
∑k
b=1(2b−2)
(⌊
sb−1−1
n
⌋
−
⌊
sb−1
n
⌋)
+
2sb
n ·
(
1 ... k
2 ... 1
)
With this in mind, (4.13) implies that:
F (k) = Eji · q
1−kq2
∑k
b=1
(⌊
sb−1
n
⌋
−
⌊
sk−1
n
⌋
+
sb
n
)
(q−1 − q)k−1 = Eji ·
q1−kq
∑k
b=1
2sb
n −2kb i−1n c
(q−1 − q)k−1
Given formula (5.19) and the elementary identity:
k∑
a=1
⌈
ad
k
⌉
=
dk + d+ k − gcd(d, k)
2
we conclude (5.48). Formula (5.49) is proved analogously.

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5.22. Let a ∈ Z and b ∈ N be coprime, set g = gcd(n, a) and:
(5.51) µ =
a
b
Recall the discussion in Subsection 3.22, in which the algebra:
(5.52) Eµ = Uq(g˙ln
g
)⊗g
was made to be Zn × Z graded, and its root vectors were indexed as:
(5.53) fµ[i;j), ∀(i, j) ∈
Z2
(n, n)Z
such that
j − i
µ
∈ N
Comparing (3.21) and (3.32) with (5.33) and (5.48), respectively, Lemma 3.41 im-
plies that there exists a bialgebra homomorphism:
(5.54) E+µ
Υµ−→ B+µ , fµ[i;j)  Fµ[i;j)
Lemma 5.10 for |d| = kµ implies that:
dimBµ|d ≤ #
{
partitions d = [i1; j1) + ...+ [iu; ju)
s.t. ja − ia ∈ µN, ∀a ∈ {1, ..., u}
}
The right-hand side above is precisely equal to the dimension of the algebra E+µ in
degree d, so Corollary 3.42 implies:
Proposition 5.23. For any µ ∈ Q, the map Υµ : E+µ → B+µ is an isomorphism.
5.24. Since B+µ is isomorphic to the algebra E+µ , we may present it instead in terms
of simple and imaginary generators (see Subsection 3.25 for the notation):
Pµ[i;j) = Υµ
(
pµ[i;j)
)
(5.55)
Pµlδ,r = Υµ
(
pµlδ,r
)
(5.56)
Since Υµ preserves the maps α[u;v), we have:
α[u;v)
(
Pµ[i;j)
)
= δ
(i,j)
(u,v)
α[u;u+nl)
(
Pµlδ,r
)
= δru mod g
for all (u, v) ∈ Z2(n,n)Z . By (5.48) and (5.49), the simple generators are given by:
(5.57) Pµ[i;j) =
Fµ[i;j)
q
1
n (1− q2) =
F¯µ[i;j)
q−
1
n (1− q−2)
if gcd(j − i, µ(j − i)) = 1, but we do not know a closed formula for the imaginary
generators (5.56). We will sometimes use the notation:
P
(k)
[i;j) = P
µ
[i;j), P
(k′)
lδ,r = P
µ
lδ,r
if j − i = µk, nl = µk′, in order to emphasize the fact that degP (k)d = (d, k). Set:
P
(k)
[i;j) = P
(k)
lδ,r
if j = i+ nl, gcd(k, j − i) = 1 and r ≡ i modulo n.
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Theorem 5.25. We have an algebra isomorphism:
(5.58) D+ Υ
+
∼= A+, p(k)[i;j) 7→ P (k)[i;j), p(k
′)
lδ,r 7→ P (k
′)
lδ,r
where D+ is the explicit algebra of Definition 3.26.
5.26. To prove Theorem 5.25, we need to show that the simple and imaginary
generators of B+µ satisfy the analogues of relations (3.73) and (3.74).
Proposition 5.27. Assume gcd(j − i, k) = 1, and consider the lattice triangle T :
q q q qq q q q
q q q qq q q q
q q q q
@
@
C
C
C
C
C
C
C
C
(0, 0)
(j − i, k)
µ
T
FIGURE 22. Two types of lattice triangles
or
q q q qq q q q
q q q qq q q q
q q q q








 
 
(0, 0)
(j − i, k)
µ
T
uniquely determined as the triangle of maximal area situated completely to the right
of the vector (j−i, k), which does not contain any lattice points inside. Let µ denote
the slope of one of the edges of T , as indicated in the pictures above. Then:
∆
(
P
(k)
[i;j)
)
= P
(k)
[i;j) ⊗ 1 +
ψi
ψj
⊗ P (k)[i;j) +
(
tensors with hinge strictly right of T
)
+
(5.59) +
∑
i≤u<v≤j

Fµ[v;j)
ψu
ψv
F¯µ[i;u) ⊗ P (•)[u;v) for the picture on the left
ψv
ψj
P
(•)
[u;v)
ψi
ψu
⊗ F¯µ[v;j)Fµ[i;u) for the picture on the right
where • = k − j−v+u−iµ .
Proof. Due to (5.57), we may replace all P ’s by F ’s in formula (5.59). We will
refine the proof of Proposition 5.17, so we will freely adapt the notations therein:
let F and X be given by (5.36). The summands of ∆(F ) with leftmost possible
hinge correspond to those tensors of minimal initial degree, which is:
(5.60) minimal initial degree of F ≥ x :=
t∑
s=1
(⌈
(j − i)βs
k
⌉
−
⌊
(j − i)αs
k
⌋)
(as in (5.41)) If we let y :=
∑t
s=1 βs − αs = #A, where A = {σ−1(1), ..., σ−1(l)},
then it is straightforward to see that the lattice point (x, y) lies on the boundary
or to the right of the lattice triangle T . This implies that all hinges of summands
of ∆(F ) lie on the boundary or to the right of the triangle T . The boundary cases
correspond to equality in (5.60), and they explicitly are:
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• for the picture on the left in Figure 22: A = {1, ..., β} unionsq {α + 1, ..., k} where
β < α have the property that µα, µβ ∈ Z
• for the picture on the right in Figure 22: A = {α + 1, ..., β} where α < β have
the property that µα, µβ ∈ Z
We will only treat the situation in the first bullet (i.e. in the picture on the left),
because that of the second bullet is analogous and will not be used in the present
paper. Recall that m.i.d. Y stands for the terms of minimal initial degree of a
k–tensor Y , i.e. the smallest value of the total |hdeg| of the first l tensor factors of
Y (for fixed l ≤ k). We will now show that the terms of minimal initial degree give
rise precisely to the tensors on the second line of (5.59). Explicitly, we have:
RωkX = Rωβ (z1, ..., zβ)
[
R1,β+1
(
z1
zβ+1
)
...Rβ,α
(
zβ
zα
)]
:::::::::::::::::::::::::::
Rωα−β (zβ+1, ..., zα)
[
R1,α+1
(
z1
zα+1
)
...Rβ,k
(
zβ
zk
)][
Rβ+1,α+1
(
zβ+1
zα+1
)
...Rα,k
(
zα
zk
)]
:::::::::::::::::::::::::::::
Rωk−α(zα+1, ..., zk)
E
(1...β)
s0|...|sβ
[
R˜1,β+1
(
z1
zβ+1
)
...Qβ,β+1
(
zβ
zβ+1
)
...R˜β,α
(
zβ
zα
)]
:::::::::::::::::::::::::::::::::::::::::::
E
(β+1...α)
sβ |...|sα
[
R˜1,α+1
(
z1
zα+1
)
...R˜β,k
(
zβ
zk
)][
R˜β+1,α+1
(
zβ+1
zα+1
)
...Qα,α+1
(
zα
zα+1
)
...R˜α,k
(
zα
zk
)]
::::::::::::::::::::::::::::::::::::::::::::::
E
(α+1...k)
sα|...|sk
where the symbol E
(u...v)
cu−1|...|cv is defined in (5.45). As we have seen in the latter part
of Proposition 5.17, the terms with the squiggly red underline contribute certain
powers of q to the minimal initial degree of RωkX. Specifically, let:
E
(1...β)
s0|...|sβ =
n∑
xa,ya=1
coefficient · Ex1y1 ⊗ ...⊗ Exβyβ ⊗ 1⊗α−β ⊗ 1⊗k−α
E
(β+1...α)
sβ |...|sα =
n∑
xa,ya=1
coefficient · 1⊗β ⊗ Exβ+1yβ+1 ⊗ ...⊗ Exαyα ⊗ 1⊗k−α
E
(α+1...k)
sα|...|sk =
n∑
xa,ya=1
coefficient · 1⊗β ⊗ 1α−β ⊗ Exα+1yα+1 ⊗ ...⊗ Exkyk
(we note that x1 = j, yβ = sβ = xβ+1, yα = sα = xα+1, yk = i in all summands
above that have non-zero coefficient). Then m.i.d. ∆(RωkX), which differs by
certain powers of ψ±1s from m.i.d. RωkX, is given by:
(5.61) m.i.d. ∆(RωkX) =
n∑
xa,ya=1
coefficient · ψ−1xβ+1 ...ψ−1xαRωβ
α<c≤k∏
1≤a≤β
Rac
(
za
zc
)
Rωk−α(Ex1y1⊗...⊗Exβyβ⊗1⊗k−β)
α<c≤k∏
1≤a≤β
R˜ac
(
za
zc
) (1⊗α⊗Exα+1+1,yα+1⊗...⊗Exkyk)
ψyβ+1 ...ψyα−1ψyα+1Rωα−β (1
⊗β ⊗ Exβ+1,yβ+1 ⊗ ...⊗ Exα,yα+1 ⊗ 1k−α)
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(−q−2) q
∑1≤a≤β
β<b≤α δ
xa
xb︸ ︷︷ ︸
first squiggle
q−
∑α<c≤k
β<b≤α δ
xc
xb︸ ︷︷ ︸
second squiggle
q−
∑1≤a≤β
β<b≤α δ
ya
xb︸ ︷︷ ︸
third squiggle
q
∑α≤c≤k
β<b≤α δ
xc
yb︸ ︷︷ ︸
fourth squiggle
q
∑β<b≤α
α<c≤k δ
xb
xc−δ
yb
yc︸ ︷︷ ︸
conjugation
Before we move on, we must explain three issues concerning the expression above:
the power of q labeled “conjugation”, why yα = xα+1 = sα were increased by 1, and
why the factor −q−2 arose. The first issue, namely the power of q, appeared from
the diagonal terms of arbitrary conjugation matrices Rσ and R
−1
σ as in (5.25), where
σ is any permutation which switches the variables {β + 1, ..., α} and {α + 1, ...k}
(this is because in the definition of the coproduct, the variables to the left of the
⊗ sign must all have smaller indices than the variables to the right of the ⊗ sign).
The latter two issues happened because of the presence of Qα,α+1(zα/zα+1) in the
fourth squiggle. Because Qα,α+1(∞) has 0 on the diagonal, its contribution of
minimal initial degree comes from the immediately off-diagonal terms, which are:
−q
−2δnt
q
∑
t
...⊗ 1⊗ Et,t+1 ⊗ Et+1,t ⊗ 1⊗ ...
Therefore, for any indices u and v, we have:
E(α)usα ·
(
−q
−2δnt
q
∑
t
E
(α)
t,t+1E
(α+1)
t+1,t
)
· E(α+1)sαv = (−q2q2δ
n
sα )−1 · qδsαsαE(α)u,sα+1E
(α+1)
sα+1,v
Using (5.8), we may move certain ψ factors around in (5.61), in order to cancel the
powers of q with underbraces beneath:
m.i.d. ∆(RωkX) = (−q2q2δ
n
sα )−1
n∑
xa,ya=1
coefficient ·Rωβ
α<c≤k∏
1≤a≤β
Rac
(
za
zc
)Rωk−α
(Ex1y1 ⊗ ...⊗ Exβyβ ⊗ 1⊗k−β)
ψyβ+1 ...ψyα+1
ψxβ+1 ...ψxα
α<c≤k∏
1≤a≤β
R˜ac
(
za
zc
)
(1⊗α⊗Exα+1+1,yα+1 ⊗ ...⊗Exkyk)Rωα−β (1⊗β ⊗Exβ+1,yβ+1 ⊗ ...⊗Exα,yα+1⊗ 1k−α)
As a consequence of Claim 5.19, we may write the expression above as:
m.i.d. ∆(RωkX) = (−q2q
2
n )−1
n∑
xa,ya=1
coefficient ·Rωβ
α<c≤k∏
1≤a≤β
Rac
(
za
zc
)Rωk−α
(5.62) E
(1...β)
s0|...|sβ
ψsα+1
ψsβ
α<c≤k∏
1≤a≤β
R˜ac
(
za
zc
)E(α+1...k)sα+1|...|sk ⊗Rωα−βE(β+1...α)sβ |...|sα+1
Symmetrizing the expression above with respect to all permutations σ ∈ S(k) which
fix the set A gives rise to m.i.d. ∆(F ). To obtain the expression on the second line
of (5.59), it remains to establish the formulas below (let u = sα + 1 and v = sβ):
Fµ[v;j) = Sym RωβE
(1...β)
s0|s1|...|sβ−1|sβ(5.63)
F
(•)
[u;v) = Sym Rωα−βE
(1...α−β)
sβ |sβ+1|...sα−1|sα+1(5.64)
F¯µ[i;u) = Sym Rωk−αE
(1...k−α)
sα+1|sα+1|...|sk−1|sk(−q2q
2
n )−1(5.65)
To prove the formulas above, we start with an easy computation:
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Claim 5.28. We have the identity:
(5.66) E
(1...k)
c0|c1|...|ck−1|ck = E¯
(1...k)
c0|c1+1|...|ck−1+1|ck · (−q2q
2
n )1−k
where E¯
(u...v)
cu−1|...|cv =
∏v
a=u
[
R˜ua
(
zu
za
)
...R˜a−2,a
(
za−2
za
)
Q¯a−1,a
(
za−1
za
)
E
(a)
ca−1caq
2ca
n
]
.
Let us first show how the Claim allows us to complete the proof of the Proposition.
Because of (5.66), formula (5.65) is equivalent to:
(5.67) F¯µ[i;u) = (−q2q
2
n )α−k · Sym Rωk−αE¯(1...k−α)sα+1|sα+1+1|...|sk−1+1|sk
Then (5.63), (5.64), (5.67) follow from (5.31), (5.32) and the formulas below:
j −
⌈
(j − i)t
k
⌉
= j − dµte ∀ t ∈ {1, ..., β}
j −
⌈
(j − i)t
k
⌉
+ δαt = v −
⌈
(v − u)(t− β)
α− β
⌉
∀ t ∈ {β + 1, ..., α}
j −
⌈
(j − i)t
k
⌉
+ 1 = u− bµ(t− α)c ∀ t ∈ {α+ 1, ..., k}
which are all straightforward consequences of our assumption on the triangle T .
This completes the proof of formula (5.59) for the picture on the left in Figure
22 (as we said, the case of the picture on the right is analogous, and left to the
interested reader). As for Claim 5.28, we start with the following identity:
(5.68) (Ej,t ⊗ 1)Q
(
z1
z2
)
(1⊗ Et,i)q 2tn =
= (Ej,t+1 ⊗ 1)Q¯
(
z1
z2
)
(1⊗ Et+1,i)q
2t+1
n · (−q2q 2n )−1
for all i, j, t ∈ Z. Indeed, by plugging in (5.27)–(5.28), formula (5.68) reads:
q−1
n∑
u=1
z
b j−1n c−b t−1n c
1 z
b t−1n c−b i−1n c
2
(
z1q
2
z2
)δt<u
1− z1q2z2
(Ej¯u ⊗ Eui¯)q
2t
n =
= (−q)
n∑
u=1
z
b j−1n c−b tnc
1 z
b tnc−b i−1n c
2
(
z1q
2
z2
)δt+1≤u
1− z1q2z2
(Ej¯u ⊗ Eui¯)q
2t+1
n · (−q2q 2n )−1
which is elementary. Identity (5.66) follows by k − 1 applications of (5.68).

Proof. of Theorem 5.25: We have already seen that, for fixed µ, the assignment:
fµ[i;j) of (3.60)  F
µ
[i;j) of (5.31)
yields an algebra homomorphism E+µ → A+. To extend this to a homomorphism:
(5.69) Υ+ : D+ −→ A+
we need to prove that formulas (3.73) and (3.74) hold with p, f replaced by P , F .
In order to show that (3.73) holds in this setup, let us first show that the linear
maps α[u;v) take the same value on both sides of the equation. By (5.20), we have:
α[u;v)(LHS of (3.73)) = α[u;v)
(
P
(k)
[i;j)P
(k′)
lδ,r
)
− α[u;v)
(
P
(k′)
lδ,r P
(k)
[i;j)
)
=
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= α[u+nl;v)
(
P
(k)
[i;j)
)
α[u;u+nl)
(
P
(k′)
lδ,r
)
q
d
n − α[v−nl;v)
(
P
(k′)
lδ,r
)
α[u;v−nl)
(
P
(k)
[i;j)
)
q−
d
n =
= δ
(i,j)
(u+nl,v)δ
r
u mod gq
d
n − δ(i,j)(u,v−nl)δrv mod gq−
d
n = α[u;v)(RHS of (3.73))
∀u, v. Therefore, Lemma 5.15 implies that the equality (3.73) would follow from:
LHS of (3.73) ∈ B+j+ln−i
k+k′
We may depict the degree vectors of the elements P
(k)
[i;j), P
(k′)
lδ,r , P
(k+k′)
[i;j+nl) as:
q q q q qq q q q q
q q q q qq q q q q
 
 
 
 












 
 
 
 
(0, 0)
(j − i, k)
(j − i+ nl, k + k′)
(nl, k′)
We need to show that all the hinges of summands of ∆(LHS of (3.73)) are to the
right the vector (j − i + nl, k + k′). Since coproduct is multiplicative, the hinges
of ∆(XY ) are all among the sums of hinges of ∆(X) and ∆(Y ), as vectors in Z2.
By definition, the hinges of ∆(P
(k)
[i;j)) and ∆(P
(k′)
lδ,r ) lie to the right of the vectors
(j− i, k) and (nl, k′), respectively. The sum of any two such hinges lies to the right
of the parallelogram in the picture, except for the sum of the two hinges below:
∆(P
(k)
[i;j)) = ...+ P
(k)
[i;j) ⊗ 1 + ... has a hinge at (j − i, k)
∆(P
(k′)
lδ,r ) = ...+ 1⊗ P (k
′)
lδ,r + ... has a hinge at (0, 0)
Therefore, ∆(P
(k)
[i;j)P
(k′)
lδ,r ) and ∆(P
(k′)
lδ,r P
(k)
[i;j)) both have a hinge at the point (j−i, k),
but the corresponding summand in both coproducts is:
P
(k)
[i;j) ⊗ P (k
′)
lδ,r
We conclude that this summand vanishes in ∆(LHS of (3.73)), which therefore
has all the hinges to the right of (j−i+nl, k+k′). This completes the proof of (3.73).
Let us now prove (3.74) by induction on k+ k′ (the base case k+ k′ = 1 is trivial).
Recall that µ = j+j
′−i−i′
k+k′ , and let us represent the degrees of P
(k)
[i;j) and P
(k′)
[i′;j′) as:
q q q q qq q q q q
q q q q qq q q q q
q q q q q
A
A
A
A




A
A
A
A




(0, 0)
(j − i, k)
(j + j′ − i− i′, k + k′)
(j′ − i′, k′)
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We have the following formulas, courtesy of Proposition 5.27:
∆
(
P
(k)
[i;j)
)
= P
(k)
[i;j) ⊗ 1 +
ψi
ψj
⊗ P (k)[i;j) +
∑
i≤u<v≤j
Fµ[v;j)
ψu
ψv
F¯µ[i;u) ⊗ P (•)[u;v) + ...
∆
(
P
(k′)
[i′;j′)
)
= P
(k′)
[i′;j′) ⊗ 1 +
ψi′
ψj′
⊗ P (k′)[i′;j′) + ...
where the ellipsis denotes terms whose hinges lie to the right of the line of slope µ
(this convention will remain in force for the remainder of this proof), and • denotes
the natural number which makes the two sides of the expressions above have the
same vertical degree. Letting LHS denote the left-hand side of (3.74), we have:
∆(LHS) = LHS⊗1+ ψiψi′
ψjψj′
⊗LHS+qδij′−δii′P (k)[i;j)
ψi′
ψj′
⊗ P (k′)[i′;j′) − qδ
j
j′−δ
j
i′
ψi′
ψj′
P
(k)
[i;j) ⊗ P (k
′)
[i′;j′)
:::::::::::::::::::::::::::::::::::::::::::::
+
+
∑
i≤u<v≤j
qδ
i
j′−δii′Fµ[v;j)
ψu
ψv
F¯µ[i;u)
ψi′
ψj′
⊗ P (•)[u;v)P (k
′)
[i′;j′)−
−
∑
i≤u<v≤j
q
δj
j′−δ
j
i′
ψi′
ψj′
Fµ[v;j)
ψu
ψv
F¯µ[i;u) ⊗ P (k
′)
[i′;j′)P
(•)
[u;v) + ...
Relation (5.8) allows us to move ψ’s around, and show that the expression with the
squiggly underline vanishes, while the expression on the second line yields:
∆(LHS) = LHS⊗ 1 + ψiψi′
ψjψj′
⊗ LHS+
+
∑
i≤u<v≤j
Fµ[v;j)
ψi′ψu
ψj′ψv
F¯µ[i;u) ⊗
[
qδ
u
j′−δui′P (•)[u;v)P
(k′)
[i′;j′) − qδ
v
j′−δvi′P (k
′)
[i′;j′)P
(•)
[u;v)
]
+ ...
If we are only interested in the leading term ∆µ of the coproduct, we may neglect
the terms represented by the ellipsis. The induction hypothesis allows us to replace
the term in square brackets by the RHS of (3.74) for (i, j, k) 7→ (u, v, •), hence:
∆µ(LHS) = LHS⊗ 1 + ψiψi
′
ψjψj′
⊗ LHS +
i≤u<v≤j∑
[t;s)=[i′;j′)
Fµ[v;j)
ψtψu
ψvψs
F¯µ[i;u) ⊗ Fµ[t;v)F¯µ[u;s) ·
δsj′ q−δi
′
j′
q−1 − q − δ
i′
j′
(qq
1
n )n−2(k′(s−i′))
q−nq−1 − qnq

Let γi′j′k′(s) ∈ Q(q, q 1n ) denote the constant in the round brackets on the second
line above. By (5.33) and (5.34), notice that the formula above matches ∆µ(RHS).
By Lemma 5.15, to prove that LHS = RHS, it suffices to show that the two sides
of equation (3.74) take the same values under the maps (5.19). To this end:
(5.70) α[u;v)(LHS)
(5.20)
= δ
(i′,j)
(u,v)δ
j′
i q
δi
j′−δii′ q
d
n − δ(i,j′)(u,v)δi
′
j q
δj
j′−δ
j
i′ q−
d
n
where d = gcd(k + k′, j + j′ − i− i′), while:
(5.71) α[u;v)(RHS) =
∑
[t;s)=[i′;j′)
δui δ
t
sδ
v
j (1− q2)q
gcd(µ(j−t),j−t)
n (1− q−2)q− gcd(µ(s−i),s−i)n γi′j′k′(s)
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The equality between the right-hand sides of (5.70) and (5.71) was established in
Claim 4.9 of [17]. This concludes the proof of (3.74), so there exists an algebra
homomorphism Υ+ as in (5.69). In the remainder of this proof, we need to show
that Υ+ is an isomorphism. As explained in [17] (following the similar argument
of [2]), one may use relations (3.73) and (3.74) to express an arbitrary product of
the generators (5.55) and (5.56) as a linear combinations of products of the form:
(5.72)
→∏
µ∈Q
x(i)µ , all but finitely many of the x
(i)
µ are 1
where {x(i)µ } go over any linear basis of B+µ , and
∏→
µ is taken in increasing order of µ.
Claim 5.29. The elements (5.72) are all linearly independent in A+.
Let us first show that the Claim completes the proof of the Theorem. The linear
independence of the elements (5.72) implies that:
(5.73) dimA≤µ|d,k ≥ #
{
unordered collections (5.13)
}
for all µ, k, d (indeed, formula (3.27) implies that the number of products (5.72)
with µ bounded above is precisely equal to the number in the RHS of (5.73)).
Combining (5.73) with Lemma 5.10, we conclude that the products (5.72) actually
form a linear basis of A+, and therefore A+ is generated by the elements (5.55)
and (5.56). This implies that Υ+ is an isomorphism, since we showed in [17] that
(5.72) also form a linear basis of D+.
Let us now prove Claim 5.29. We assume that the basis vectors x
(i)
µ of B+µ are
ordered in non-decreasing order of |hdeg|, i.e.:
(5.74) i ≥ i′ ⇒ |hdeg x(i)µ | ≥ |hdeg x(i
′)
µ |
Now suppose we have a non-trivial linear relation among the various products
(5.72). We may rewrite this hypothetical relation as:
(5.75) x(i)µ
j∏
ν>µ
x(j)ν =
∑
coefficient · x(i′)µ
j′∏
ν>µ
x(j
′)
ν
where all terms in the RHS have i′ < i. Since the coproduct is multiplicative, then
all the hinges of ∆(XY ) are sums of hinges of ∆(X) and hinges of ∆(Y ), as vectors
in Z2. Therefore, ∆(LHS of (5.75)) has a single summand with hinge at the lattice
point:
(5.76)
(
hdeg x(i)µ , vdeg x
(i)
µ
)
and the corresponding summand is precisely:
(5.77) ∆(LHS of (5.75)) = ...+ ψ
j∏
ν>µ
x(j)ν ⊗ x(i)µ + ...
where ψ stands for a certain (unimportant) product of ψ±1a ’s. Meanwhile, the
coproduct of the RHS of (5.75) can only have a hinge at a lattice point (5.76) if
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equality is achieved in (5.74). The corresponding summand in the coproduct is:
(5.78) ∆(RHS of (5.75)) = ...+
∑
coefficient · ψ
j′∏
ν>µ
x(j
′)
ν ⊗ x(i
′)
µ + ...
Since x
(i)
µ cannot be expressed as a linear combination of x
(i′)
µ with i′ < i, the right-
hand sides of expressions (5.77) and (5.78) cannot be equal. This contradiction
implies that there can be no relation (5.75), which proves Claim 5.29.

Corollary 5.30. The algebra A+ is generated by the vdeg = 1 elements:
(5.79)
{
Eij
}
(i,j)∈ Z2
(n,n)Z
The corollary is an immediate consequence of Proposition 3.43 and Theorem 5.25.
6. The double shuffle algebra with spectral parameters
In the previous Section, we constructed the extended shuffle algebra corresponding
to the R–matrix with spectral parameters (3.87). We will now take two such
extended shuffle algebras and construct their double, as was done in Subsections
2.10 and 2.12 for R–matrices without spectral parameters. This will conclude the
proof of Theorem 1.5.
6.1. Let q+ = q and q− = q
−nq−1. If R˜+(x) = R˜(x) is given by (4.2), then:
(6.1) R˜−(x) =
[
R˜†1
(
1
x
)−1]†1
21
∈ End(V ⊗ V )(x)
is given by:
R˜−(x) =
∑
1≤i,j≤n
Eii⊗Ejj
(
q−1 − xqq2−
1− xq2−
)δji
−(q−q−1)
∑
1≤i6=j≤n
Eij⊗Ejiq2(j−i)
(xq2−)
δi<j
1− xq2−
Note that we have the equality:
(6.2) R˜−(x) = D2R˜+(x)D−12
∣∣∣
q+ 7→q−
where D = diag(q2, ..., q2n) ∈ End(V ).
Definition 6.2. The shuffle algebra A− is defined just like in Definition 4.8,
using q− instead of q, and the multiplication (4.9) uses R˜
− instead of R˜.
Because of (6.2), the map:
(6.3) A+ Φ−→ A−, X1...k(z1, ..., zk) 7→ D1...DkX1...k(z1, ..., zk)
∣∣∣
q+ 7→q−
is a Q(q)–linear algebra isomorphism. The following elements of A− are the images
of the elements (5.31)–(5.32) under Φ, times a factor of q
2j¯−2i¯
n− :
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(6.4) F
(−k)
[i;j) = Sym Rωk(z1, ..., zk)
k∏
a=1
[
R˜−1a
(
z1
za
)
...R˜−a−2,a
(
za−2
za
)
Q−a−1,a
(
za−1
za
)
E(a)sa−1saq
− 2sa−1n
]
(6.5) F¯
(−k)
[i;j) = (−q
2
n )k · Sym Rωk(z1, ..., zk)
k∏
a=1
[
R˜−1a
(
z1
za
)
...R˜−a−2,a
(
za−2
za
)
Q¯−a−1,a
(
za−1
za
)
E
(a)
s′a−1s′a
q−
2s′
a−1
n
]
where sa = j − dµae, s′a = j − bµac, Q− = D2QD−12 |q 7→q− , Q¯− = D2Q¯D−12 |q 7→q− .
6.3. In Definition 5.2, we defined the extended shuffle algebra by introducing new
generators. We will now add two more central elements c and c¯, and define instead:
(6.6) A˜± =
〈
A±, s±[i;j), c±1, c¯±1
〉i≤j
1≤i≤n
c, c¯ central and relations (6.7) and (6.8)
where:
(6.7) R
(
x
y
)
S±1 (x)S
±
2 (y) = S
±
2 (y)S
±
1 (x)R
(
x
y
)
(6.8) X± · S±0 (y) = S±0 (y) ·
Rk0
(
zk
y
)
...R10
(
z1
y
)
f
(
zk
y
)
...f
(
z1
y
) X±R˜±10(z1y
)
...R˜±k0
(
zk
y
)
for any X± = X±1...k(z1, ..., zk) ∈ A± ⊂ A˜±, where:
S±(x) =
d=0 only if i≤j∑
1≤i,j≤n, d≥0
s±[i;j+nd) ⊗

Eijx
−d if ± = +
Ejix
d if ± = −
If we define the series T±(x) by (3.105) and (3.106), then (6.8) is equivalent to:
(6.9) T±0 (y) ·X± = R˜±0k
(
y
zk
)
...R˜±01
(
y
z1
)
X±
R01
(
y
z1
)
...R0k
(
y
zk
)
f
(
y
z1
)
...f
(
y
zk
) · T±0 (y)
6.4. The algebras A˜± are graded by Zn × Z, with:
degX±1...k(z1, ..., zk) = (d,±k), ∀X± ∈ A±
deg s±[i;j) = (±[i; j), 0), ∀i ≤ j
where d ∈ Zn is defined in (4.20). We write degX = (hdeg X, vdeg X) to specify
the components of the degree vector in Zn and Z, respectively. The reason why we
introduced central elements c and c¯ to the algebras (6.6) is to twist the coproduct.
Specifically, let ∆old be the coproduct of (5.9)–(5.10), and define:
(6.10) ∆ : A˜± −→ A˜±⊗̂A˜±
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by the formulas ∆(c) = c⊗ c, ∆(c¯) = c¯⊗ c¯, as well as:
(6.11) if ∆old(X) = X1 ⊗X2 then ∆(X) = X1c−(hdeg X2)n c¯−vdeg X2 ⊗X2
Since degX is multiplicative in X, the fact that ∆old is coassociative and an
algebra homomorphism implies the analogous statements for the coproduct ∆.
6.5. We must now prove an analogue of Proposition 2.11, but the main difficulty in
doing so is (2.32): given X,Y ∈ End(V ⊗k)(z1, ..., zk), we can still define the trace of
XY , but the answer will be a rational function in z1, ..., zk. To obtain a number, one
must integrate out the variables z1, ..., zk, and the choice of contours will be crucial.
Let us consider the following expressions, for any σ ∈ S(k):
Rσ =
1≤i<j≤k∏
σ−1(i)>σ−1(j)
Rij
(
zi
zj
)
, Rσ =
1≤i<j≤k∏
σ−1(i)>σ−1(j)
Rji
(
zj
zi
)
Explicitly, the product in Rσ is taken by following the crossings in the positive
braid lifting the permutation σ, while Rσ is defined as σRσ−1σ
−1. It is elementary
to prove the following equation for all σ ∈ S(k):
RσRσωk = σRωkσ
−1
where ωk denotes the longest permutation. We may use R
−1
σ instead of Rσ in (5.25)
because they both lift the permutation σ, and thus we obtain:
(6.12) I1 ∗ ... ∗ Ik =
∑
σ∈S(k)
Rσωk
k∏
a=1
[
I(σ(a))a (zσ(a))
k∏
b=a+1
R˜±σ(a)σ(b)
(
zσ(a)
zσ(b)
)]
Rσ
for all I1, ..., Ik ∈ End(V )[z±1] ⊂ A±. By Corollary 5.30, any element of A± is a
linear combination of the shuffle elements (6.12), for various I1, ..., Ik.
Proposition 6.6. There is a pairing (of vector spaces):
(6.13) A+ ⊗A− 〈·,·〉−→ Q(q, q 1n )
given by:
(6.14)
〈
I+1 ∗ ... ∗ I+k , X−1...k(z1, ..., zk)
〉
= (q2 − 1)k
∫
|z1|...|zk|
Tr
Rωk k∏
a=1
[
I(a)a (za)
k∏
b=a+1
R˜+ab
(
za
zb
)]
X1...k(z1, ..., zk)∏
1≤i<j≤k f
(
zi
zj
)

(6.15)
〈
X+1...k(z1, ..., zk), J
−
1 ∗ ... ∗ J−k
〉
= (q2 − 1)k
∫
|z1|...|zk|
Tr
Rωk k∏
a=1
[
J (a)a (za)
k∏
b=a+1
R˜−ab
(
za
zb
)]
X1...k(z1, ..., zk)∏
1≤i<j≤k f
(
zi
zj
)

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for all Ia, Ja ∈ End(V )[z±1] and all X± ∈ A±. The notation:∫
|z1|...|zk|
F (z1, ..., zk)
refers to the iterated residue of F at 0: first in z1, then in z2,..., finally in zk.
Note that the pairing 〈X+, Y −〉 is only non-zero for pairs of elements of opposite
degrees, i.e. X+ ∈ Ad,k and Y − ∈ A−d,−k for various (d, k) ∈ Zn × N.
Proof. Formula (6.14) is well-defined as a linear functional in the second argument,
while (6.15) is well-defined as a linear functional in the first argument. Therefore,
to show that (6.13) is well-defined as a linear functional in both arguments, we only
need to show that (6.14) and (6.15) produce the same result when X± is of the form
(6.12) (this statement implicitly uses Corollary 5.30, which states that any element
in A± is a linear combination of the elements (6.12)). To this end, we have:
1
(q2 − 1)k
〈
I+1 ∗ ... ∗ I+k , J−1 ∗ ... ∗ J−k
〉
according to (6.14) =
∫
|z1|...|zk|
∑
σ∈S(k)
(6.16) Tr
 ∏
1≤i<j≤k
1
f
(
zi
zj
) ·Rωk k∏
a=1
[
I(a)a (za)
k∏
b=a+1
R˜+ab
(
za
zb
)]
Rσωk
k∏
a=1
[
J (σ(a))a (zσ(a))
k∏
b=a+1
R˜−σ(a)σ(b)
(
zσ(a)
zσ(b)
)]
Rσ
)
and:
1
(q2 − 1)k
〈
I+1 ∗ ... ∗ I+k , J−1 ∗ ... ∗ J−k
〉
according to (6.15) =
∫
|z1|...|zk|
∑
σ∈S(k)
(6.17) Tr
 ∏
1≤i<j≤k
1
f
(
zi
zj
) ·Rωk k∏
a=1
[
J (a)a (za)
k∏
b=a+1
R˜−ab
(
za
zb
)]
Rσωk
k∏
a=1
[
I(σ(a))a (zσ(a))
k∏
b=a+1
R˜+σ(a)σ(b)
(
zσ(a)
zσ(b)
)]
Rσ
)
By using the cyclic property of the trace and the straightforward identity:
(6.18) RσRωk = σRσ−1ωkσ
−1
1≤i<j≤k∏
σ−1(i)>σ−1(j)
f
(
zi
zj
)
(which uses (4.6)) we may rewrite the formulas above as:
(6.19) RHS of (6.16) =
∑
σ∈S(k)
∫
|z1|...|zk|
1≤i<j≤k∏
σ−1(i)<σ−1(j)
1
f
(
zi
zj
) ·
Tr
(
k∏
a=1
[
I(a)a (za)
k∏
b=a+1
R˜+ab
(
za
zb
)]
Rσωkσ
k∏
a=1
[
J (a)a (za)
k∏
b=a+1
R˜−ab
(
za
zb
)]
Rσ−1ωkσ
−1
)
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and:
RHS of (6.17) =
∑
σ∈S(k)
∫
|z1|...|zk|
1≤i<j≤k∏
σ−1(i)<σ−1(j)
1
f
(
zi
zj
) ·
Tr
(
σ
k∏
a=1
[
I(a)a (za)
k∏
b=a+1
R˜+ab
(
za
zb
)]
Rσ−1ωkσ
−1
k∏
a=1
[
J (a)a (za)
k∏
b=a+1
R˜−ab
(
za
zb
)]
Rσωk
)
If we replace σ 7→ σ−1 and replace za 7→ zσ(a) in the latter formula, then it precisely
matches (6.19) (this uses the fact that Tr(Y ) = Tr(σY σ−1) for any tensor Y ), up
to the fact that the order of the contours changes:
(6.20) RHS of (6.17) =
∑
σ∈S(k)
∫
|zσ(1)|...|zσ(k)|
1≤i<j≤k∏
σ−1(i)<σ−1(j)
1
f
(
zi
zj
) ·
Tr
(
k∏
a=1
[
I(a)a (za)
k∏
b=a+1
R˜+ab
(
za
zb
)]
Rσωkσ
k∏
a=1
[
J (a)a (za)
k∏
b=a+1
R˜−ab
(
za
zb
)]
Rσ−1ωkσ
−1
)
Therefore, we may conclude that (6.16) equals (6.17) (which is what we need to
prove), once we show that we may change the contours of the integral (6.19):
(6.21) from
∫
|z1|...|zk|
to
∫
|zσ(1)|...|zσ(k)|
The integrand of (6.19) has three kinds of poles:
• zi = zjq±2 if i < j and σ−1(i) < σ−1(j), which arise from the zeroes of f(x)
• ziq2+ = zj if i < j, which arise from the poles of R˜+(x)
• ziq2− = zj if σ−1(i) < σ−1(j), which arise from the poles of R˜−(x)
As we move the contours as in (6.21), the only poles encountered involve zi and zj
for i < j and σ−1(i) > σ−1(j), so already the poles in the first bullet do not come
up. Meanwhile, the poles in the second bullet may come up, and in the remainder
of this proof, we will show that the corresponding residue is 0 (the situation of the
poles in the third bullet is analogous, so we skip it). To this end, recall that:
R˜+,†121 (z)R˜
−,†1
12
(
1
z
)
= IdV⊗V
by the definition of R˜− in (6.1). This implies the identity:
TrV⊗V
(
R˜+21(z)A2R˜
−
12
(
1
z
)
B1
)
= Tr(A)Tr(B)
for any A,B ∈ End(V ). Taking the residue at z = q−2, we obtain:
(6.22) TrV⊗V
(
(12)A2 · R˜−12(q2) ·B1
)
= 0
We may generalize the formula above to:
(6.23) TrV ⊗k
(
(ij)A1...̂i...k · R˜−ij(q2) ·B1...̂j....k
)
= 0
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∀i 6= j and A,B ∈ End(V ⊗k−1). Formula (6.22) implies (6.23) because none the
indices, other than the i–th and j–th, play any role in the vanishing of the trace.
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We will use (6.23) to prove that the residue of (6.19) at ziq
2
+ = zj vanishes. Let
us consider the expression on the second line of (6.19) for σ = ωk and take its
residue at ziq
2
+ = zj . The corresponding quantity is precisely represented by Braid
1 on the previous page (we draw braids top-to-bottom instead of left-to-right,
for better legibility), if we make the convention that the variable on each strand
is multiplied by q2+ and q
2
− (respectively) as soon as it reaches the first and the
second (respectively) box on that strand. Braids 1,2,3 and 4 are equivalent due to
Reidemeister moves and the move in Figure 12. Braids 4 and 5 do not represent
equal endomorphisms of V ⊗k, but they are equal upon taking the trace (since
Tr(AB) = Tr(BA)). Finally, Braids 5 and 6 are equal due to Reidemeister moves.
Because of the identity (6.23), Braid 6 has zero trace, thus yielding the conclusion.
Strictly speaking, the argument just given covers the case i = 2, j = 4 and k = 5,
but it is obvious that we may replace the strands labeled 1,3,5 by any number
of parallel strands, thus yielding the situation of arbitrary i, j, k. More crucial is
the fact that we have only shown the vanishing of the residue at ziq
2
+ = zj of the
σ = ωk summand of (6.19). The case of general σ would require one to insert the
positive braid representing the permutation σωk at the middle of the braids above
and the positive braid representing the permutation σ−1ωk at the bottom of the
braids above. The braid moves involved are analogous to the ones just performed,
with the idea being to move the crossing between the blue and green strands to
the very left of all other crossings. We leave the visual depiction of this fact to the
interested reader, but we stress the fact that we only need to check the vanishing
of the residue for those i < j such that σ−1(i) > σ−1(j). This implies that the
green and blue strands do not cross except at the two points already depicted in
the braids above, and this is what allows the argument to carry through.

Proposition 6.7. There exists a bialgebra pairing:
(6.24) A˜+ ⊗ A˜− 〈·,·〉−→ Q(q, q 1n )
generated by (6.13) and:〈
S+2 (y), S
−
1 (x)
〉
= R˜+
(
x
y
) 〈
T+2 (y), T
−
1 (x)
〉
= R˜−
(
x
y
)
(6.25)
〈
S+2 (y), T
−
1 (x)
〉
= R
(
x
y
)
f−1
(
x
y
) 〈
T+2 (y), S
−
1 (x)
〉
= R
(
x
y
)
(6.26)
(all rational functions above are expanded in the region |x|  |y|).
Proof. The proof follows that of Proposition 2.11 very closely, so we will only sketch
the main ideas and leave the details to the interested reader. Take any:
a, b ∈ {X+, S+(x), T+(x), for X ∈ A+}
c ∈ {X−, S−(x), T−(x), for X ∈ A−}
and define 〈ab, c〉 to be the RHS of (2.28). Then if ∑i aibi = 0 holds in A˜+, we
must show that the pairing: 〈∑
i
aibi, c
〉
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thus defined is 0. If at least one of a, b, c is a coefficient of either S±(x) or T±(x),
then the statement in question is proved just like in Proposition 2.11, if one is
careful to expand x around ∞±1 (since (6.14)–(6.15) also involve integrals, we
need to stipulate that x should be closer to∞±1 than any of the variables z1, .., zk).
The remaining case is when a, b, c are all in A±, and we must prove that:
(6.27)
〈
A+ ∗B+, Y −
〉
=
〈
B+ ⊗A+,∆(Y −)
〉
for all A1...k(z1, ..., zk), B1...l(z1, ..., zl) ∈ A+ and Y1...k+l(z1, ..., zk+l) ∈ A−. By
Corollary 5.30, it suffices to consider A = I1 ∗ ... ∗ Ik and B = Ik+1 ∗ ... ∗ Ik+l for
various Ia ∈ End(V )[z±1]. In this case, we may rewrite (6.14) as:
(6.28)
〈
I+1 ∗ ... ∗ I+k , X−1...k(z1, ..., zk)
〉
= (q2 − 1)k
∫
|z1|...|zk|
Tr
 1∏
b=k
[
I
(b)
k+1−b(zb)
1∏
a=b−1
R˜+ba
(
zb
za
)]
Rωk
X1...k(z1, ..., zk)∏
1≤i<j≤k f
(
zi
zj
)

by reversing the order of the tensor factors of V ⊗k and relabeling the variables
za 7→ zk+1−a, as well as using the symmetry property (4.10) of X. Then we have:
(6.29) LHS of (6.27) = (q2 − 1)k+l
∫
|z1|...|zk+l|
Tr
 1∏
b=k+l
[
I
(b)
k+l+1−b(zb)
1∏
a=b−1
R˜+ba
(
zb
za
)]
Rωk+l
Y1...k+l(z1, ..., zk+l)∏
1≤i<j≤k+l f
(
zi
zj
)

Meanwhile, the right-hand side of (6.27) is computed just like the right-hand side
of (2.36), with the specification that ∆(Y ) is expanded in the region when the first
k tensor factors are much smaller than the last l tensor factors, one obtains:
RHS of (6.27) = (q2 − 1)k+l
∫
|z1|...|zk+l|
Tr
Y1...k+l(z1, ..., zk+l)∏
1≤i<j≤k+l f
(
zi
zj
)
l+1∏
b=k+l
[
I
(b)
k+l+1−b(zb)
l+1∏
a=b−1
R˜+ba
(
zb
za
)]
Rωk(zl+1, ..., zl+k)
[
R˜+l+1,l
(
zl+1
zl
)
...R˜+l+k,1
(
zl+k
z1
)]
1∏
b=l
[
I
(b)
k+l+1−b(zb)
1∏
a=b−1
R˜+ba
(
zb
za
)]
Rωl(z1, ..., zl)
[
Rl+k,1
(
zl+k
z1
)
...Rl+1,l
(
zl+1
zl
)])
We may move Rωk to the very right of the expression above, and obtain precisely
(6.29). This completes the proof of the fact that the pairing (6.24) respects (2.28).
The situation of (2.29) is analogous, so we leave it as an exercise to the reader.

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6.8. Having proved Proposition 6.7, we may construct the Drinfeld double:
(6.30) A = A˜+ ⊗ A˜−,op,coop
/(
s+[i;i)s
−
[i;i) − 1
)
We will often use the notation ψi = (s
+
[i;i))
−1.
Proposition 6.9. We have the following commutation relations in the algebra A:
(6.31) S∓0 (w) ·± X± =
= R˜±0k
(
wc
zk
)
...R˜±01
(
wc
z1
)
X±R01
(
wc
z1
)
...R0k
(
wc
zk
)
·± S∓0 (w)
(6.32) X± ·± T∓0 (w) =
= T∓0 (w) ·Rk0
( zk
wc
)
...R10
( z1
wc
)
X±R˜±10
( z1
wc
)
...R˜±k0
( zk
wc
)
if X± = X±1...k(z1, ..., zk) ∈ A±, where we recall that ·+ = · and ·− = ·op. Finally:
(6.33)
[(
Eij
zd
)+
,
(
Ei′j′
zd′
)−]
=
= (q2 − 1)
∑
k∈Z
(
s+[j′;i+nk)t
+
[j;i′+n(−d−d′−k))c
−d′ c¯−1 − t−[i;j′+nk)s−[i′;j+n(d+d′−k))c−dc¯
)
(we set s±[i;j) = t
±
[i;j) = 0 if i > j).
Proof. Formulas (6.31) and (6.32) are proved just like (2.42) and (2.43) (the pres-
ence of c and c¯ are due to the twist in the coproduct (6.10)), and so we leave them
as exercises to the interested reader. As far as (6.33) is concerned, we note the
definition (6.11) of the coproduct implies the following analogue of formula (2.47):
(6.34) ∆
(
Eij
zd
)
=
Eij
zd
⊗ 1 +
a,b≥0∑
1≤x,y≤n
s+[x;i+na)t
+
[j;y+nb)c
d+a+bc¯−1 ⊗ Exy
zd+a+b
in A˜+, as well as the following analogue of (2.48):
(6.35) ∆
(
Ei′j′
zd′
)
=
a,b≥0∑
1≤x,y≤n
Exy
zd′−a−b
⊗ t−[y;j′+nb)s−[i′;x+na)cd
′−a−bc¯+ 1⊗ Ei′j′
zd′
in A˜−,op,coop. Then (6.33) is simply an application of (2.39).

Proof. of Theorem 1.5 (in the formulation of Subsection 3.31): Let us write:
A0 ⊂ A
for the subalgebra generated by the coefficients of the series S±(x) and T±(x).
Then A0 is isomorphic to the subalgebra D0 of Subsection 3.27, because they are
both isomorphic to the algebra E of Definition 3.33. Moreover, Theorem 5.25 (and
its analogue when A+ is replaced by A−) give rise to algebra isomorphisms:
Υ± : D± → A±
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Putting the preceding remarks together yields an isomorphism of vector spaces:
(6.36) D ∼= D+ ⊗D0 ⊗D− Υ→ A+ ⊗A0 ⊗A− ∼= A
where the first isomorphism holds by definition, and the last isomorphism follows
from (6.30). To show that Υ is an algebra isomorphism, one needs to show that:
(6.37) Υ(ab) = Υ(a)Υ(b)
for all a, b ∈ D. By Proposition 3.43, we may assume that:
a = x1...xkαy1...yl and b = x
′
1...x
′
k′βy
′
1...y
′
l′
for various xi, x
′
i ∈ D+ of vdeg = 1, yi, y′i ∈ D− of vdeg = −1, and α, β ∈ D0. To
compute the left-hand side of (6.37), one takes:
ab = x1...xkαy1...ylx
′
1...x
′
k′βy
′
1...y
′
l′
and uses relations
::::::::::::::
(3.114)–(3.117),
::::::::::::::
(3.125)–(3.128)
::::
and
:::::::
(3.129) to write it as:
(6.38) ab =
∑
coefficient · x′′1 ...x′′uγy′′1 ...y′′v
for various x′′i ∈ D+ of vdeg = 1, y′′i ∈ D− of vdeg = −1, and γ ∈ D0. Similarly:
Υ(a)Υ(b) = Υ(x1)...Υ(xk)Υ(α)Υ(y1)...Υ(yl)Υ(x
′
1)...Υ(x
′
k′)Υ(β)Υ(y
′
1)...Υ(y
′
l′)
can be expressed using relations
::::::::::
(6.8)–(6.9),
::::::::::::
(6.31)–(6.32)
:::
and
::::::
(6.33) as:
(6.39) Υ(a)Υ(b) =
∑
coefficient ·Υ(x′′1)...Υ(x′′u)Υ(γ)Υ(y′′1 )...Υ(y′′v )
where the coefficients and the various x′′i , y
′′
i , γ are the same ones as in (6.38). The
reason for the latter fact is that the squiggly underlined relations above match each
other pairwise. It is clear that Υ applied to the right-hand side of (6.38) is precisely
the right hand side of (6.39), thus completing the proof.

6.10. We will now study the bialgebra pairing between A˜+ and A˜− in more detail,
with the goal of proving certain formulas that will be used in [18]. Let us consider
the restriction of the pairing (6.24) to the following subalgebras:
(6.40) B≥µ ⊗ B≤µ
〈·,·〉−−→ Q(q, q 1n )
for all µ ∈ Q unionsq∞.
Proposition 6.11. For all µ ∈ Q unionsq ∞, the pairing (6.40) is a bialgebra pairing,
i.e. it intertwines the product with the coproduct ∆µ, in the sense of (2.28)–(2.29).
Proof. Let us prove (2.28), and leave (2.29) as an exercise to the interested reader.
Take formula (6.27), which we already proved in the course of Proposition 6.7:
(6.41)
〈
A+ ∗B+, Y −
〉
=
〈
B+ ⊗A+,∆(Y −)
〉
If we let A+, B+ ∈ B+µ and Y − ∈ B−µ , then our task is equivalent to showing that
the formula above holds with ∆ replaced by ∆µ. Since Y
− ∈ B−µ , we have:
(6.42) ∆(Y −) = ∆µ(Y −) + (slope < µ)⊗ (slope > µ)
(the reason why the formula above differs from (5.11) is that slope lines are reflected
across the horizontal line when going from A+ to A−). All the summands in the
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right-hand side of (6.42) other than ∆µ(Y
−) pair trivially with B+⊗A+, for degree
reasons. This implies that (6.41) holds with ∆ replaced by ∆µ.

As a consequence of Proposition 6.11, the Drinfeld double:
Bµ = B≥µ ⊗ B≤,op,coopµ
/(
(ψi ⊗ 1)(1⊗ ψ−1i )− 1⊗ 1
)
defined with respect to the coproduct ∆µ, will be a subalgebra of the algebra A of
(6.30). Moreover, the following diagram commutes, for all µ ∈ Q unionsq∞:
(6.43) Eµ
∼

  // D
∼

Bµ 
 // A
where the vertical map on the left is the natural double of the isomorphism Υµ of
Proposition 5.23, and the vertical map on the right is the isomorphism Υ of (6.36).
6.12. Let us consider any µ ∈ Q unionsq ∞. As we have seen in Subsection 3.22, the
subalgebra Eµ ⊂ D is generated by the elements:{
f
(±k)
±[i;j), f¯
(±k)
±[i;j)
}µ= j−ik
(i,j)∈ Z2
(n,n)Z ,k∈N
of (3.62)
which satisfy the coproduct relations of Proposition 3.24, as well as formulas (3.64)–
(3.65) for their images under the maps α±[i;j). When we pass the elements above
under the vertical isomorphisms of diagram (6.43), we obtain:{
F
(±k)
±[i;j), F¯
(±k)
±[i;j)
}µ= j−ik
(i,j)∈ Z2
(n,n)Z ,k∈N
∈ Bµ
defined in (5.31)–(5.32) when the sign is +, and in (6.4)–(6.5) when the sign is −.
As proved for the case ± = + in Proposition 5.17 (the case ± = − is analogous,
and we leave it as an exercise to the interested reader), the elements F, F¯ satisfy the
analogous coproduct relations as f, f¯ . Similarly, we have the following formulas:
α±[i;j)(F
(±k)
±[i′;j′)) = δ
(i,j)
(i′,j′)(1− q2)q
gcd(j−i,k)
n±(6.44)
α±[i;j)(F¯
(k)
±[i′;j′)) = δ
(i,j)
(i′,j′)(1− q−2)q
− gcd(j−i,k)n±(6.45)
where the linear maps:
(6.46)
∞⊕
k=0
A±[i;j),±k
α±[i;j)−−−−→ Q(q, q 1n )
are given by:
X1...k(z1, ..., zk)
α+[i;j)−→ coefficient of Eji in X(k)(y)(1− q2)kq
k(i−j)+(j−i)+k−2ki¯
n
+
Y1...k(z1, ..., zk)
α−[i;j)−→ coefficient of Eij in Y (k)(y)(1− q2)kq
k(j−i)+(i−j)+k−2(k−1)j¯−2i¯
n−
Recall that X(k)(y) ∈ End(V )[y±1] was defined by Figure 14, for any X ∈ Ak.
Meanwhile, for any Y ∈ A−k, the symbol Y (k)(y) is defined analogously, but with
q replaced by q−, and the operators D1...Dk placed in front of the braid in Figure
78 ANDREI NEGUT,
14. Formulas (6.44)–(6.45) were proved when ± = + in Proposition 5.17, and
the case when ± = − is an analogous exercise that we leave to the interested reader.
6.13. As we have seen in Subsection 3.25, the subalgebra Eµ is also generated by
the primitive elements:
{
p
(±b)
±[i;i+a), p
(± lnµ )
±lδ,r
}l∈N ag ,r∈Z/gZ
i∈Z/nZ
of (3.70)
where µ = ab with gcd(a, b) = 1, b ≥ 0 and g = gcd(n, a). These primitive elements
satisfy formulas (3.68)–(3.69). When we pass the elements above under the vertical
isomorphisms of diagram (6.43), we obtain:
(6.47)
{
P
(±b)
±[i;i+a), P
(± lnµ )
±lδ,r
}l∈N ag ,r∈Z/gZ
i∈Z/nZ
∈ Bµ
The elements (6.47) are primitive for the coproduct ∆µ, and moreover satisfy the
following analogues of formulas (3.68) and (3.69):
α±[u;v)
(
Pµ±[i;i+a)
)
= ±δ(i,i+a)(u,v)(6.48)
α±[s;s+ln)
(
Pµ±lδ,r
)
= ±δrs mod g(6.49)
6.14. Proposition 3.24 gives us formulas for the coproducts of the elements (3.62).
Meanwhile, the elements (3.70) are primitive, so there are no intermediate terms in
their coproduct. Therefore, we may apply relation (2.39) between the two halves
of the bialgebra Bµ, and obtain the following formulas:
[
Pµ±[i;j), F
µ
∓[i′;j′)
]
=
〈
Pµ±[i;j), F
µ
∓[i′;j′)
〉[(ψi
ψj
c¯
i−j
µ
)±1
−
(
ψj′
ψi′
c¯
j′−i′
µ
)±1]
[
Pµ±[i;j), F¯
µ
∓[i′;j′)
]
=
〈
Pµ±[i;j), F¯
µ
∓[i′;j′)
〉[(ψi
ψj
c¯
i−j
µ
)±1
−
(
ψj′
ψi′
c¯
j′−i′
µ
)±1]
for all (i, j), (i′, j′) ∈ Z2(n,n)Z such that j − i = j′ − i′ ∈ Nµ. Similarly, we have:[
Pµ±lδ,r, F
µ
∓[i′;j′)
]
=
〈
Pµ±lδ,r, F
µ
∓[i′;j′)
〉 [
c∓lc¯∓
nl
µ − c±lc¯±nlµ
]
[
Pµ±lδ,r, F¯
µ
∓[i′;j′)
]
=
〈
Pµ±lδ,r, F¯
µ
∓[i′;j′)
〉 [
c∓lc¯∓
nl
µ − c±lc¯±nlµ
]
for all l ∈ Z and (i′, j′) ∈ Z2(n,n)Z such that nl = j′ − i′ ∈ Nµ, and r ∈ Z/gZ where
g = gcd(n,numerator µ). Similar formulas were worked out in [17] between the p
and f, f¯ generators in Eµ, but with explicit numbers instead of the pairings in the
right-hand side. Therefore, the fact that Υµ is an isomorphism implies the following
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explicit formulas for the pairings above:〈
Pµ±[i;j), F
µ
∓[i′;j′)
〉
= ∓δ(i,j)(i′,j′) · q
− gcd(k,j−i)n±(6.50) 〈
Pµ±[i;j), F¯
µ
∓[i′;j′)
〉
= ±δ(i,j)(i′,j′) · q
gcd(k,j−i)
n±(6.51) 〈
Pµ±lδ,r, F
µ
∓[i′;j′)
〉
= ∓δri′ mod g · q−
gcd(k,nl)
n±(6.52) 〈
Pµ±lδ,r, F¯
µ
∓[i′;j′)
〉
= ±δri′ mod g · q
gcd(k,nl)
n±(6.53)
for all applicable indices. Comparing the formulas above with (6.48)–(6.49) yields:
Proposition 6.15. For any (i, j) ∈ Z2(n,n)Z and k ∈ N such that µ = j−ik , we have:〈
X, F¯
(−k)
−[i;j)
〉
= α[i;j)(X) · q
gcd(j−i,k)
n
+(6.54) 〈
F¯
(k)
[i;j), Y
〉
= α−[i;j)(Y ) · q
gcd(j−i,k)
n−(6.55)
for all X ∈ B+µ and Y ∈ B−µ .
Proof. We will only prove (6.55) as it will be used in [18], and leave the analogous
formula (6.54) as an exercise to the interested reader. Comparing formulas (6.48),
(6.49) with (6.51), (6.53) shows us that formula (6.55) holds when Y is one of the
primitive generators of B−µ . Therefore, all that remains to show is that if (6.55)
holds for Y, Y ′ ∈ B−µ , then it also holds for Y ∗ Y ′. This happens by comparing:〈
F¯µ[i;j), Y ∗ Y ′
〉
(2.29)
=
{〈
F¯µ[s;j), Y
〉〈
F¯µ[i;s), Y
′
〉
if ∃s s.t. hdeg Y = −[s; j),hdeg Y ′ = −[i; s)
0 otherwise
with (3.31).

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