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Executive Summary
This paper examines the impact of exchange rates and exchange rate volatility on trade in two small, open economies -Chile and New Zealand. A companion paper examined this question in three large economies, China, the Euro area and the United States using the same methodology (see Huchet-Bourdon and Korinek, 2011) . It is postulated that small countries' trade may be impacted differently than that of the three large economies previously analysed since they have smaller domestic markets, and are less cushioned from changes on international markets including exchange rate volatility. This study therefore examines the role of the exchange rate in the evolution of the bilateral trade of Chile and New Zealand with three large economies -China, the Euro area and the United States. In order to ensure strict comparability, the methodology and time period used here are the same as the study on the three large economies.
This study confirms previous findings (Evenett, 2010; Huchet-Bourdon and Korinek, 2011) suggesting that the level of exchange rate is only one factor that influences trade imbalances. Indeed, this study indicates that a depreciation in the exchange rates in Chile and New Zealand would not lead to a strong change in their trade balances with the three main trading partners.
This study finds that the two small economies' trade is impacted relatively more by exchange rate volatility than large economies. This finding is consistent with other studies and with the theoretical literature; however, the direction of the impact (i.e. increasing or decreasing trade) can go either way. There may be a number of reasons that trade in Chile and New Zealand is more heavily impacted by volatility in their exchange rates than are trade flows in China, the Euro area and the United States. Small, open economies have less room to adjust their exchange rates in the face of changes vis-à-vis large economies' currencies and their traders may therefore have to bear the full adjustment costs. Secondly, small economies, especially those with less diversified export structures find it more difficult to move into exports of products that are more price inelastic when an appreciating exchange rate makes their exports more costly. Thirdly, exporters may not be able to source their needs from the domestic market when their exchange rate depreciates, making imports of foreign intermediate goods more costly.
This study finds, furthermore, that in both countries exports respond less to exchange rate volatility than do their imports. One possible explanation for this finding may be that these countries are, in large part, commodity exporters and that their exchange rates often track the commodity prices of the goods they export.
It is difficult to generalize about the long-term impacts of exchange rate levels on trade in the two small, open economies. In both countries, not all elasticities are statistically different from zero, i.e. in a number of cases, there is no apparent relationship between changes in the exchange rate and trade flows. In other cases, however, the impacts can be significant.
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OECD TRADE POLICY WORKING PAPER N°136 © OECD 2012 Model results suggest that the level of exchange rate has a strong effect on New Zealand's exports with all three major trading partners in both broad sectors (agriculture and mining/manufacturing). A hypothetical 10% depreciation in the NZ dollar is estimated to lead to a 13.4% increase in agricultural exports of New Zealand to the Euro Area and a 16.6% increase in their non agricultural exports to the Euro Area. Similarly, it leads to an increase in exports to China in both sectors (7.3 % in agriculture and 11.6% in manufacturing and mining). Exports to the United States increase by 10.4% in agriculture, and 0% in the manufacturing and mining sectors (or 10.9% according to the alternative model specification).
Regarding the impact of the exchange rate on imports to New Zealand, a 10% depreciation in its currency does not produce robust results across its trading partners and broad sectors. A 10% depreciation of the NZ dollar is associated with no observed change in imports from China. Imports into New Zealand from the United States are also unaffected by a 10% depreciation in the NZ dollar in the manufacturing/mining sector, although imports in the agriculture sector are negatively and very strongly impacted. In the case of New Zealand -Euro area trade, long-term imports of New Zealand show an unexpected positive change regardless of the measure of volatility used.
The impact of the exchange rate on Chilean imports is highly dependent on the trading partner, the broad sector, and other elements such as the measure of volatility used. Imports from China and the Euro area are relatively unaffected by a 10% depreciation of the Chilean peso. Imports from the United States, however, are significantly affected by a depreciation in the peso. A 10% depreciation in the Chilean peso results in a potentially strong decrease in agricultural imports from the United States, and a 18-23% decrease in non-agricultural imports.
Perhaps the most surprising result, however, is the impact of a 10% depreciation in the peso on Chile's exports of mining/manufacturing products to China. A 10% depreciation in the peso induces a 9-12% decrease in exports to China in mining and manufacturing. China, a large importer of products of the extractive industries, has had a strong demand for certain raw materials during the period studied. Chile is the world's largest copper exporter, and among the largest exporters of molybdenum, lithium and some other raw materials. Copper accounts for 56% of its exports overall. A change in the price of copper may therefore impact the value of the Chilean peso. All else equal, the rising price of copper over the past few years, due in part to strong Asian demand, would have had an appreciative effect on the peso. Chinese demand for copper, however, continued to grow despite the increase in the price of copper, and as a result the value of its imports from Chile increased overall. An appreciation in the peso can thus be associated with an increase in the value of China's imports from Chile in the mining/manufacturing sector.
Many market fundamentals affect the relationship between the exchange rate and trade such as: the product composition of exports/imports; the price elasticity of each of the traded products; the country's market share of the product globally; the share of the good in the basket of exported/imported products; the import content of exports ; price transmission mechanisms in the product/country markets such as, for example, the degree to which traders can reduce their prices in order to absorb some of the price effects created by changes in the exchange rate; trade costs and their share in the traded price of the good; and the terms of the contract such as its duration and the currency in which it is denominated. All these factors are found to have a bearing on the aggregate results that are reported here. Many have opposite impacts on the relationship between the exchange rate and trade flows.
Trade Effects of Exchange Rates and their Volatility
Chile and New Zealand
I. Introduction
The Working Party of the Trade Committee has discussed a paper that examines the impact of exchange rate changes on bilateral trade in three large economies: China, the Euro zone and the United States (see OECD Huchet-Bourdon and Korinek, 2011) . Delegates responded favourably to the methodology used and agreed with the approach taken. There was a consensus during that meeting that the work should be extended to two small, open economies. Indeed, much of the analytical work in the public domain on the impact of exchange rates and exchange rate volatility on trade has been done on large economies, with a significant portion of the work examining the United States.
The objective here is to examine the impact of exchange rates and exchange rate volatility on trade in the small, open economies selected. It is postulated that their trade will be impacted differently than the three large economies previously analysed since they have smaller domestic markets, and are perhaps less cushioned from changes on international markets including exchange rate volatility. This study therefore examines the role of the exchange rate in the evolution of the bilateral trade of Chile and New Zealand with the three large economies -China, the Euro area and the United States. In order to ensure strict comparability, the methodology and time period used here are the same as the study on the three large economies. Bilateral sectoral imports and exports are estimated separately for each country pair over the period 1999-2009 using an autoregressive distributed lag model with cointegration.
1 The impact on bilateral trade with each of the three partners of the exchange rate, exchange rate volatility and income is ascertained.
1.
Trade flows are assumed to be conducted in the currency of the exporter or the importer, therefore the exchange rate used is the bilateral exchange rate between exporting and importing countries' currencies. This is not always the case, however, as suggested in Sanderson (2009): 80% of New Zealand's exports to China are denominated in US dollars. Since this study is not done at the firm level, however, it was not possible to account for such considerations. The remainder of this paper is organized as follows. Section II outlines some of the developments in the exchange rates as well as trade of Chile and New Zealand with the three partners. Section III presents the econometric analysis and the main findings. Finally Section IV concludes.
II. Developments in exchange rates and trade

Exchange rate regimes
Since 1985, the New Zealand dollar was floated as part of a broad-based deregulation of financial markets. The rate was determined by the supply and demand in foreign exchange markets. Since 1989, the Policy Targets Agreements of the Reserve Bank of New Zealand have stated explicitly that in implementing monetary policy through a direct inflation targeting the Bank seeks to avoid unnecessary instability in output, interest rates and the exchange rate (the Reserve Bank of New Zealand, 2007).
In Chile, a managed exchange rate was a common feature of the exchange rate policy during the nineteen nineties and before. With the adoption of an inflation targeting monetary scheme in the early 1990s, it appeared that a conflict could exist between the inflation target and the commitment with respect to the nominal exchange rate outlined in the exchange rate policy, i.e. a crawling band adjusted with respect to past inflation. Although the inflation target always prevailed, the Central Bank allowed the Chilean Peso to float in 1999 (Central Bank of Chile, 2011) . This was rendered possible due to Chile's macroeconomic stability (low inflation, sound fiscal policies and a strong financial system).
Bilateral exchange rate movements 2
The real New Zealand dollar exchange rate depreciated at the beginning of the period studied to around NZD 2.20 per USD, NZD 1. The exchange rate is defined such that an increase in the exchange rate corresponds to a depreciation of the national currency. We focus on the real exchange rate hereafter which is an indicator of price competitiveness. The real exchange rates are derived by multiplying the nominal exchange rate by the ratio of the foreign to local currency consumer price index. In Chile, the first years after the floating exchange rate regime was established were characterised by a depreciation of the Chilean peso relative to the other currencies reaching a record in 2003: CLP 728.1 per USD, CLP 795.8 per Euro and CLP 88.4 per Yuan (Figure 2 ). Subsequently, it has tended to appreciate against the other currencies before another trough during the financial crisis (the Chilean peso appreciated by 22% relative to the euro from March to December 2008, 36 % relative to the US dollar and 48% against yuan in real terms). Note that both countries are price takers in terms of exchange rates and prices, compared with the US dollar, Euro and Yuan. Central banks and monetary authorities of large countries may influence their exchange rate through various channels which may not be as easily used by small economies. For instance, large economies may intervene on international currency markets through their foreign exchange reserves by selling or buying currency. Some other drivers of exchange rates are likely to influence capital markets. These include interest rate differentials between the economy in question and other major economies. These interest rate differentials can lead to changes in the amounts of inward/outward capital flows which will contribute to the appreciation/depreciation of the national currency. Larger economies may more easily In addition, the domestic markets of the two countries under study here are small (as shown in Table 1 ), thereby leaving little room for traders that are negatively impacted by the exchange rate to increase their supply to the domestic market. If a negative relationship between exchange rate volatility and trade flows were to be found, such small, open economies might have a strong incentive to keep their exchange rate volatility in a narrow range to avoid penalizing their exporters and importers.
Bilateral trade flows
In both countries, 97% of bilateral imports with the three large economies take place in the non-agricultural sector, 3 and the great majority in manufacturing.
The two small open economies however export quite a different basket of goods. While bilateral exports in non-agricultural goods largely outweigh exports in the agriculture sector in Chile, the opposite is observed in New Zealand (Figures 3a and 3b ). New Zealand is largely dependent on the agricultural exports for economic growth, comprising 60-80% of total exports depending on the trading partner.
The mining sector is particularly important in Chile. In 2008, mining products accounted for about 60% of total Chilean merchandise exports. Taken together, copper ore, processed copper and refined copper products accounted for 56% of Chile's exports in 2008 (OECD, 2010 .
According to Figures 4a and 5a, both countries exhibit an increasing and positive agricultural trade balance with the three large economies. Considering the non agriculture sector, New Zealand's deficit is increasing over the whole period, particularly in the case of its trade with China ( Figure 4b ). Note that non agricultural sector includes both manufacturing and mining.
4.
Throughout this paper, non agriculture refers to the mining and manufacturing sectors.
5.
Note that data end in 2008, when external demand in particular for some raw materials, was low. The objectives of such RTAs are to reduce barriers for trade in order to open markets. They also provide some cooperation in areas such as intellectual property, environmental protection, harmonization of technical requirements, trade facilitation, etc. Note that Chile in particular has increased the number of bilateral agreements it adheres to since it became a member of the WTO in 1995. 
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III. Impact of exchange rates and their volatility on trade flows
Econometric methodology 7
Following Bahmani-Oskooee and Ardalani (2006) and Baek and Koo (2009) , this study uses an autoregressive distributed lag (ARDL) model with cointegration to estimate the impact of exchange rates and their volatility on imports and exports in the two small, open economies, Chile and New Zealand. The equations of imports and exports of sector i (i stands for agriculture or non agriculture) are estimated as a conditional ARDL-error correction model in two separate equations for each country pair (Chile-China, Chile-
7.
Some further details concerning the methodological choices made for this study are given in Huchet-Bourdon and Korinek (2011) and in Annexes B and C of this document.
Euro area, Chile-United States; and New Zealand -China, New Zealand-Euro area and New Zealand-United States). Thus equations (1) and (2) are estimated for each bilateral relationship of Chile and New Zealand leading to twelve estimated models. (1) Y is the real income (represented by the GDP or a proxy such as an industrial production index), ER stands for the real bilateral exchange rate, i.e. the nominal exchange rate deflated by the ratio of the partner to domestic consumer price indices, and vol is a measure of its volatility. All variables are taken in logarithm form which allows estimation of elasticities. A time trend is included. Dummy variables are included to take account of the preferential trade agreements outlined in section "bilateral trade flows" above.
Measures of exchange rate volatility 9
There is no consensus among researchers as to how to measure exchange rate volatility. Three measures of volatility are shown in Figures 6a-6f below for each of the six country pairs. The short-term measure of volatility, the 12-month moving standard deviation measure (represented by the solid line) is quite close to the one measured in the long-run, based on 5-year moving standard deviation. The results shown here seem to confirm Mabin's 2010 study which states that New Zealand experienced high short-term exchange rate volatility. It may mean that small open economies' exporters have difficulties insuring against exchange risk, even in the short run. The measure that seems to pick up the most volatility is that using GARCH. 10 Only results based on the 5-year 8.
The methodology outlined here is the same as that used in the companion paper which examined China, the Euro area and the United States. More details on the methodology are provided in annexes B and C of this document and in Huchet-Bourdon and Korinek (2011).
9.
See Huchet-Bourdon and Korinek (2011) for a discussion of possible measures of volatility and a summary of findings by other researchers of their impacts on trade.
10. GARCH models are Generalized Autoregressive Conditional Heteroskedasticity models and are designed to model and forecast conditional variances. This procedure models the variance of each period's disturbance term as a function of the errors in the previous period. The variance of the dependent variable is modelled as a function of past values of the dependent variable and exogenous variables. See Annex C for a more detailed discussion of volatility measures.
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OECD TRADE POLICY WORKING PAPER N°136 © OECD 2012 moving standard deviation and GARCH model as measurements of exchange rate volatility are reported thereafter 11 . 11. This allows comparison with results for the three large economies in the companion study which were presented with these two definitions. Results with the 12-month moving standard deviation measure for volatility are close to those presented using the other two definitions. Note: vol_12m refers to the standard deviation over the previous 12 months; g_vol refers to a GARCH-based measure of volatility; and vol_5y refers to the standard deviation of the previous 60 months (5 years).
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Empirical results
Model estimates reveal that income, exchange rates and exchange rate volatility significantly affect bilateral trade in the short run. Since cointegration is supported through our models (Annex D and G), we focus on long-term effects of these variables on bilateral trade.
12
Impact of exchange rates on trade
Although difficult to generalize, the long-term impacts of exchange rates on trade are of a broadly similar magnitude in the two small, open economies as in the large economies examined in the companion paper (see Huchet-Bourdon and Korinek, 2011) . In both cases, not all elasticities are statistically different from zero, i.e. in a number of cases, there is no apparent relationship between changes in the exchange rate and trade flows. In other cases, however, impacts can be significant. There is no clear delineation of results in these two case studies, in terms of sector (agriculture/non-agriculture) or in terms of trading partner.
13
The methodology used here captures the impact of the exchange rate level, exchange rate volatility and income, on bilateral trade flows.
14 Many market fundamentals affect the relationship between the exchange rate and trade such as: the product composition of exports/imports; the price elasticity of each of the traded products; the country's market share of the product globally; the share of the good in the basket of exported/imported products; the import content of exports ; price transmission mechanisms in the product/country markets such as, for example, the degree to which traders can reduce their prices in order to absorb some of the price effects created by changes in the exchange rate; trade costs and their share in the traded price of the good; and the terms of the contract such as its duration and the currency in which it is denominated. All these factors have a bearing on the aggregate results that are reported here. Many have opposite impacts on the relationship between the exchange rate and trade flows.
Some phenomena affecting the relationship between exchange rates and trade are not accounted for in these models. These include for example the impact of changes in exchange rates other than those of the bilateral country pair in question; or substitution by suppliers/consumers in third countries. These results are therefore partial equilibrium and should be viewed in this context.
The results found here concerning the impact of the exchange rate on trade should be interpreted in terms of a number of characteristics of the countries under study. They are both smaller economies and therefore have smaller domestic markets. In the face of a price hike, due to an appreciation in their own currency (for exporters) or an appreciation in the currency of trading partners (for importers), they have less recourse to turn to their domestic market. In addition, contrary to the three large economies studied previously,
12.
One exception is agricultural exports of Chile with the United States which does not exhibit a statistically significant long term relationship.
13.
In the previous study on the three large economies, it was found that exports were more sensitive to changes in the exchange rate, as was the agriculture sector. These results are not confirmed in this study on the two small, open economies.
14. As in the previous study, the effects measured are those of the real exchange rate, i.e., the nominal exchange rate deflated by the ratio of foreign to domestic consumer prices, on bilateral nominal trade flows.
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Chile and New Zealand are not net exporters of sophisticated manufacturing products that are often part of a long global value chain. Copper, at different stages of processing, accounts for over half of Chile's exports. A significant proportion of New Zealand's exports are in agriculture, in particular to the three trading partners examined here. 62-74% of New Zealand's exports to China, the Euro area and the United States are agricultural products.
Results using the Garch volatility measure show that a hypothetical 10% depreciation in the NZ dollar leads to a 13.4% increase in agricultural exports of New Zealand to the Euro Area and a 16.6% increase in their mining/manufacturing exports to the Euro Area (Table 2) . Similarly, it leads to an increase in exports to China in both sectors (7.3 % in agriculture and 11.6% in manufacturing and mining in the case of Garch model), confirmed by results using the alternative measure of exchange rate volatility. Exports to the United States increase by 10.4% in agriculture, using the Garch models, and 0% in the manufacturing and mining sectors (10.9% using the alternative model specification). These results suggest that the exchange rate has a strong effect on New Zealand's exports with all three major trading partners in both broad sectors. Regarding the impact of the exchange rate on imports to New Zealand, in the same case of a 10% hypothetical depreciation of the NZ dollar, no change is observed in imports from China. There may be a number of reasons for this: New Zealand importers may be particularly price inelastic as regards the types of goods they import from China; or it may be the case that even with a depreciation in the currency of its trading partner, Chinese goods remain highly competitive. It may also be the case that New Zealand does not have the capacity to respond to demand for some products that are imported from China regardless of price differentials. Baek and Koo (2009) find a similar result using a different sample, and suggest that foreign exporters may squeeze their profit margins to offset the increase in their export prices in order to maintain their share of the market. It may be noted that a similar result was found in the companion study for the Euro Area: a 10% depreciation in the Euro did not result in lower imports from China (HuchetBourdon and Korinek, 2011). Imports into New Zealand from the United States are also unaffected by a 10% depreciation in the NZ dollar in the manufacturing/mining sector, although imports in the agriculture sector are negatively and very strongly impacted (in GARCH models -this strong result is somewhat mitigated by a positive impact in the case of the alternative model specification using the five year moving standard deviation). In the case of New Zealand -Euro area trade, long-term imports of New Zealand show an unexpected positive coefficient regardless of the measure of volatility used. The effect on New Zealand's imports of a 10% depreciation in its currency are therefore not robust
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In the case of Chile, imports from China and the Euro area are relatively unaffected by a hypothetical 10% depreciation of the Chilean peso (Table 3) . Changes in imports from the Euro area are not very significantly different from zero in either sector regardless of the measure of volatility used. Imports from China in non-agriculture products are somewhat affected by changes in the exchange rate. A 10% depreciation in the Chilean peso results in a 6-7% decrease in non-agricultural imports. Imports from the United States, however, are very significantly affected by a depreciation in the peso. A 10% depreciation in the Chilean peso results in a 17-23% decrease in non-agricultural imports, depending on the measure of volatility used. The different bilateral import effects between Chile and two of its main trading partners could be explained by the product composition of its import basket. The very strong effects for the United States may mean that goods imported from the United States are particularly price elastic, perhaps because they are easily substitutable by other exporters or domestic suppliers. It may also mean that contracts undertaken with US exporters are of a particularly shortterm nature and that changing suppliers is less costly than in the case of some other countries. The impact of the exchange rate on Chilean imports is therefore highly dependent on the trading partner, the broad sector, and other elements such as the measure of volatility used.
Chile's exports are impacted by an exchange rate depreciation in a complex fashion. Intuitively, one would expect a depreciation in the peso to increase exports across the board, making them more affordable to buyers abroad. This is indeed the result as regards exports from Chile to the United States in non-agricultural goods (recall that more than half of Chile exports overall are in the mining sector), where a 10% depreciation in the peso results in a 7-12% increase in exports to the United States (depending on the model specification). Exports of agricultural goods to the United States, however, are unaffected by changes in the exchange rate. In an opposing fashion, exports to the Euro area are very strongly affected as regards agriculture (34-42% depending on the model).
Perhaps the most surprising result, however, is the impact of a hypothetical 10% depreciation in the peso on Chile's exports in the mining/manufacturing sector to China. A 10% depreciation in the peso results in a 9-12% decrease in exports to China in mining and manufacturing. A similar result is found in one of the models for Chile's nonagricultural exports to the Euro area. China is a large importer of products of the extractive industries and has exercised a strong demand for certain raw materials during the period studied. It can be assumed that demand for raw materials such as copper in China are relatively price inelastic. Chile is the world's largest copper exporter, and among the largest exporters of molybdenum, lithium and some other raw materials. This would explain why demand may not be positively affected by a depreciation in the exchange rate. One possible reason for this surprising result is the important role that copper plays in Chile's exports. Chile is a major player on the international copper market and copper accounts for 56% of its exports overall. A change in the price of copper may therefore impact the value of the Chilean peso. All else equal, the rising price of copper over the past few years -due in part to strong demand from Asia -would have had an appreciative effect on the peso (Figure 7) . 15 Chinese demand for copper, however, has been rising in spite of increased copper prices, implying a growth of the value of its imports from Chile. In this way, an appreciation in the peso may be associated with an increase in the value of China's imports from Chile in the mining/manufacturing sector. This mechanism points to the possibility of an endogeneity between copper trade, in particular with China, and the exchange rate, which is not captured in the econometric model used. 
Impact of exchange rate volatility on trade
In terms of the impact of exchange rate volatility on bilateral trade, the two small open economies seem more sensitive to exchange rate volatility than large economies (Table 4) . 16 There may be a number of reasons for this. Since small open economies have less room to adjust their exchange rates in the face of exchange rate changes vis à vis large economies' currencies their traders may be more directly impacted by exchange rate changes.
17 Secondly, many smaller countries have less diversified export structures and therefore it is more difficult to move into exports of products that are more price inelastic. Thirdly, importers cannot necessarily source their needs in the domestic market in the case that their exchange rate depreciates, making foreign goods more costly. Finally, small countries often have smaller enterprises on average. Some enterprises may not be large enough to practice hedging. Fabling and Grimes (2010) finds that large enterprises hedge most when entering international markets, thereby ensuring against exchange rate 16 .
Since volatility has a greater effect in the small, open economies than in the large economies studied in the companion paper, an alternative model was tested. Estimations were run without the exchange rate volatility term in order to determine whether volatility may influence the effect of exchange rate level on bilateral flows. When volatility was removed from the specification, the effect of exchange rate is largely unchanged. Generally, the effect of the exchange rate level on trade flows is very slightly higher, if its impact is felt at all, in the specification without the volatility term. Estimates are available from the authors upon request.
17.
Between 60-70% of NZ firms hedge transactions denominated in USD or other currencies (excluding the Australian dollar) (Fabling and Grimes, 2010).
risk. Small enterprises are second most likely to hedge and medium-sized enterprises are least likely to hedge exchange risk. In this way, enterprises in New Zealand, for example, may be less likely to hedge than those in the United States or the Euro zone. Consistent with other studies and with the theoretical literature, however, the direction of the impact (i.e., increasing or decreasing trade) can go either way.
18
This study finds, furthermore, that in both countries, exports respond less to exchange rate volatility than do their imports. One possible explanation for this finding may come from the fact that these countries are commodity exporters and that their exchange rates often move with the commodity prices (Westpac, 2009). Analysing price data over 17 years since 1992, the study of Westpac (2009) shows that for the majority of New Zealand commodity producers the exchange rate has reduced the overall volatility of commodity producers' revenue per unit by 25% since 1992 by offsetting global market swings. As commodity prices have risen, so has the value of the NZ dollar, thereby insulating exporters somewhat from volatility and smoothing their revenue streams. 
Impact of income on trade
It is worth noting that the income variable seems to play a less important role in determining bilateral trade of these small open economies, especially in New Zealand, compared to the three large economies (Huchet-Bourdon and Korinek, 2011). Changes in income seem to affect trade flows, both imports and exports, less than in larger economies. This may be explained by structural factors in countries with small domestic markets: even as incomes rise and demand for goods increase, overseas demand dwarfs domestic demand, especially in the case that exports are less diversified. Their exports are dependent upon foreign demand in their niche markets; their exports to all markets will also be dependent upon major markets' trade since it will be difficult to compete with large countries in third markets due to small countries' lower economies of scale. On the import side, small countries are constrained to import many necessities regardless of the price changes imposed by exchange rate volatility implying that consumers in these countries may be on average more price inelastic than those in larger economies.
18.
See Huchet-Bourdon and Korinek (2011) for a discussion of the large body of theoretical work on the impact of exchange rate volatility. 
-TRADE EFFECTS OF EXCHANGE RATES AND THEIR VOLATILITY: CHILE AND NEW ZEALAND OECD TRADE POLICY WORKING PAPER N°136 © OECD 2012
Impact of hypothetical currency depreciations on 2008 trade balances
Changes in the level of real exchange rates impact trade balances and have strong implications for evolving current account balances. Inasmuch, the analysis in this paper allows estimation of a hypothetical impact on 2008 trade balances in the countries examined of a hypothetical 10% depreciation in exchange rates.
19
In the case of New Zealand, a 10 % depreciation of the NZ dollar in real terms would have improved New Zealand's 2008 agricultural trade balance with China and the United States, regardless of the measure of volatility used (using GARCH volatility, the increase is EUR 55 million with China and EUR 230 million with US). In the case of Chile, the same experiment of a 10% depreciation of the Chilean peso would have implied an improvement of the agricultural trade balance with the Euro Area (by EUR 655 million) but leaves the agricultural trade balance with China and the United States unchanged. In the non agricultural sector, the same depreciation leads to a deterioration of the non agricultural trade balance by EUR 172 million with China and by EUR 966 million with the Euro area. On the contrary it improves the non agricultural trade balance with the United States by EUR 2.1 billion. The total trade balance of Chile with China according to GARCH model results therefore would have been EUR 1.5 billion as opposed to EUR 1.6 billion in 2008, had the hypothetical 10% depreciation of the peso been in place. With the Euro area, the total trade balance would have been about EUR 5.5 billion as compared with its actual trade balance of EUR 5.8 billion in 2008. The trade balance with the United States in the hypothetical case of a 10% depreciation of the peso would be a surplus of EUR 119 million as compared with the actual deficit which was EUR -2.1 billion in 2008.
Similarly to the conclusion that was reached regarding the three large economies, trade balances, and in particular current account imbalances, in the countries examined here cannot be attributed to exchange rate levels alone. There are many factors at play that imply that exchange rates are only one of a large number of interactions that motivate changes in the trade balance or current account (see Mabin, 2011; Huchet-Bourdon and Korinek, 2011; Huang and Wyplosz among others in Evenett, 2010).
19.
This hypothetical calculation was also undertaken for the three large economies in HuchetBourdon and Korinek (2011).
20.
Results with 5-year MSD volatility are similar.
IV. Conclusion
This study has examined the impact of exchange rates on bilateral trade of two small, open economies with three large partners, China, the Euro area and the United States.
Results reveal that bilateral trade may be affected by the three factors considered here -income, exchange rate, and exchange rate volatility. However results suggest that bilateral trade could be less sensitive to changes in income in small countries than in large economies (see also Huchet-Bourdon and Korinek, 2011). The long-run effects of the levels of real exchange rates on trade are confirmed. Finally, exchange rate volatility seems to be a more important determinant of small open economies' bilateral trade than that of large economies.
The small, open economies' characteristics -small domestic markets, greater reliance on international trade, and a lessened ability to "cushion" suppliers and consumers from international price changes -seem to explain some of the findings here. Chile and New Zealand are more heavily impacted by exchange rate volatility than the three large economies previously examined. This is particularly true as regards imports. On the export side, they may be less impacted by exchange rate volatility since they export a majority of commodities and their exchange rates seem to evolve somewhat with commodity prices. It should be kept in mind that price and exchange rate impacts on exporters are particularly important in smaller economies since in order to grow, firms must quickly turn to export markets due to the reduced size of the domestic market; and because firms in small countries must compete in third markets with firms from larger countries that may benefit from greater economies of scale.
The impact of the exchange rate level on trade in the small economies depends very much on the sector and the trading partner. Results vary and do not allow easy generalizations. In the case of New Zealand, a hypothetical depreciation in its currency would suggest an increase in its exports in all sectors to all major partners.
In the case of Chile, impact of the exchange rate on both Chilean imports and exports are highly dependent on the trading partner, the broad sector, and other elements such as the measure of volatility used. One surprising result found here is that a 10% depreciation in the peso results in a 9-12% decrease in exports to China in the mining and manufacturing sector. This may be explained by the impact of the copper price, one of Chile's major export products, on the peso, and China's price inelastic demand for Chile's exports from extractive industries.
This study confirms some previous analysis (Evenett, 2010; Huchet-Bourdon and Korinek, 2011) suggesting that the level of exchange rate is only one factor that influences trade imbalances. Indeed, this study indicates that a depreciation in the exchange rates in Chile and New Zealand would not lead to a strong change in their trade balances with three main trading partners across the board.
Finally, this study makes a significant contribution to the large body of existing research on exchange rates by examining two small, open economies. Most previous studies examine exchange rate changes in large economies and how they impact trade and current accounts. A large proportion of the research examines the United States dollar and its impact on US trade with some of its trading partners -previously, the United Kingdom and more recently, its trade with China. This study compares the impact of exchange rate changes on trade in two small, open economies, on which less analysis has been done. This study uses monthly data from January 1999 to June 2009 which was the period considered in a previous work on three large economies (see Huchet-Bourdon and Korinek, 2011) . The same period and frequency were used for comparison reasons.
Monthly exchange rate data are collected from the International Financial Statistics of the International Monetary Fund. Real exchange rates are defined in the number of local currency per foreign currency. An increase in exchange rate reflects a real depreciation of the national currency. Real exchange rates are derived by multiplying the nominal exchange rate by the ratio of the foreign to local currency consumer price index.
We use the monthly indicator of activity (IMACEC) to proxy changes in GDP which is collected from the Chilean Central Bank. For New Zealand, the quarterly real gross domestic product is collected from OECD. An interpolation methodology is used to obtain monthly data. 
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Annex B. Econometric Methodology Pesaran et al. (2001) suggest an alternative technique 1 , the Auto-Regressive Distributed Lag (ARDL) or the bounds test approach to cointegration 2 to investigate the relationship between variables. The tests for long run relationship between variables are based on standard F-tests. There is no need for pre-unit-root testing. This is one of the main advantages of the bounds testing approach which makes it relatively more relevant for our topic because the volatility measure could be stationary whereas other variables could be non-stationary (Bahmani-Oskooee and Mitra, 2008) . Besides, this technique generally provides unbiased estimates of the long run model and valid t-statistics even when some of the regressors are endogenous (Harris and Sollis, 2003) . Inder (1993) and Pesaran and Pesaran (1997) have shown that the inclusion of the dynamics may help correct the endogeneity bias. Finally, the advantage of this approach is that it allows the distinction between short and long run effects.
The equations of imports and exports of product i (i stands agriculture or manufactured) are modelled as a conditional ARDL-error correction model for each pair countries (Euro area with the United States and then China; the US with China). 
The first step in estimating error-correction models is to carry out the F-test for joint significance of the lagged level variables or for their cointegration. A problem arises in
1.
Two main approaches were adopted in the past: the two-step residuals based procedure for testing the null of no-cointegration (Engle and Granger (1987) and the system-based reduced rank regression approach due to Johansen (1991 Johansen ( , 1995 . These methods assume that the variables are integrated of order one (I(1)) or more. Pesaran et al. (2001) develop a new approach for testing the existence of a relationship between variables (they can be stationary I(0), integrated of order one I(1) or mutually cointegrated).
2.
Cointegration means a stationary long term relationship: variables are cointegrated if there is a linear combination between the variables which is stationary.
this step that is related to the choice of lag length. Although Pesaran et al. (2001) suggest imposing a fixed number of lags on each differenced variable; Bahmani-Oskooee and Ardalani (2006) have demonstrated that the F-test result is sensitive to the lag length. Following Bahmani-Oskooee and Wang (2007), we first estimate by the OLS method different ARDL models for all lags with a maximum of 12 lags. We use both Akaike's information criterion (AIC) and Schwartz Bayesian Criterion (SBC) 3 to select the optimum lags on each variable.
With the optimal lags, the presence of cointegration is then tested through an OLS estimation by restricting all estimated coefficients of lagged level variables equal to zero ( 0
. The null hypothesis of non cointegration is tested against the alternative by the mean of an F-test with an asymptotic non-standard distribution. If the computed F-statistic lies above the upper level of the band, the null is rejected, indicating cointegration. If the computed F-statistic lies below the lower level ban, the null cannot be rejected, supporting the absence of cointegration. If the statistics fall within the band, inference would be inconclusive. This is called a bounds testing procedure since the two sets of critical values provide critical value bounds for all possibilities of the regressors into purely I(0), I(1) or mutually cointegrated.
In a second step, after confirmation of the existence of a long run relationship between the variables in the model, the long run and short run models can be derived. Estimates of 0
 respectively) are then used to form an error-correction term ECM t-1 . 4 We replace the linear combination of lagged level variables (second line of each equation) by ECM t-1 . The error correction model is re-estimated by using the same lag structure as before. When all variables are adjusting toward their long-run equilibrium, the gap between the dependent and the independent variables measured by the coefficient associated to ECM t-1 must decrease. In other words, a negative and significant coefficient obtained for ECM t-1 not only will be an indication of adjustment toward equilibrium but also an alternative way of supporting cointegration among variables (Bahmani and Ardalani (2006)). The larger the error correction coefficient (in absolute value) the faster is the economy's return to its equilibrium, once shocked.
Finally, we run diagnostic tests. We test for stability of short-run and long-run coefficient estimates by applying the CUSUM and CUSUMQ tests proposed by Brown et al. (1975) to the residuals of the error-correction models. We present the conclusion in Tables G.1 and G.2 in Annex G 5 . We also produce a Ramsey Reset specification test, and a LM-test of non autocorrelation of residuals.
3.
The AIC and SBC are the two most popular model selection criteria. The strategy consists on choosing the number of lags for which the criteria are the smallest. These model selection criteria measure the "fit" of a given model by its maximized value of the log-likelihood function. 4.
ECM(-1) represents the lagged linear combination of the variables: it represents the gap towards the equilibrium in period t-1. Its estimated associated coefficient corresponds to the reaction degree of the dependent variable regards to the previous gap towards the equilibrium. 5.
Graphs are available upon request from the authors. 
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Annex C. Alternative measures of volatility
The volatility of real bilateral exchange rate (ER) is reported in this paper by variable vol. As mentioned in the text, three measures of volatility were tested in empirical analysis. One is a GARCH-based measure. The two others are based on moving standard deviation of ER. For each month this measure is the standard deviation of previous 12 observations ending at current month in the first case. For the alternative case, it is the standard deviation of previous 60 observations (five years). Only empirical results based on the five-year moving standard deviation are reported in the document.
In a simple GARCH model it is assumed that ER itself follows a first order autoregressive process:
where ε t is white noise with E (ε) = 0 and V (ε) = h 2 .
The conditional mean of ER t is a 0 + a 1 ER t-1 . In order to forecast the variance of ER, the conditional variance of ε t which is a time varying variable needs to be estimated. GARCH allows thus the variance of a variable like ER to change over time. The theoretical specification of a GARCH(p,q) model which is being used is as follows:
Where p is the number of GARCH (lagged variance) and q the number of ARCH (lagged residual squared terms)
The GARCH model represented by Equation (2) includes a ARCH term (β's) which states that the variance of the current error term is a function of the variance of error term in the previous periods and a GARCH term (φ's) which summarizes last period's forecast variance. The GARCH (p,q) model is used to generate predicted value of h t 2 as a measure of volatility of exchange rate.
Before estimating the GARCH model, we carry out an ARCH test. We use the Lagrange multiplier procedure proposed by Engle (1982) . The first step is to regress the OLS squared residuals 2 t  from the regression (1) on a constant and its own lagged values:
The ARCH(q) effect is carried out by testing the statistical significance coefficients α 0 = …= α q = 0.
Under the null hypothesis, the conditional homoskedasticity is tested. The LM statistic is asymptotically distributed as a chi-squared  2 .
In a second step, once conditional heteroskedasticity in the residuals is established, the GARCH model is estimated. The order of GARCH is determined by significance of β's and φ's in (2). Our results suggest that a GARCH (1,1) specification is sufficient 1 for the following pair-countries: Chile-Euro area and Chile-United States, New-ZealandChina, New-Zealand-United States. A GARCH (1,2) is better for Chile-China. A GARCH (2,2) is better for New-Zealand-Euro area 2 Next, the moving standard deviation measure of volatility is as follows:
ER: exchange rate; m: 12 or 60 observations according to the measure.
1.
Other studies found a GARCH (1,1) specification like (Doyle, 2001 ).
2.
All detailed results are available upon request. Note: t-ratios in absolute value are reported in brackets.
Annex D. Results of F-test for cointegration among variables
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Volatility measured as a five-year moving standard deviation 
