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1Chapter 1
Introduction
Mathematical programming (or optimization) is a discipline of applied mathemat-
ics. It deals with solving decision problems where a real-valued function f(x) must
be minimized (or maximized) over a feasible region F . Optimization problems
frequently arise in many different fields, e.g., engineering, economics, artificial in-
telligence, mechanical design and many others.
A typical mathematical programming problem can be written as
min
x
f(x)
x ∈ F ⊆ X,
where f : Rn → R is called objective function, x is the n-dimensional variable vector,
X is the variable space and F is called feasible set (or feasible region).
It is possible to define different classes of optimization problems, depending on
the features of the variable space, the objective function and the feasible set. For
example, we distinguish between continuous and integer problems, differentiable
and non-differentiable problems, unconstrained and constrained problems.
Numerical methods for solving optimization problems have been widely studied
in the literature, from both a theoretical and a computational point of view. Lately,
the growing technological development has made possible to collect and store large
amounts of data, and then, efficient methods are strongly needed for their manip-
ulation. This need also affects the field of numerical optimization. For example,
many popular machine learning models are based on solving specific optimization
problems and the use of appropriate methods is crucial to compute a solution in a
reasonable amount of time.
Hence, defining algorithms that are able to efficiently deal with a large number
of variables is an appealing and challenging task of current research. Here, new
methods are proposed for some different classes of optimization problems, giving a
particular attention to the large-scale case.
The guideline of this thesis is to provide mathematical arguments for the pro-
posed algorithms, investigate their theoretical properties and show their behaviour
in practice, also in comparison with other existing methods. The rest of the thesis
is organized as follows.
In Chapter 2, we provide an overview of algorithms for unconstrained optimiza-
tion, with a particular attention for the theoretical aspects and the methods that
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will be exploited in the subsequent chapters.
In Chapter 3, we focus on box-constrained problems and we propose a two-
stage active-set method, embedded into a non-monotone stabilization framework.
The distinguishing feature of this algorithm is to exploit a theoretical property of
the active-set estimate that guarantees a sufficient decrease in the objective func-
tion by setting the estimated active variables to the bounds. In this way, we can
separately update the variables estimated active and those estimated non-active at
each iteration. An in-depth convergence analysis of the algorithm is presented and
numerical results are provided.
In Chapter 4, we extend the above described approach to minimize a function
over the unit simplex. Also in this case, the main feature of the proposed algo-
rithmic framework is to separately update the variables estimated active and those
estimated non-active. In particular, following the idea of setting the estimated ac-
tive variables to the bounds at each iteration, the presence of the linear constraint
requires a further effort to maintain feasibility, while ensuring a sufficient decrease
in the objective function. The convergence of the algorithm is proved when different
variants of the Frank-Wolfe direction are employed. Then, we consider the problem
of minimizing a function over the `1-ball, showing how the proposed method can be
suitably adapted for this purpose. Preliminary numerical results are given.
In Chapter 5, an optimization-based strategy for cluster analysis is presented. In
particular, a filtering data method is proposed, based on minimizing a least squares
function with a weighted `0-norm penalty. To overcome the discontinuity of the
objective function, smooth non-convex functions are employed to approximate the
`0-norm, extending some approaches previously proposed in the literature. The-
oretical properties of the model are investigated and numerical results are finally
provided.
Two appendices are included: in Appendix A we report the fundamental con-
cepts needed for this thesis and in Appendix B we report the details of the numerical
experience that is discussed in Chapter 3.
This thesis includes material from three papers (published or submitted for
publication) by the author. In particular, Chapter 3 and Chapter 4 are respectively
based on [13] and [14], both co-authored with Marianna De Santis, Stefano Lucidi
and Francesco Rinaldi. Finally, Chapter 5 is based on [12].
3Chapter 2
Algorithms for unconstrained
optimization: an overview
In this chapter, we focus on algorithms for solving unconstrained optimization prob-
lems where the objective function is (at lest) continuously differentiable.
Besides their own interest, such methods play a crucial role also in the field of
constrained optimization, since many popular approaches (not investigated here)
are based on reformulating a constrained problem as an unconstrained one.
In particular, the scope of this chapter is introducing some concepts that will be
used in the rest of the thesis. For this reason, we only focus on the methods that
are needed for our purposes.
Since the results presented in this chapter are well known, they are reported
without proofs. For more details, the interested reader can see [4, 38, 61, 62, 66]
and the references therein.
The rest of the chapter is organized as follows. In Section 2.1, we recall some
general results on algorithms for unconstrained optimization. In Section 2.2, we
introduce the general scheme of globally convergent methods that exploit a line
search technique. In Section 2.3, we review some well-known line search methods
proposed in the literature. Finally, in Section 2.4, we briefly describe some popular
algorithms.
2.1 Generalities
Let us start by considering the following unconstrained minimization problem:
min
x
f(x)
x ∈ Rn,
where f ∈ C1(Rn).
Generally, optimization algorithms produce a sequence of points {xk}, according
to the scheme reported in Algorithm 1.
When analyzing the properties of an algorithm for unconstrained optimization,
a standard assumption is that L(f(x0)) is a compact set. This ensures that the
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Algorithm 1 General algorithm for unconstrained optimization
0 Choose x0 ∈ Rn, set k = 0
1 While ∇f(xk) 6= 0
2 Compute sk ∈ Rn
3 Set xk+1 = xk + sk
4 Set k = k + 1
5 End while
problem attains optimal solutions (see Proposition 24 in Subsection A.2.2). More-
over, if {xk} is forced to remain in L(f(x0)), then the compactness of L(f(x0))
guarantees that {xk} attains limit points and each of them belongs to L(f(x0)).
Here, we focus on computational methods for unconstrained local optimiza-
tion, that aim to find stationary points. Hence, a crucial property that these algo-
rithms should guarantee is the convergence, in some sense, to a point x∗ such that
∇f(x∗) = 0.
In particular, different types of convergence can be defined. For example, in
some cases (e.g., when the objective function is convex quadratic), it is possible to
prove that there exists a finite index ν such that xν is stationary. In other cases,
it can be established that the whole sequence {xk} converges to a stationary point,
that is,
lim
k→∞
xk = x∗ and ∇f(x∗) = 0.
In other cases, it is possible to guarantee a weaker condition, i.e.,
lim
k→∞
∇f(xk) = 0
(if all points of {xk} are in a compact set, then the above relation is equivalent
to saying that every limit point of {xk} is stationary). In other cases, it is only
possible to ensure that
lim inf
k→∞
∇f(xk) = lim
k→∞
{
inf
m≥k
{∇f(xm)}
}
= 0.
In practice, algorithms are usually stopped when
‖∇f(xk)‖p ≤ ,
where  is a positive scalar (typical values are  = 10−5, or  = 10−6) and ‖·‖p is a
suitable norm (e.g., the Euclidean norm, or the sup-norm).
Another feature that characterizes optimization algorithms is whether the se-
quence {xk} converges to a stationary point independently from the starting point
x0. We give the following definition.
Definition 1. An optimization algorithm is said to be
• globally convergent if it converges to a stationary point x∗ independently from
the starting point,
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• locally convergent if it converges to a stationary point x∗ when the starting
point belongs to a specific neighborhood of x∗.
Moreover, it can be interesting to analyze the convergence rate of an algorithm,
that is, how “fast” {xk} converges to a stationary point. More formally, given a
sequence {xk} ⊆ Rn such that
lim
k→∞
xk = x∗,
we are interested in estimating the asymptotic rate at which the error ek converges
to zero, where ek is a measure of the distance between xk and x∗ (for example
ek = ‖xk − x∗‖).
Two main criteria are generally considered in the literature:
• Q-rate, which concerns the analysis of the sequence {ek+1/ek};
• R-rate, which concerns the analysis of the sequence of the roots of the error.
We give the following definitions.
Definition 2. Given a sequence {xk} ⊆ Rn converging to x∗ ∈ Rn, we say that
• {xk} converges to x∗ (at least) Q-linearly if there exists C ∈ [0, 1) such that,
for sufficiently large k, we have
‖xk+1 − x∗‖ ≤ C‖xk − x∗‖;
• {xk} converges to x∗ (at least) Q-quadratically if there exists C > 0 such that,
for sufficiently large k, we have
‖xk+1 − x∗‖ ≤ C‖xk − x∗‖2;
• {xk} converges to x∗ (at least) Q-superlinearly if
lim
k→∞
‖xk+1 − x∗‖
‖xk − x∗‖ = 0;
• {xk} converges to x∗ Q-superlinearly with Q-rate (at least) p if there exist
p > 0 and C > 0 such that, for sufficiently large k, we have
‖xk+1 − x∗‖ ≤ C‖xk − x∗‖p.
Definition 3. Given a sequence {xk} ⊆ Rn converging to x∗ ∈ Rn, we say that
• {xk} converges to x∗ (at least) R-linearly if there exists C ∈ [0, 1) such that,
for sufficiently large k, we have
‖xk+1 − x∗‖1/k ≤ σ;
• {xk} converges to x∗ (at least) R-superlinearly if
lim
k→∞
‖xk+1 − x∗‖1/k = 0;
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• {xk} converges to x∗ R-superlinearly with R-rate (at least) p if there exist
p > 1 and C ∈ [0, 1) such that, for sufficiently large k, we have
‖xk+1 − x∗‖1/pk ≤ C.
Sometimes, authors define the convergence rate of an algorithm with respect to
the error ek = {f(xk)− f(x∗)}, instead of ek = ‖xk − x∗‖.
Hereinafter, when we analyze the convergence rate of an algorithm, we refer to
Q-rate (otherwise explicitly indicated).
2.2 Globally convergent methods with line search
To guarantee global convergence of an algorithm, three main strategies are usually
considered in the literature. In particular, we can distinguish the following classes
of methods:
• methods that use a line search technique, characterized by a suitable choice
of a search direction dk ∈ Rn and a positive stepsize (or step length) αk at
every iteration k, in order to compute the next iterate as
xk+1 = xk + αkdk;
• methods that use a trust-region technique, where every iterate is obtained by
approximately minimizing a quadratic model of the objective function in a
specific region around the current point;
• methods that use a direct search technique (usually applied in derivative-free
optimization), which sample the objective function in a proper neighborhood
of the current point.
Here, we focus on algorithms that use a line search technique and we briefly
describe some theoretical properties of this class of methods. In Algorithm 2, we
provide the scheme of an optimization method with line search.
Algorithm 2 General optimization algorithm with line search
0 Choose x0 ∈ Rn, set k = 0
1 While ∇f(xk) 6= 0
2 Compute a search direction dk ∈ Rn
3 Compute a stepsize αk > 0
4 Set xk+1 = xk + αkdk
5 Set k = k + 1
6 End while
Optimization algorithms with line search are characterized by the choice of the
search direction dk, which can strongly affect the convergence rate of the method.
Generally, dk must satisfy the condition
∇f(xk)Tdk < 0,
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that is, dk must be a descent direction. This ensures that there exists a stepsize
αk > 0 that makes the objective function decrease. More formally, there exists
α¯ > 0 such that
f(xk + αdk) < f(xk), ∀α ∈ (0, α¯].
The choice of the step length αk plays a crucial role to ensure global convergence
of the algorithm. As to be shown, line search methods must guarantee that αk satisfy
specific theoretical properties.
Before analyzing some general conditions that guarantee global convergence of
Algorithm 2, we need to give the definition of forcing function.
Definition 4. A function σ : [0,∞)→ [0,∞) is called forcing function if for every
sequence {th}, with th ∈ [0,∞), such that lim
h→∞
σ(th) = 0, we have that lim
h→∞
th = 0.
Now, we can report the following result.
Theorem 1. Let f : Rn → R be a continuously differentiable function and let {xk}
be the sequence generated by Algorithm 2. Let us assume that L(f(x0)) is compact,
dk 6= 0 if ∇f(xk) 6= 0 and the following hypotheses are satisfied:
(i) f(xk+1) ≤ f(xk) for all k;
(ii) if ∇f(xk) 6= 0 for all k, then
lim
k→∞
∇f(xk)Tdk
‖dk‖ = 0;
(iii) there exists a forcing function σ such that
|∇f(xk)Tdk|
‖dk‖ ≥ σ(‖∇f(x
k)‖), ∀dk 6= 0.
Then, either there exists an index ν ≥ 0 such that xν ∈ L(f(x0)) and ∇f(xν) = 0,
or {xk} is an infinite sequence such that
• xk ∈ L(f(x0)) for all k,
• {xk} attains limit points and every limit point is a stationary point belonging
to L(f(x0)),
• the sequence {f(xk)} converges,
• lim
k→∞
∇f(xk) = 0.
Condition (iii) of Theorem 1 can be satisfied by a suitable choice of the search
direction. For example, if
∇f(x)Tdk ≤ −c‖dk‖‖∇f(xk)‖, c > 0, (2.1)
then condition (iii) is fulfilled by using the forcing function σ(t) = ct.
More in general, if Dk ∈ Rn×n is a symmetric positive definite matrix with
bounded eigenvalues, then dk = −Dk∇f(xk) satisfies (2.1).
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Conditions (i)–(ii) of Theorem 1 can be fulfilled by employing a proper line
search technique to choose the stepsize αk.
We also observe that condition (i) imposes a non-increasing monotonicity of
{f(xk)}. This requirement can be relaxed, allowing the algorithm to produce points
that make the objective function increase, in a controlled way. Such methods are
called non-monotone algorithms. This approach can be convenient, from a com-
putational point of view, especially when particular search directions are employed
(e.g., Newton-type directions, described below).
As to be discussed in the next subsection, to guarantee the global convergence
of a non-monotone method it is crucial to ensure that lim
k→∞
‖xk+1 − xk‖ = 0. In
particular, the following result can be stated.
Theorem 2. Let f : Rn → R be a continuously differentiable function and let {xk}
be the sequence generated by Algorithm 2. Let us assume that L(f(x0)) is compact,
dk 6= 0 if ∇f(xk) 6= 0 and the following hypotheses are satisfied
(i) lim
k→∞
‖xk+1 − xk‖ = 0;
(ii) there exists a subsequence {xk}K , with 0 ∈ K, and an integer M¯ such that
(ii-a) for every k, there exists j(k) ∈ K such that
0 < j(k)− k ≤ M¯ ;
(ii-b) {f(xk)}K is a non-increasing monotone sequence;
(ii-c) if ∇f(xk) 6= 0 for all k, k ∈ K, then
lim
k∈K, k→∞
∇f(xk)Tdk
‖dk‖ = 0;
(ii-d) there exists a forcing function σ such that
|∇f(xk)Tdk|
‖dk‖ ≥ σ(‖∇f(x
k)‖), ∀dk 6= 0, k ∈ K.
Then, either there exists an index ν ≥ 0 such that xν ∈ L(f(x0)) and ∇f(xν) = 0,
or {xk} is an infinite sequence such that
• {xk} attains limit points and every limit point is a stationary point belonging
to L(f(x0)),
• the sequence {f(xk)} converges,
• lim
k→∞
∇f(xk) = 0.
Similarly as for the monotone case, point (ii-d) of Theorem 2 can be fulfilled
by a suitable choice of the search direction, while points (i) and (ii-a)–(ii-c) can be
satisfied by employing a proper line search technique.
2.3 Line search techniques 9
2.3 Line search techniques
In this section, we recall some well-known line search methods that are used to
choose the stepsize αk.
We will show how these techniques, when embedded within the general scheme
of Algorithm 2, allow to satisfy points (i)–(ii) of Theorem 1 for the monotone case,
and points (i) and (ii-a)–(ii-c) of Theorem 2 for the non-monotone case.
Let us start by considering problems with a strictly convex quadratic objective
function. Namely,
f(x) = 12x
TQx+ cTx,
where Q ∈ Rn×n, Q is symmetric, Q  0, c ∈ Rn.
In this case, given xk ∈ Rn and a descent direction dk ∈ Rn, it is possible to get
the exact stepsize, that is, the value α∗ that minimizes the objective function along
dk. More formally, α∗ ∈ Argminϕ(α) = f(xk + αdk).
Such a stepsize can be analytically computed by imposing dϕ(α)
dα
= 0. Namely,
α∗ = −∇f(x
k)Tdk
(dk)TQdk = −
(Qxk + c)Tdk
(dk)TQdk .
When the objective function is not strictly convex quadratic, it is not possible to
compute the exact stepsize, because this would require to solve a global optimiza-
tion problem (with 1 variable). Even when the objective function is convex, that
approach is not feasible in practice, because the computation of α∗ would require
an iterative optimization method that converges only asymptotically and then the
whole algorithm would not be well defined.
Hence, inexact line search methods must be introduced for the general case.
They are iterative procedures that must be able to return a value of αk in a finite
number of iterations.
Let us first analyze line search techniques for the monotone case. Roughly
speaking, these methods must guarantee that αk leads to a sufficient decrease in
the objective function, while preventing αk from being too small.
One of the most popular line search algorithms is the Armijo method, described
in Algorithm 3.
Algorithm 3 Armijo line search method
0 Given ∆k > 0, γ ∈ (0, 1), δ ∈ (0, 1)
1 Set α = ∆k
2 While f(xk + αdk) > f(xk) + γα∇f(xk)Tdk
3 Set α = δα
4 End while
5 Set αk = α
The Armijo method terminates in a finite number of iterations under the as-
sumption that dk is a descent direction. The condition
f(xk + αkdk) ≤ f(xk) + γαk∇f(xk)Tdk (2.2)
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is often called Armijo condition and in practice ensures a sufficient decrease in the
objective function. Anyway, we mentioned above that this is not enough by itself
to fulfill both points (i) and (ii) of Theorem 1. A further condition to control αk
from below needs to be introduced, as shown in the following theorem.
Theorem 3. Let f : Rn → R be a continuously differentiable function. Let {xk}
be the sequence generated by Algorithm 2, where αk is computed at Step 3 by the
Armijo line search method. Let us assume that L(f(x0)) is compact, ∇f(xk)Tdk < 0
for all k and
∆k ≥ 1‖dk‖σ
(
|∇f(xk)Tdk|
‖dk‖
)
, ∀k, (2.3)
where σ(·) is a forcing function.
Then, at every iteration k, a value αk > 0 is computed in a finite number of
steps by the Armijo line search method. Moreover, the sequence {xk} generated by
Algorithm 2 is such that
• f(xk+1) < f(xk), ∀k;
• lim
k→∞
∇f(xk)Tdk
‖dk‖ = 0.
It follows that, under the hypotheses of the above theorem, points (i)–(ii) of
Theorem 1 are satisfied by employing the Armijo line search.
Now, we briefly discuss condition (2.3), which ensures that αk is sufficiently
large. It is worth noticing that (2.3) can be easily satisfied at every iteration k, by
setting ∆k = ρ‖dk‖ , with ρ > 0. In this way, (2.3) trivially holds by using as forcing
function the constant function σ(t) = ρ. Anyway, this choice can be in practice not
particularly convenient.
For some algorithms that employ an Armijo-type line search, it is crucial to
guarantee that ∆k = 1 satisfies (2.3) for sufficiently large k, in order to meet some
requirements related to the convergence rate (e.g., in Newton-type methods, de-
scribed below). It is easy to show that a constant value ∆k = ∆ > 0 satisfies (2.3)
if the search direction dk is chosen such that
∇f(xk)Tdk ≤ −c‖∇f(xk)‖p, c, p > 0.
In fact, from the above expression, it follows that(
|∇f(xk)Tdk|
‖dk‖
)p
≤ ‖∇f(xk)T ‖p ≤ 1
c
|∇f(xk)Tdk| ≤ M
c
‖dk‖,
whereM is the largest value assumed by ‖∇f(xk)‖ over L(f(x0)). Then, (2.3) holds
by using as forcing function σ(t) = c∆
M
tp.
More in general, it is possible to define a set of directions dk, called gradient-
related directions, that satisfy
∇f(xk)Tdk ≤ −c1‖∇f(xk)‖2, (2.4)
‖dk‖ ≤ c2‖∇f(xk)‖. (2.5)
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.
The use of gradient-related directions allows to fulfill
• condition (2.3) of Theorem 3 with a constant value ∆k = ∆ > 0,
• point (iii) of Theorem 1.
In fact, reasoning as above, assumption (2.3) of Theorem 3 is satisfied by using
the forcing function σ(t) = c1 ∆
M
t2. Moreover, we can write
|∇f(xk)Tdk| ≥ c1‖∇f(xk)‖2 ≥ c1
c2
‖∇f(xk)‖‖dk‖,
and then, point (iii) of Theorem 1 is satisfied by using the forcing function σ(t) = c1
c2
t.
Furthermore, the convergence results stated in Theorem 3 can be easily made
more general. In particular, it is possible to show that lim
k→∞
∇f(xk)Tdk
‖dk‖ = 0 still
holds for any sequence {xk} such that
f(xk+1) ≤ f(xk + αkAdk),
where αkA is a stepsize computed by the Armijo method under assumption (2.3).
Naturally, this choice of the step length satisfies f(xk+1) < f(xk) and then condi-
tions (i)–(ii) of Theorem 1 are still fulfilled. As a consequence, when f(x) is a strictly
convex quadratic function, it is possible to employ the exact stepsize αk = α∗ in
Algorithm 2. Moreover, for strictly convex quadratic objective functions, it is easy
to show that α∗ satisfies the Armijo condition (2.2) if and only if γ ≤ 1/2.
Besides the Armijo method, there are other popular line search techniques that
control the step length from below by replacing (2.3) with other requirements. For
example, Goldstein conditions are based on satisfying{
f(xk + αkdk) ≤ f(xk) + γ1α∇f(xk)Tdk,
f(xk + αkdk) ≥ f(xk) + γ2α∇f(xk)Tdk,
where 0 < γ1 < γ2 < 1/2.
Similarly, the Wolfe conditions impose some requirements on the curvature of
ϕ(α) = f(xk + αdk). In particular, we have the weak Wolfe conditions:
f(xk + αkdk) ≤ f(xk) + γα∇f(xk)Tdk,
∇f(xk + αkdk)Tdk ≥ ρ∇f(xk)Tdk,
where 0 < γ < ρ < 1; and the strong Wolfe conditions:
f(xk + αkdk) ≤ f(xk) + γα∇f(xk)Tdk,
|∇f(xk + αkdk)Tdk| ≤ ρ|∇f(xk)Tdk|,
where 0 < γ < ρ < 1.
In the above relations, we observe that a sufficient decrease in the objective
function is guaranteed by the Armijo condition.
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Just as for the Armijo method, it is possible to define iterative procedures that, in
a finite number of iterations, compute a value αk satisfying Goldstein, weak Wolfe or
strong Wolfe conditions, under the hypothesis that the function ϕ(α) = f(xk+αdk)
is bounded from below for α > 0.
We conclude this section by describing an Armijo-type line search technique for
non-monotone methods that satisfies the hypothesis of Theorem 2.
As pointed out in the previous section, a crucial requirement for non-monotone
algorithms is that
lim
k→∞
‖xk+1 − xk‖ = 0. (2.6)
In general, the above relation is not satisfied by the Armijo method described in
Algorithm 3, unless further conditions on ∆k are added, or if the search direction
dk satisfies specific properties. In particular, it easy to show that a gradient-related
direction is able to guarantee that (2.6) holds with a fixed ∆k = ∆ > 0. In fact,
assuming that (2.4)–(2.5) are satisfied, we can write
|∇f(xk)Tdk| ≥ c1‖∇f(xk)‖2 ≥ c1
c22
‖dk‖2
and then
‖dk‖ ≤ c
2
2
c1
|∇f(xk)Tdk|
‖dk‖ .
Exploiting the fact that 0 < αk ≤ ∆, we obtain
‖xk+1 − xk‖ = αk‖dk‖ ≤ c
2
2
c1
∆ |∇f(x
k)Tdk|
‖dk‖ .
Recalling that lim
k→∞
∇f(xk)Tdk
‖dk‖ = 0, we get (2.6).
Since non-monotone methods do not require f(xk) to decrease monotonically,
the line search procedure must guarantee a sufficient decrease in the objective func-
tion with respect to a reference value fkR that can be greater than f(xk).
Different choices of the reference value have been proposed in the literature. A
popular way to define fkR is the following one:
fkR = max0≤i≤min{k,M}{f(x
k−i)},
where M ≥ 0. According to the above formula, fkR is the largest value assumed by
the objective function in the last M iterations.
In Algorithm 4 we report the scheme of a non-monotone version of the Armijo
method, where we have set ∆k equal to a constant value.
The convergence of the non-monotone Armijo method is stated in the following
theorem.
Theorem 4. Let f : Rn → R be a continuously differentiable function. Let {xk}
be the sequence generated by Algorithm 2, where αk is computed at Step 3 by the
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Algorithm 4 Non-monotone Armijo line search method
0 Given ∆ > 0, γ ∈ (0, 1), δ ∈ (0, 1), M ≥ 0
1 Let fkR = max0≤i≤min{k,M}{f(x
k−i)}
2 Set α = ∆
3 While f(xk + αdk) > fkR + γα∇f(xk)Tdk
4 Set α = δα
5 End while
6 Set αk = α
non-monotone Armijo line search method. Let us assume that L(f(x0)) is compact,
∇f(xk) 6= 0 for all k and the search direction dk satisfies
∇f(xk)Tdk ≤ −c1‖∇f(xk)‖2,
‖d(xk)‖ ≤ c2‖∇f(xk)‖,
for all k, with c1, c2 > 0. Let K ⊆ {0, 1, . . .} be the subset of iteration indices such
that
k¯ ∈ K ⇔ f(xk¯) = fkR, for any k.
Then, at every iteration k, a value αk > 0 is computed in a finite number of
steps by the non-monotone Armijo line search method. Moreover, the sequence {xk}
generated by Algorithm 2 is such that
• xk ∈ L(f(x0)) for all k;
• {f(xk)}K is monotonically decreasing;
• for every k, there exists j(k) ∈ K such that 0 < j(k)− k ≤M + 1;
• {f(xk)} converges;
• lim
k→∞
‖xk+1 − xk‖ = 0;
• lim
k→∞
∇f(xk)Tdk
‖dk‖ = 0.
Theorem 4 shows that points (i) and (ii-a)–(ii-c) of Theorem 2 are satisfied when
αk is chosen by the above non-monotone Armijo method, if the search direction is
gradient-related. Moreover, again from the fact that the search direction is gradient-
related, it follows that also point (ii-d) is satisfied and then the global convergence
of Algorithm 2 is guaranteed under the hypothesis that L(f(x0)) is compact.
2.4 Some popular algorithms
In this section, we review some well-known algorithms for unconstrained optimiza-
tion. In particular, we are concerned with problems of the form
min
x
f(x)
x ∈ Rn,
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where f : Rn → R.
In the following, we only focus on the methods that will be used in the subsequent
chapters. In Subsection 2.4.1, we review the gradient method. In Subsection 2.4.2,
we describe the conjugate gradient method to minimize a quadratic function. In
Subsection 2.4.3, we focus on Newton’s method. Finally, in Subsection 2.4.4 we are
concerned with the truncated-Newton method.
2.4.1 Gradient method and extensions
In this subsection we describe the gradient method and we mention some extensions
of this algorithm. Assuming that the objective function f(x) is continuously differ-
entiable, the gradient method is characterized by the use of the anti-gradient of the
objective function as search direction. This is formalized in Algorithm 5.
Algorithm 5 Gradient method
0 Choose x0 ∈ Rn, set k = 0
1 While ∇f(xk) 6= 0
2 Set dk = −∇f(xk)
3 Compute αk > 0
4 Set xk+1 = xk + αkdk
5 Set k = k + 1
6 End while
The gradient method is also known as the steepest descent method, because the
(normalized) anti-gradient is the direction that minimizes the derivative directional
of f at xk among all the directions with the same norm. In other words, d =
−∇f(xk) is the solution of the following problem:
min
d∈Rn
∇f(xk)Td
‖d‖ = 1.
By employing a proper line search technique to choose αk, the convergence of
Algorithm 5 follows from Theorem 1, just observing that the condition expressed in
point (iii) of Theorem 1 is satisfied by using the forcing function σ(t) = t. Formally,
we can state the following result.
Theorem 5. Let f : Rn → R be a continuously differentiable function and let {xk}
be the sequence generated by the gradient method. Let us assume that L(f(x0)) is
compact and that αk is computed by a line search technique ensuring that
• f(xk+1) < f(xk), if ∇f(xk) 6= 0;
• if ∇f(xk) 6= 0 for all k, then lim
k→∞
∇f(xk)Tdk
‖dk‖ = 0.
Then, either there exists an index ν ≥ 0 such that xν ∈ L(f(x0)) and ∇f(xν) = 0,
or {xk} is an infinite sequence such that every limit point x¯ belongs to L(f(x0)) and
∇f(x¯) = 0.
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If ∇f(x) is Lipschitz continuous, the global convergence of the gradient method
is guaranteed even with a constant stepsize, as reported in the following theorem.
Theorem 6. Let f : Rn → R be a continuously differentiable function and let {xk}
be the sequence generated by the gradient method. Let us assume that L(f(x0)) is
compact and that there exists L > 0 such that
‖∇f(u)−∇f(v)‖ ≤ L‖u− v‖, ∀u, v ∈ Rn.
Moreover, let us assume that there exists  > 0 such that the sequence {αk} satisfies
 ≤ αk ≤ 2− 
L
, for all k.
Then, either there exists an index ν ≥ 0 such that xν ∈ L(f(x0)) and ∇f(xν) = 0,
or {xk} is an infinite sequence such that every limit point x¯ belongs to L(f(x0)) and
∇f(x¯) = 0.
The gradient method is often combined with other algorithms to ensure global
convergence (e.g., with Newton-type methods, see below). In particular, if the
gradient method is periodically applied to an infinite subsequence of points produced
by any descent method, it can be proved that there exist limit points that satisfy
stationary conditions.
Despite its simplicity, the gradient method is very slow in practice. To get
an estimate of its convergence rate, we can consider the strictly convex quadratic
function
f(x) = 12x
TQx,
where Q ∈ Rn×n is a symmetric matrix, Q  0. Employing the exact stepsize
αk = −∇f(x
k)Tdk
(dk)TQ(dk) , and indicating with x
∗ = 0 the minimum point of the above
function, it is possible to show that
‖xk+1 − x∗‖ ≤
(
λM
λm
)1/2(
λM − λm
λM + λm
)
‖xk − x∗‖,
where λm and λM are the smallest and the largest eigenvalue of Q, respectively,
Then, the convergence rate of the gradient method depends on the ratio λM
λm
,
that is, performances deteriorate when the Hessian matrix is ill-conditioned.
Anyway, it is possible to show that the gradient method converges to the mini-
mum point of a strictly convex quadratic function in at most n iterations by setting,
at every iteration k, the stepsize αk = 1
λk
, where λ0, . . . , λn−1 are the eigenvalues
of the Hessian matrix.
We conclude this subsection by mentioning some extensions of the gradient
method. In particular, some authors define gradient methods those algorithms that
employ a search direction dk of the following form:
dk = −Dk∇f(xk),
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where Dk ∈ Rn×n is a symmetric positive definite matrix. From the positive
definiteness of Dk, it immediately follows that dk is a descent direction, since
∇f(xk)Tdk = −∇f(xk)TDk∇f(xk) < 0.
In Section 2.2, we pointed out that, if Dk has bounded eigenvalues, then such a
direction dk satisfies condition (iii) of Theorem 1.
Finally, among these methods, it is worth to consider the particular case where
the search direction is given by
dk = − 1
µk
∇f(xk),
where
µk = (x
k − xk−1)T (∇f(xk)−∇f(xk−1))
‖xk − xk−1‖2 ,
or
µk = ‖∇f(x
k)−∇f(xk−1)‖2
(xk − xk−1)T (∇f(xk)−∇f(xk−1)) .
This algorithm is called Barzilai–Borwein method (or spectral gradient method)
and was introduced in [2]. It is widely used for large-scale problems, because it
maintains the simplicity of the gradient method, but it is faster in practice.
When the objective function is strictly convex quadratic, it can be shown that
µk is well defined and positive, and the algorithm converges to the minimum point
by employing the stepsize αk = 1 at every iteration k.
In the general case, µk may assume unacceptable values and then a check must
be introduced to guarantee that  ≤ µk ≤ 1

, with  > 0. Moreover, a suitable line
search technique must be employed to ensure the convergence of the method.
2.4.2 Conjugate gradient method for quadratic problems
In this subsection, we report one the most popular algorithms to minimize a convex
quadratic function, namely the conjugate gradient method [44].
Let us start by considering a strictly convex quadratic objective function. Namely,
we focus on the following problem:
min
x
f(x) = 12x
TQx+ cTx
x ∈ Rn,
(2.7)
where Q ∈ Rn×n, Q is symmetric, Q  0, c ∈ Rn.
First, we give the definition of conjugacy.
Definition 5. Given a symmetric matrix Q ∈ Rn×n, we say that two vectors
di, dj ∈ Rn, di, dj 6= 0, are conjugate with respect to Q if
(di)TQdj = 0.
A fundamental result for the conjugate gradient method is expressed in the
following proposition.
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Proposition 1. Given a symmetric matrix Q ∈ Rn×n, Q  0, let the vectors
d0, d1, . . . , dm ∈ Rn be mutually conjugate with respect to Q. Then, d0, d1, . . . , dm
are linearly independent.
From the above result, if we have n conjugate vectors d0, d1, . . . , dn−1 ∈ Rn,
then we can express the minimum point x∗ of problem (2.7) as a linear combination
of d0, d1, . . . , dn−1, because {d0, d1, . . . , dn−1} is a basis of Rn.
In particular, the next proposition claims that, starting from any point x0 ∈ Rn,
the optimal solution x∗ of problem (2.7) can be computed in a finite number of
iterations by moving along the directions d0, d1, . . . , dn−1 and employing the exact
stepsize at each iteration.
Proposition 2. Let us consider problem (2.7) and let x∗ be the optimal solution.
Let the vectors d0, d1, . . . , dn−1 ∈ Rn be mutually conjugate with respect to Q. Let
{xk} be the sequence defined as
xk+1 = xk + αkdk,
where x0 is any point of ∈ Rn and
αk = −∇f(x
k)Tdk
(dk)TQdk = −
(Qxk + c)Tdk
(dk)TQdk , k = 0, . . . , n− 1.
Then, there exists m ≤ n− 1 such that ∇f(xm+1) = 0.
In general, a set of conjugate directions is not a priori available. The idea
behind the conjugate gradient method is to iteratively build conjugate directions
by suitably modifying the anti-gradient of the objective function at every iteration.
The formal scheme is reported in Algorithm 6.
Algorithm 6 Conjugate gradient method for a quadratic function
0 Choose x0 ∈ Rn, set k = 0, d0 = −∇f(x0)
1 While ∇f(xk) 6= 0
2 Set
αk = −∇f(x
k)Tdk
(dk)TQdk
xk+1 = xk + αdk
βk+1 = ∇f(x
k+1)TQdk
(dk)TQdk
dk+1 = −∇f(xk+1) + βk+1dk
3 Set k = k + 1
4 End while
The finite convergence of the algorithm is stated in the following proposition.
Proposition 3. Let us consider problem (2.7) and let x∗ be the optimal solution.
Let {xk} be the sequence of points generated by the conjugate gradient method.
Then,
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• dk = 0 if and only if ∇f(xk) = 0;
• αk = 0 if and only if ∇f(xk) = 0;
• there exists m ≤ n− 1 such that:
– for all i = 1, . . . ,m we have
(di)TQdj = 0, j = 0, . . . , i− 1;
– ∇f(xm+1) = 0.
Also when Q  0, it can be proved that the conjugate gradient method con-
verges to the minimum point of the objective function (if any) in a finite number
of iterations. The algorithm is still well defined, because it is possible to show that
∇f(xk) = 0 if (dk)TQdk = 0. In particular, the following result holds.
Proposition 4. Let f = 12x
TQx + cTx, where Q ∈ Rn×n is a symmetric matrix,
Q  0 and c ∈ Rn. Let {xk} be the sequence of points generated by the conjugate
gradient method. Let us assume that there exists x∗ such that ∇f(x∗) = 0.
Then,
• ∇f(xk) = 0 if (dk)TQdk = 0,
• there exists m ≤ n− 1 such that ∇f(xm+1) = 0.
When Q is not positive semidefinite, the conjugate gradient method can still
find a stationary point (if exists) under additional assumption on the curvature of
the directions produced by the algorithm, as stated in the next proposition.
Proposition 5. Let f = 12x
TQx + cTx, where Q ∈ Rn×n is a symmetric matrix
and c ∈ Rn. Let {xk} be the sequence of points generated by the conjugate gradient
method. Let us assume that there exists x∗ such that ∇f(x∗) = 0 and every direction
dk satisfies
(dk)TQdk > 0.
Then, there exists m ≤ n− 1 such that ∇f(xm+1) = 0.
Finally, the conjugate gradient method has been also extended to the minimiza-
tion of non-quadratic functions, by properly modifying the expression of βk+1 and
introducing a suitable line search technique. In particular, different versions have
been proposed, which do not require the computation of the Hessian matrix. A
survey of these methods can be found in [42].
2.4.3 Newton’s method
In this subsection, we recall Newton’s method to solve unconstrained optimization
problems. This algorithm requires the objective function f(x) to be twice continu-
ously differentiable.
Newton’s method produces a sequence of points by minimizing, at every itera-
tion, a quadratic approximation of the objective functions around the current point.
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In particular, by a second-order Taylor expansion, for any given xk ∈ Rn we can
write
f(xk + s) = f(xk) +∇f(xk)T s+ 12s
T∇2f(xk)s+ r(xk, s), ∀s ∈ Rn,
where lim
s→0
r(xk, s)
‖s‖2 = 0.
If ‖s‖ is sufficiently small, we have that f(xk + s) can be approximated by the
quadratic function
qk(s) = f(xk) +∇f(xk)T s+ 12s
T∇2f(xk)s.
Then, the idea is to calculate the vector sk that minimizes qk(s). Assuming that
∇2f(xk)  0, this is equivalent to computing sk such that
∇qk(sk) = ∇f(xk) +∇2f(xk)sk = 0. (2.8)
Namely, we can set
sk = −[∇2f(xk)]−1∇f(xk)
and then
xk+1 = xk + sk.
We report the formal scheme of Newton’s method in Algorithm 7.
Algorithm 7 Newton’s method
0 Choose x0 ∈ Rn, set k = 0
1 While ∇f(xk) 6= 0
2 Set sk = −[∇2f(xk)]−1∇f(xk)
3 Set xk+1 = xk + sk
4 Set k = k + 1
5 End while
Under suitable conditions, the local convergence of Newton’s method to a sta-
tionary point x∗ where ∇2f(x∗) is invertible can be proved. So, Newton’s method
is not globally convergent (according to Definition 1) and, in the general case, the
algorithm may not converge and it may not even attain limit points. Moreover,
the iterations may not be well defined (if ∇2f(xk) is singular for some xk). It is
also worth noticing that Newton’s method may converge to a maximum point x∗
(if ∇f(x∗) ≺ 0).
Anyway, the interest in this algorithm is motivated by the fact that it guarantees
a superlinear convergence rate, and even a quadratic convergence rate if the Hessian
matrix of the objective function is Lipschitz continuous.
These results are formalized in the next theorem.
Theorem 7. Let f : Rn → R be a twice continuously differentiable function on an
open set D ⊆ Rn. Let us assume that there exists x∗ ∈ D such that ∇f(x∗) = 0
and ∇2f(x∗) is invertible.
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Then, there exists an open ball with center x∗ and radius ρ > 0, denoted with
B(x∗, ρ), such that B(x∗, ρ) ⊆ D and, if x0 ∈ B(x∗, ρ), then the sequence {xk}
generated by Newton’s method is well defined, remains in B(x∗, ρ) and
• lim
k→∞
xk = x∗;
• {xk} converges to x∗ superlinearly;
• {xk} converges to x∗ quadratically if there exists a scalar L > 0 such that
‖∇2f(u)−∇2f(v)‖ ≤ L‖u− v‖, ∀u, v ∈ D.
Many modifications of Newton’s method have been proposed in the literature,
in order to make the algorithm globally convergent, while maintaining the same
convergence rate. In particular, we can distinguish between globalization methods
that use a trust-region strategy and those that employ a line search technique.
For what concerns the latter, a possible approach is to use the anti-gradient of
the objective function as search direction if (2.8) does not attain solutions, or if the
Newton direction sk does not satisfy suitable descent conditions. Other approaches
properly modify the Hessian matrix of the objective function by factorization meth-
ods (e.g., Cholesky factorization), in order to obtain a descent direction.
It is worth noticing that Newton’s method, as described in Algorithm 7, does
not require the use of a stepsize. This is equivalent to saying that it employs a step
length αk = 1 at every iteration k. For Newton-type methods that use a line search
technique, it is crucial to guarantee that, if the sequence converges to a stationary
point where the Hessian matrix of the objective function is positive definite, then
the unitary stepsize is accepted by the line search procedure for sufficiently large
k. Roughly speaking, this makes such algorithms able to closely mimic Newton’s
method when the sequence approaches the stationary point, and then, a superlinear
convergence rate is still guaranteed.
2.4.4 Truncated-Newton method
In this subsection, we describe one of the most widely used algorithms for large-scale
unconstrained optimization, namely, the truncated-Newton method [18].
Assuming that the objective function f(x) is twice continuously differentiable,
the basic idea behind this method is to solve the Newton system (2.8) approximately,
with a growing precision. In particular, at every iteration k, the truncated-Newton
method tries to compute a search direction dk such that
‖∇f(xk) +∇2f(xk)dk‖ ≤ ηk‖∇f(xk)‖, (2.9)
where {ηk} is a suitable sequence of positive real numbers.
To highlight the strict connection between Newton’s method and the truncated-
Newton method, we first report the following result, which ensures local convergence
of the truncated-Newton method, under the same hypotheses of Theorem 7.
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Theorem 8. Let f : Rn → R be a twice continuously differentiable function on an
open set D ⊆ Rn. Let us assume that there exists x∗ ∈ D such that ∇f(x∗) = 0
and ∇2f(x∗) is invertible. Let {xk} be the sequence defined as
xk+1 = xk + dk,
where dk satisfies
‖∇f(xk) +∇2f(xk)dk‖ ≤ ηk‖∇f(xk)‖.
Then, there exist a scalar η > 0 and an open ball with center x∗ and radius
ρ > 0, denoted with B(x∗, ρ), such that, if x0 ∈ B(x∗, ρ) and ηk ∈ [0, η] for all k,
then the sequence {xk} remains in B(x∗, ρ) and
• lim
k→∞
xk = x∗;
• {xk} converges to x∗ superlinearly if
lim
k→∞
ηk = 0;
• {xk} converges to x∗ quadratically if there exist two scalars C,L > 0 such that
‖∇2f(u)−∇2f(v)‖ ≤ L‖u− v‖, ∀u, v ∈ D,
ηk ≤ C‖∇f(xk)‖, ∀k.
In order to guarantee global convergence, the truncated-Newton method must be
combined with a suitable globalization strategy. Two main approaches are generally
followed: one based on the use of a line search technique and one based on the use
of a trust-region approach. Here, we report the truncated-Newton method with a
line search technique.
First, we observe that Theorem 8 ensures a superlinear convergence rate if
ηk → 0. A popular choice of ηk is the following:
ηk = η¯min{1/(k + 1), ‖∇f(xk)‖},
where η¯ is a positive constant.
Moreover, at every iteration k, the search direction dk can be computed by
employing an inner method for minimizing a quadratic function. In fact, by setting
qk(d) = f(xk) +∇f(xk)Td+ 12d
T∇2f(xk)d, (2.10)
solving (2.9) is equivalent to finding a vector dk such that
‖∇q(dk)‖ ≤ ηk‖∇f(xk)‖. (2.11)
Namely, dk is an approximation of a stationary point of the function qk(d).
Usually, the conjugate gradient method is employed as inner method to compute
such a direction dk.
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In Subsection 2.4.2, we pointed out that the conjugate gradient method can
find a stationary point of a quadratic function in a finite number of iterations if
the algorithm generates all positive curvature directions. In this case, a vector dk
satisfying (2.11) can thus be computed in a finite number of steps.
When the Hessian matrix of the objective function is not positive definite,
then even negative curvature directions can be produced by the conjugate gra-
dient method. Therefore, a check is included in the scheme, so that we quit the
conjugate gradient method at the first inner iteration i where (p(i))T ∇2f(xk)p(i) is
not sufficiently large, being p(i) the i-th point produced by the conjugate gradient
method to minimize qk with respect to d.
The whole scheme of the truncated-Newton method is reported in Algorithm 8.
In that scheme, at every iteration k, we indicate with p(0), p(1), . . . , p(i) ∈ Rn, i < n,
the inner directions produced by the conjugate gradient method, using the origin
as starting point.
Assuming that L(f(x0)) is compact, it can be proved that the search direction dk
produced by Algorithm 8 is gradient-related. In particular, (2.4)–(2.5) are satisfied
by setting c1 = min{1, 1/M}, where M is the largest value assumed by ‖∇2f(xk)‖
on L(f(x0)) and c2 = max{1, n/}.
We also notice that the stepsize αk is computed at Step 3 by performing the
Armijo method with the starting stepsize equal to 1. Recalling what has been
discussed in Section 2.3, the fact that dk is gradient-related enables us to guarantee
global convergence of the algorithm. In particular, the following result holds.
Theorem 9. Let f : Rn → R be a twice continuously differentiable function, let
{xk} be the sequence generated by the truncated-Newton method and let us assume
that L(f(x0)) is compact.
Then, either there exists an index ν ≥ 0 such that xν ∈ L(f(x0)) and ∇f(xν) = 0,
or {xk} is an infinite sequence such that every limit point x¯ belongs to L(f(x0)) and
∇f(x¯) = 0.
The following theorem states that, under additional assumptions, the truncated-
Newton method converges to a stationary point at a superlinear rate, or even at a
quadratic rate.
Theorem 10. Let f : Rn → R be a twice continuously differentiable function, let
{xk} be the sequence generated by the truncated-Newton method and let us assume
that {xk} converges to a point x∗ such that ∇f(x∗) and ∇2f(x∗)  0.
Then,
• {xk} converges to x∗ superlinearly;
• {xk} converges to x∗ quadratically if there exist two scalars L, ρ > 0 such that
‖∇2f(u)−∇2f(v)‖ ≤ L‖u− v‖, ∀u, v ∈ B(x∗, ρ).
It is worth highlighting that the truncated-Newton method does not require the
storage of the entire Hessian matrix, because ∇2f(xk) always premultiplies a vector
p(i) in Algorithm 8. Then, in the practical implementation of the method, it can
be very convenient to define a subroutine to compute such matrix-vector products,
2.4 Some popular algorithms 23
Algorithm 8 Truncated-Newton method with line search
0 Choose x0 ∈ Rn, η¯ > 0,  > 0, γ ∈ (0, 1), δ ∈ (0, 1), set k = 0
1 While ∇f(xk) 6= 0
2 Compute the search direction dk as follows:
2(a) Set i = 0, d(0) = 0, p(0) = −∇q(d(0)) = −∇f(xk)
2(b) Do
2(c) If (p(i))T ∇2f(xk)p(i) ≤ ‖p(i)‖2, then set
dk =
{
−∇f(xk), if i = 0,
d(i), otherwise,
and go to Step 3
2(d) Else set
α(i) = − ∇q
(
d(i)
)T
p(i)
(p(i))T ∇2f(xk)p(i)
d(i+1) = d(i) + α(i)p(i)
∇q(d(i+1)) = ∇q(d(i))+ α(i)∇2f(xk)p(i)
2(e) End if
2(f) If ‖∇q(d(i+1))‖ ≤ η¯‖∇f(xk)‖min{ 1
k + 1 , ‖∇f(x
k)‖
}
, then set
dk = d(i+1)
and go to Step 3
2(g) Else set
β(i+1) =
∇q(d(i+1))T∇2f(xk)p(i)
(p(i))T ∇2f(xk)p(i)
p(i+1) = −∇q(d(i+1))+ β(i+1)p(i)
2(h) End if
2(i) Set i = i+ 1
2(j) End do
3 Set αk = δν , where ν is the smallest nonnegative integer for which
f(xk + δνdk) ≤ f(xk) + γδν∇f(xk)Tdk
4 Set xk = xk + αkdk
5 Set k = k + 1
6 End while
instead of storing the whole Hessian matrix. This feature makes the truncated-
Newton method well suited for large scale problems, where the storage of matrices
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should be avoided for computational reasons.
Other variants of the truncated-Newton method have been also proposed in the
literature. For example, different termination criteria for the conjugate gradient
method can be employed [60] and negative curvature directions can be exploited
to be used within a proper line search framework [28, 34, 53]. Moreover, the con-
vergence of the truncated-Newton method was also proved when a non-monotone
line search procedure is employed [39, 40]. Finally, a survey on truncated-Newton
methods can be found in [59].
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Chapter 3
An active-set algorithm for
bound-constrained optimization
In this chapter, we describe a two-stage method for solving non-linear optimization
problems with bound constraints. The proposed algorithm exploits a suitable tech-
nique to estimate the constraints that are active at the stationary point, combining
it with a non-monotone line search framework. An in-depth convergence analysis is
carried out and numerical results are presented.
The rest of the chapter is organized as follows. In Section 3.1, we introduce
the problem, providing a brief overview of the related works. In Section 3.2, we
describe our active-set estimate and its theoretical properties. In Section 3.3, we
present our two-stage active-set algorithm and carry out the convergence analysis.
In Section 3.4, we describe our numerical experience. Finally, some conclusions are
drawn in Section 3.5.
3.1 Introduction
We address the solution of bound-constrained (or box-constrained) minimization
problems of the form:
min
x
f(x)
l ≤ x ≤ u,
(3.1)
where f ∈ C2(Rn); x, l, u ∈ Rn, and l < u (all the inequalities are valid component-
wise).
In the literature, different approaches have been proposed for solving such prob-
lems. Among them, we recall trust-region methods (see, e.g., [11, 51]), interior-point
methods (see, e.g., [20, 43, 47]), active-set methods (see, e.g., [3, 9, 25, 26, 42, 71])
and second-order methods (see, e.g., [1, 6]).
Even though a large number of different methods is available, there is still a
strong interest in developing efficient methods to solve box-constrained problems.
This is mainly due to the fact that many real-world applications can be modeled
as large-scale problems with bound constraints: for example, in the field of ma-
chine learning, linear Support Vector Machines and Logistic Regression models are
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very popular tools and they both can be formulated as box-constrained problems.
Furthermore, those methods are used as building blocks in many algorithmic frame-
works for nonlinearly constrained problems (e.g. in penalty-based approaches).
In particular, active-set algorithms are characterized by the use of suitable tech-
niques to estimate the active constraints at a stationary point. Namely, they try to
identify the following set:
{i ∈ {1, . . . , n} : x∗i = li, or x∗i = ui},
where x∗ is a stationary point.
Recently, an active-set method, namely the NMBC algorithm, was proposed in [16].
NMBC algorithm has three main features: it makes use of the technique described
in [24] to identify active constraints; it builds up search directions by combining
a truncated-Newton strategy (used in the subspace of the non-active constraints)
with a Barzilai–Borwein strategy [2] (used in the subspace of the active constraints);
it generates a new iterate by means of a non-monotone line search procedure with
backtracking.
Even though numerical results reported in [16] were promising, the method has
a drawback that might affect its performance in some cases. Indeed, due to the fact
that the search direction is given by two different subvectors (the one generated
by means of the truncated-Newton strategy and the one obtained by means of the
Barzilai–Borwein strategy), we might end up with a badly scaled direction. When
dealing with such a direction, finding a good starting stepsize can become pretty
hard.
Here, we give a twofold contribution. On the one hand, we describe and analyze
an important theoretical feature of the active-set estimate proposed by Facchinei and
Lucidi in [24]. In particular, we prove that, under suitable assumptions, a significant
reduction in the objective function can be obtained when setting to the bounds all
those variables estimated active. In this way, we extend to box-constrained non-
linear problems a similar result already proved in [17] for `1-regularized least squares
problems, and in [8] for quadratic problems with non-negativity constraints.
On the other hand, thanks to the descent property of the active-set estimate,
we are able to define a new algorithmic scheme that overcomes the issues described
above for the NMBC algorithm. More specifically, we define a two-stage algorithmic
framework that suitably combines the active-set estimate proposed in [24] with
the non-monotone line search procedure described in [16]. In the first stage of
our framework, we set the estimated active variables to the corresponding bounds.
Then, in the second stage, we generate a search direction in the subspace of the
non-active variables (employing a suitably modified truncated-Newton step) to get
a new iterate.
There are three main differences between the method we propose here and the
one in [16]:
(i) thanks to the two stages, we can get rid of the Barzilai–Borwein step for the
active variables, thus avoiding the generation of badly scaled search directions;
(ii) the search direction is computed only in the subspace of the non-active vari-
ables, allowing savings in terms of CPU time, especially when dealing with
large-scale problems;
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(iii) a specific proximity check is included in order to guarantee global convergence
of the method. This is crucial, from a theoretical point of view, since we
embed the two stages described above within a non-monotone stabilization
framework.
Regarding the theoretical properties of the algorithm, we prove that a non-
monotone strategy is able to guarantee global convergence to stationary points even
if at each iteration a gradient-related direction is generated only in the subspace
of the non-active variables. Furthermore, we prove that under standard additional
assumptions, the algorithm converges at a superlinear rate.
The notation used in this chapter is that reported in Appendix A. Moreover,
in the following we denote by g(x) and H(x) the n gradient vector and the n × n
Hessian matrix of f(x), respectively. Given a vector v ∈ Rn and an index set
I ⊆ {1, . . . , n}, we denote by vI the subvector with components vi, i ∈ I. Given
a matrix H ∈ Rn×n, we denote by HI I the submatrix with components hij with
i, j ∈ I, and by λmax its largest eigenvalue. Finally, given x ∈ Rn, we indicate
with [x]] the projection of x onto [l, u], where l, u ∈ Rn define the feasible region of
problem (3.1).
3.2 Active-set estimate: preliminary results and prop-
erties
In this section, we analyze in depth the theoretical properties of the active-set
estimate proposed in [24], adapted for the box-constrained case. As we will see later
on, the use of a technique to estimate the active constraints plays a crucial role in
the development of a theoretically sound and computationally efficient algorithmic
framework.
First, we formally provide the definition of stationary point for problem (3.1).
Definition 6. A point x∗ ∈ [l, u] is called stationary point of problem (3.1) if and
only if it satisfies the following first-order necessary optimality conditions:
g(x∗)− λ∗ + µ∗ = 0, (3.2)
(li − x∗i )λ∗i = 0, i = 1, . . . , n, (3.3)
(x∗i − ui)µ∗i = 0, i = 1, . . . , n, (3.4)
λ∗i ≥ 0, µ∗i ≥ 0, i = 1, . . . , n, (3.5)
where λ∗, µ∗ ∈ Rn are the KKT multipliers.
These conditions can be equivalently written as:
gi(x∗) ≥ 0, if x∗i = li, (3.6)
gi(x∗) ≤ 0, if x∗i = ui, (3.7)
gi(x∗) = 0, if li < x∗i < ui. (3.8)
The active-set estimate we consider here takes inspiration from the approach
first proposed in [22], and further studied in [24], based on the use of some approx-
imations of KKT multipliers.
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Let x be any feasible point, and λ(x), µ(x) be some appropriate approximations
of the KKT multipliers λ∗ and µ∗. We define the following index subsets:
Al(x) =
{
i ∈ {1, . . . , n} : li ≤ xi ≤ li + λi(x), gi(x) > 0
}
, (3.9)
Au(x) =
{
i ∈ {1, . . . , n} : ui − µi(x) ≤ xi ≤ ui, gi(x) < 0
}
, (3.10)
N(x) =
{
i ∈ {1, . . . , n} : i /∈ Al(x) ∪Au(x)
}
, (3.11)
where  > 0.
In particular, Al(x) and Au(x) contain the indices of the variables estimated
active at the lower bound and the upper bound, respectively. The set N(x) includes
the indices of the variables estimated non-active.
In order to explain how we compute λ(x) and µ(x), we need to provide the
definition of multiplier function for a generic constrained problem.
Definition 7. Let us consider the following problem:
min
x
f(x)
ci(x) ≤ 0, i = 1, . . . ,m,
hj(x) = 0, i = 1, . . . , p,
with f ∈ C1(Rn), ci ∈ C1(Rn), i = 1, . . . ,m, and hj ∈ C1(Rn), j = 1, . . . , p. Let
x∗ be a stationary point, let λ∗ ∈ Rm+p be the corresponding KKT multiplier vector
and let Ω ⊆ Rn be a neighborhood of x∗.
Then, a function λ : Ω→ Rm+p is called multiplier function if
• λ(·) is continuous in x∗,
• λ(x∗) = λ∗.
Here, λ(x) and µ(x) are defined as the multiplier functions introduced in [37].
For any feasible point x, the basic idea of this approach is first to solve exactly (3.2),
by expressing λ in function of µ:
λ(µ(x)) = g(x) + µ(x).
Then, we minimize the error over (3.3)–(3.4), formulating the following least squares
problem:
min
µ(x)
n∑
i=1
[
(li − xi)λi(µ(x))
]2 + n∑
i=1
[
(xi − ui)µi(x)
]2
.
By solving the above problem, it is possible to compute the functions λ : Rn → Rn
and µ : Rn → Rn as:
λi(x) =
(ui − xi)2
(li − xi)2 + (ui − xi)2 gi(x), i = 1, . . . , n, (3.12)
µi(x) = − (li − xi)
2
(li − xi)2 + (ui − xi)2 gi(x), i = 1, . . . , n. (3.13)
By adapting the results shown in [24], we can state the following proposition.
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Proposition 6. If (x∗, λ∗, µ∗) satisfies KKT conditions for problem (3.1), then
there exists a neighborhood B(x∗, ρ) such that
{i : x∗i = li, λ∗i > 0} ⊆ Al(x) ⊆ {i : x∗i = li},
{i : x∗i = ui, µ∗i > 0} ⊆ Au(x) ⊆ {i : x∗i = ui},
for each x ∈ B(x∗, ρ).
Furthermore, if strict complementarity holds, then
{i : x∗i = li, λ∗i > 0} = Al(x) = {i : x∗i = li},
{i : x∗i = ui, µ∗i > 0} = Au(x) = {i : x∗i = ui},
for each x ∈ B(x∗, ρ).
We notice that stationary points can be characterized by using the active-set
estimate, as shown in the next propositions.
Proposition 7. A point x¯ ∈ [l, u] is a stationary point of problem (3.1) if and only
if the following conditions hold:
max {li − x¯i, −gi(x¯)} = 0, i ∈ Al(x¯), (3.14)
max {x¯i − ui, gi(x¯)} = 0, i ∈ Au(x¯), (3.15)
gi(x¯) = 0, i ∈ N(x¯). (3.16)
Proof. Assume that x¯ satisfies (3.14)–(3.16). First, we show that
x¯i = li, if i ∈ Al(x¯), (3.17)
x¯i = ui, if i ∈ Au(x¯). (3.18)
In order to prove (3.17), assume by contradiction that there exists an index i ∈ Al(x¯)
such that li < x¯ ≤ li + λi(x¯). It follows that λi(x¯) > 0, and, from (3.12), that
gi(x¯) > 0, contradicting (3.14). Then, (3.17) holds. The same reasoning applies to
prove (3.18).
Recalling (3.9), we have that gi(x¯) > 0 for all i ∈ Al(x¯). Combined with (3.17),
it means that x¯i satisfies (3.6) for all i ∈ Al(x¯). Similarly, since gi(x¯) < 0 for all
i ∈ Au(x¯) and (3.18) holds, then x¯i satisfies (3.7) for all i ∈ Au(x¯).
From (3.16), we also have that x¯i satisfies optimality conditions for all i ∈ N(x¯).
Then, x¯ is a stationary point.
Now, assume that x¯ is a stationary point. First, we consider a generic index i such
that x¯i = li. For such an index, from (3.6) we get gi(x¯) ≥ 0. If gi(x¯) > 0, then,
from (3.9), it follows that i ∈ Al(x¯) and (3.14) is satisfied. Vice versa, if gi(x¯) = 0,
then we have that i belongs to N(x¯), satisfying (3.16). The same reasoning applies
for a generic index i such that x¯i = ui.
Finally, for every index i such that li < x¯i < ui, from (3.8) we have that gi(x¯) = 0.
Then, x¯ satisfies (3.14)–(3.16).
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Proposition 8. Given x¯ ∈ [l, u], assume that
{i ∈ Al(x¯) : x¯i > li} ∪ {i ∈ Au(x¯) : x¯i < ui} = ∅. (3.19)
Then, x¯ is a stationary point of problem (3.1) if and only if
gi(x¯) = 0 for all i ∈ N(x¯).
Proof. From (3.19) we have
x¯i = li, if i ∈ Al(x¯),
x¯i = ui, if i ∈ Au(x¯).
Recalling the definition of Al(x¯) and Au(x¯), the previous relations imply that (3.14)
and (3.15) are verified. Then, from Proposition 7, x¯ is a stationary point if and
only if gi(x¯) = 0 for all i ∈ N(x¯).
Proposition 9. Given x¯ ∈ [l, u], assume that
gi(x¯) = 0 for all i ∈ N(x¯). (3.20)
Then, x¯ is a stationary point of problem (3.1) if and only if
{i ∈ Al(x¯) : x¯i > li} ∪ {i ∈ Au(x¯) : x¯i < ui} = ∅.
Proof. If {i ∈ Al(x¯) | x¯i > li} ∪ {i ∈ Au(x¯) | x¯i < ui} = ∅, from the definition of
Al(x¯) and Au(x¯) it follows that
x¯i = li and gi(x¯) > 0, i ∈ Al(x¯),
x¯i = ui and gi(x¯) < 0, i ∈ Au(x¯).
Then, conditions (3.6)–(3.8) are verified, and x¯ is a stationary point.
Conversely, if x¯ is a stationary point, we proceed by contradiction and assume that
there exists x¯i ∈ (li, ui) such that i ∈ Al(x¯) ∪ Au(x¯). From the definition of Al(x¯)
and Au(x¯), it follows that gi(x¯) 6= 0, violating (3.8) and thus contradicting the fact
that x¯ is a stationary point.
3.2.1 Descent property of the active-set
In this subsection, we show that the active-set estimate can be used for computing
a point that ensures a sufficient decrease in the objective function simply by fixing
the estimated active variables at the bounds.
First, we give an assumption on the parameter  appearing in the definition of
the active-set estimates Al(x) and Au(x) that will be used to prove the main result
in this subsection.
Assumption 1. Assume that the parameter  appearing in (3.9) and (3.10) satisfies
the following conditions:  0 <  ≤
1
λ¯
, if λ¯ > 0,
 > 0, otherwise
(3.21)
where
λ¯ = max
x∈[l,u]
{
λmax
(
H(x)
)}
.
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Now, we state the main result of the subsection.
Proposition 10. Let Assumption 1 hold. Let x ∈ [l, u] be such that
Al(x) ∪Au(x) 6= ∅,
and let x˜ be the point defined as
x˜i = li, i ∈ Al(x),
x˜i = ui, i ∈ Au(x),
x˜i = xi, i ∈ N(x),
where Al(x), Au(x) and N(x) are the index subsets defined as in (3.9), (3.10)
and (3.11), respectively.
Then,
f(x˜)− f(x) ≤ − 12‖x− x˜‖
2.
Proof. By the second-order mean value theorem, we have
f(x˜) = f(x) + g(x)T (x˜− x) + 12(x˜− x)
TH(z)(x˜− x),
where z = x+ ξ(x˜− x) for a ξ ∈ (0, 1). Therefore,
f(x˜)− f(x) ≤ g(x)T (x˜− x) + 12 λ¯‖x− x˜‖
2. (3.22)
Recalling the definition of x˜, we can also write
g(x)T (x˜− x) =
∑
i∈Al(x)
gi(x)(li − xi) +
∑
i∈Au(x)
gi(x)(ui − xi). (3.23)
From the definitions of Al(x) and Au(x), and recalling (3.12) and (3.13), we have
gi(x) ≥ (xi − li)

[
(li − xi)2 + (ui − xi)2
(ui − xi)2
]
, i ∈ Al(x),
gi(x) ≤ (xi − ui)

[
(li − xi)2 + (ui − xi)2
(li − xi)2
]
, i ∈ Au(x),
and we can write
gi(x)(li − xi) ≤ −1

(xi − li)2
[
(li − xi)2 + (ui − xi)2
(ui − xi)2
]
≤ −1

(li − xi)2, i ∈ Al(x),
gi(x)(ui − xi) ≤ −1

(ui − xi)2
[
(li − xi)2 + (ui − xi)2
(ui − xi)2
]
≤ −1

(ui − xi)2, i ∈ Au(x).
Hence, from (3.23), it follows that
g(x)T (x˜− x) ≤ −1

 ∑
i∈Al(x)
(li − xi)2 +
∑
i∈Au(x)
(ui − xi)2
 = −1

‖x− x˜‖2. (3.24)
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Finally, from (3.22) and (3.24), we have
f(x˜)− f(x) ≤ 12
(
λ¯− 1

)
‖x− x˜‖2 − 12‖x− x˜‖
2 ≤ − 12‖x− x˜‖
2,
where the last inequality follows from equation (3.21) in Assumption 1.
As we already highlighted in the Introduction, Proposition 10 is a non-trivial
extension of similar results already proved in the literature.
In particular, here we deal with problems having a general non-convex objective
function, while in [17, 8], where a similar analysis was carried out, the authors only
considered convex quadratic optimization problems.
3.2.2 Descent property of the non-active set
In this subsection, we show that, thanks to the theoretical properties of the active-
set estimate, a sufficient decrease in the objective function can also be obtained by
suitably choosing a direction in the subspace of the non-active variables only. Let
us consider a search direction satisfying the following conditions:
di = 0, ∀i ∈ Al(x) ∪Au(x), (3.25)
dTN(x)gN(x)(x) ≤ −σ1‖gN(x)(x)‖2, (3.26)
‖dN(x)‖ ≤ σ2‖gN(x)(x)‖, (3.27)
where σ1, σ2 > 0. Condition (3.25) ensures that the estimated active variables are
not updated when moving along such a direction, while (3.26) and (3.27) imply that
d is gradient-related with respect to only the estimated non-active variables.
Given a direction d satisfying (3.25)–(3.27), the following proposition shows
that a sufficient decrease in the objective function can be guaranteed by projecting
suitable points obtained along d.
Proposition 11. Given x¯ ∈ [l, u], let us assume that N(x¯) 6= ∅ and that gN(x¯)(x¯) 6= 0.
Let γ ∈ (0, 1). Then, there exists α¯ > 0 such that
f(x¯(α))− f(x¯) ≤ γαg(x¯)Td, ∀α ∈]0, α¯], (3.28)
where x¯(α) = [x¯+ αd]], and d satisfies (3.25)–(3.27) in x¯.
Proof. Since the gradient is Lipschitz continuous over [l, u], there exists L <∞ such
that for all s ∈ [0, 1] and for all α ≥ 0:
‖g(x¯)− g(x¯− s[x¯− x¯(α)])‖ ≤ sL‖x¯− x¯(α)‖, ∀x¯ ∈ [l, u].
By the mean value theorem, we have:
f(x¯(α))− f(x¯) = g(x¯)T (x¯(α)− x) +
∫ 1
0
(
g(x¯− s[x¯− x¯(α)])− g(x¯))T (x¯(α)− x¯) ds
≤ g(x¯)T (x¯(α)− x¯) + ‖x¯(α)− x¯‖
∫ 1
0
sL‖x¯(α)− x¯‖ ds
= g(x¯)T (x¯(α)− x¯) + L2 ‖x¯(α)− x¯‖
2, ∀α ≥ 0. (3.29)
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Moreover, as the gradient is continuous and the feasible set is compact, there exists
M > 0 such that
‖g(x¯)‖ ≤M, ∀x¯ ∈ [l, u]. (3.30)
From (3.25), (3.27) and (3.30), we can write
di ≤ ‖d‖ ≤ σ2‖g(x¯)‖ ≤ σ2M, ∀x¯ ∈ [l, u], ∀i = 1, . . . , n.
Now, let us define θ1, . . . , θn as:
θi =
{
min {x¯i − li, ui − x¯i} if li < x¯i < ui,
ui − li otherwise,
i = 1, . . . , n.
We set
θ˜ = min
i=1,...,n
θi
2 ,
and define αˆ as follows:
αˆ = θ˜
σ2M
.
In the following, we want to majorize the right-hand-side term of (3.29). First, we
consider the term g(x¯)T (x¯(α)− x). We distinguish three cases:
(i) i ∈ N(x¯) such that li < x¯i < ui. We distinguish two subcases:
• if di ≥ 0:
li < x¯i + αdi ≤ x¯i + θ˜
σ2M
di ≤ xi + θ˜ < ui, ∀α ∈ (0, αˆ];
• else, if di < 0:
ui > x¯i + αdi ≥ x¯i + θ˜
σ2M
di ≥ x¯i − θ˜ > li, ∀α ∈ (0, αˆ].
So, we have
x¯i(α) = x¯i + αdi, ∀α ∈ (0, αˆ],
which implies
gi(x¯)(x¯i(α)− x¯i) = αgi(x¯)di, ∀α ∈ (0, αˆ]. (3.31)
(ii) i ∈ N(x¯) such that x¯i = li. Recalling the definition of N(x), it follows that
gi(x¯) ≤ 0. We distinguish two subcases:
• if di ≥ 0:
li ≤ x¯i + αdi ≤ x¯i + θ˜
σ2M
di ≤ x¯i + θ˜ < ui, ∀α ∈ (0, αˆ],
and then
x¯i(α) = x¯i + αdi, ∀α ∈ (0, αˆ],
which implies
gi(x¯)(x¯i(α)− x¯i) = αgi(x¯)di, ∀α ∈ (0, αˆ]; (3.32)
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• else, if di < 0:
x¯i(α) = x¯i, ∀α > 0,
and then
0 = gi(x¯)(x¯i(α)− x¯i) ≤ αgi(x¯)di, ∀α > 0. (3.33)
(iii) i ∈ N(x¯) such that x¯i = ui. Following the same reasonings done in the
previous step, we have that
• if di ≤ 0:
gi(x¯)(x¯i(α)− x¯i) = αgi(x¯)di, ∀α ∈ (0, αˆ]; (3.34)
• else, if di > 0:
0 = gi(x¯)(x¯i(α)− x¯i) ≤ αgi(x¯)di, ∀α > 0. (3.35)
From (3.25), (3.31), (3.32), (3.33), (3.34) and (3.35), we obtain
g(x¯)T (x¯(α)− x¯) =
∑
i∈N(x¯)
gi(x¯)(x¯i(α)− x¯)
≤ α
∑
i∈N(x¯)
gi(x¯)di = αgN(x¯)(x¯)TdN(x¯), ∀α ∈ (0, αˆ].
(3.36)
Now, we consider the term L2 ‖x¯(α)− x¯‖
2. For every i ∈ N(x¯) such that di ≤ 0, we
have that 0 ≤ x¯i − x¯i(α) ≤ −αdi holds for all α > 0. Therefore,
(x¯i − x¯i(α))2 ≤ α2d2i , ∀α > 0. (3.37)
Else, for every i ∈ N(x¯) such that di > 0, we have that 0 ≤ x¯i(α)− x¯i ≤ αdi holds
for all α > 0. Therefore,
0 ≤ (x¯i(α)− x¯i)2 ≤ α2d2i , ∀α > 0. (3.38)
Recalling (3.25), from (3.37) and (3.38) we obtain
‖x¯(α)− x¯‖2 ≤ α2‖dN(x¯)‖2, ∀α > 0.
Using (3.26) and (3.27), we get
‖x¯(α)− x¯‖2 ≤ α2‖dN(x¯)‖2 ≤ α2σ22‖gN(x¯)(x¯)‖2
≤ −α2σ
2
2
σ1
gN(x¯)(x¯)TdN(x¯), ∀α > 0.
(3.39)
From (3.25), (3.29), (3.36) and (3.39), we can write
f(x¯(α))− f(x¯) ≤ α
(
1− αLσ
2
2
2σ1
)
gN(x¯)(x¯)TdN(x¯)
= α
(
1− αLσ
2
2
2σ1
)
g(x¯)Td, ∀α ∈ (0, αˆ].
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It follows that (3.28) is satisfied by choosing α¯ such that
1− α¯Lσ
2
2
2σ1
≥ γ,
α¯ ∈ (0, αˆ].
Thus, the proof is completed defining
α¯ = min
{
αˆ,
2σ1(1− γ)
Lσ22
}
.
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In this section, we describe a new algorithmic framework for box-constrained prob-
lems, that we call Active-Set Algorithm for Box-Constrained Problems (ASA-BCP).
Its distinguishing feature is the presence of two stages at each iteration, which enable
us to separately handle active and non-active variables.
In particular, in the first stage the estimated active variables can be set at the
corresponding bounds, thus producing a new point. After updating the active-set
estimates, in the second stage a search direction can be computed in the subspace of
the estimated non-active variables and a new iterate can be computed by performing
a suitable line search.
Since a monotone line search could prevent from fully exploiting the efficiency
of particular search directions, a non-monotone stabilization technique (see e.g. [40]
and [76]) could be used in the second stage of our framework. Such a non-monotone
procedure, in practice, usually guarantees significant savings in terms of functions
evaluations and CPU time.
Here, we employ the approach proposed in [40], characterized by two main
features: the use of a non-monotone line search and the possibility to accept the
unitary stepsize without computing the objective function if the search direction
satisfies a specific test. In particular, the presence of iterations at which the objective
function is not computed seems, on the one hand, to be crucial in terms of efficiency
(see [40]), but, on the other hand, it makes more difficult guaranteeing the global
convergence of the method. This is why proper tools, i.e. suitable tests on the
search direction, are included in the algorithmic scheme.
The same non-monotone strategy was also used in NMBC [16] to enforce global
convergence. As mentioned above, the main difference from NMBC is the two-stage
nature of the algorithm. Then, a non-trivial effort is required to combine it with
non-monotonicity. In particular, the estimated active variables are updated simply
by fixing them at the bounds, that is, they are not moved along a gradient-related
direction. Following the idea of not computing the objective function at every
iteration, the first stage needs a further control on the proximity of the generated
point.
Before reporting the formal algorithmic scheme of ASA-BCP, we give a sketch of
it, indicating with fR a reference value of the objective function that is updated
throughout the procedure. Different criteria were proposed in the literature to
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choose this value (see e.g. [76]). Here, we take fR as the maximum among the last
M function evaluations, where M is a nonnegative parameter.
• At every iteration k, starting from the non-stationary point xk, the algorithm
fixes the estimated active variables at the corresponding bounds, thus produc-
ing the new point x˜k. In particular, the sets
Akl = Al(xk), Aku = Au(xk) and Nk = N(xk) (3.40)
are computed and the point x˜k is produced by setting
x˜k
Ak
l
= lAk
l
, x˜kAku
= uAku and x˜
k
Nk = x
k
Nk .
• Afterward, a check is executed to verify if the new point x˜k is sufficiently close
to xk. If this is the case, the point x˜k is accepted. Otherwise, an objective
function check is executed and two further cases are possible: if the objective
function is lower than the reference value fR, then we accept the point x˜k;
otherwise the algorithm sets x˜k by backtracking to the last good point (i.e.,
the point x˜ that produced the last fR).
• At this point, the active and non-active sets are updated considering the
information related to x˜k, i.e., we build
A˜kl = Al(x˜k), A˜ku = Au(x˜k) and N˜k = N(x˜k). (3.41)
A search direction dk is then computed: we set dk
A˜k
= 0, with A˜k = A˜kl ∪ A˜ku,
and calculate dk
N˜k
by means of a modified truncated-Newton step (see e.g. [18]
for further details on truncated-Newton approaches).
• Once dk is computed, a non-monotone stabilization strategy, inspired by the
one proposed in [40], is used to generate the new iterate. In particular, the
algorithm first checks if ‖dk‖ is sufficiently small. If this is the case, the
unitary stepsize is accepted, and we set
xk+1 = [x˜k + dk]]
without computing the related objective function value and start a new iter-
ation.
Otherwise, an objective function check is executed and two further cases are
possible: if the objective function is greater than or equal to the reference value
fR, then we backtrack to the last good point and take the related search direc-
tion; otherwise we continue with the current point. Finally, a non-monotone
line search is performed in order to get a stepsize αk and generate
xk+1 = [x˜k + αkdk]].
• After a prefixed number of iterations without calculating the objective func-
tion, a check is executed to verify if the objective function is lower than the
reference value fR. If this is not the case, a backtracking and a non-monotone
line search are executed.
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The non-monotone line search used in the algorithm is the same as the one
described in e.g. [16]. It sets αk = δν , where ν is the smallest nonnegative integer
for which
f([x˜k + δνdk]]) ≤ fR + γδνg(x˜k)Tdk, (3.42)
with δ ∈ (0, 1) and γ ∈ (0, 12).
The formal scheme of ASA-BCP is reported in Algorithm 9. In particular, At
Step 10, 17 and 25 there is the update of the reference value of the non-monotone
line search f jR: we set j = j+1, lj = k and the reference value is updated according
to the formula
f jR = max0≤i≤min{j,M}
{
f j−i
}
.
Remark 1. From Proposition 8 and 9 it follows that ASA-BCP is well defined, in
the sense that at the k-th iteration it produces a new point xk+1 6= xk if and only if
xk is non-stationary.
Hereinafter, we indicate the active-set estimates in xk and x˜k with the notation
used in (3.40) and in (3.41), respectively.
3.3.1 Analysis of convergence
In this subsection, we analyze the convergence properties of ASA-BCP, to show that
the method either computes a stationary point in a finite number of iterations, or
every limit point produced by the algorithm is stationary.
To this aim, we need to establish some intermediate results. We start by stating
the following lemmas.
Lemma 1. Let Assumption 1 hold. Suppose that ASA-BCP produces an infinite
sequence {xk}, then
(i) {f jR} is non-increasing and converges to a value f¯R;
(ii) for any fixed j ≥ 0 we have:
fhR < f
j
R, ∀h > j +M.
Proof. From the instructions of the algorithm we have that, for every j ≥ 0,
f jR = max0≤i≤mj
f j−i. Since mj+1 ≤ mj + 1 we can write
f j+1R = max0≤i≤mj+1
f(x˜l(j+1−i)) ≤ max
0≤i≤mj+1
f(x˜l(j+1−i))
= max
{
f(x˜l(j+1)), max
0≤i≤mj
f j−i
}
= max
{
f(x˜l(j+1)), f jR
}
.
As f(x˜l(j+1)) < f jR, the above relation implies that
f j+1R ≤ f jR ≤ f0R ≤ f(x0),
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Algorithm 9 ASA-BCP
0 Choose x0 ∈ [l, u], fix Z ≥ 1,M ≥ 0, ∆0 ≥ 0, β ∈ (0, 1), δ ∈ (0, 1), γ ∈
(
0, 12
)
,
k = 0, j = −1, l−1 = −1, f−1R = f−1 = f(x0), ∆ = ∆˜ = ∆0,
checkpoint = true
1 While xk is a non-stationary point for problem (3.1)
2 Compute Akl := Al(xk), Aku := Au(xk) and Nk := N(xk)
3 Set x˜k
Ak
l
= lAk
l
, x˜k
Aku
= uAku and x˜
k
Nk
= xk
Nk
4 If ‖x˜k − xk‖ ≤ ∆˜, then set ∆˜ = β∆˜
5 Else compute f(xk)
6 If f(xk) ≥ f jR, then backtrack to x˜l
j , set k = lj and go to Step 28
7 End if
8 Compute A˜kl := Al(x˜k), A˜ku := Au(x˜k) and N˜k := N(x˜k)
9 If N˜k 6= ∅ and gN˜k(x˜k) 6= 0
10 If checkpoint = true, then compute f(x˜k) and update f jR
11 Set checkpoint = false
12 End if
13 Set dk
A˜k
l
= 0, dk
A˜ku
= 0, compute a gradient-related direction dk
N˜k
in x˜k
14 If k ≥ lj + Z, then compute f(x˜k)
15 If f(x˜k) ≥ f jR
16 Backtrack to x˜lj , set dk = dlj , k = lj and go to Step 28
17 Else update f jR
18 End if
19 End if
20 If ‖dk
N˜k
‖ ≤ ∆
21 Set αk = 1, xk+1 = [x˜k + αkdk]], ∆ = β∆, k = k + 1
22 Else if k 6= lj , then compute f(x˜k)
23 If f(x˜k) ≥ f jR
24 Backtrack to x˜lj , set dk = dlj , k = lj and go to Step 28
25 Else update f jR
26 End if
27 End if
28 Set αk = δν , where ν is the smallest nonnegative integer for which
f([x˜k + δνdk]]) ≤ f jR + γδνg(x˜k)Tdk
29 Set xk+1 = [x˜k + αkdk]], k = k + 1, checkpoint = true
30 Else
31 Set αk = 0, dk = 0, xk+1 = [x˜k + αkdk]] = x˜k, k = k + 1
32 End if
33 End while
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which proves that {f jR} is non-increasing. Since x˜l
j is feasible, the non-increasing
sequence {f jR} is bounded from below, hence
lim
j→∞
f jR = f¯R,
which proves (i). Point (ii) follows from the relation f(x˜l(h+1)) < fhR, and from the
fact that in the algorithm fhR is calculated considering at most M + 1 values of the
objective function.
Lemma 2. Let Assumption 1 hold. Suppose that ASA-BCP produces an infinite
sequence {xk} and an infinite sequence {x˜k}. For any given value of k, let q(k) be
the index such that
q(k) = max{j : lj ≤ k}.
Then, there exists a sequence {x˜s(j)} and an integer L satisfying the following con-
ditions:
(i) f jR = f(x˜s(j))
(ii) for any integer k, there exist an index hk and an index jk such that:
0 < hk − k ≤ L, hk = s(jk),
f j
k
R = f(x˜
hk) < f q(k)R .
Proof. The proof follows from Lemma 2 in [40] taking into account that for any
iteration index k, there exists an integer L˜ such that the condition of Step 9 is
satisfied within the (k + L˜)-th iteration. In fact, assume by contradiction that it is
not true. If Step 9 is not satisfied at a generic iteration k, then xk+1 = x˜k. Since
the sequences {xk} and {x˜k} are infinite, Proposition 9 implies that x˜k+1 6= xk+1
and that the objective function strictly decreases. Repeating this procedure for
an infinite number of steps, an infinite sequence of distinct points {xk+1, xk+2, . . .}
is produced, where these points differ from each other only for the values of the
variables at the bounds. Since the number of variables is finite, this produces a
contradiction.
Lemma 3. Let Assumption 1 hold. Suppose that ASA-BCP produces an infinite
sequence {xk} and an infinite sequence {x˜k}. Then,
lim
k→∞
f(xk) = lim
k→∞
f(x˜k) = lim
j→∞
f jR = f¯R, (3.43)
lim
k→∞
‖xk+1 − x˜k‖ = lim
k→∞
αk‖dk‖ = 0, (3.44)
lim
k→∞
‖x˜k − xk‖ = 0. (3.45)
Proof. We build two different partitions of the iterations indices to analyze the
computation of xk+1 from x˜k and that of x˜k from xk, respectively. From the in-
structions of the algorithm, it follows that xk+1 can be computed at Step 21, Step 29
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or Step 31. Let us consider the following subset of iteration indices:
K1 = {k : xk+1 is computed at Step 21},
K2 = {k : xk+1 is computed at Step 29},
K3 = {k : xk+1 is computed at Step 31}.
Then, we have
K1 ∪ K2 ∪ K3 = {0, 1, . . .}.
As regards the computation of x˜k, we distinguish two further subsets of iterations
indices:
K4 = {k : x˜k satisfies the test at Step 4},
K5 = {k : x˜k does not satisfy the test at Step 4}.
Then, we have
K4 ∪ K5 = {0, 1, . . .}.
Preliminarily, we point out some properties of the above subsequences. The subse-
quence {x˜k}K1 satisfies
‖xk+1 − x˜k‖ = αk‖dk‖ = ‖dk‖ ≤ βt∆0, k ∈ K1,
where the integer t increases with k ∈ K1. Since β ∈ (0, 1), if K1 is infinite we have
lim
k→∞, k∈K1
‖xk+1 − x˜k‖ = lim
k→∞, k∈K1
αk‖dk‖ = 0. (3.46)
Moreover, since αk = 0 and dk = 0 for all k ∈ K3, if K3 is infinite we have
lim
k→∞, k∈K3
‖xk+1 − x˜k‖ = lim
k→∞, k∈K3
αk‖dk‖ = 0. (3.47)
The subsequence {x˜k}K4 satisfies
‖x˜k − xk‖ ≤ βt∆˜0, k ∈ K4,
where the integer t increases with k ∈ K4. Since β ∈ (0, 1), if K4 is infinite we have
lim
k→∞, k∈K4
‖x˜k − xk‖ = 0. (3.48)
Now we prove (3.43). Let s(j), hk and qk be the indices defined in Lemma 2. We
show that for any fixed integer i ≥ 1, the following relations hold:
lim
j→∞
‖x˜s(j)−i+1 − xs(j)−i+1‖ = 0, (3.49)
lim
j→∞
‖xs(j)−i+1 − x˜s(j)−i‖ = lim
j→∞
αs(j)−i‖ds(j)−i‖ = 0, (3.50)
lim
j→∞
f(xs(j)−i+1) = f¯R, (3.51)
lim
j→∞
f(x˜s(j)−i) = f¯R. (3.52)
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Without loss of generality, we assume that j is large enough to avoid the occurrence
of negative apices. We proceed by induction and first show that (3.49)–(3.52) hold
for i = 1. If s(j) ∈ K4, relations (3.49) and (3.51) follow from (3.48) and the
continuity of the objective function. If s(j) ∈ K5, from the instructions of the
algorithm, and taking into account Proposition 10, we get
f jR = f(x˜
s(j)) ≤ f(xs(j))− 12‖x
s(j) − x˜s(j)‖2 < f j−1R ,
from which we get
f jR = f(x˜
s(j)) ≤ f(xs(j)) < f j−1R
and then, from point (i) of Lemma 1, it follows that
lim
j→∞
f(x˜s(j)) = lim
j→∞
f(xs(j)) = f¯R, (3.53)
which proves (3.51) for i = 1. From the above relation, and by exploiting Proposi-
tion 10 again, we have that
lim
j→∞
(
f(x˜s(j))− f(xs(j))) ≤ lim
j→∞
− 12‖x
s(j) − x˜s(j)‖2.
and then (3.49) holds for i = 1.
If s(j)−1 ∈ K1∪K3, from (3.46) and (3.47) it is straightforward to verify that (3.50)
holds for i = 1. By exploiting the continuity of the objective function, since (3.50)
and (3.51) hold for i = 1, then also (3.52) is verified for i = 1. If s(j) − 1 ∈ K2,
from the instruction of the algorithm we obtain
f(xs(j)) = f(x˜s(j)−1 + αs(j)−1ds(j)−1) ≤ f q(s(j)−1)R + γαs(j)−1g(x˜s(j)−1)Tds(j)−1
and then
f(xs(j))− f q(s(j)−1)R ≤ γαs(j)−1g(x˜s(j)−1)Tds(j)−1.
From (3.53), point (i) of Lemma 1, and recalling (3.25)–(3.27), we have that
lim
j→∞
αs(j)−1‖ds(j)−1‖ = lim
j→∞
‖xs(j) − x˜s(j)−1‖ = 0
for every subsequence such that s(j) − 1 ∈ K2. Therefore, (3.50) holds for i = 1.
Recalling that f(xs(j)) = f(x˜s(j)−1+αs(j)−1ds(j)−1), and since (3.49) and (3.50) hold
for i = 1, from the continuity of the objective function it follows that also (3.52)
holds for i = 1.
Now we assume that (3.49)–(3.52) hold for a given fixed i ≥ 1, and show that
these relations must hold for i + 1 as well. If s(j) − i ∈ K4, by using (3.48) it is
straightforward to verify that (3.49) is verified replacing i with i + 1. Taking into
account (3.52), this implies that
lim
j→∞
f(xs(j)−(i+1)+1) = lim
j→∞
f(xs(j)−i) = lim
j→∞
f(x˜s(j)−i) = f¯R
and then (3.51) holds for i + 1. If s(j) − i ∈ K5, from the instructions of the
algorithm, and taking into account Proposition 10, we get
f(x˜s(j)−i) ≤ f(xs(j)−i)− 12‖x
s(j)−i − x˜s(j)−i‖2 < f q(s(j)−i)−1R .
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Exploiting (3.52) and point (i) of Lemma 1, we have that
lim
j→∞
f(x˜s(j)−i) = lim
j→∞
f(xs(j)−i) = f¯R, (3.54)
which proves (3.51) for i + 1. From the above relation, and by exploiting Proposi-
tion 10 again, we can also write
lim
j→∞
(
f(x˜s(j)−i)− f(xs(j) − i)) ≤ lim
j→∞
− 12‖x
s(j)−i − x˜s(j)−i‖2.
and then (3.49) holds for i+ 1.
If s(j) − i − 1 ∈ K1 ∪ K3, from (3.46) and (3.47) we obtain that (3.50) holds for
i = i + 1. Since xs(j)−i = x˜s(j)−i−1 + αs(j)−i−1ds(j)−i−1, exploiting (3.46), (3.47),
(3.54) and the continuity of the objective function, we obtain that (3.52) holds
replacing i with i+ 1.
If s(j)− i− 1 ∈ K2, from the instruction of the algorithm we obtain
f(xs(j)−i) = f(x˜s(j)−i−1 + αs(j)−i−1ds(j)−i−1)
≤ f q(s(j)−i−1)R + γαs(j)−i−1g(x˜s(j)−i−1)Tds(j)−i−1
and then
f(xs(j)−i)− f q(s(j)−i−1)R ≤ γαs(j)−i−1g(x˜s(j)−i−1)Tds(j)−i−1.
From (3.54), point (i) of Lemma 1, and recalling (3.25)–(3.27), we have that
lim
j→∞
αs(j)−i−1‖ds(j)−i−1‖ = lim
j→∞
‖xs(j)−i − x˜s(j)−i−1‖ = 0
for every subsequence such that s(j)− 1 ∈ K2. Therefore, (3.50) holds for i+ 1.
Recalling that f(xs(j)−i) = f(x˜s(j)−i−1 +αs(j)−i−1ds(j)−i−1), and since (3.49)–(3.50)
hold replacing i with i + 1, exploiting the continuity of the objective function we
have
lim
j→∞
f(x˜s(j)−i−1 + αs(j)−i−1ds(j)−i−1) = lim
j→∞
f(xs(j)−i) = lim
j→∞
f(x˜s(j)−i).
Therefore, if (3.52) holds at a generic i ≥ 1, it must hold for i + 1 as well. This
completes the induction.
Now, for any iteration index k > 0 we can write
x˜h
k = xk +
hk−k∑
i=0
(
x˜h
k−i − xhk−i)+ hk−k∑
i=1
αh
k−idh
k−i,
x˜h
k = x˜k +
hk−k−1∑
i=0
(
x˜h
k−i − xhk−i)+ hk−k∑
i=1
αh
k−idh
k−i.
From (3.49) and (3.50) we obtain
lim
k→∞
‖xk − x˜hk‖ = lim
k→∞
‖x˜k − x˜hk‖ = 0.
3.3 ASA-BCP: the proposed active-set algorithm 43
By exploiting the continuity of the objective function, and taking into account
point (i) of Lemma 1, the above relation implies that
lim
k→∞
f(xk) = lim
k→∞
f(x˜k) = lim
k→∞
f(x˜hk) = lim
k→∞
f jR = f¯R,
which proves (3.43).
To prove (3.44), if k ∈ K1 ∪ K3, then from (3.46) and (3.47) we obtain
lim
k→∞, k∈K1∪K3
‖xk+1 − x˜k‖ = lim
k→∞, k∈K1∪K3
αk‖dk‖ = 0. (3.55)
If k ∈ K2, from the instruction of the algorithm we get
f(xk+1) ≤ f(x˜q(k)) + γαkg(x˜k)Tdk
and then, recalling conditions (3.25)–(3.27) and (3.43), we can write
lim
k→∞, k∈K2
‖xk+1 − x˜k‖ = lim
k→∞, k∈K2
αk‖dk‖ = 0. (3.56)
From (3.55) and (3.56) it follows that (3.44) holds.
To prove (3.45), if k ∈ K4, then from (3.48) we obtain
lim
k→∞, k∈K4
‖x˜k − xk‖ = 0. (3.57)
If k ∈ K5, from the instruction of the algorithm, and recalling Proposition 10, we
get
f(x˜k) ≤ f(xk)− 12‖x
k − x˜k‖2 < f q(k)−1R .
From (3.43) and point (i) of Lemma 1, we have that
lim
k→∞, k∈K5
f(x˜k) = lim
k→∞, k∈K5
f(xk) = f¯R.
By exploiting Proposition 10 again, we can write
lim
k→∞, k∈K5
(
f(x˜k)− f(xk)) ≤ lim
k→∞, k∈K5
− 12‖x
k − x˜k‖2 = 0
and then
lim
k→∞, k∈K5
‖x˜k − xk‖ = 0. (3.58)
From (3.57) and (3.58), it follows that (3.45) holds.
The following theorem extends a known result from unconstrained optimiza-
tion, guaranteeing that the sequence of the directional derivatives along the search
direction converges to zero.
Theorem 11. Let Assumption 1 hold. Assume that ASA-BCP does not terminate in
a finite number of iterations, and let {xk}, {x˜k} and {dk} be the sequences produced
by the algorithm. Then,
lim
k→∞
g(x˜k)Tdk = 0. (3.59)
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Proof. We can identify two iteration index subsets H,K ⊆ {1, 2, . . .}, such that:
• N(x˜k) 6= ∅ and gN (x˜k) 6= 0, for all k ∈ K;
• H = {1, 2, . . .} \K.
By assumption, the algorithm does not terminate in a finite number of iterations,
and then, at least one of the above sets is infinite. Since we are interested in the
asymptotic behavior of the sequence produced by ASA-BCP, we assume without loss
of generality that both H and K are infinite sets.
Taking into account Step 31 in Algorithm 9, it is straightforward to verify that
lim
k→∞, k∈H
g(x˜k)Tdk = 0.
Therefore, we limit our analysis to consider the subsequence {xk}K . Let x¯ be
any limit point of {xk}K . By contradiction, we assume that (3.59) does not hold.
Using (3.45) of Lemma 3, since {xk}, {x˜k} and {dk} are limited, and taking into
account that Al(xk), Au(xk) and N(xk) are subsets of a finite set of indices, without
loss of generality we redefine {xk}K the subsequence such that
lim
k→∞, k∈K
xk = lim
k→∞, k∈K
x˜k = x¯,
and
Nk := Nˆ , Akl := Aˆl, Aku := Aˆu, ∀k ∈ K,
lim
k→∞, k∈K
dk = dˆ.
Since we have assumed that (3.59) does not hold, the above relations, combined
with (3.26) and the continuity of the gradient, imply that
lim
k→∞, k∈K
g(x˜k)Tdk = g(x¯)T dˆ = −η < 0. (3.60)
It follows that
lim
k→∞, k∈K
dˆ 6= 0
and then, recalling (3.44) of Lemma 3, we get
lim
k→∞, k∈K
αk = 0. (3.61)
Consequently, from the instructions of the algorithm, there must exist a subsequence
(renamed K again) such that the line search procedure at Step 28 is performed and
αk < 1 for sufficiently large k. Namely,
f
([
x˜k + α
k
δ
dk
]])
> f
q(k)
R + γ
αk
δ
g(x˜k)Tdk
≥ f(x˜k) + γα
k
δ
g(x˜k)Tdk, ∀k ≥ k¯, k ∈ K,
(3.62)
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where q(k) := max{j : lj ≤ k}. We can write the point [x˜k + αkδ dk]] as follows:[
x˜k + α
k
δ
dk
]]= x˜k + αk
δ
dk − yk, (3.63)
where
yki = max
{
0,
(
x˜k + α
k
δ
dk
)
i
− ui
}−max{0, li − (x˜k + αk
δ
dk
)
i
}
, i = 1, . . . , n.
As {x˜k} is a sequence of feasible points, {αk} converges to zero and {dk} is limited,
we get
lim
k→∞, k∈K
yk = 0. (3.64)
From (3.62) and (3.63) we can write
f
(
x˜k + α
k
δ
dk − yk)− f(x˜k) > γαk
δ
g(x˜k)Tdk, ∀k ≥ k¯, k ∈ K. (3.65)
By the mean value theorem, we have
f
(
x˜k + α
k
δ
dk − yk) = f(x˜k) + αk
δ
g(zk)Tdk − g(zk)T yk, (3.66)
where
zk = x˜k + θk
(αk
δ
dk − yk), θk ∈ (0, 1). (3.67)
From (3.61) and (3.64), and since {dk} is limited, we obtain
lim
k→∞, k∈K
zk = x¯. (3.68)
Substituting (3.66) into (3.65), and multiplying each term by δ
αk
, we get
g(zk)Tdk − δ
αk
g(zk)T yk > γg(x˜k)Tdk, ∀k ≥ k¯, k ∈ K. (3.69)
From the definition of yk, it follows that
yki =

0, if li ≤ x˜ki + α
k
δ d
k
i ≤ ui,
x˜ki + α
k
δ d
k
i − ui > 0, if x˜ki + α
k
δ d
k
i > ui,
x˜ki + α
k
δ d
k
i − li < 0, if li > x˜ki + α
k
δ d
k
i .
(3.70)
In particular, we have
yki

= 0, if dki = 0,
∈ [0, αkδ dki ], if dki > 0,
∈ [−αkδ dki , 0], if dki < 0.
(3.71)
From the above relation, it is straightforward to verify that
|yki | ≤
αk
δ
|dki |, i = 1, . . . , n. (3.72)
In the following, we want to majorize the left-hand side of (3.69) by showing that
{ δ
αk
g(zk)T yk} converges to a nonnegative value. To this aim, we analyze three
different cases, depending on whether x¯i is at the bounds or is strictly feasible:
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(i) i ∈ Nˆ such that li < x¯i < ui. As {x˜k} converges to x¯, there exists τ > 0 such
that
li + τ ≤ x˜k ≤ ui − τ, k ∈ K, k sufficiently large.
Since {αk} converges to zero and {dk} is limited, it follows that αkδ |dki | < τ ,
for k ∈ K, k sufficiently large. Then,
li < x˜
k
i +
αk
δ
dki < ui, k ∈ K, k sufficiently large,
which implies, from (3.70), that
yki = 0, k ∈ K, k sufficiently large. (3.73)
(ii) i ∈ Nˆ such that x¯i = li. First, we show that
gi(x¯) ≤ 0, (3.74)
yki ≤ 0, k ∈ K, k sufficiently large. (3.75)
To show (3.74), we assume by contradiction that gi(x¯) > 0. From (3.12) and
recalling that ‖x˜k − xk‖ converges to zero from (3.45) of Lemma 3, it follows
that
lim
k→∞, k∈K
λi(x˜k) = lim
k→∞, k∈K
gi(x˜k) = gi(x¯) > 0.
Then, there exist an iteration index kˆ and a scalar ξ > 0 such that λi(x˜k) ≥
ξ > 0, for all k ≥ kˆ, k ∈ K. As {x˜ki } converges to li, there also exists k˜ ≥ kˆ
such that
li ≤ x˜ki ≤ li + ξ ≤ li + λi(x˜k), k ∈ K, k ≥ k˜,
gi(x˜k) > 0, k ∈ K, k ≥ k˜,
which contradicts the fact that i ∈ N(x˜k) for k sufficiently large. To show (3.75),
we observe that since {x˜ki } converges to li, there exists τ ∈ (0, ui − li] such
that
li ≤ x˜ki ≤ ui − τ, k ∈ K, k sufficiently large.
Moreover, since {αk} converges to zero and {dk} is limited, it follows that
αk
δ d
k
i ≤ τ , for k ∈ K, k sufficiently large. Then,
x˜k + α
k
δ
dki ≤ ui, k ∈ K, k sufficiently large.
The above relation, combined with (3.70), proves (3.75). Now, we distinguish
two subcases, depending on the sign of dki :
• for every subsequence K¯ ⊆ K such that dki ≥ 0, from (3.71) it follows
that yki ≥ 0. Consequently, from (3.75) we can write
yki = 0, k ∈ K¯, k sufficiently large. (3.76)
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• for every subsequence K¯ ⊆ K such that dki < 0, we have two further
possible situations, according to (3.74):
(a) gi(x¯) < 0. As {zk} converges to x¯, then gi(zk) ≤ 0 for k ∈ K¯, k
sufficiently large. From (3.75), we obtain
δ
αk
gi(zk)yki ≥ 0, k ∈ K¯, k sufficiently large. (3.77)
(b) gi(x¯) = 0. From (3.72), we get
δ
αk
|gi(zk)yki | ≤
δ
αk
|gi(zk)||yki | ≤ |gi(zk)||dki |.
Since {dk} is limited, {zk} converges to x¯, and gi(x¯) = 0, from the
continuity of the gradient we get
lim
k→∞, k∈K¯
δ
αk
gi(zk)dki = 0. (3.78)
(iii) i ∈ Nˆ such that x¯i = ui. Reasoning as in the previous case, we obtain
lim
k→∞, k∈K
δ
αk
gi(zk)yki ≥ 0. (3.79)
Finally, from (3.73), (3.76), (3.77), (3.78) and (3.79), we have
lim
k→∞, k∈K
δ
αk
g(zk)T yk ≥ 0, (3.80)
and, from (3.60), (3.68), (3.69), (3.79) and (3.80), we obtain
−η = lim
k→∞
k∈K
g(x˜k)Tdk = lim
k→∞
k∈K
g(zk)Tdk ≥ lim
k→∞
k∈K
g(zk)Tdk − lim
k→∞
k∈K
δ
αk
g(zk)T yk
≥ lim
k→∞
k∈K
γg(x˜k)Tdk = −γη.
This contradicts the fact that we set γ < 1 in ASA-BCP.
Finally, we state the main theoretical result ensuring the global convergence of
ASA-BCP.
Theorem 12. Let Assumption 1 hold. Then, ASA-BCP either produces a stationary
point for problem (3.1) in a finite number of iterations, or produces an infinite
sequence {xk} and every limit point x∗ of the sequence is a stationary point for
problem (3.1).
Proof. Let x∗ be any limit point of the sequence {xk}, and let {xk}K be the subse-
quence converging to x∗. From (3.45) of Lemma 3 we can write
lim
k→∞, k∈K
x˜k = x∗, (3.81)
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and, thanks to the fact that Al(xk), Au(xk) and N(xk) are subsets of a finite set of
indices, we can define a further subsequence Kˆ ⊆ K such that
Nk = Nˆ , Akl = Aˆl, Aku = Aˆu,
for all k ∈ Kˆ. Recalling Proposition 7, we define the following function that mea-
sures the violation of the optimality conditions for feasible points:
φ(xi) = min
{
max{li − xi,−gi(x)}2,max{xi − ui, gi(x)}2
}
.
By contradiction, we assume that x∗ is a non-stationary point for problem (3.1).
Then, there exists an index i such that φ(x∗i ) > 0. From (3.81) and the continuity
of φ, there exists an index k˜ such that
φ(x˜ki ) ≥ ∆ > 0, ∀k ≥ k˜. (3.82)
Now, we consider three cases:
(i) i ∈ Aˆl. Then, x˜ki = li. From (3.12) and (3.9), we get gi(xk) > 0, ∀k ∈ Kˆ. By
continuity of the gradient, and since both {x˜k}Kˆ and {xk}Kˆ converge to x∗,
we obtain
gi(x˜k) ≥ −∆2 ,
for k ∈ Kˆ, k sufficiently large. Then, we have φ(x˜ki ) ≤ ∆
2
4 < ∆ for k ∈ Kˆ, k
sufficiently large. This contradicts (3.82).
(ii) i ∈ Aˆu. Then, x˜ki = ui. The proof of this case is a verbatim repetition of the
previous case.
(iii) i ∈ Nˆ . As φ(x∗i ) > 0, then gi(x∗) 6= 0. From Theorem 11, we have
lim
k→∞, k∈Kˆ
g(x˜k)Tdk = 0.
From (3.26), it follows that
lim
k→∞, k∈Kˆ
‖gNˆ (x˜k)‖ = ‖gNˆ (x∗)‖ = 0,
leading to a contradiction.
3.3.2 Analysis of convergence rate
In this subsection we show that superlinear convergence of the method can be proved
under standard additional assumptions. First, we need to state the following lemma.
Lemma 4. Let Assumption 1 hold and assume that {xk} is an infinite sequence
generated by ASA-BCP. Then, there exists an iteration index k¯ such that N(xk) 6= ∅
for all k ≥ k¯.
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Proof. By contradiction, we assume that there exists an infinite index subset K¯ ⊆
{1, 2, . . .} such that N(xk) = ∅ for all k ∈ K¯. Let x∗ be a limit point of {x}K¯ , that
is,
lim
k→∞, k∈K
xk = x∗,
where K ⊆ K¯. Theorem 12 ensures that x∗ is a stationary point. From (3.45) of
Lemma 3 we can write
lim
k→∞, k∈K
xk = lim
k→∞, k∈K
x˜k = x∗.
Moreover, from Proposition 6, there exists an index kˆ such that
{i : x∗i = li, λ∗i > 0} ⊆ Al(xk) ⊆ {i : x∗i = li}, ∀ k ≥ kˆ, k ∈ K, (3.83)
{i : x∗i = ui, µ∗i > 0} ⊆ Au(xk) ⊆ {i : x∗i = ui}, ∀ k ≥ kˆ, k ∈ K. (3.84)
Let k˜ be the smallest integer such that k˜ ≥ kˆ and k˜ ∈ K. From (3.83) and (3.84)
we can write
x˜k˜i = li = x∗i , if i ∈ Al(xk˜),
x˜k˜i = ui = x∗i , if i ∈ Au(xk˜).
Since N(xk) is empty for all k ∈ K, we also have
Al(xk) ∪Au(xk) = {1, . . . , n}, ∀ k ∈ K.
Consequently, x˜k˜ = x∗, contradicting the hypothesis that the sequence {xk} is
infinite.
Now, we are ready to establish the superlinear rate of convergence of ASA-BCP,
as formalized in the following theorem.
Theorem 13. Assume that {xk} is a sequence generated by ASA-BCP converging to
a point x∗ satisfying the strict complementarity condition and such that
HN∗N∗(x∗)  0,
where N∗ = {i : li < x∗i < ui}. Assume that the sequence {dk} of directions satisfies
the following condition:
lim
k→∞
‖HN˜kN˜k(x˜k)dkN˜k + gN˜k(x˜k)‖
‖gN˜k(x˜k)‖
= 0. (3.85)
Then, the sequence {xk} converges to x∗ superlinearly.
Proof. From Proposition 6, exploiting the fact the sequence {xk} converges to x∗
and that strict complementarity holds, we have that for sufficiently large k,
N(xk) = N(x˜k) = N∗,
Al(xk) = Al(x˜k) = {i : x∗i = li},
Au(xk) = Au(x˜k) = {i : x∗i = ui}.
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From the instructions of the algorithm, it follows that x˜k = xk for sufficiently large
k, and then, the minimization is restricted on N(x˜k). From Lemma 4, we have that
N(x˜k) = N(xk) = N∗ 6= ∅ for sufficiently large k. Furthermore, from (3.85) we
have that dk
N(x˜k) is a Newton-truncated direction, and then, the assertion follows
from standard results on unconstrained minimization.
3.4 Numerical experience
In this section, we describe the details of our computational experience.
In Subsection 3.4.1, we describe the implementation details related to our al-
gorithmic scheme. In Subsection 3.4.2, we compare ASA-BCP with the following
codes:
• NMBC [16] (in particular, we considered the version named NMBC2 in [16]);
• ALGENCAN [6]: an active-set method using spectral projected gradient steps
for leaving faces, downloaded from the TANGO web page (http://www.ime.
usp.br/~egbirgin/tango);
• LANCELOT B [35]: a Newton method based on a trust-region strategy, down-
loaded from the GALAHAD web page (http://www.galahad.rl.ac.uk).
All computations have been run on an Intel Xeon(R), CPU E5-1650 v2 3.50
GHz. The test set consisted of 140 bound-constrained problems from the CUTEst
collection [36], with dimension up to 105. The stopping condition for all codes was
‖x− [x− g(x)]]‖∞ < 10−5,
where ‖ · ‖∞ denotes the sup-norm of a vector.
In order to compare the performances of the algorithms, we make use of the
performance profiles proposed in [23].
Following the analysis suggested in [5], we preliminarily checked whether the
codes find different stationary points: the comparison is thus restricted to problems
for which all codes find the same stationary point (with a tolerance of 10−3). Fur-
thermore, we do not consider in the analysis those problems for which all methods
find a stationary point in less than 1 second.
In ASA-BCP, we set the algorithm parameters to the following values: Z = 20
and M = 99 (so that the last 100 objective function values are included in the
computation of the reference value).
In running the other methods considered in the comparisons, default values
were used for all parameters (but those related to the stopping condition). More
specifically:
• In NMBC, a non-monotone strategy was employed (it is similar to the one
described for ASA-BCP), where the parameters Z and M were equal to 20 and
100, respectively. Moreover, the parameter  used in the active-set estimate
was equal to 10−4.
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• In LANCELOT B, a band preconditioner was employed for the conjugate gradi-
ent method, with a semi-bandwidth equal to 5. Moreover, a non-monotone
strategy was used with a history-length equal to 1.
• In ALGENCAN, the truncated-Newton method was used as inner solver method,
the scaling feature was disabled and the parameter η was equal to 0.1 (a face
of the feasible set is abandoned by the algorithm when the norm of the internal
components of the continuous projected gradient is smaller than η times the
norm of the continuous projected gradient).
C++ and Fortran 90 implementations (with CUTEst interface) of ASA-BCP can
be found at the following web page: https://sites.google.com/a/dis.uniroma1.
it/asa-bcp. The details related to the experiments are reported in Appendix B.
3.4.1 Implementation issues
In this subsection, we describe how we set the  parameter appearing in the definition
of the active-set estimates (3.9)–(3.10), and how we compute the search direction
for the minimization with respect to the estimated non-active variables.
3.4.1.1 Updating of the  parameter
A feature that characterizes ASA-BCP (and differentiates it from NMBC) is the use of
the active-set estimate: once we have an  satisfying Assumption 1, a decrease in
the objective function is guaranteed by fixing the estimated active variables to the
values at the bounds (as it is shown in Proposition 10).
In general, such an  cannot be a priori computed. This is why in our im-
plementation we use the following updating rule. Starting from the value  =
min{10−6, ‖x0− [x0− g(x0)]]‖−3}, at every iteration k we compute Akl , Aku and Nk.
Then, we get the point
x˜k
Ak
l
= lAk
l
x˜kAku
= uAku x˜
k
Nk = x
k
Nk .
If x˜k satisfies
f(x˜k)− f(xk) ≤ − 12‖x˜
k − xk‖2,
then we accept x˜k and we do not change the value of . Otherwise, we do not accept
x˜k, we reduce  and we estimate the active variables again, repeating this procedure
until the above relation is satisfied.
3.4.1.2 Calculation of the gradient-related direction
At every iteration k, in order to compute the search direction with respect to N˜k,
ASA-BCP approximately solves the Newton equation
HN˜kN˜k(x˜
k)dk
N˜k
+ gN˜k(x˜
k) = 0
by using the conjugate gradient strategy considered in [18] (and briefly described
in Subsection 2.4.4). In particular, let m = |N˜k|, the scheme produces a finite
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sequence of conjugate directions p0, p1, . . . , pi ∈ Rm, i < m, and the approximated
Newton direction dk
N˜k
is computed as dk
N˜k
= di+1, where
di+1 = −
i∑
j=0
gN˜k(x˜k)T pj
pTj HN˜kN˜k(x˜k)pj
pj .
In our implementation of ASA-BCP, we employed the following stopping criterion for
the conjugate gradient method:∣∣∣∣∣ [q(di+1)− q(di)]− 32 [gN˜k(x˜k)Tdi+1 − gN˜k(x˜k)Tdi]q(di+1)− 32gN˜k(x˜k)Tdi+1
∣∣∣∣∣ (i+ 1) ≤ γk,
where
q(d) = 12d
THN˜kN˜k(x˜
k)d+ gN˜k(x˜
k)Td,
and γk is taken as {
ηk, if ‖di+1‖ ≥ ‖gN˜k(x˜k)‖,
ηk min{1, ‖di+1‖}, otherwise.
In ASA-BCP, we set ηk = min
{
1, 0.1+e−0.001 k
}
. This represents a further difference
from NMBC, where ηk was chosen constant and equal to 0.1.
3.4.2 Comparison on CUTEst problems
In this subsection, we first compare ASA-BCP with the NMBC algorithm presented
in [16]. Then, we report the comparison of ASA-BCP with other two solvers for
bound-constrained problems, namely ALGENCAN [6] and LANCELOT B [35]. All the
codes are implemented in Fortran 90.
Recalling how we selected the relevant test problems, the analysis was restricted
to 43 problems for the comparison between ASA-BCP and NMBC and to 62 problems
for the comparison between ASA-BCP, ALGENCAN and LANCELOT B.
In particular, in the comparison between ASA-BCP and NMBC, 96 problems were
discarded because they were solved in less than 1 second by both algorithms. A
further problem (namely SCOND1LS with 5002 variables) was removed because
ASA-BCP and NMBC found two different stationary points (NMBC found the worst
one).
In the comparison between ASA-BCP, ALGENCAN and LANCELOT B, 75 problems
were discarded because they were solved in less than 1 second by all the considered
algorithms. Other 3 problems were removed as the methods stopped at different
stationary points. Namely, NCVXBQP3 with 105 variables, POWELLBC with 103
variables and SCOND1LS with 5002 variables were discarded in our comparison.
The worst stationary points were found by ASA-BCP, LANCELOT B and ASA-BCP,
respectively.
In Figure 3.1, we report the performance profiles of ASA-BCP and NMBC. These
profiles show that ASA-BCP outperforms NMBC in terms of CPU time, number of
objective function evaluations and number of conjugate gradient iterations. This
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Figure 3.1. Comparison between ASA-BCP and NMBC: performance profiles on CPU time,
number of objective function evaluations and number of conjugate gradient iterations.
The x axis is in linear scale in the left panel and in logarithmic scale in the right panel.
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Figure 3.2. Comparison among ASA-BCP, ALGENCAN and LANCELOT B: performance pro-
files on CPU time, number of objective function evaluations and number of conjugate
gradient iterations. The x axis is in linear scale in the left panel and in logarithmic
scale in the right panel.
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confirms the effectiveness of our two-stage approach when compared to the NMBC
algorithm.
These results seem to confirm that on the one hand, computing the search
direction only in the subspace of the non-active variables guarantees some savings
in terms of CPU time, and on the other hand, getting rid of the Barzilai–Borwein
step (used in NMBC) avoids the generation of badly scaled search directions.
In Figure 3.2, we show the performance profiles of ASA-BCP, ALGENCAN and
LANCELOT B. By taking a look at the performance profiles related to CPU time, we
can easily see that ASA-BCP and ALGENCAN are comparable in terms of efficiency and
are both better than LANCELOT B. As regards robustness, we can see that ASA-BCP
outperforms both ALGENCAN and LANCELOT B. More specifically, when τ is equal
to 2, ASA-BCP solves about 95% of the problems, while ALGENCAN and LANCELOT B
respectively, solve about 90% and 30% of the problems. Furthermore, ASA-BCP is
able to solve all the problems when τ is about 70, while ALGENCAN and LANCELOT B
get to solve all the problems for significantly larger values of τ .
For what concerns the number of objective function evaluations, ASA-BCP is
the best in terms of efficiency and is competitive with LANCELOT B in terms of
robustness. In particular, when τ is equal to 2, ASA-BCP solves about 85% of the
problems, while ALGENCAN and LANCELOT B respectively, solve about 15% and 30%
of the problems. Moreover, ASA-BCP and LANCELOT B solve all the problem when
τ is about 60 and 50, respectively, while ALGENCAN gets to solve all the problems
when τ is about 600.
Finally, as regards the number of conjugate gradient iterations, ASA-BCP out-
performs the other two codes in terms of efficiency, while LANCELOT B is the best in
terms of robustness. More in detail, when τ is equal to 2, ASA-BCP solves about 85%
of the problems, while ALGENCAN and LANCELOT B respectively, solve about 20% and
35% of the problems. LANCELOT B is able to solve all the problems when τ is about
200, while ASA-BCP and ALGENCAN need larger values of τ .
3.5 Conclusions
In this chapter, a two-stage active-set algorithm for box-constrained non-linear pro-
gramming problems has been devised. In the first stage, we get a significant reduc-
tion in the objective function simply by setting to the bounds the estimated active
variables. In the second stage, we employ a truncated-Newton direction computed in
the subspace of the estimated non-active variables. These two stages are inserted in
a non-monotone framework and the convergence of the resulting algorithm ASA-BCP
is proved. Experimental results have shown that our implementation of ASA-BCP
is competitive with other widely used codes for bound-constrained minimization
problems.
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Chapter 4
An active-set method for
minimization over the simplex
and the `1-ball
In this chapter, we are concerned with minimization problems over the unit sim-
plex. As to be shown, this problem is pretty general, since every minimization
problem over a polytope can be reformulated as a minimization problem over the
unit simplex. Here, we propose an active-set estimate that enables us to define an
algorithmic framework where the variables estimated active and those estimated
non-active are updated separately at each iteration, extending the approach of the
previous chapter. In particular, we consider different variants of the Frank-Wolfe
direction to be combined with the proposed active-set strategy. Then, we focus on
the problem of minimizing a function over the `1-ball, showing how our algorithmic
framework can be efficiently adapted to this problem. Preliminary numerical results
are provided.
The notation used in this chapter is that reported in Appendix A. We recall
that we indicate with ei the i-th unit vector (all components are 0 except for the
i-th component, which is 1) and with e ∈ Rn the n-dimensional vector with all
components equal to 1. Moreover, given a vector v ∈ Rn and an index set I ⊆
{1, . . . , n}, we denote by vI the subvector with components vi, i ∈ I.
The rest of the chapter is organized as follows. In Section 4.1, we introduce
the minimization problem over the unit simplex. In Section 4.2, we describe our
active-set estimate. In Section 4.3, we present our algorithmic framework. In Sec-
tion 4.4, we carry out the convergence analysis of the algorithm for different choices
of the search direction. In Section 4.5, we show how our algorithm can be easily
extended to minimization problems over the `1-ball. In Section 4.6, we provide some
preliminary numerical results. Finally, in Section 4.7, we draw some conclusions.
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4.1 Introduction
We focus on the following minimization problem:
min
x
f(x)
n∑
i=1
xi = 1
xi ≥ 0, i = 1, . . . , n,
(4.1)
where f ∈ C1(Rn). Throughout the chapter, we also make the assumption that
∇f(x) is Lipschitz continuous on the feasible set.
The problem of optimizing a continuously differentiable function over the sim-
plex arises from several applications: e.g., finding maximum stable sets in graphs,
portfolio optimization, game theory and population dynamics problems (see [15]
and references therein).
We also note that every minimization problem whose feasible region is a polytope
can be rewritten as a minimization problem over the unit simplex. In fact, let us
consider a problem of the following form:
min
x
h(x)
x ∈ D,
where h : Rn → R and D = conv{v1, . . . , vm}, with vi ∈ Rn, i = 1, . . . ,m. Every
feasible point x can be expressed as a convex combination of v1, . . . , vm, that is,
there exist α1, . . . , αm such that
x =
m∑
i=1
αivi,
m∑
i=1
αi = 1,
αi ≥ 0, i = 1, . . . ,m.
By introducing the matrix V =
[
v1 . . . vm
]
∈ Rn×m, we can then rewrite the
problem as
min
α
f(α)
m∑
i=1
αi = 1
αi ≥ 0, i = 1, . . . ,m,
where
f(α) = h(V α).
An interesting example into this context is given by the minimization of a func-
tion over the `1-ball:
min
x∈Rn
h(x)
‖x‖1 ≤ τ,
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with τ > 0. Since the feasible set of this problem can be expressed as
conv{±τe1, . . . ,±τen},
by performing a suitable variable transformation we can obtain an equivalent min-
imization problem whose feasible set is the unit simplex in R2n. This problem will
be analyzed more in detail in Section 4.5, where a specific algorithmic framework
for its solution will be described.
4.2 Active-set estimate
As discussed in the Chapter 3, using an active-set strategy to solve a constrained
problem can be crucial from both a computational and theoretical point of view.
In this section, we present an active-set estimate for problem (4.1), pointing out its
theoretical properties.
First, we provide the definition of stationary point for problem (4.1).
Definition 8. A feasible point x∗ of problem (4.1) is a stationary point if and only
if it satisfies the following first order necessary optimality conditions:
∇f(x∗)− λ∗e− µ∗ = 0, (4.2)
(µ∗)Tx∗ = 0, (4.3)
µ∗ ≥ 0. (4.4)
where λ∗ ∈ R and µ∗ ∈ Rn are the KKT multipliers.
Now, we can define the active-set for a stationary point x∗ as the subset of
zero-components of x∗. In particular, we provide the following definition.
Definition 9. Let x∗ ∈ Rn be a stationary point of problem (4.1). We define as
active-set the following set:
A¯(x∗) =
{
i ∈ {1, . . . , n} : x∗i = 0
}
. (4.5)
We further define the non-active set N¯(x∗) as the complementary set of A¯(x∗):
N¯(x∗) = {1, . . . , n} \ A¯(x∗) = {i ∈ {1, . . . , n} : x∗i > 0}. (4.6)
Here, similarly as for the box-constrained case addressed in the Chapter 3, the
active-set estimate is computed by following the approach proposed in [22, 24],
which requires proper approximation of the KKT multipliers. The latter are ob-
tained by means of multiplier functions (see the definition of multiplier function in
Section 3.2).
In particular, let us describe how to compute the multiplier functions λ : Rn → R
and µ : Rn → Rn. Given a stationary point x∗ of (4.1), let (λ∗, µ∗) be the KKT
multipliers associated to x∗. By (4.2), we have
µ∗ = ∇f(x∗)− λ∗e,
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then, multiplying by x∗ and taking into account complementarity condition (4.3),
we get
0 = (µ∗)Tx∗ = (∇f(x∗)− λ∗e)Tx∗.
From the feasibility of x∗, we obtain the following expression for the multipliers:
λ∗ = ∇f(x∗)Tx∗, (4.7)
µ∗ = ∇f(x∗)− λ∗e. (4.8)
From (4.7)–(4.8), we can introduce the following two multiplier functions:
λ(x) = ∇f(x)Tx, (4.9)
µi(x) = ∇if(x)− λ(x), i = 1, . . . , n. (4.10)
Now, for every feasible point x, we define the active-set estimate A(x) and the
non-active set estimate N(x) as
A(x) = {i : xi ≤ µi(x)
}
= {i : xi ≤ ∇f(x)T (ei − x)}, (4.11)
N(x) = {i : xi > µi(x)} = {i : xi > ∇f(x)T (ei − x)}, (4.12)
where  is a positive scalar.
As for the box-constrained case, this estimate of the active-set enables us to
adapt the results shown in [24] and state the following theorem.
Theorem 14. If (x∗, λ∗, µ∗) satisfies KKT conditions for problem (4.1), then there
exists a neighborhood B(x∗, ρ) such that, for each x in this neighborhood, we have
{i : x∗i = 0, µi(x∗) > 0} ⊆ A(x) ⊆ A¯(x∗).
Furthermore, if strict complementarity holds, then
{i : x∗i = 0, µi(x∗) > 0} = A(x) = A¯(x∗),
for each x ∈ B(x∗, ρ).
4.2.1 Characterization of stationary points
In this subsection, we provide a characterization of stationary points based on the
proposed active-set estimate. First, we need the following proposition to state
necessary and sufficient conditions for stationarity.
Proposition 12. Let x∗ be a feasible point of problem (4.1). Then, x∗ is a station-
ary point if and only if
min
i=1,...,n
{
∇if(x∗)
}
= max
j∈N¯(x∗)
{
∇jf(x∗)
}
. (4.13)
Proof. First, we prove necessary. From KKT conditions (4.2)–(4.4), we can write
∇f(x∗)− λ∗e = µ∗ ≥ 0. (4.14)
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From (4.3), we have that µ∗j = 0 for every index j ∈ N¯(x∗). It follows that
∇jf(x∗) = λ∗, ∀j ∈ N¯(x∗).
The above relation, combined with (4.14), implies that
∇if(x∗) ≥ λ∗ = max
j∈N¯(x∗)
{
∇jf(x∗)
}
, ∀i = 1, . . . , n,
and then (4.13) holds.
Now, assume that (4.13) is satisfied. It follows that
min
j∈N¯(x∗)
{
∇jf(x∗)
}
≥ max
j∈N¯(x∗)
{
∇jf(x∗)
}
,
implying that all ∇jf(x∗), with j ∈ N¯(x∗), have the same value. Therefore, there
exists a scalar λ∗ such that
∇jf(x∗) = λ∗, ∀j ∈ N¯(x∗). (4.15)
From (4.13) and (4.15), there exist µ∗1, . . . , µ∗n ∈ R such that
∇if(x∗)− λ∗ = µ∗i ≥ 0, i = 1, . . . , n,
µ∗j = 0, j ∈ N¯(x∗).
Then, conditions (4.2)–(4.4) hold.
Moreover, from the previous proposition, we can easily state the following corol-
lary.
Corollary 1. Let x∗ be a feasible point of problem (4.1). Then, x∗ is a stationary
point if and only if there exists a scalar ξ such that
∇jf(x∗) = ξ, ∀j ∈ N¯(x∗),
∇if(x∗) ≥ ξ, ∀i ∈ A¯(x∗).
Proof. The proof follows from that of Proposition 12, observing that for every index
j ∈ N¯(x∗), we have that ∇jf(x∗) = λ∗, where λ∗ is the KKT multiplier appearing
in (4.2)–(4.4).
The following two propositions show how our active-set estimate can be used to
characterize stationary points.
Proposition 13. Given a feasible point x¯ of problem (4.1), assume that
{i ∈ A(x¯) : x¯i > 0} = ∅. (4.16)
Then, x¯ is a stationary point of problem (4.1) if only if
min
i∈N(x¯)
{
∇if(x¯)
}
= max
j∈N(x¯)
x¯j>0
{
∇jf(x¯)
}
. (4.17)
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Proof. First, we observe that, under the hypothesis (4.16), we have that
{j ∈ N(x¯) : x¯j > 0} =
{
j ∈ {1, . . . , n} : x¯j > 0
}
. (4.18)
Let us assume that (4.17) holds. Then,
∇jf(x¯) = ξ¯, j ∈ N(x¯), x¯j > 0. (4.19)
Recalling (4.11)–(4.12), and using (4.18) and (4.19), for every index i ∈ A(x¯) we
can write
0 = x¯i ≤ 
(∇if(x¯)−∇f(x¯)T x¯) = (∇if(x¯)− ∑
x¯j>0
∇jf(x¯) x¯j
)
= 
(∇if(x¯)− ξ¯eTx) = (∇if(x¯)− ξ¯ ).
Thus, we have
∇if(x¯) ≥ ξ¯, ∀i ∈ A(x¯).
It follows that (4.13) holds.
Now, let us assume that x¯ is a stationary point, that is,
min
i=1,...,n
{
∇if(x¯)
}
= max
j=1,...,n
x¯j>0
{
∇jf(x¯)
}
. (4.20)
It is easy to see that the following relations hold:
min
i=1,...,n
{
∇if(x¯)
}
≤ min
j∈N(x¯)
{
∇jf(x¯)
}
≤ max
j∈N(x¯)
x¯j>0
{
∇jf(x¯)
}
≤ max
j=1,...,n
x¯j>0
{
∇jf(x¯)
}
.
From (4.20), it follows that (4.17) holds.
Proposition 14. Given a feasible point x¯ of problem (4.1), assume that
min
i∈N(x¯)
{
∇if(x¯)
}
= max
j∈N(x¯)
x¯j>0
{
∇jf(x¯)
}
. (4.21)
Then, x¯ is a stationary point of problem (4.1) if only if
{i ∈ A(x¯) : x¯i > 0} = ∅. (4.22)
Proof. First, from (4.21) we observe that
∇jf(x¯) = ξ¯, j ∈ N(x¯), x¯j > 0. (4.23)
Now, let us assume that (4.22) holds. Recalling (4.11)–(4.12), and using (4.23), for
every index i ∈ A(x¯) we can write
0 = x¯i ≤ 
(∇if(x¯)−∇f(x¯)T x¯) = (∇if(x¯)− ∑
x¯j>0
∇jf(x¯) x¯j
)
= 
(∇if(x¯)− ξ¯eTx) = (∇if(x¯)− ξ¯ ).
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Thus, we have
∇if(x¯) ≥ ξ¯, ∀i ∈ A(x¯).
It follows that (4.13) holds.
Now, let us assume that x¯ is a stationary point. From Corollary 1, we have that
∇jf(x¯) = ξ¯, j ∈ N(x¯).
By contradiction, we assume that there exists i ∈ A(x¯) such that x¯i > 0. It follows
that
0 < x¯i ≤ 
(∇if(x¯)−∇f(x¯)T x¯) = (∇if(x¯)− ∑
x¯j>0
∇jf(x¯) x¯j
)
= 
(∇if(x¯)− ξ¯eTx) = (∇if(x¯)− ξ¯ )
and then
∇if(x¯) > ξ¯,
thus contradicting (4.13).
4.2.2 Descent property of the active-set
In this subsection, we show how, given a feasible point x, we can obtain a sufficient
decrease in the objective function by setting the estimated active variables to zero.
Here, differently from the box-constrained case, we have a linear constraint,
imposing that all variables sum up to 1. Therefore, in order to maintain feasibility,
at least one non-active variable must be updated as well.
In particular, let us define the following index set:
J(x) =
{
j : j ∈ Argmin
i=1,...,n
{∇if(x)}}. (4.24)
As to be shown, after setting the estimated active variables to zero, we can guarantee
that the objective function decreases and that the new point is still feasible by
suitably updating only one variable xj , with j chosen in N(x) ∩ J(x).
First, we need to prove that N(x)∩J(x) is non-empty for every feasible point x.
This is stated in the following proposition.
Proposition 15. For every feasible point x of problem (4.1), we have
N(x) ∩ J(x) 6= ∅.
Proof. We distinguish two different cases.
(1) |J(x)| = n. For every j ∈ J(x), we have
∇f(x)Tx = ∇jf(x)eTx = ∇jf(x), (4.25)
Exploiting the feasibility of x, we can choose an index ν ∈ J(x) such that xν > 0
and, recalling definition of multipliers (4.9) and equation (4.25), we can write
µν(x) = ∇νf(x)− λ(x) = ∇νf(x)−∇f(x)Tx = ∇νf(x)−∇νf(x) = 0 < xν .
Since xν > 0 and µν(x) = 0, we have that xν > µν(x) and then ν ∈ N(x).
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(2) |J(x)| < n. We consider two subcases.
• We first assume that for every h such that ∇hf(x) > ∇jf(x), j ∈ J(x),
we have xh = 0. It follows that ∑
j∈J(x)
xj = 1
and, reasoning as in the previous case, we get that (4.25) holds for all
j ∈ J(x). Using the fact that x is a feasible solution for problem (4.1), we
can choose an index ν ∈ J(x) such that xν > 0 and, recalling definition of
multipliers (4.9) and equation (4.25), we can write
µν(x) = ∇νf(x)−λ(x) = ∇νf(x)−∇f(x)Tx = ∇νf(x)−∇νf(x) = 0 < xν .
Since xν > 0 and µ(x) = 0, we have that xν > µν(x) and then ν ∈ N(x).
• Now we consider the case when there exists h such that ∇hf(x) > ∇jf(x),
j ∈ J(x), and xh > 0. It follows that
∇f(x)Tx > ∇jf(x)eTx = ∇jf(x).
Choosing ν = j, for any j ∈ J(x), and reasoning as before, we can write
µν(x) = ∇νf(x)−λ(x) = ∇νf(x)−∇f(x)Tx < ∇νf(x)−∇νf(x) = 0 ≤ xν .
Since xν ≥ 0 and µν(x) < 0, we have that xν > µν(x) and then ν ∈ N(x).
Remark 2. Proposition 15 implies that for every feasible point x, the set N(x) is
non-empty.
Before stating the main result of this section, we need an assumption on the
parameter  appearing in the definition of the active-set.
Assumption 2. Assume that the parameter  appearing in the estimates (4.11)–
(4.12) satisfies the following conditions:
0 <  ≤ 12Ln, (4.26)
where L is the Lipschitz constant of ∇f(x) over the unit simplex.
Now, we are ready to state the main theoretical result of this section.
Proposition 16. Let Assumption 2 hold. Given a feasible point x of problem (4.1),
let j ∈ N(x)∩ J(x) and I = {1, . . . , n} \ {j}. Let Aˆ(x) be a set of indices such that
Aˆ(x) ⊆ A(x).
Let x˜ be the feasible point defined as follows:
x˜i =

0, i ∈ Aˆ(x),
xi, i ∈ I \ Aˆ(x),
xi +
∑
h∈Aˆ(x)
xh, i = j.
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Then,
f(x˜)− f(x) ≤ −L‖x˜− x‖2.
where L is the Lipschitz constant of ∇f(x) over the unit simplex.
Proof. We first define the following set
Aˆ = Aˆ(x).
Using the mean value theorem, we can write:
f(x˜) = f(x) +∇f(w)T (x˜− x),
where w = x+ ξ(x˜− x), ξ ∈ (0, 1).
From the Lipschitz continuity of the gradient, we have that
f(x˜) = f(x) +∇f(x)T (x˜− x) + [∇f(w)−∇f(x)]T (x˜− x)
≤ f(x) +∇f(x)T (x˜− x) + ∥∥∇f(w)−∇f(x)∥∥∥∥x˜− x∥∥
≤ f(x) +∇f(x)T (x˜− x) + L‖x˜− x‖2
and, by adding and removing L‖x˜− x‖2, we get
f(x˜) ≤ f(x) +∇f(x)T (x˜− x) + 2L‖x˜− x‖2 − L‖x˜− x‖2. (4.27)
In order to prove the proposition, we need to show that
∇f(x)T (x˜− x) + 2L‖x˜− x‖2 ≤ 0. (4.28)
From the definition of the components x˜i, i = 1, . . . , n, we can write
x˜i − xi =

−xi, i ∈ Aˆ,
0, i ∈ I \ Aˆ,∑
h∈Aˆ
xh, i = j,
so that
‖x˜− x‖2 =
∑
i∈Aˆ
(xi)2 +
(∑
i∈Aˆ
xi
)2
≤
∑
i∈Aˆ
(xi)2 + |Aˆ|
∑
i∈Aˆ
(xi)2 = (|Aˆ|+ 1)xTAˆxAˆ (4.29)
and
∇f(x)T (x˜−x) = −∇Aˆf(x)TxAˆ+∇jf(x)
∑
i∈Aˆ
xi = xTAˆ
(
∇jf(x)eAˆ−∇Aˆf(x)
)
. (4.30)
From the definition of the index j, we have that ∇if(x) ≥ ∇jf(x) for all i ∈
{1, . . . , n}. Then, we can write
n∑
i=1
∇if(x)xi ≥
n∑
i=1
∇jf(x)xi = ∇jf(x)
n∑
i=1
xi = ∇jf(x). (4.31)
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Recalling the active-set estimation, we have that
xi ≤ 
(
∇if(x)−
n∑
i=1
∇if(x)xi
)
≤ (∇if(x)−∇jf(x)), ∀i ∈ Aˆ, (4.32)
where the last inequality follows from (4.31). Using (4.29) and (4.32), we can write
‖x˜− x‖2 ≤ (|A|+ 1)xT
Aˆ
(
∇Aˆf(x)−∇jf(x)eAˆ
)
. (4.33)
From (4.30) and (4.33), we get
∇f(x)T (x˜− x) + 2L‖x˜− x‖2 ≤ xT
Aˆ
[∇jf(x)eAˆ −∇Aˆf(x)]+
+ 2L(|A|+ 1) xT
Aˆ
(
∇Aˆf(x)−∇jf(x)eAˆ
)
=
[
2L(|A|+ 1)− 1]xT
Aˆ
(
∇Aˆf(x)−∇jf(x)eAˆ
)
≤ (2Ln− 1)xT
Aˆ
(
∇Aˆf(x)−∇jf(x)eAˆ
)
,
where the last inequality follows from the non-negativity of xT
Aˆ
(
∇Aˆf(x)−∇jf(x)eAˆ
)
(implied by (4.33)) and from and the fact that |A| ≤ n − 1 (implied by Proposi-
tion 15). Then, inequality (4.28) follows from the assumption we made on .
4.3 Algorithmic framework
In this section, we describe an algorithmic framework to minimize a function over
the unit simplex, called Active-Set framework for optimization over the Simplex
(AS-SIMPLEX).
The proposed approach exploits the active-set strategy described in the previous
section and it is based on performing two minimization steps at each iteration: one
for updating the estimated active variables and one for updating the estimated
non-active variables.
In particular, let xk be the point produced at a generic iteration k and assume
that we have computed the active and non-active set estimates A(xk), N(xk). Then,
• first, we get a reduction in the objective function by generating the feasible
point x˜k, obtained by setting xA(xk) to zero and updating the variable xkj ,
j ∈ J(xk), as indicated in Proposition 16, being J(xk) the index set defined
as in (4.24);
• afterwards, we compute the next iterate xk+1 by moving the estimated non-
active variables along a suitable search direction.
The formal scheme of the proposed algorithmic framework is reported in Algo-
rithm 10.
Remark 3. In Algorithm 10, we allow for directions dk such that ∇f(x˜k)Tdk = 0.
This is due to the fact that only the estimated non-active variables are updated by
moving x˜k along dk (since dk
Ak
= 0). But, at a generic iteration k, it can happen
that all the estimated non-active variables satisfy stationarity conditions over Nk,
and then, dk = 0.
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Algorithm 10 Active-Set algorithmic framework for minimization over
the Simplex (AS-SIMPLEX)
1 Choose a feasible point x0
2 For k = 0, 1, . . .
3 If xk is a stationary point, then STOP
Active-Set Estimation:
4 Compute Ak := A(xk) and Nk := N(xk)
Minimization procedure over Ak:
5 Compute Jk := J(xk), choose j ∈ Nk ∩ Jk and define N˜k = Nk \ {j}
6 Set x˜k
Ak
= 0 , x˜k
N˜k
= xk
N˜k
and x˜kj = xkj +
∑
h∈Ak
xkh
Minimization procedure over Nk:
7 Set dk
Ak
= 0
8 Compute a feasible direction dk
Nk
in x˜k and a maximum stepsize αkmax
9 If ∇f(x˜k)Tdk < 0 then
10 Compute a stepsize αk ∈ (0, αkmax] by means of the Armijo line
search (Algorithm 11)
11 Else
12 Set αk = 0
13 End if
14 Set xk+1 = x˜k + αkdk
15 End for
Algorithm 11 Armijo line search within Algorithm 10
0 Choose δ ∈ (0, 1), γ ∈ (0, 12)
1 Choose initial stepsize α ∈ (0, αkmax]
2 While f(x˜k + αdk) > f(x˜k) + γ α∇f(x˜k)Tdk
3 Set α = δα
4 End while
Now, we describe some possible choices of the search directions dk to be used
in Algorithm 10. In particular, we consider different Frank-Wolfe (FW) type direc-
tions. For the sake of completeness, in the next subsection we preliminarily recall
the classical Frank-Wolfe method and some of its variants.
4.3.1 The Frank-Wolfe method and its variants
The Frank-Wolfe method [30] (also known as conditional gradient method) is a pop-
ular algorithm to solve constrained problems of the following form:
min f(x)
x ∈ D, (4.34)
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where f : Rn → R is a continuously differentiable function and D is a compact
convex set.
At each iteration, the Frank-Wolfe method computes a feasible search direction
by minimizing a linear approximation of the objective function. Then, a stepsize is
obtained by the Armijo line search. The method is reported in Algorithm 12.
Algorithm 12 Frank-Wolfe method to solve problem (4.34)
0 Choose x0 ∈ D
1 For k = 0, 1, . . .
2 If xk is a stationary point, then STOP
3 Compute yk ∈ Argmin
x∈D
{∇f(xk)T (x− xk)} and set dk = yk − xk
4 Set αkmax = 1 and compute αk by the Armijo line search (Algorithm 13)
5 Set xk+1 = xk + αkdk
6 Set k = k + 1
7 End for
Algorithm 13 Armijo line search within the Frank-Wolfe method
0 Given γ ∈ (0, 1), δ ∈ (0, 1), αkmax > 0
1 Set α = αkmax
2 While f(xk + αdk) > f(xk) + γα∇f(xk)Tdk
3 Set α = δα
4 End while
5 Set αk = α
It can be proved that, if xk is non-stationary, then a descent direction dk is pro-
duced at every iteration k. Moreover, the convexity of D implies that xk + αdk ∈ D
for all α ∈ [0, 1].
A key point in the Frank-Wolfe method is the computation of the search direction
dk, because it requires to minimize the linear function ∇f(xk)T (x − xk) over the
feasible set D. If D is a polyhedron, this means solving a linear problem at every
iteration, which can be made efficiently. Moreover, since xk is fixed, we can simply
write yk ∈ Argmin
x∈D
{∇f(xk)Tx}.
The Frank-Wolfe method converges to points satisfying first-order optimality
conditions.
For what concerns the convergence rate, assuming that D is a polytope, that
the objective function is strongly convex on D and that ∇f(x) is Lipschitz con-
tinuous on D, we have that the sequence {f(xk)} converges to the optimal value
f(x∗) linearly if the optimal solution x∗ lies in the relative interior of the feasible
set [41]. Otherwise, the convergence rate is sublinear, due to the zigzagging effect.
To guarantee a linear convergence rate also when the solution lies on the boundary
of the feasible set, some variants of the Frank-Wolfe algorithm were proposed in the
literature (described below) [48].
Now, let us analyze the properties of the Frank-Wolfe method when applied to
solve problem (4.1). Computing the vector yk at Step 3 is extremely simple, as
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Algorithm 14 Frank-Wolfe method to solve problem (4.1)
0 Choose a feasible point x0
1 For k = 0, 1, . . .
2 If xk is a stationary point, then STOP
3 Compute ıˆ ∈ Argmin
h=1,...,n
{∇hf(xk)} and set dk = eıˆ − xk
4 Set αkmax = 1 and compute αk by the Armijo line search (Algorithm 13)
5 Set xk+1 = xk + αkdk
6 Set k = k + 1
7 End for
the feasible set is a polytope and, from known results on linear programming, there
exists a vertex of the feasible set that minimizes the function ∇f(xk)Tx.
Moreover, the set of vertices of the unit simplex is {e1, . . . , en} and, for every
x = eh, h = 1, . . . , n, we have that ∇f(xk)Tx = ∇hf(xk). Consequently, we can set
yk = eıˆ, where ıˆ ∈ Argmin
h=1,...,n
{∇hf(xk)}.
For what concerns the choice of the step length αk, we can perform the Armijo
line search by using, as the largest acceptable stepsize, the value αkmax = 1, since
xk + αdk is feasible for every α ∈ [0, 1].
For the sake of completeness, we report in Algorithm 14 the Frank-Wolfe method
to solve problem (4.1).
As mentioned above, some variants of the Frank-Wolfe method were studied
in the literature. Here, two versions are considered: the Away-Step Frank-Wolfe
method (AFW) [75, 41] and the Pairwise Frank-Wolfe method (PFW)[58]. In par-
ticular, we only focus on minimization problems over the unit simplex, but the
considerations that will be presented below can be easily extended to minimization
problems over a polytope.
The distinguishing feature of the AFW method is to compute, at every itera-
tion k, two potential search directions: the first one is the Frank-Wolfe direction
described above, which will be referred to as dFW; and the second one is the so called
Away-Step direction dA. The search direction dAFW employed by the algorithm is
the one, between dFW and dA, that minimizes ∇f(xk)Td.
In particular, dA is computed as dA = xk − eˆ, where eˆ is the vertex that
maximizes ∇f(xk)T eh = ∇hf(xk) with respect to the vertices eh such that xkh > 0.
In other words, ˆ ∈ Argmax
h : xk
h
>0
{∇hf(xk)}.
It easy to verify that, if the search direction selected by the algorithm is dA (i.e.,
if ∇f(xk)TdA < ∇f(xk)TdFW), then the largest acceptable stepsize that produces
a feasible point is equal to
xkˆ
1− xkˆ
, where ˆ ∈ Argmax
h : xk
h
>0
{∇hf(xk)}.
We report in Algorithm 15 the Away-Step Frank-Wolfe algorithm to solve prob-
lem (4.1).
Now, we briefly examine the PFW method. At every iteration k, the method
employs the Pairwise Frank-Wolfe direction dPFW, computed as dPFW = dFW+dA =
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Algorithm 15 Away-Step Frank-Wolfe method to solve problem (4.1)
0 Choose a feasible point x0
1 For k = 0, 1, . . .
2 If xk is a stationary point, then STOP
3 Compute ıˆ ∈ Argmin
h=1,...,n
{∇hf(xk)} and set dFW = eıˆ − xk
4 Compute ˆ ∈ Argmax
h : xk
h
>0
{∇hf(xk)} and set dA = xk − eˆ
5 If ∇f(xk)TdFW ≤ ∇f(xk)TdA then
6 Set dk = dFW and αkmax = 1
7 Else
8 Set dk = dA and αkmax =
xkˆ
1− xkˆ
9 End if
10 Compute αk by the Armijo line search (Algorithm 13)
11 Set xk+1 = xk + αkdk
12 Set k = k + 1
13 End for
eıˆ − eˆ, where ıˆ ∈ Argmin
h=1,...,n
{∇hf(xk)} and ˆ ∈ Argmax
h : xk
h
>0
{∇hf(xk)}. Using this search
direction, it is easy to verify that the largest step length that guarantees feasibility
is equal to xkˆ .
We report in Algorithm 16 the Pairwise Frank-Wolfe method to solve prob-
lem (4.1).
We notice that only two variables are updated by the PFW method at each
iteration. It is also worth mentioning that such a framework is employed in some
popular algorithmic schemes for training support vector machines [50, 65].
Finally, an in-depth analysis on the convergence rate of Frank-Wolfe variants
for minimization problems over a polytope can be found in [48].
4.3.2 Combining FW variants with the active-set strategy
According to Step 7–8 of Algorithm 10, at every iteration k we have to compute a
search direction dk such that
dkAk = 0,
∇f(x˜k)Tdk = ∇Nkf(x˜k)TdkNk ≤ 0.
Recalling Remark 3, the above conditions in practice imply that only the esti-
mated non-active variables are moved along dk
Nk
, provided that x˜k does not satisfy
stationarity conditions over Nk.
In this subsection, we focus on the case where dk
Nk
is either the Frank-Wolfe
direction, or one of its variants. Then, at the iteration k, two feasible directions
dNk can be computed (in the subspace Nk):
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Algorithm 16 Pairwise Frank-Wolfe method to solve problem (4.1)
0 Choose a feasible point x0
1 For k = 0, 1, . . .
2 If xk is a stationary point, then STOP
3 Compute ıˆ ∈ Argmin
h=1,...,n
{∇hf(xk)}
4 Compute ˆ ∈ Argmax
h : xk
h
>0
{∇hf(xk)}
5 Set dA = eıˆ − eˆ and αkmax = xkˆ
6 Compute αk by the Armijo line search (Algorithm 13)
7 Set xk+1 = xk + αkdk
8 Set k = k + 1
9 End for
• the Frank-Wolfe direction
dFWNk = eıˆ − x˜kNk , ıˆ ∈ Argmin
i∈Nk
{∇if(x˜k)}; (4.35)
• the Away-Step direction
dANk = x˜
k
Nk − eˆ, ˆ ∈ Argmax
j∈Nk0
{∇jf(x˜k)}, (4.36)
where Nk0 = {j ∈ Nk : x˜kj > 0}.
So, we can compute the final search direction dk according to one of the following
three rules:
• (FW) rule: dk
Nk
is chosen as the Frank-Wolfe direction, that is,
dkAk = 0,
dkNk = d
FW
Nk .
In this case, we simply write
dk = dFW.
• (AFW) rule: dk
Nk
is chosen as the Away-Step Frank-Wolfe direction, that is,
dkAk = 0,
dkNk = d
AFW
Nk =
{
dFW
Nk
, if ∇Nkf(x˜k)TdFWNk ≤ ∇Nkf(x˜k)TdANk ,
dA
Nk
, otherwise.
In this case, we simply write
dk = dAFW.
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• (PFW) rule: dk
Nk
is chosen as the Pairwise Frank-Wolfe direction, that is,
dkAk = 0,
dkNk = d
PFW
Nk = d
FW
Nk + d
A
Nk = eıˆ − eˆ,
where ıˆ and ˆ are defined as in (4.35) and (4.36), respectively. In this case, we
simply write
dk = dPFW.
The following lemma claims that all the above three search directions are non-ascent
directions.
Lemma 5. Let x˜k be a feasible point generated by AS-SIMPLEX (Step 6) at itera-
tion k. Let dk be a search direction computed according to one among (FW), (AFW)
and (PFW) rule. Then,
∇f(x˜k)Tdk ≤ 0.
Proof. First, we consider dk = dFW. We can write
∇f(x˜k)Tdk = −∇f(x˜k)T x˜+∇ıˆf(x˜k),
where ıˆ is defined as in (4.35). Since x˜Ak = 0, we also have that ∇f(x˜k)T x˜k =∑
h∈Nk ∇hf(x˜k) x˜kh. Consequently, we obtain
∇f(x˜k)Tdk ≤ −∇ıˆf(x˜k)
∑
h∈Nk
x˜kh +∇ıˆf(x˜k) = 0,
where the first inequality follows from the definition of ıˆ and the feasibility of x˜k
and the last equality follows from the fact that x˜Ak = 0.
Now, we consider dk = dAFW. As we have already shown that the assertion holds
when dk
Nk
= dFW
Nk
, we only have to prove that ∇f(x˜k)Tdk ≤ 0 when dk
Nk
= dA
Nk
. In
this case, we can write
∇f(x˜k)Tdk = ∇f(x˜k)T x˜k −∇ˆf(x˜k),
where ˆ is defined as in (4.36). Reasoning as before, since x˜Ak = 0, we have that
∇f(x˜k)T x˜k = ∑h∈Nk ∇hf(x˜k) x˜kh. Consequently, we obtain
∇f(x˜k)Tdk ≤ ∇ˆf(x˜k)
∑
h∈Nk
x˜kh −∇ˆf(x˜k) = 0,
where the first inequality follows from the definition of ˆ and the feasibility of x˜k
and the last equality follows from the fact that x˜Ak = 0.
Finally, it is easy to see that the assertion is true when dk = dPFW as well, since
dPFW = dFW + dAFW.
In the next lemma, we show that at every point x˜k produced by AS-SIMPLEX,
the directional derivative along dPFW is not larger than the directional derivative
along dAFW. This fact will play a crucial role for proving the convergence of the
algorithm for all the considered variants of the Frank-Wolfe direction.
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Lemma 6. Let x˜k be a feasible point generated by AS-SIMPLEX at iteration k. Then,
∇f(x˜k)TdPFW ≤ ∇f(x˜k)TdAFW.
Proof. In the following, we indicate with ıˆ and ˆ the indices defined as in (4.35)–
(4.36), respectively. Exploiting the feasibility of x˜k, and the fact that x˜Ak = 0, we
can write
∇f(x˜k)TdFW = ∇ıˆf(x˜k)−∇f(x˜k)T x˜k = ∇ıˆf(x˜k)−
∑
h∈Nk
∇hf(x˜k) x˜kh
≥ ∇ıˆf(x˜k)−∇ˆf(x˜k)
∑
h∈Nk
x˜kh = ∇ıˆf(x˜k)−∇ˆf(x˜k)
= ∇f(x˜k)TdPFW.
Similarly, we have that
∇f(x˜k)TdA = ∇f(x˜k)T x˜k −∇ˆf(x˜k) =
∑
h∈Nk
∇hf(x˜k) x˜kh −∇ˆf(x˜k)
≥ ∇ıˆf(x˜k)
∑
h∈Nk
x˜kh −∇ˆf(x˜k) = ∇ıˆf(x˜k)−∇ˆf(x˜k)
= ∇f(x˜k)TdPFW.
From the above relations, we get
∇f(x˜k)TdPFW ≤ min{∇f(x˜k)TdFW,∇f(x˜k)TdA} = ∇f(x˜k)TdAFW.
4.3.3 Computation of the stepsize
Now, we can show the convergence results of the line search procedure for all the
considered variants of the Frank-Wolfe direction, which will enable us to prove the
global convergence of AS-SIMPLEX.
Depending on the direction dk used in the line search procedure, the maximum
stepsize αkmax is set as follows:
(i) Frank-Wolfe direction: αkmax = 1;
(ii) Away-Step Frank-Wolfe direction:
• if dk
Nk
= dFW
Nk
, then αkmax = 1;
• if dk
Nk
= dA
Nk
, then αkmax = x˜kˆ /(1 − x˜kˆ ) where ˆ is the index defined as
in (4.36);
(iii) Pairwise direction: αkmax = x˜kˆ , where ˆ is the index defined as in (4.36).
It is easy to verify that, for every considered search direction dk, this choice
guarantees that x˜k + αdk is feasible for all α ∈ (0, αkmax].
Now, we prove a theorem that follows from classical results on the Armijo line
search. It guarantees that ‖x˜k−xk‖ converges to zero and that the sequence of the
directional derivatives along the search direction converges to zero as well, for all
the considered search directions.
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Theorem 15. Let Assumption 2 hold. Let {xk}, {x˜k} and {dk} be the sequences
produced by AS-SIMPLEX, where dk is computed at Step 7–8 according to one among
(FW), (AFW) and (PFW) rule. If AS-SIMPLEX does not terminate in a finite
number of iterations, then
lim
k→∞
‖x˜k − xk‖ = 0, (4.37)
lim
k→∞
∇f(x˜k)Tdk = 0. (4.38)
Proof. First, we observe that, from standard results on the Armijo line search,
Algorithm 11 computes αk in a finite number of steps at every iteration k for which
∇f(x˜k)Tdk < 0.
Now, we prove (4.37). From the instructions of the algorithm and Proposition 16,
we can write
f(xk+1) ≤ f(x˜k) ≤ f(xk)− L‖x˜k − xk‖2. (4.39)
From the continuity of the objective function and the compactness of the feasible
set, it follows that
lim
k→∞
[f(xk+1)− f(xk)] = 0. (4.40)
The above relation, combined with (4.39), proves (4.37).
To prove (4.38), we consider separately the iterations in which ∇f(x˜k)Tdk < 0
from those in which∇f(x˜k)Tdk = 0. Namely, we identify two iteration index subsets
H,K ⊆ {1, 2, . . . }, such that:
• ∇f(x˜k)Tdk < 0, for all k ∈ K;
• H = {1, 2, . . . } \K.
By assumption, the algorithm does not terminate in a finite number of iterations,
and then, at least one of the above sets is infinite. Since we are interested in the
asymptotic behavior of the sequence produced by AS-SIMPLEX, we assume without
loss of generality that both H and K are infinite sets.
From the instructions of the algorithm, it is straightforward to verify that
lim
k→∞, k∈H
∇f(x˜k)Tdk = 0.
Therefore, we limit our analysis to consider the subsequence {xk}K . For all k ∈ K,
since ∇f(x˜k)Tdk < 0, the line search procedure computes a value αk ∈ (0, 1] in a
finite number of iterations, such that
f(xk+1) ≤ f(x˜k) + γ αk∇f(x˜k)Tdk, ∀k ∈ K,
or equivalently,
f(x˜k)− f(xk+1) ≥ γ αk |∇f(x˜k)Tdk|, ∀k ∈ K,
From (4.37) and (4.40), we get that the left-hand side of the above inequality con-
verges to zero, hence
lim
k→∞
αk |∇f(x˜k)Tdk| = 0. (4.41)
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Now, proceeding by contradiction, we assume that (4.38) does not hold. From
the compactness of the feasible set, {xk}K attains limit points. Let x¯ be any limit
point of {xk}K . Using (4.37), since {xk}, {x˜k} and {dk} are bounded, and taking
into account that Ak and Nk are subsets of a finite set of indices, without loss of
generality we redefine {xk}K the subsequence such that
lim
k→∞, k∈K
xk = lim
k→∞, k∈K
x˜k = x¯, (4.42)
and
Ak = Aˆ, Nk = Nˆ , ∀k ∈ K, (4.43)
lim
k→∞, k∈K
dk = d¯. (4.44)
As we have assumed that (4.38) does not hold, then the above relations, combined
with the continuity of the gradient, imply that
lim
k→∞, k∈K
∇f(x˜k)Tdk = ∇f(x¯)T d¯ = −η < 0. (4.45)
We first prove that, if (4.45) holds, then M > 0 exists such that
αkmax ≥M, ∀k ∈ K. (4.46)
By contradiction, let us assume that an infinite subset of K (that we denote with
K for simplicity) exists such that
lim
k→∞, k∈K
αkmax = 0. (4.47)
We distinguish three different cases, depending on the strategy used for computing
the direction dk at Step 7–8 in Algorithm 10:
• Case (FW): it is easy to see that we get a contradiction since αkmax has a
constant value equal to 1.
• Case (AFW): recalling the definition of dAFW, the case we need to analyze is
the one where we get an infinite subsequence of Away-Step directions in Nk.
So, we assume that an infinite subset K˜ ⊆ K exists such that
dkNk = d
A
Nk , ∀k ∈ K˜.
We have that αkmax =
x˜kˆ
1− x˜kˆ
, for all k ∈ K˜, where ˆ is the index computed
according to (4.36). Since the number of indices in Nˆ is finite, we can consider
a further subsequence (that we denote with K˜ for simplicity), where the index
ˆ is fixed. Taking into account (4.47), it is easy to see that
lim
k→∞, k∈K˜
x˜kˆ = 0. (4.48)
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Now, from (4.45), (4.48) and the continuity of ∇f(x), it follows that an index
k˜ ∈ K˜ exists such that, for all k ≥ k˜, k ∈ K˜, we have that
∇f(x˜k)Tdk = ∇f(x˜k)T (x˜k − eˆ) ≤ −η2 ,
x˜kˆ ≤ 
η
2 .
Therefore, we obtain
x˜kˆ ≤ ∇f(xk)T (eˆ − x˜k), ∀k ≥ k˜, k ∈ K˜.
Recalling (4.11), this implies that ˆ ∈ Aˆ and, considering the definition of ˆ
in (4.36), we get a contradiction.
• Case (PFW): in this case αkmax = x˜kˆ and the contradiction follows from the
same reasoning done above for (AFW).
So, (4.46) holds.
Now, from (4.41) and (4.45), we get
lim
k→∞, k∈K
αk = 0. (4.49)
Taking into account (4.46), it follows that a value k¯ ∈ K exists such that
αk < αkmax, ∀k ≥ k¯, k ∈ K.
In other words, for k ≥ k¯, k ∈ K, the stepsize αk cannot be set equal to the
maximum stepsize and, taking into account the line search procedure, we can write
f
(
x˜k + α
k
δ
dk
)
> f(x˜k) + γ α
k
δ
∇f(x˜k)Tdk, ∀k ≥ k¯, k ∈ K. (4.50)
We can apply the mean value theorem and we have that ξk ∈ (0, 1) exists such that
f
(
x˜k + α
k
δ
dk
)
= f(x˜k) + α
k
δ
∇f
(
x˜k + ξk
αk
δ
dk
)T
dk, ∀k ≥ k¯, k ∈ K. (4.51)
By substituting (4.51) within (4.50), we have
∇f
(
x˜k + ξk
αk
δ
dk
)T
dk > γ∇f(x˜k)Tdk. (4.52)
From (4.49), (4.37), and exploiting the fact that {ξk} and {dk} are bounded, we
also get
lim
k→∞, k∈K
x˜k + ξk
αk
δ
dk = lim
k→∞, k∈K
x˜k = x¯. (4.53)
Finally, from (4.45), (4.52) and (4.53), we obtain
−η = ∇f(x¯)T d¯ ≥ γ∇f(x¯)T d¯ = −γη,
which is a contradiction, since we set γ < 1 in AS-SIMPLEX.
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4.4 Global convergence analysis
In this section, we prove the global convergence of AS-SIMPLEX to stationary points,
for every considered choice of the direction dk.
Remark 4. From Proposition 13 and 14, it follows that Algorithm 10 is well defined
by employing any direction dk among dFW, dAFW and dPFW, in the sense that a
new point xk+1 is computed if and only if xk is non-stationary.
Theorem 16. Let Assumption 2 hold and let {xk} be the sequence of points produced
by AS-SIMPLEX. Let us assume that the search direction dk is computed according
to one among (FW), (AFW) and (PFW) rule.
Then, either an integer k¯ ≥ 0 exists such that xk¯ is a stationary point for prob-
lem (4.1), or the sequence {xk} is infinite and every limit point x∗ of the sequence
is a stationary point for problem (4.1).
Proof. First, we consider the case where dk is computed according to (FW) rule,
that is, dk = dFW. Then, we will prove the remaining two cases.
Let {xk} be the sequence produced by Algorithm 10 and let us assume that a
stationary point is not produced in a finite number of iterations. Since the feasible
set is compact, then the sequence {xk} attains a limit point x∗ and, recalling (4.37)
of Theorem 15, there exists K ⊆ N such that
lim
k→∞, k∈K
xk = lim
k→∞, k∈K
x˜k = x∗. (4.54)
Let Φi(x) be the continuous function defined as
Φi(x) = max{0,−∇f(x)T (ei − x)},
that measures the violation of the optimality conditions for a variable xi, i =
1, . . . , n.
By contradiction, we assume that x∗ is not a stationary point, so that an index
ν ∈ {1, . . . , n} exists such that
|Φν(x∗)| > 0. (4.55)
Taking into account that the number of possible different choices of Ak and Nk
is finite, we can find a subset of iteration indices K¯ ⊆ K such that Ak = Aˆ and
Nk = Nˆ for all k ∈ K¯.
First, suppose that ν ∈ Aˆ. Then, by definition, we can write
0 ≤ xkν ≤ ∇f(xk)T (eν − xk),
so that
Φν(xk) = max{0,−∇f(xk)T (eν − xk)} = 0,
for all k ∈ K¯. Thus, from (4.54) and the continuity of the function Φi(·), we get a
contradiction with (4.55).
Now, suppose that ν ∈ Nˆ . We can choose an index ν¯ ∈ {1, . . . , n} and a further
subset of iteration indices Kˆ ⊆ K¯ such that
Φν¯(x˜k) = max
i∈Nˆ
{Φi(x˜k)}, ∀ k ∈ Kˆ.
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Hence,
Φν¯(x˜k) ≥ Φν(x˜k) ≥ 0, ∀ k ∈ Kˆ,
which, by continuity of Φi(·), implies that
Φν¯(x∗) ≥ Φν(x∗) > 0. (4.56)
From the definition of Φi(x) and ν¯, for all k ∈ Kˆ we can write
Φν¯(x˜k) = max
i∈Nˆ
{
max{0,−∇f(x˜k)T (ei − x˜k)}
}
= −min
i∈Nˆ
{∇f(x˜k)T (ei − x˜k)}
= −∇f(x˜k)TdFW.
(4.57)
Since we are considering the case where dk = dFW, from (4.54), (4.38) of Theorem 15
and the continuity of Φi(·), we have that
0 = lim
k→∞
k∈Kˆ
∇f(x˜k)Tdk = lim
k→∞
k∈Kˆ
−Φν¯(x˜k) = −Φν¯(x∗),
which, combined with (4.56), implies that Φν(x∗) = 0, thus contradicting (4.55).
Then, the assertion is proved for dk = dFW.
Now, we consider together the cases where dk = dAFW and dk = dPFW. In both
cases, we can apply the same reasoning made before and we obtain (4.57) again.
Recalling the definition of dAFW and Lemma 6, we can write
−∇f(x˜k)Tdk ≥ −∇f(x˜k)TdFW = Φν¯(x˜k),
for both dk = dAFW and dk = dPFW. Consequently,
0 = lim
k→∞
k∈Kˆ
∇f(x˜k)Tdk ≤ lim
k→∞
k∈Kˆ
−Φν¯(x˜k) = −Φν¯(x∗),
which, combined with (4.56), implies that Φν(x∗) = 0, thus contradicting (4.55).
Then, the assertion is also proved for dk = dAFW and dk = dPFW.
4.5 Extension to minimization problems over the `1-ball
In this section, we focus on the following problem:
min
x∈Rn
h(x)
‖x‖1 ≤ τ,
(4.58)
with h ∈ C1(Rn), ∇h(x) Lipschitz continuous on the feasible set and τ > 0.
First, let us briefly analyze some theoretical properties concerning the equiva-
lence between a minimization problem over a polytope and a minimization problem
over the unit simplex. As mentioned in Section 4.1, we can rewrite as a minimization
problem over the unit simplex every problem of the form
min
x
h(x)
x ∈ D,
(4.59)
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where h : Rn → R and D is the convex hull of m vectors. Namely,
D = conv{v1, . . . , vm},
with vi ∈ Rn, i = 1, . . . ,m. Introducing the variable vector α ∈ Rm, we obtain the
following equivalent problem:
min
α
f(α) = h(V α)
m∑
i=1
αi = 1
αi ≥ 0, i = 1, . . . ,m,
(4.60)
where V =
[
v1 . . . vm
]
∈ Rn×m. So, given a feasible point α of problem (4.60),
we have that x = V α is a feasible point of problem (4.59). If h(x) is continuously
differentiable, we get the gradient of f(α) as
∇f(α) = V T∇h(V α).
Moreover, the next proposition shows a correspondence between the stationary
points of (4.59) and those of (4.60).
Proposition 17. Let us consider problems (4.59) and (4.60). A point α∗ is sta-
tionary for (4.60) if and only if the point the x∗ = V α∗ satisfies
∇h(x∗)T (x− x∗) ≥ 0, ∀x ∈ D.
Proof. Let us denote the unitary simplex by ∆. Fist, we prove that α∗ satisfies
KKT conditions for (4.60) if and only if
∇f(α∗)T (α− α∗) ≥ 0, ∀α ∈ ∆. (4.61)
Assuming that (4.61) holds, let i be an index such that α∗i > 0 and let j be
any index in {1, . . . ,m}, with j 6= i. Then, we can consider the point α such
that αi = 0, αj = α∗j + α∗i and αh = α∗h, h ∈ {1, . . . ,m} \ {i, j}. It follows
that ∇f(α∗)T (α− α∗) = [−∇if(α∗) +∇jf(α∗)]α∗i ≥ 0, implying that ∇jf(α∗) ≥
∇if(α∗). Consequently, recalling Proposition 12, we have that α∗ satisfies KKT
conditions.
Now, assume that α∗ satisfies KKT conditions (4.2)–(4.4) (with x∗ replaced by α∗),
with multipliers µ∗ ∈ Rm and λ∗ ∈ R. Exploiting Corollary 1, we have that
∇jf(α∗) = λ∗, ∀j : α∗j > 0, (4.62)
∇if(α∗) ≥ λ∗, ∀i : α∗i = 0. (4.63)
Moreover, using (4.7) (with x∗ replaced by α∗), we also have that
∇f(α∗)Tα∗ = λ∗. (4.64)
From (4.62), (4.63) and (4.64), for every α ∈ ∆ we can write
∇f(α∗)T (α− α∗) =
m∑
i=1
∇if(α∗)αi −∇f(α∗)Tα∗ ≥ λ∗
m∑
i=1
αi − λ∗ = 0
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and then (4.61) holds.
Finally, since x∗ = V α∗, we can write
∇f(α∗)T (α− α∗) ≥ 0, ∀α ∈ ∆ ⇔[
V T∇h(V α∗)]T (α− α∗) ≥ 0, ∀α ∈ ∆⇔
∇h(V α∗)T [V (α− α∗)] ≥ 0, ∀α ∈ ∆⇔
∇h(x∗)T (x− x∗) ≥ 0, ∀x ∈ D.
Now, let us consider problem (4.58). Every feasible point can be expressed as a
convex combination of the vertices {±τe1, . . . ,±τen} and, consequently, we could
rewrite (4.58) as a minimization problem over the unit simplex and then apply
AS-SIMPLEX to solve it. Unfortunately, the number of variables would become 2n.
So, in this section we describe how we can adapt our algorithm to solve (4.58) in
the original space Rn, avoiding to double the number of variables. As to be shown,
this can be achieved thanks to the properties of the active-set estimate, which enable
us to link the variables that are estimated active for the transformed problem with
those that are estimated active for the original problem (4.58) (i.e., those variables
xi that are estimated to be zero at the stationary point).
We start by introducing the slack variable z ∈ R, in order to reformulate (4.58)
as follows:
min
x∈Rn, z∈R
h¯
([
x
z
])
‖x‖1 + z = τ
z ≥ 0,
(4.65)
where h¯ : Rn+1 → R is defined such that h¯
([
x
z
])
= h(x), for every
[
x
z
]
∈ Rn+1.
Exploiting the fact that every feasible point of (4.65) can be expressed as a
convex combination of the vertices, we can write the following equivalent problem:
min
α∈R2n+1
f(α) = h¯(Mα)
eTα = 1
α ≥ 0,
(4.66)
by performing the following variable transformation:[
x
z
]
= Mα,
where
M = τ
 I −I
0
...
0
0 . . . 0 0 . . . 0 1
 ∈ R(n+1)×(2n+1). (4.67)
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Equivalently,
xi = τ (αi − αn+i), i = 1, . . . , n,
z = τ α2n+1.
(4.68)
Now, we associate to every feasible point of (4.65) a particular point α ∈ R2n+1
that satisfies system (4.68):
αi =
1
τ
max{0, xi}, i = 1, . . . , n,
αn+i =
1
τ
max{0,−xi}, i = 1, . . . , n,
α2n+1 =
1
τ
z.
(4.69)
As mentioned above, we want to show that for every feasible point x of prob-
lem (4.58), there exists a correspondence between the estimated active variables xi
(i.e., those variables that are estimated to be zero at the stationary point) and the
variables αi (obtained by (4.69)) that are estimated active for problem (4.66).
In particular, for every feasible point x of problem (4.58), we can build the
following index sets:
• A`1(x), which contains the indices of the estimated active variables;
• N`1(x), which contains the indices of the estimated non-active variables.
Using (4.69), and recalling that αi are nonnegative, it follows that
xi = 0⇔ αi = αn+i = 0.
Then, we estimate xi active for (4.58) if both αi and αn+i are estimated active
for (4.66). Consequently, we define A`1(x) and N`1(x) as follows:
A`1(x) =
{
i ∈ {1, . . . , n} : i ∈ A(α) and (i+ n) ∈ A(α)}, (4.70)
N`1(x) =
{
i ∈ {1, . . . , n} : i ∈ N(α) or (i+ n) ∈ N(α)}. (4.71)
Now, we describe how to build the above index sets without explicitly dealing
with problem (4.66). Let x be a feasible point of (4.58). We can easily set z =
τ − ‖x‖1 and then compute α by (4.69). Moreover, we can write
∇f(α) = MT∇h¯(x) = MT
[
∇h(x)
0
]
= τ

∇1h(x)
...
∇nh(x)
−∇1h(x)
...
−∇nh(x)
0

(4.72)
and then
∇f(α)Tα =
[
∇h(x)T 0
]
Mα = ∇h(x)Tx. (4.73)
For each index i = 1, . . . , n, we can distinguish two cases:
82 4. An active-set method for minimization over the simplex and the `1-ball
(i) xi ≥ 0. From (4.69), we have αi =
1
τ
xi ≥ 0,
αn+i = 0.
Recalling (4.11)–(4.12), and using (4.69), (4.72) and (4.73), we can write
i ∈ A(α)⇔ 0 ≤ 1
τ
xi = αi ≤ ∇f(α)T (ei − α)
= (∇if(α)−∇f(α)Tα)
= (τ∇ih(x)−∇h(x)Tx)
= ∇h(x)T (τei − x)
(4.74)
and
n+ i ∈ A(α)⇔ −1
τ
xi ≤ 0 = αn+i ≤ ∇f(α)T (en+i − α)
= (∇n+if(α)−∇f(α)Tα)
= (−τ∇ih(x)−∇h(x)Tx)
= −∇h(x)T (τei + x).
(4.75)
(ii) xi < 0. From (4.69), we have αi = 0,αn+i = −1
τ
xi > 0.
Similarly to the previous case, we can write
i ∈ A(α)⇔ 1
τ
xi < 0 = αi ≤ ∇f(α)T (ei − α)
= (∇if(α)−∇f(α)Tα)
= (τ∇ih(x)−∇h(x)Tx)
= ∇h(x)T (τei − x)
(4.76)
and
(n+ i) ∈ A(α)⇔ 0 < −1
τ
xi = αn+i ≤ ∇f(α)T (en+i − α)
= (∇n+if(α)−∇f(α)Tα)
= (−τ∇ih(x)−∇h(x)Tx)
= −∇h(x)T (τei + x).
(4.77)
From (4.74), (4.75), (4.76), (4.77), and recalling (4.70)–(4.71), we obtain
A`1(x) = {i : τ∇h(x)T (τei + x) ≤ xi ≤ τ∇h(x)T (τei − x)}, (4.78)
N`1(x) = {1, . . . , n} \A`1(x). (4.79)
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Now, we show how the algorithmic framework described in the previous sec-
tion can be easily adapted to problem (4.58), using the active and non-active esti-
mates (4.78)–(4.79). We first need to define the following index set:
J`1(x) =
{
j ∈ {1, . . . , n} : j ∈ Argmax
i=1,...,n
{|∇ih(x)|}}. (4.80)
We can show that for every non-stationary point x of problem (4.58), the set
J`1(x) ∩ N`1(x) is non-empty and we are able to get a sufficient reduction in the
objective function by setting to zero the variables belonging to A`1(x) and updating
a variable xj , with j ∈ J`1(x) ∩N`1(x).
Proposition 18. Let x be a feasible point of problem (4.58) and assume that x is
non-stationary. Then,
N`1(x) ∩ J`1(x) 6= ∅.
Proof. Let α be the point given by (4.69). Considering problem (4.66), we can
compute the active and non-active set estimates A(α), N(α).
From (4.72), and exploiting the hypothesis that x is non-stationary, it follows
that
min
i=1,...,2n+1
{∇if(α)} < 0.
In particular, this implies that
(2n+ 1) /∈ Argmin
i=1,...,2n+1
{∇if(α)}.
Hence, exploiting Proposition 15, there exists ν ∈ {1, . . . , 2n} such that
ν ∈ Argmin
i=1,...,2n
{∇if(α)}, (4.81)
ν ∈ N(α). (4.82)
Recalling (4.72), we can rewrite (4.81) as
∇νf(α) ≤ min
i=1,...,n
{τ∇1h(x), . . . , τ∇nh(x),−τ∇1h(x), . . . ,−τ∇nh(x)}, (4.83)
that is,
− |∇νf(α)| ≤ −τ |∇ih(x)|, ∀i = 1, . . . , n. (4.84)
Now, we can define the index j ∈ {1, . . . , n} as
j =
{
ν, if ν ∈ {1, . . . , n},
ν − n, if ν ∈ {n+ 1, . . . , 2n}. (4.85)
Using (4.72) again, we have
|∇νf(α)| = |∇jf(α)| = τ |∇jh(x)|.
The previous relation, combined with (4.84), implies that
j ∈ Argmax
i=1,...,n
{|∇ih(x)|}.
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Using (4.82) and (4.85), it follows that either j ∈ N(α), or (j + n) ∈ N(α). Recall-
ing (4.71), it follows that
j ∈ N`1(x)
and then the assertion is proved.
Now, we need an assumption on the parameter  used in the active and non-
active set estimates.
Assumption 3. Assume that the parameter  appearing in the estimates (4.78)–
(4.79) satisfies the following conditions:
0 <  ≤ 14τ2L(2n+ 1) , (4.86)
where L is the Lipschitz constant of ∇h(x) over the feasible set of (4.66).
We are ready to show how a sufficient decrease in the objective function of (4.58)
can be obtained by setting the estimated active variables to zero and properly
updating one estimated non-active variable.
Proposition 19. Let Assumption 3 hold. Given a feasible point x of problem (4.58),
assume that x is non-stationary. Let j ∈ N`1(x) ∩ J`1(x), I = {1, . . . , n} \ {j} and
let Aˆ`1(x) be a set of indices such that
Aˆ`1(x) ⊆ A`1(x).
Let x˜ be the feasible point defined as follows:
x˜i =

0, i ∈ Aˆ`1(x),
xi, i ∈ I \ Aˆ`1(x),
xi = xi − sgn(∇jh(xj))
∑
h∈Aˆ`1 (x)
|xh|, i = j,
(4.87)
Then,
h(x˜)− h(x) ≤ −2τ2L‖x˜− x‖2.
where L is the Lipschitz constant of ∇h(x) over the feasible set of (4.58).
Proof. First, we show that ∇f(α) is Lipschitz continuous over the unit simplex with
constant 2τ2L, where L is the Lipschitz constant of ∇h(x) over the feasible region
of (4.58). To prove it, let α¯ and αˆ be two feasible points of (4.66), and let x¯ and
xˆ be the points obtained by applying (4.68) with α = α¯ and α = αˆ, respectively.
Taking into account (4.72), we have that
‖∇f(α¯)−∇f(αˆ)‖2 = τ2
∥∥∥∥∥
[
∇h(x¯)−∇h(xˆ)
∇h(xˆ)−∇h(x¯)
]∥∥∥∥∥
2
= 2τ2‖∇h(x¯)−∇h(xˆ)‖2
and then, exploiting the Lipschitz continuity of ∇h(x), we obtain
‖∇f(α¯)−∇f(αˆ)‖ ≤ √2 τL‖x¯− xˆ‖. (4.88)
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Using (4.68), we get
‖x¯− xˆ‖ ≤ ‖Mα¯−Mαˆ‖ ≤ ‖M‖‖α¯− αˆ‖, (4.89)
where the first inequality is due to the presence of the slack variable z in (4.68).
Exploiting known properties of real matrices, we can write
‖M‖2 ≤
√√√√( max
1≤j≤2n+1
{
n+1∑
i=1
|Mi,j |
})(
max
1≤i≤n+1
{2n+1∑
j=1
|Mi,j |
})
=
√
2 τ,
where Mi,j is the entry of M in position (i, j). Consequently, we have that
‖x¯− xˆ‖ ≤ √2τ‖α¯− αˆ‖. (4.90)
From (4.88) and (4.90), we get
‖∇f(α¯)−∇f(αˆ)‖ ≤ 2τ2L‖α¯− αˆ‖,
that is, 2τ2L is the Lipschitz constant of ∇f(α) over the unit simplex.
Now, we show that the assertion is true. Let α be the point given by (4.69) and
let us consider the sets A(α), N(α) and J(α). From (4.70), there exists Aˆ(α) ⊆ A(α)
such that
i ∈ Aˆ`1(x)⇔ i, i+ n ∈ Aˆ(α).
We distinguish three cases:
(i) ∇jh(x) = 0. From (4.72) and the definition of J`1(x), it follows that∇h(x) = 0,
thus contradicting the hypothesis that x is non-stationary. So, we can exclude
this case from our analysis.
(ii) ∇jh(x) < 0. We first observe that, from (4.72), j 6= 2n + 1. Moreover,
using (4.72) and the definition of J`1(x), we can write
τ∇jh(x) ≤ τ min{∇ih(x),−∇ih(x)} < −τ∇jh(x), ∀i = 1, . . . , n.
Exploiting again (4.72), and recalling the definition of J(α), the above relation
implies that
j ∈ J(α).
So, we can compute the vector α˜ as
α˜i =

0, i ∈ Aˆ(α),
αi, i ∈ {1, . . . , 2n+ 1} \ {j} \ Aˆ(α),
αi +
∑
i∈Aˆ(α)
αi, i = j.
Then, by applying (4.68), we obtain x˜ defined as in (4.87). In particular, let
us observe that x˜j ≥ xj because α˜j ≥ αj and α˜j+n = αj+n.
Now, taking into account that ∇f(α) is Lipschitz continuous over the unit
simple with constant 2τ2L, the assumption we made on  and the fact that
problem (4.66) has 2n+ 1 variables, then the assertion follows from Proposi-
tion 16.
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(iii) ∇jh(x) > 0. We can repeat the same reasons made for the previous case, with
the difference that now we obtain
j + n ∈ J(α).
So, we can compute the vector α˜ as
α˜i =

0, i ∈ Aˆ(α),
αi, i ∈ {1, . . . , 2n+ 1} \ {j} \ Aˆ(α),
αi +
∑
i∈Aˆ(α)
αi, i = j + n.
Applying (4.68), we obtain x˜ defined as in (4.87). In particular, we have that
x˜j ≤ xj , since α˜j = αj and α˜j+n ≥ αj+n.
From the previous results, we can define an algorithmic framework to solve
problem (4.58), reported in Algorithm 17.
Algorithm 17 Active-Set algorithmic framework for minimization over
the `1-Ball (AS-`1-BALL)
1 Choose a feasible point x0
2 For k = 0, 1, . . .
3 If xk is a stationary point, then STOP
Active-Set Estimation:
4 Compute Ak`1 = A`1(x
k) and Nk`1 = N`1(x
k)
Minimization step over Ak`1 :
5 Compute Jk`1 = J`1(x
k), choose j ∈ Nk`1 ∩ Jk`1 and define N˜k`1 = Nk`1 \ {j}
6 Set x˜k
Ak
= 0, x˜k
N˜k
= xk
N˜k
, x˜kj = xkj − sgn(∇jh(xkj ))
∑
h∈Ak
`1
|xkh|
Minimization step over Nk`1 :
7 Set dk
Ak
`1
= 0
8 Compute a feasible direction dk
Nk
`1
in x˜k and a maximum stepsize αkmax
9 If ∇h(x˜k)Tdk < 0 then
10 Compute a stepsize αk ∈ (0, αkmax] by means of the Armijo line
search (Algorithm 11)
11 Else
12 Set αk = 0
13 End if
14 Set xk+1 = x˜k + αkdk
15 End for
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Also in this case, for every point x˜k generated at Step 6 of Algorithm 17, the
search direction dk is computed in order to update only the estimated non-active
variables, that is,
dk
Ak
`1
= 0.
To compute dk
Nk
`1
, we can employ either the standard Frank-Wolfe direction, or
one of its variants. In particular, exploiting the relations between problem (4.58)
and (4.66), we can easily compute, in the subspace Nk`1 , every variant of the Frank-
Wolfe direction that has been considered in Subsection 4.3.2.
For the sake of completeness, we describe how to compute such directions. At
every iteration k, two feasible search directions dNk
`1
can be computed (in the sub-
space Nk):
• the Frank-Wolfe direction
dFW
Nk
`1
= −τ sgn(∇ıˆh(x˜k)) eıˆ − x˜kNk
`1
, ıˆ = Argmax
i∈Nk
`1
{|∇ih(x˜k)|};
• the Away-Step direction
dA
Nk
`1
= x˜k
Nk
`1
− τ sgn(∇ˆh(x˜k)) eˆ, ˆ = Argmax
j∈Nk
`1
: x˜kj>0
{|∇jh(x˜k)|}.
The final search direction dk can thus be computed according to one of the following
three rules:
• (FW) rule: dk
Nk
is chosen as the Frank-Wolfe direction, that is,
dk
Ak
`1
= 0,
dk
Nk
`1
= dFW
Nk
`1
.
In this case, we simply write
dk = dFW.
• (AFW) rule: dk
Nk
is chosen as the Away-Step Frank-Wolfe direction, that is,
dk
Ak
`1
= 0,
dk
Nk
`1
= dAFW
Nk
`1
=

dFW
Nk
`1
, if ∇Nk
`1
h(x˜k)TdFW
Nk
`1
≤ ∇Nk
`1
h(x˜k)TdA
Nk
`1
,
dA
Nk
`1
, otherwise.
In this case, we simply write
dk = dAFW.
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• (PFW) rule: dk
Nk
is chosen as the Pairwise Frank-Wolfe direction, that is,
dk
Ak
`1
= 0,
dk
Nk
`1
= dPFW
Nk
`1
= dFW
Nk
`1
+ dA
Nk
`1
.
In this case, we simply write
dk = dPFW.
Finally, exploiting the relations between problem (4.58) and problem (4.66),
recalling Proposition 17 and 19, and taking into account how we compute dk, we
can state the convergence of AS-`1-BALL for every considered variant of the Frank-
Wolfe direction, which follows from the convergence results of AS-SIMPLEX.
Theorem 17. Let Assumption 3 hold and let {xk} be the sequence of points produced
by AS-`1-BALL. Let us assume that the search direction dk is computed according to
one among (FW), (AFW) and (PFW) rule.
Then, either an integer k¯ ≥ 0 exists such that ∇h(xk¯)T (x − xk¯) ≥ 0 for all
x : ‖x‖1 ≤ τ , or the sequence {xk} is infinite and every limit point x∗ satisfies
∇h(x∗)T (x− x∗) ≥ 0 for all x : ‖x‖1 ≤ τ .
4.6 Preliminary numerical results
In this section, we report some preliminary numerical results obtained by applying
AS-`1-BALL on problems of the form:
min
x∈Rn
1
2‖Ax− b‖
2
‖x‖1 ≤ τ,
(4.91)
with A ∈ Rm×n, b ∈ Rm and τ > 0.
The testing problems were generating following the analysis suggested in [17,
74, 29]. In particular, several artificial signals were generated, with
• dimension n ∈ {211, 212, 213};
• number of observations m = n/4;
• number of nonzeros T = round(ρm), with ρ ∈ {0.01, 0.03, 0.05, 0.07, 0.1}.
Matrix A was obtained by generating a matrix with m × n independent and
identically distributed elements from the Normal distribution N(0, 1), and then
normalizing the columns.
Once matrix A has been built, the “true” signal x∗ ∈ Rn was generated as a
vector with all components equal to 0, except for T randomly placed ±1 spikes.
Vector b was build as Ax∗+ η, with η drawn from a normal distribution with mean
0 and variance 10−3. Finally, we set τ = 1.1‖x∗‖1.
For each instance, we first run the Frank-Wolfe variants without using the active-
set estimate, i.e., the Frank-Wolfe (FW), the Away-Step Frank-Wolfe (AFW) and the
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Pairwise Frank-Wolfe (PFW) method. Then, we run the corresponding active-set
versions.
In particular, considering the framework reported in Algorithm 17, we call
AS-FW-`1-BALL, AS-AFW-`1-BALL and AS-PFW-`1-BALL the methods where the search
direction dk is computed according to (FW), (AFW) and (PFW) rule, respectively.
All the considered algorithms employed the origin as starting point and they
were terminated at the fist iteration k satisfying
∇h(xk)Tx ≥ −10−9, ∀x : ‖x‖1 ≤ τ,
where h is the objective function of (4.91). Moreover, we arrested an algorithm
when the number of iterations exceeded 200T .
For what concerns the value of the parameter  to use in the active-set estimate,
we have the same issues discussed in Chapter 3 about the impossibility of knowing
an acceptable value a priori. Then, starting from the value  = 1, at every iteration
k we compute x˜k as indicated at Step 6 of Algorithm 17. If a sufficient decrease in
the objective function is obtained, then we accept x˜k and we do not change the value
of . Otherwise, we do not accept x˜k, we reduce  and we estimate the active-set
again, continuing until we get a sufficient decrease in the objective function.
All the codes were implemented in Matlab R2014b and the experiments were
run on an Intel Xeon(R), CPU E5-1650 v2 3.50 GHz. For every fixed n and ρ, the
results have been averaged over 10 runs.
First, we analyze the effect of using the proposed active-set estimate in every
Frank-Wolfe variant.
For what concerns FW, we actually do not observe significant differences when
the active-set estimate is employed. Namely, AS-FW-`1-BALL and FW perform quite
similarly.
Vice versa, for both AFW and PFW, the use of the active-set estimate leads to
remarkable improvements. In particular, in Figure 4.1 we compare AS-AFW-`1-BALL
with AFW, and in Figure 4.2 we compare AS-PFW-`1-BALL with PFW. In both figures,
we plot the objective function versus the computational time. It is clear that the
objective function decreases much faster when the active-set estimate is employed,
for every considered dimension n and sparsity level ρ.
Finally, in Figure 4.3 we compare all the considered active-set variants, i.e.,
AS-FW-`1-BALL, AS-AFW-`1-BALL and AS-PFW-`1-BALL. Also in this figure, the ob-
jective function versus the computational time is plotted. We can easily see that
both AS-AFW-`1-BALL and AS-PFW-`1-BALL significantly outperform AS-FW-`1-BALL.
Moreover, AS-PFW-`1-BALL performs better than and AS-AFW-`1-BALL for all the
considered problems.
4.7 Conclusions
We have presented an algorithmic framework to solve minimization problems over
the unit simplex. The proposed approach is based on the use of an active-set
estimate to identify those variables that are equal to zero at the stationary point.
This technique enables us to perform two steps at each iteration: first, we set the
estimated active variables to zero and we update one estimated non-active variable,
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Figure 4.1. Objective function vs CPU time (in seconds). Comparison between
AS-AFW-`1-BALL and AFW. The y axis is in logarithmic scale.
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Figure 4.2. Objective function vs CPU time (in seconds). Comparison between
AS-PFW-`1-BALL and PFW. The y axis is in logarithmic scale.
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so that a new feasible point is generated and a sufficient decrease in the objective
function is obtained. Then, we move the estimated non-active variables along a
suitable search direction. The convergence of the algorithm has been proved when
different variants of the Frank-Wolfe direction are employed.
Finally, we have considered the problem of minimizing a function over the `1-ball.
We have shown how our algorithmic framework can be adapted to this problem with-
out any explicit variable transformation. Preliminary numerical result, obtained on
some quadratic problems over the `1-ball, have shown the effectiveness of the pro-
posed active-set strategy.
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Chapter 5
Data filtering for cluster
analysis by `0-norm
regularization
Optimization algorithm are widely employed in the field ofmachine learning, usually
with the aim of minimizing a specific loss function that measures the “error” between
the output predicted by a model and its actual value.
Here, we consider the problem of cluster analysis, which consists in classifying
a given set of unlabeled objects by similarity.
In particular, a data filtering method is proposed, based on minimizing a least
squares function with a weighted `0-norm penalty, which is approximated with
smooth parametric functions. After proving the convergence of the global mini-
mum points of the approximating problems towards global minimum points of the
original problem, a technique is described to choose a suitable value of the penalty
parameter. Numerical results are finally provided.
The rest of the chapter is organized as follows. In Section 5.1, we introduce
the problem and describe some approaches recently proposed in the literature. In
Section 5.2, we present the `0-norm penalty clustering model and its smooth ap-
proximation, discussing some theoretical aspects. In Section 5.3, we present the
data filtering method. In Section 5.4, we show the numerical results. Finally, in
Section 5.5, we draw some conclusions.
5.1 Introduction
Cluster analysis is a branch of unsupervised learning, arising in many real-world
applications and in different fields, e.g., biology, medicine, marketing, document
retrieval, image segmentation and many others. It deals with grouping objects so
that “alike” data are in the same clusters and “unlike” data are in different clusters.
More formally, given a finite set of vectors X = {x1, . . . , xm} ⊂ Rn, we want to
divide X into k groups (clusters), according to a defined measure of similarity,
where k can be either known or unknown.
Clustering models and algorithms can be classified on the basis of different fea-
tures. For example, in hard clustering each object must belong to exactly one
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cluster, whereas in fuzzy clustering each object can belong to more than one cluster
with a certain degree. Another distinction can be done between hierarchical and
partitioning clustering: while in the first case algorithms build a hierarchy of clus-
ters (following either a top-down or a bottom-up approach) and return a structure
called dendrogram, partitioning clustering methods group data as a result of an op-
timization problem. In partitioning clustering, further differences derive from the
choice of the distance function and of the optimality criterion. Besides the men-
tioned approaches, other popular methods are based on cluster densities and on
statistical models.
Partitioning X into a fixed number of clusters is known to be an NP-hard prob-
lem [32] and many existing clustering models are formulated as non-convex opti-
mization problems. As a result, algorithms can generally find only approximate
solutions. Moreover, there is no objectively “right” clustering model and the choice
of the most suitable algorithm can strongly depend on the specific data set. So,
there is still a great interest in developing new strategies for cluster analysis, also
in the field of numerical optimization.
Here, we propose a data filtering method based on combining two different
techniques.
The first one is a reformulation of the clustering problem as a penalized regres-
sion problem, proposed in [64, 45, 52], and further studied in [63, 10, 56]. Assuming
that the number of clusters is unknown, this approach is based on introducing for
each observation xi a centroid zi ∈ Rn, representing the cluster which xi belongs to.
The problem consists in minimizing the distances between xi and zi, trying at the
same time to group centroids. This is obtained by adding to the objective function
a term to penalize each pair (i, j) such that zi 6= zj . The problem can be formulated
as
min
z∈Rmn
m∑
i=1
‖xi − zi‖2 + λ
m∑
j=2
j−1∑
i=1
wijP (zi − zj), (5.1)
where we indicate with z the vector
[
zT1 . . . z
T
m
]T ∈ Rmn, λ is a nonnegative
penalty parameter, wij are nonnegative fixed parameters, and P : Rn → R is a
(symmetric) penalty function such that
P (y)
{
= 0, if y = 0,
> 0, otherwise.
The centroids provided by the solution z∗ =
[
(z∗1)T . . . (z∗m)T
]T
of (5.1) rep-
resent the final clusters. Namely, xi and xj are in the same cluster if z∗i = z∗j .
The basic idea behind model (5.1) is that a major number of centroids can be
grouped simply by increasing the penalty parameter λ.
Anyway, when a fixed number of clusters is required, choosing a proper value of
λ can be a very hard issue. In fact, by increasing λ, we can have a larger number of
pairs of coinciding centroids in the optimal solution, that is, a larger number of pairs
of points that belong to the same cluster. But this does not provide information
on the number of clusters we obtain. Consequently, a value of λ that produces the
desired number of clusters may not even exist.
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Here, addressing the case in which a fixed number of clusters is required, we
reinterpret model (5.1) as a method to map each sample xi by a vector zi that is
representative of the local density of the samples in its neighborhood.
The proposed strategy also exploits a suitable technique to choose λ, based on
minimizing a further optimality criterion that considers the distances within and
between clusters.
As regards the penalty functions in (5.1), most authors focused on using convex
`q-norms (e.g., the `1-norm, or the `2-norm), so that problem (5.1) is convex. In
order to avoid the bias generated by convex penalties [27, 72], some non-convex ones
were proposed in [63, 56]. On the other hand, the latter have the disadvantage not
to make possible to reach the global minimum.
Here, we start from the following observation: since the penalty term in (5.1)
has only the goal to force some pairs of centroids to coincide, then P (zi−zj) should
assume a constant value if zi 6= zj (i.e., if xi and xj are in different clusters), re-
gardless how far zi and zj are from each other. Furthermore, the penalty associated
with each pair (i, j) should be weighted by taking into account the distance (i.e.,
the similarity) between the samples xi and xj , so that close pairs of points are
encouraged to be in the same cluster.
Therefore, weighted `0-norm penalties are employed in this chapter. To over-
come the non-continuity of the objective function, the `0-norm is then approximated
with a sequence of smooth non-convex functions that converges to the `0-norm
pointwise. As to be shown, the convergence of the global optimal solutions of the
approximating problems towards global optimal solutions of the original problem
can be proved.
The notation used in this chapter is that reported in Appendix A. Moreover,
given v ∈ Rn, we indicate with (v)h the h-th component of v
5.2 The model
In this section, we introduce the clustering model with `0-norm regularization and
its smooth approximation, pointing out the relations between them. Since this is
only the starting point for the proposed data filtering method, we do not address
the issues concerning the choice of the penalty parameter, that will be discussed in
Section 5.3.
5.2.1 The `0-regularized least squares problem
Let X = {x1, . . . , xm} ⊂ Rn be a finite set of vectors, and let us consider prob-
lem (5.1). As discussed in the previous section, our goal is to employ a penalty
function satisfying the following condition for each pair (i, j):
P (zi − zj) =
{
0, if zi = zj ,
1, otherwise,
that is, P (zi − zj) must not depend on the distance between the centroids zi and
zj . We also want to weigh P (zi − zj) by a parameter wij that takes into account
the proximity of the samples xi and xj . In particular, wij should be large if the
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samples xi and xj are near each other, so that close pairs of points are more strongly
encouraged to be in the same cluster.
In other words, we want that the penalty value associated with each pair (i, j)
depends on the distance between the samples xi and xj , but not on the distance
between the centroids zi and zj . This leads to formulate the problem as follows:
min
z∈Rmn
m∑
i=1
‖xi − zi‖2 + λ
m∑
j=2
j−1∑
i=1
wij s
(‖zi − zj‖), (5.2)
where s : R→ {0, 1} is the step function defined as
s(u) =
{
0, if u = 0,
1, otherwise,
(5.3)
and wij are inversely proportional to the distance between xi and xj .
We observe that the penalty term can be seen as a weighted `0-norm of the vector
with components ‖zi−zj‖. Namely, we seek a solution z∗ minimizing∑mi=1‖xi−zi‖2,
such that the vector
[
‖zi − zj‖
]
i<j
is sufficiently sparse.
Remark 5. Problem (5.2) is well defined, in the sense that it attains a minimizer,
since the objective function is lower semicontinuous and coercive [68].
5.2.2 The smooth approximating problem
Minimizing a non-continuous function is hard, then it is reasonable trying to ap-
proximate (5.2) with a continuous and smooth problem.
Indicating with φ(z) the objective function of (5.2), we seek a smooth function
g(z;α), depending on a parameter α, that converges to φ(z) pointwise. Namely,
there must exist a sequence
{
αt
}
such that
lim
t→∞ g
(
z;αt
)
= φ(z), ∀z ∈ Rmn. (5.4)
Roughly speaking, we expect that the minimum points of g
(
z;αt
)
are “similar” to
those of φ(z) for suitable values of the index t.
Many smooth approximations of the `0-norm were proposed in the literature.
In particular, since the `0-norm of a vector is given by the sum of step functions,
in [54, 7] the authors approximated the step function (5.3) with the following concave
parametric function:
β(u;α) = 1− e−αu, u ≥ 0, α > 0. (5.5)
This approach can be convenient when minimizing the `0-norm of a vector over
a polyhedral set admitting a vertex. Exploiting the concavity of (5.5), it can be
proved that there exists a finite index t¯ such that, for every t ≥ t¯, the optimal
solutions of the approximating problem also solve the original problem [67].
In our case, we are not interested in approximating (5.3) with a concave function,
because the least squares term would make the approximating problem non-concave
anyway. So, we slightly adapt the above described approach and we approximate
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Figure 5.1. Function (5.6) approximating the step function, using different values of the
parameter α.
m∑
j=2
j−1∑
i=1
s
(‖zi− zj‖) with the following smooth parametric function (depicted in Fig-
ure 5.1):
γ(z;α) =
m∑
j=2
j−1∑
i=1
(
1− e−α‖zi−zj‖2
)
, α > 0. (5.6)
We finally write the problem approximating (5.2) as
min
z∈Rmn
m∑
i=1
‖xi − zi‖2 + λ
m∑
j=2
j−1∑
i=1
wij
(
1− e−α‖zi−zj‖2
)
. (5.7)
Indicating with g(z;α) the objective function of (5.7), it is straightforward to verify
that (5.4) holds for every sequence
{
αt
}
such that lim
t→∞α
t = +∞. Then, we expect
that the larger α is, the better (5.7) approximates (5.2).
Finally, let us remark that our approximation does not require slack variables
and feasibility constraints.
5.2.3 Properties of the approximating problem
In this subsection, we investigate some theoretical properties of problem (5.7), point-
ing out the relations between its optimal solutions and those of (5.2). To this aim,
we briefly recall the definition of the projection operator and we state some prelim-
inary lemmas.
Definition 10. Let C ⊆ Rn be a non-empty closed convex set. Given x ∈ Rn, we
call projection of x on C the unique solution p(x) of the problem
min {‖x− y‖ : y ∈ C}.
Lemma 7. Let C ⊆ Rn be a non-empty closed convex set.
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• For any x ∈ Rn, p(x) is the projection of x on C if and only if
(x− p(x))T (y − p(x)) ≤ 0, ∀y ∈ C. (5.8)
• For any x, y ∈ Rn, let p(x) and p(y) be the projections of x and y on C,
respectively. Then,
‖p(x)− p(y)‖ ≤ ‖x− y‖. (5.9)
Proof. See [4][Proposition 2.1.3].
Lemma 8. Let C ⊂ Rn be a non-empty closed convex set. Given x ∈ C, y ∈ Rn\C,
let p(y) be the projection of y on C. Then,
‖x− (y + ξ(p(y)− y))‖ < ‖x− y‖, ∀ξ ∈ (0, 1]. (5.10)
Proof. Let y˜ = y + ξ(p(y)− y), where ξ ∈ (0, 1]. We can write:
x− y = (x− p(y)) + (p(y)− y),
x− y˜ = (x− p(y)) + (p(y)− y˜) = (x− p(y)) + (1− ξ)(p(y)− y).
From the above relations, it follows that
‖x− y‖2 = ‖x− p(y)‖2 + ‖p(y)− y‖2 + 2(x− p(y))T (p(y)− y),
‖x− y˜‖2 = ‖x− p(y)‖2 + (1− ξ)2‖p(y)− y‖2 + 2(1− ξ)(x− p(y))T (p(y)− y).
Consequently,
‖x− y‖2 − ‖x− y˜‖2 = (1− (1− ξ)2)‖p(y)− y‖2 + 2ξ(x− p(y))T (p(y)− y).
Since y /∈ C, ξ ∈ (0, 1], and taking into account (5.8) of Lemma 7, we obtain that
‖x− y‖2 − ‖x− y˜‖2 > 0.
Lemma 9. Let C ⊆ Rn be a non-empty closed convex set. Given x, y ∈ Rn, let
p(x) and p(y) be the projections of x and y on C, respectively. Then,
‖(x+ ξ(p(x)− x))− (y + ξ(p(y)− y))‖ ≤ ‖x− y‖, ∀ξ ∈ [0, 1]. (5.11)
Proof. Let us consider the function
ω
([
u
v
])
= ‖u− v‖,
where u, v ∈ Rn. Since ω is convex in R2n, for all ξ ∈ [0, 1] we can write
‖(x+ ξ(p(x)− x))− (y + ξ(p(y)− y))‖ = ω
([
x
y
]
+ ξ
[
p(x)− x
p(y)− y
])
= ω
(
(1− ξ)
[
x
y
]
+ ξ
[
p(x)
p(y)
])
≤ (1− ξ) ω
([
x
y
])
+ ξ ω
([
p(x)
p(y)
])
= (1− ξ)‖x− y‖+ ξ‖p(x)− p(y)‖
≤ (1− ξ)‖x− y‖+ ξ‖x− y‖
= ‖x− y‖,
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where the last inequality follows from (5.9) of Lemma 7.
Now, we can start analyzing some properties of problem (5.7). First, it at-
tains optimal solutions, since the objective function is coercive. Moreover, the next
proposition claims that all the local optimal solutions of (5.7) are contained in a
compact set, which does not depend on λ and α.
Proposition 20. Given a finite set of vectors X = {x1, . . . , xm} ⊂ Rn, α > 0,
λ ≥ 0, wij ≥ 0, j = 2, . . . ,m, i = 1, . . . , j − 1, let z∗ =
[
(z∗1)T . . . (z∗m)T
]T
be a
local optimal solution of (5.7). Then, z∗1 , . . . , z∗m are in the convex hull of X.
Proof. Let g(z;α) be the objective function of problem (5.7) for every parameter
α > 0. Proceeding by contradiction, we assume that z∗ =
[
(z∗1)T . . . (z∗m)T
]T
is
a local optimal solution of (5.7) and the following index subset is non-empty:
I =
{
h ∈ {1, . . . ,m} : z∗h /∈ conv (X)},
where conv(X) is the convex hull of {x1, . . . , xm}. Without loss of generality, we
assume that
I = {1, . . . , |I|}.
Every vector z ∈ Rmn can be written as
z =
[
z(I)
z(N)
]
,
where
z(I) =
[
zT1 . . . z
T
|I|
]T
and z(N) =
[
zT|I|+1 . . . z
T
m
]T
.
So, in the following we indicate with z∗(I) the vector
[
(z∗1)T . . . (z∗|I|)T
]T
and
with z∗(N) the vector
[
(z∗|I|+1)T . . . (z∗m)T
]T
.
For each i = 1, . . . ,m, we compute p(z∗i ) as the projection of z∗i onto conv (X).
Now, we define the vector d¯ =
[
(d¯1)T . . . (d¯m)T
]T ∈ Rmn such that
d¯i = p(z∗i )− z∗i , i = 1, . . . ,m.
From the definition of I, it follows that
d¯i 6= 0, i = 1, . . . , |I|,
d¯i = 0, i = |I|+ 1, . . . ,m,
then d¯ 6= 0. The vector d¯ can also be rewritten as
d¯ =
[
d¯(I)
d¯(N)
]
,
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where
d¯(I) =

d¯1
...
d¯|I|
 =

p(z∗1)− z∗1
...
p(z∗|I|)− z∗|I|
 ,
d¯(N) =

d¯|I|+1
...
d¯m
 =

p(z∗|I|+1)− z∗|I|+1
...
p(z∗m)− z∗m
 =
0...
0
 .
We show that d¯ is a descent direction for g(z;α) at z∗, namely, that there exists
a scalar ξ¯ > 0 such that
g(z∗ + ξd¯;α) < g(z∗;α), ∀ξ ∈ (0, ξ¯]. (5.12)
To this aim, we rewrite g(z;α) = g1
(
z(I)
)
+ g2
(
z(N)
)
+ g3(z;α), where
g1
(
z(I)
)
=
|I|∑
j=1
‖xj − zj‖2,
g2
(
z(N)
)
=
m∑
j=|I|+1
‖xj − zj‖2,
g3(z;α) = λ
m∑
j=2
j−1∑
i=1
wij
(
1− e−α‖zi−zj‖2
)
.
We consider g1
(
z(I)
)
, g2
(
z(N)
)
and g3(z;α) separately.
• First, we consider g1
(
z(I)
)
. From Lemma 8, for all j ∈ I we can write
‖xj − (z∗j + ξd¯j)‖2 < ‖xj − z∗j ‖2, ∀ξ ∈ (0, 1],
and then
g1
(
z∗(I) + ξd¯(I)
)
< g1
(
z∗(I)
)
, ∀ξ ∈ (0, 1]. (5.13)
• Now, we consider g2
(
z(I)
)
. Since d¯(N) = 0, we simply have
g2
(
z∗(N) + ξd¯(N)
)
= g2
(
z∗(N)
)
, ∀ξ > 0. (5.14)
• Finally, we consider g3(z;α). From Lemma 9, for all pairs (z∗i , z∗j ) we can
write
‖(z∗i + ξd¯i)− (z∗j + ξd¯j)‖2 ≤ ‖z∗i − z∗j ‖2, ∀ξ ∈ (0, 1],
from which we get
1− e−α‖(z∗i +ξd¯i)−(z∗j +ξd¯j)‖2 ≤ 1− e−α‖z∗i −z∗j ‖2 , ∀ξ ∈ (0, 1],
and then
g3(z∗ + ξd¯;α) ≤ g3(z∗;α), ∀ξ ∈ (0, 1]. (5.15)
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From (5.13), (5.14) and (5.15), we conclude that (5.12) holds with ξ¯ = 1. This
contradicts the fact the z∗ is a local optimal solution of (5.7).
In the previous subsection, we pointed out that for large values of the parameter
α, problem (5.7) is a good approximation of (5.2). The next theorem establishes the
convergence of the global optimal solutions of problem (5.7) towards global optimal
solutions of problem (5.2) for α→ +∞.
Theorem 18. Given a finite set of vectors X = {x1, . . . , xm} ⊂ Rn, λ ≥ 0, wij ≥ 0,
j = 2, . . . ,m, i = 1, . . . , j − 1, let {αt} be a sequence of positive scalars such that
αt+1 > αt and lim
t→∞α
t = +∞. For any given parameter α ∈ R+, let g(z;α) be the
objective function of (5.7), and z(α) =
[
z1(α)T . . . zm(α)T
]T
be a global optimal
solution of (5.7). Then,
(i) the sequence
{
g
(
z
(
αt
)
;αt
)}
converges,
(ii) the sequence
{
z
(
αt
)}
attains limit points,
(iii) every limit point of
{
z
(
αt
)}
is a global optimal solution of (5.2).
Proof. Let φ(z) be the objective function of problem (5.2). Moreover, we indicate
with z∗ =
[
(z∗1)T . . . (z∗m)T
]T
a global optimal solution of problem (5.2).
From Proposition 20, it follows that the sequence {z(αt)} remains in a compact
set, thus it attains limit points, which proves (ii).
Now we show that, for all t = 1, 2, . . . , the following relations hold:
g
(
z;αt
) ≤ g(z;αt+1) ≤ φ(z), ∀z ∈ Rmn, (5.16)
g
(
z
(
αt
)
;αt
) ≤ g(z∗;αt) ≤ φ(z∗), (5.17)
g
(
z
(
αt
)
;αt
) ≤ g(z(αt+1);αt+1). (5.18)
Relation (5.16) follows from the fact that αt+1 > αt > 0. In fact, for every index
pair (i, j), we have
1− e−αt‖zi−zj‖2 ≤ 1− e−αt+1‖zi−zj‖2 ≤ s(‖zi − zj‖).
The first inequality of (5.17) follows from the fact that z
(
αt
)
minimizes g
(
z;αt
)
with
respect to z. The second inequality of (5.17) follows from (5.16). To prove (5.18),
assume by contradiction that it does not hold. Then there exists an index t such
that g
(
z
(
αt+1
)
;αt+1
)
< g
(
z
(
αt
)
;αt
)
. Using (5.16), we can write
g
(
z
(
αt+1
)
;αt
) ≤ g(z(αt+1);αt+1) < g(z(αt);αt),
which contradicts the fact that z
(
αt
)
minimizes g
(
z;αt
)
with respect to z. Then,
(5.18) must hold.
From (5.17) and (5.18), it follows that the sequence
{
g
(
z
(
αt
)
;αt
)}
is monoton-
ically non-decreasing and bounded from above. Thus it converges, proving (i).
Now, let z¯ be a limit point of
{
z
(
αt
)}
, that is, there exists a subsequence{
z
(
αt
)}
T such that
lim
t→∞, t∈T
z
(
αt
)
= z¯. (5.19)
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To prove (iii), we assume by contradiction that z¯ is not a global optimal solution
of (5.2). Then, there exists  > 0 such that
φ(z∗) ≤ φ(z¯)− . (5.20)
Since lim
t→∞ g
(
z;αt
)
= φ(z) for all z ∈ Rmn, there exists an index t¯ such that
∣∣∣φ(z¯)− g(z¯;αt)∣∣∣ < , ∀t ≥ t¯. (5.21)
Using (5.20) and (5.21), we have that g
(
z¯;αt
)
> φ(z¯) −  ≥ φ(z∗), for all t ≥ t¯.
Since g
(
z;αt
)
is continuous with respect to z, there exists ρ¯ > 0 such that
g
(
z;αt¯
)
> φ(z∗), ∀z ∈ B(z¯, ρ¯). (5.22)
From (5.16), (5.17) and (5.22), we can write
g
(
z;αt
) ≥ g(z;αt¯) > φ(z∗) ≥ g(z∗;αt), ∀z ∈ B(z¯, ρ¯), ∀t ≥ t¯. (5.23)
From (5.19), there exists an index tˆ ≥ t¯ such that
z
(
αt
) ∈ B(z¯, ρ¯), ∀t ≥ tˆ ≥ t¯, t ∈ T . (5.24)
Finally, from (5.23) and (5.24) we get
g
(
z
(
αt
)
;αt
)
> g
(
z∗;αt
)
, ∀t ≥ tˆ, t ∈ T ,
which contradicts the fact that z
(
αt
)
minimizes g
(
z;αt
)
with respect to z for suffi-
ciently large t. This proves (iii).
5.3 The data filtering method
Assuming that a fixed number of clusters is required, in this section we present
a data filtering strategy that combines model (5.7) with a technique to select a
suitable value of the penalty parameter λ.
In particular, let X = {x1, . . . , xm} ⊂ Rn be a finite set of vectors and assume
that X must be partitioned into k clusters, with k fixed. Let A be a generic
clustering algorithm. Our goal is to filter data to improve the performances of A.
As discussed above, for any λ, an approximate solution z∗1 , . . . , z∗m of (5.2) can
be computed by solving (5.7) with suitable values of α. We observe that, indepen-
dently of the obtained number of clusters, the points z∗1 , . . . , z∗m provide important
information, because they are grouped on the basis of local densities of the samples
x1, . . . , xm. Therefore, each z∗i is representative of the behavior ofX in the neighbor-
hood of xi. Consequently, after solving (5.7), a partition P of X can be computed
by applying A to the points z∗1 , . . . , z∗m, instead of x1, . . . , xm. Furthermore, some
centroids should coincide and then the geometry of z∗1 , . . . , z∗m is expected to be
more regular than that of x1, . . . , xm. This can make the vectors z∗1 , . . . , z∗m easier
to be clustered than x1, . . . , xm.
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In other words, the (approximated) `0-norm penalty model can be seen as a
filtering method that maps each sample xi by a vector z∗i which is representative of
the local density of X in the neighborhood of xi.
Naturally, the solutions of problem (5.7) are sensitive to the value of λ, that is,
different filters can be obtained by varying that parameter. So, a strategy to choose
a proper value of λ must be introduced.
To this aim, we also have to take into account that the most suitable way to
filter data can depend on the algorithm we apply later. This is why we introduce a
criterion to evaluate the partitions produced by A after filtering data with a certain
λ. The idea is to try different values of λ and finally choose the best one in terms
of our criterion, as usually done in cross validation. The whole filtering method is
then summarized in Algorithm 18:
1. Given {x1, . . . , xm}, 1 ≤ k ≤ m, {λ1, . . . , λN} ∈ R+0 , and an algorithm A
2. For t = 1, . . . , N
3. Set λ = λt and compute {z∗1 , . . . , z∗m} by solving problem (5.7)
4. Compute a partition P˜ t = {C˜1, . . . , C˜k} of {z∗1 , . . . , z∗m} by algorithm A
5. Let P t = {C1, . . . , Ck} such that xu ∈ Ci if z∗u ∈ C˜i, u = 1, . . . ,m, i = 1, . . . , k
6. Evaluate P t by assigning it a value c(P t)
7. End for
8. Select P ∗ as the best among {P 1, . . . , PN} in terms of c(P t)
We remark that the above strategy allows adapting the filtering to the specific
clustering algorithm A. Namely, different filters can be obtained for the same data
set, according to the clustering algorithm to apply later.
We conclude this section by explaining how we compute c(P t) at Step 6. Al-
though the most proper way to evaluate a partition can strongly depend on the
features of the specific data set (not known a priori), the criterion we propose
comes from a natural interpretation of clusters as subsets of similar points, where
similarity is measured by the distance. Basically, we encourage partitions with small
distances within clusters and large distances between clusters.
More formally, given a partition P t = {C1, . . . , Ck}, where C1, . . . , Ck are dis-
joint subsets of X, we compute c(P t) at Step 6 as
c(P t) = 1
db
k∑
i=1
dw(i)
np(i)
,
where dw(i) is the sum of the distances within cluster Ci, np(i) is the number of
pairs of points belonging to cluster Ci and db is the sum of the distances between
all the pairs of points belonging to different clusters.
In order to operate in high-dimensional spaces, we also use kernel functions to
compute distances between points. To this aim, we provide the following definition
of kernel function, according to [69].
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Definition 11. Let X be some set. A kernel function is a symmetric function
K : X × X → R such that
K(xu, xv) = 〈ϕ(xu), ϕ(xv)〉 , xu, xv ∈ X ,
where ϕ : X → H, and H is a dot product space. Moreover, H is called feature
space.
Then, the distance between two vectors xu, xv ∈ Rn can be computed as
K(xu, xu)− 2K(xu, xv) +K(xv, xv),
where K(·, ·) is the chosen kernel function. In particular, in our simulations we used
a Gaussian kernel. Given xu, xv ∈ Rn, the Gaussian kernel is defined as
K(xu, xv) = e−γ‖xu−xv‖
2
, xu, xv ∈ Rn. (5.25)
In our experiments, we set γ = 0.1.
5.4 Numerical experience
In this section, we report our numerical experience. In Subsection 5.4.1, we de-
scribe how we set up the experiments. In Subsection 5.4.2, we show how we solved
problem (5.7). Finally, in Subsection 5.4.3, we report and discuss the numerical
results.
5.4.1 Experimental set-up
First, we compare the performances of three well-known clustering methods when
they are applied to the original data and when they are applied to the data filtered
by Algorithm 18. The considered methods are the following:
• Single-Linkage (SL) method, which is a hierarchical clustering algorithm that
iteratively merges the two clusters containing the closest pair of points (see [31]
for further details);
• Expectation-Maximization for Gaussian mixture Models (EMGM), which tries
to estimate the parameters of the probability density functions generating the
samples (see [19, 57] for further details);
• Kernel K-Means (KKM), which is an extension of the standard k-means
method exploiting kernel functions to compute distances (see [70, 33, 21] for
further details).
Since KKM and EMGM aim to solve non-convex optimization problems, they
were executed 1000 times, choosing randomly the starting parameters, and finally
taking the solution providing the best objective value. In particular, to run KKM,
we used a Gaussian kernel, defined as in (5.25), with γ = 0.1.
In addition, to show the effect of the `0-norm penalty, we also tried to filter
data using a different regularization. In particular, we tested the squared `2-norm
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regularization (also known as ridge regularization), which typically does not induce
sparsity. In this case, we applied Algorithm 18 replacing problem (5.7) at Step 3
with the following problem:
min
z∈Rmn
m∑
i=1
‖xi − zi‖2 + λ
m∑
j=2
j−1∑
i=1
wij‖zi − zj‖2. (5.26)
For both filters (i.e., the one obtained with the `0-norm regularization and the
one obtained with the squared `2-norm regularization), 150 increasing values of λ
were used, chosen such that λ1 = 0 and λ150 provides a solution of problem (5.7)
(respectively, problem (5.26)) that collapses to a single centroid.
Moreover, for both problem (5.7) and problem (5.26), the weight parameters
wij were set as
wij = e−0.1‖xi−xj‖
2
, j = 2, . . . ,m, i = 1, . . . , j − 1.
The experiments were conducted on some synthetic and real data sets, covering
different scenarios1:
Case (i): two spherical clusters in two dimensions, with equal volumes and the
same cardinality (Figure 5.2(a)). The first cluster has 50 points, generated
from a bivariate Normal distribution with mean vector
(
0 0
)T
and covariance
matrix 0.332I. The second cluster has 50 points, drawn from a bivariate
Normal distribution N
((
1 1
)T
, 0.332I
)
.
Case (ii): two elongated clusters in two dimensions, with different cardinalities
(Figure 5.2(b)). The first cluster has 500 points, generated from a bivari-
ate Normal distribution with mean vector
(
0 5
)T
and covariance matrix(
0.05 0
0 5
)
. The second cluster has 50 points, drawn from a bivariate Normal
distribution N
((2.5
0
)
,
(
0.3 0
0 0.05
))
.
Case (iii): two spherical clusters in two dimensions, with different volumes and
cardinalities (Figure 5.2(c)). The first cluster has 500 points, generated from
a bivariate Normal distribution N
((
0 0
)T
, 4I
)
. The second cluster has 50
points, generated from a bivariate Normal distribution N
((
7 0
)T
, 0.5I
)
.
Case (iv): four clusters in three dimensions. The centers µ1, µ2, µ3, µ4 ∈ R3 were
drawn from a multivariate distribution N
((
0 0 0
)T
, 5I
)
. When generat-
ing the centers, if two of them had an Euclidean distance smaller than 1, the
simulation was aborted and then started again. After fixing the centers, the
number of elements for each cluster was randomly chosen in the range [10, 100].
1All data were scaled in [−1, 1].
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Finally, for each cluster i, the points were generated from a multivariate dis-
tribution N(µi, I). This is similar to case IV in [63], and scenario (c) in [73],
but here clusters are more imbalanced.
Case (v): the Ecoli data set from the UCI repository [49]. There are 336 samples
characterized by 7 features and divided into 8 clusters, which contain 143, 77,
52, 35, 20, 5, 2 and 2 elements, respectively.
Case (vi): the Fisher’s Iris data from the UCI repository [49]. The points are in
four dimensions and divided into 3 clusters of 50 elements each. The second
and the third cluster are partially overlapped, whereas the first cluster is
linearly separable from the other two.
Case (vii): the wine data set from the UCI repository [49], with 178 samples of 3
kinds of wine. The clusters contain 59, 71 and 48 elements, respectively, and
each sample is characterized by 13 features.
Case (viii): the Wisconsin breast cancer data set from the UCI repository [49, 55].
There are 683 samples of 9 features each2, divided in two groups: 444 benign
and 239 malignant.
The partitions are finally evaluated by the Adjusted Rand Index (ARI) [46],
which takes 1 as maximum value (ARI can also assume negative values).
−1 0 1
−1
0
1
(a)
−1 0 1
−1
0
1
(b)
−1 0 1
−1
0
1
(c)
Figure 5.2. Data sets for case (i) (a), case (ii) (b) and case (iii) (c). Data were scaled in
[−1, 1].
5.4.2 Solving the approximating problem
Taking into account Theorem 18, solving (5.7) with large values of α can be a
practical solution to get a good approximation of the optimal solutions of (5.2).
Theorem 18 would also require to compute a global solution of the approximating
problem, so, a global algorithm should be used, to be in line with the theory. But
global algorithms are in general computationally expensive, especially when dealing
with large-scale problems, as in our case. Moreover, since model (5.7) is employed
2Originally, there were 699 samples, but 16 of them had missing values and were removed.
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to filter data, then (i) solving the problem should not be too expensive, and (ii) it
could be sufficient to compute “good” solutions of problem (5.7), even if not global
optima. Thus, it can be reasonable to employ a local algorithm that, on the one
hand, can provide non-global minimizers, but, on the other hand, is cheaper than
a global method.
After all, many clustering models are formulated as non-convex problems, and
several algorithms that are widely used in practice are based on local strategies (e.g.,
the aforementioned KKM and EMGM). Anyway, defining efficient global methods
to solve (5.7) can be a challenging task for future research.
For the above reasons, we solved problem (5.7) by employing a non-monotone
version of the truncated-Newton method which exploits negative curvature direc-
tions (so, it is well suited for non-convex problems), proposed in [28].
Finally, another computational issue is that problem (5.2) becomes ill-conditioned
when α and λ get large. Then, we employed a warm start strategy, gradually in-
creasing α up to a prefixed value (this approach was also proposed in [7], but not
attempted in practice). In particular, starting with αt = 1, t = 1, we employed the
following updating rule: αt+1 = min
{
103,
(
1 + e−0.07t
)
αt
}
, t = t + 1, stopping the
algorithm when αt reaches 103. For every αt, we solved the problem with a growing
precision, terminating the minimization when the sup-norm of the gradient of the
objective function was less than or equal to t = max{10−5, 10−2/αt}.
5.4.3 Results
The final results are summarized in Table 5.1. The filter based on the `0-norm
regularization and the one based on the squared `2-norm regularization are indicated
as `0 filter and ridge filter, respectively.
For the ridge filter, problem (5.26) was solved by employing the truncated-
Newton method reported in [28], terminating the algorithm when the sup-norm of
the gradient of the objective function was less than or equal to 10−5.
All computations were run on an Intel(R) Core(TM) i7-3770 CPU 3.40 GHz and
the codes were implemented in Fortran 90.
First, let us discuss the results achieved by the `0 filter. Overall, the perfor-
mances of the considered clustering methods improve by using this data filtering
process.
In particular, in six data sets, the results obtained by SL are unsatisfactory
by applying the algorithm to the original data, whereas performances remarkably
increase when data are filtered. Only for the wine data set (case (vii)), the filtering
does not lead to better results.
As regards EMGM, the data filtering strategy allows to improve the perfor-
mances on all the real data sets (case (v)–(viii)). Only for case (iv), better partitions
are obtained by applying the algorithm to the original data.
Also for KKM, the better partitions are those computed on the filtered data,
except for case (vii) (and excluding case (i), where the right clusters are recognized
also without filtering). A significant result is obtained for case (iii), where the
clusters to detect have remarkably different volumes. This is known to be a hard
case for centroid-based methods, but that issue has been overcome by the filtering
strategy.
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Table 5.1. Comparison between the values of the Adjusted Rand Index obtained by
applying Single Linkage (SL), Expectation-Maximization for Gaussian mixture Models
(EMGM) and Kernel K-Means (KKM) on the original data and on the filtered data.
Two different filters are considered: the `0 filter is the one reported in Algorithm 18,
whereas the ridge filter differs from the previous one in that problem (5.7) is replaced
with problem (5.26) at Step 3 of Algorithm 18.
Method Dataset(i) (ii) (iii) (iv) (v) (vi) (vii) (viii)
SL 0.0000 1.0000 -0.0032 0.0057 0.0399 0.5584 -0.0038 0.0025
`0 filter + SL 1.0000 1.0000 1.0000 0.4022 0.4155 0.5657 -0.0068 0.8685
ridge filter + SL 0.0008 1.0000 -0.0032 0.0057 0.0399 0.5584 -0.0038 0.0025
EMGM 0.9600 1.0000 1.0000 0.5930 0.5843 0.4414 0.4778 0.5547
`0 filter + EMGM 1.0000 1.0000 1.0000 0.5697 0.6752 0.5657 0.7032 0.8798
ridge filter + EMGM 0.9600 1.0000 1.0000 0.5841 0.5768 0.9039 0.8154 0.8798
KKM 1.0000 0.9741 0.3977 0.4894 0.4538 0.7163 0.8992 0.8686
`0 filter + KKM 1.0000 1.0000 1.0000 0.6865 0.6977 0.7445 0.8820 0.8742
ridge filter + KKM 1.0000 0.9741 0.3977 0.4894 0.4730 0.7302 0.8992 0.8686
For what concerns the computational time, we plot in Figure 5.3 the CPU
time (in seconds) needed to solve problem (5.7) versus the value of the penalty
parameter λ.
We observe that each minimization required less than 3 seconds for case (i),
(iv), (vi) and (vii). For case (ii), (iii) and (v), every minimizations took less than
15 seconds, except for a single value of λ in case (ii), which required 385 seconds.
As regards the largest data set considered in the experiments, i.e., case (viii),
the minimizations took between 40 and 60 seconds for three values of λ. For the
remaining values of λ, every minimization required less than 30 seconds. Overall,
the average time needed to solve problem (5.7) is about 15 seconds.
Recalling that we solved (5.7) with a warm start strategy (by employing in-
creasing values of α and solving the problem with a growing precision), it is also
interesting to analyze the amount of time needed in the minimization procedure for
every value of α. We report these times (in seconds) in Figure 5.4.
In particular, for every considered α, in Figure 5.4 is depicted the average time
over the 150 considered values of the penalty parameter λ, needed to solve (5.7)
with the related precision. In almost all data sets, the computational time increases
when α becomes large, as expected. Only for case (viii), we have that small values
of α required more time.
However, the computational time needed to solve (5.7) remains, on average,
below 5 seconds for every considered α.
Now, we discuss the results obtained by applying the ridge filter. On the one
hand, a clear advantage of using this filter is the low computational time needed
to solve the optimization problem. In particular, less than 0.25 seconds were re-
quired to solve (5.26), for every data set and for every value of λ. Furthermore,
problem (5.26) is smooth and convex, and then a global optimal solution can be
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Total CPU time (s)
Figure 5.3. CPU time in seconds needed to solve problem (5.7) versus the value of λ. The
y axis is in logarithmic scale.
computed by a local algorithm.
On the other hand, the numerical results seem worse than those achieved by the
`0-norm regularization.
In particular, the ridge filter has essentially no effect on SL. Similarly, it does
not provide relevant effects on KKM either. Looking at the results more in detail,
we also observe that this filter is not able to improve the performance of KKM for
case (iii), which is a known problematic data set for centroid-based methods, as
discussed above.
For what concerns EMGM, the partitions obtained by employing the ridge filter
are better than those computed on the raw data for case (vi), (vii) and (viii). In
particular, very good results are achieved on the Iris data set. In comparison with
the `0-norm regularization, we observe that the ridge regularization provides better
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Figure 5.4. CPU time in seconds needed to solve problem (5.7) versus the value of α.
In each plot, the computational time is averaged over the 150 considered values of the
penalty parameter λ.
results for case (iv) (even though they are still worse than those obtained on the raw
data), case (vi) and case (vii), whereas the `0-norm regularization provides better
results for case (i), even if slightly, and case (v).
Summarizing, the `0-norm regularization based filter seems overall able to bene-
fit different clustering algorithms, and it seems more flexible than the ridge regular-
ization based filter. From a computational point of view, using the squared `2-norm
turns out to be more efficient; however, also the computational time needed by the
`0-norm regularization remains, on average, below an acceptable threshold, for all
the considered data sets.
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5.5 Conclusions
We have presented a data filtering method for cluster analysis, based on combining
two strategies: the first one is the minimization of a least squares function with
a weighted `0-norm penalty, approximated by smooth parametric functions; the
second one is choosing the penalty parameter by minimizing a suitable criterion
that considers the distances within and between clusters. Numerical results have
shown that some existing and widely used clustering algorithms can take advantages
from the proposed filtering strategy.
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Appendix A
Fundamental notions
In this appendix, we report the fundamental concepts that are needed in this thesis.
In Section A.1 we provide the mathematical background and in Section A.2 we recall
some basic properties of non-linear programming.
Since the results presented in this appendix are well known, they are reported
without proofs.
A.1 Mathematical background
In this section, we recall the mathematical notions that are needed for our purposes.
In particular, in Subsection A.1.1 we introduce the notation and provide some basic
definitions, in Subsection A.1.2 we report some fundamental concepts of linear al-
gebra and analysis, in Subsection A.1.3 we review differentiability and integrability
of functions and in Subsection A.1.4 we focus on convexity and concavity.
A.1.1 Notation and basic definitions
We start by giving the definition of vector space.
Definition 12. A vector space (or linear space) X over a field F is a non-empty
set equipped with the operations of addition and scalar multiplication1, that must
satisfy, respectively,
(u+ v) ∈ X, ∀u, v ∈ X,
αx ∈ X, ∀x ∈ X, ∀α ∈ F.
Every element x ∈ X is called vector and every element of F is called scalar.
Moreover, if X and W are two vector spaces defined over the same field and
with the same operations of addition and scalar multiplication, if W ⊆ X, then we
say that W is a vector subspace (or linear subspace) of X.
In this thesis, we are concerned with continuous optimization problems, that is,
the problem variables are real numbers. Fot this reason, all the definitions we will
1The operations of addition and scalar multiplication must also satisfy specific axioms. The
interested reader can refer to any advanced textbook on linear algebra.
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provide are limited to the case where the vector space is defined over the field of
real numbers.
We use the following notation.
• We indicate with R the field of real numbers (referred to as scalars).
We indicate with R+ the set of positive real numbers.
We indicate with R+0 the set of nonnegative real numbers.
We indicate with R− the set of negative real numbers.
We indicate with R−0 the set of nonpositive real numbers.
• We indicate with Rn the vector space in which each element x (represented as
a column vector) is a tuple of n real numbers, where n is a positive integer.
Given a vector x ∈ Rn, we indicate with xi the i-th entry of x.
Given x, y ∈ Rn and α ∈ R, the operations of addition and scalar multiplica-
tion in Rn are defined as
x+ y =

x1 + y1
x2 + y2
...
xn + yn
 , αx =

αx1
αx2
...
αxn
 .
• We indicate with ei ∈ Rn the i-th unit vector (all components are 0, except
for the i-th component which is 1).
• We indicate with Rm×n the vector space in which each element A is a real
matrix with m rows and n columns, where m and n are positive integers.
Given a matrix A ∈ Rm×n, we indicate with Ai,j the entry in position (i, j).
Given A,B ∈ Rm×n and α ∈ R, the operations of addition and scalar multi-
plication in Rm×n are defined as
A+B =

A1,1 +B1,1 A1,2 +B1,2 . . . A1,n +B1,n
A2,1 +B2,1 A2,2 +B2,2 . . . A2,n +B2,n
...
... . . .
...
Am,1 +Bm,1 Am,2 +Bm,2 . . . Am,n +Bm,n
 ,
αA =

αA1,1 αA1,2 . . . αA1,n
αA2,1 αA2,2 . . . αA2,n
...
... . . .
...
αAm,1 αAm,2 . . . αAm,n
 .
• A square matrix is a matrix with the same number of rows and columns.
Given a square matrix A ∈ Rn×n, the diagonal of A is the set of elements
{Ai,i}, i = 1, . . . , n.
Given a square matrix A ∈ Rn×n, we say that A is symmetric if Ai,j = Aj,i,
for all i, j = 1, . . . , n.
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• We indicate with I ∈ Rn×n the identity matrix (all components are 0, except
for the diagonal ones which are 1).
• Given a non-empty set A ⊆ R,
– the minimum of A is the smallest value of A and it is indicated with
min(A);
– the maximum of A is the largest value of A and it is indicated with
max(A);
– the infimum of A is the largest value of the set {x ∈ R : x ≤ y, ∀y ∈ A}
(which may not belong to A) and it is indicated with inf(A);
– the supremum ofA is the smallest value of the set {x ∈ R : x ≥ y, ∀y ∈ A}
(which may not belong to A) and it is indicated with sup(A).
• We indicate with f : X → Y a function that maps every element in the set X
(called domain) to an element in the set Y (called codomain).
• Given a set A, we indicate the cardinality of A (that is, the number of elements
in A) with |A|, or card(A).
• Given two sets A and B,
– we indicate with A \ B the set difference between A and B, that is, the
set {x ∈ A : x /∈ B};
– we indicate with A ∪ B the union of A and B, that is, the set {x : x ∈
A or x ∈ B};
– we indicate with A ∩ B the intersection of A and B, that is, the set
{x : x ∈ A and x ∈ B};
– we indicate with A×B the Cartesian product on A and B, that is, the
set {(a, b) : a ∈ A, b ∈ B}.
• We indicate the empty set with ∅.
• Given two real numbers a and b, with a ≤ b,
– we indicate with [a, b] the set {x ∈ R : a ≤ x ≤ b},
– we indicate with (a, b) the set {x ∈ R : a < x < b},
– we indicate with [a, b) the set {x ∈ R : a ≤ x < b},
– we indicate with (a, b] the set {x ∈ R : a < x ≤ b}.
Given a vector x ∈ Rn, we indicate with xT the transpose of x, that is, the row
vector
[
x1 . . . xn
]
∈ R1×n. Given a matrix A ∈ Rm×n, we indicate with AT the
transpose of A, that is, the (n×m) matrix whose entry in position (i, j) is equal to
Aj,i.
Given x, y ∈ Rn, we indicate with xT y, or with 〈x, y〉, the standard inner product
in Rn, given by the scalar
n∑
i=1
xi yi. Given A ∈ Rm×n and x ∈ Rn, we indicate with
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Ax the standard matrix-vector product, given by the m-dimensional vector whose
i-th entry is equal to Aix, being Ai ∈ R1×n the i-th row vector of A. Given
A ∈ Rm×n and B ∈ Rn×p, we indicate with AB the standard matrix product,
given by the (m × p) matrix whose entry in position (i, j) is equal to AiBj , being
Ai ∈ R1×n and Bj ∈ Rn the i-th row vector of A and the j-th column vector of B,
respectively.
Given a vector x ∈ Rn, the notation x = 0 means that all components of x are
zero. Similarly, given a matrix A, the notation A = 0 means that all components
of A are zero.
We also define the set of (affinely) extended real numbers R as
R = R ∪ {−∞} ∪ {+∞}.
Although the elements −∞ and +∞ are not real numbers, the set R¯ can be made
ordered by defining
−∞ ≤ x ≤ +∞, ∀x ∈ R.
A.1.2 Concepts of linear algebra and analysis
We start this subsection recalling the definition of linear combination, linear hull
and linear dependency of a set of vectors in Rn.
Definition 13. Given x1, . . . , xm ⊆ Rn, we say that x¯ ∈ Rn is a linear combination
of x1, . . . , xm ⊆ Rn if there exist α1, . . . , αm ∈ R such that
x¯ =
m∑
i=1
αixi.
Definition 14. Given a set S ⊆ Rn, we call linear hull of S the set containing all
linear combinations of the elements of S.
Moreover, we indicate the linear hull of S with lin(S).
Definition 15. Given x1, . . . , xm ⊆ Rn, we say that x1, . . . , xm are linearly depen-
dent if there exist α1, . . . , αm ∈ R that are not all zero and such that
m∑
i=1
αixi = 0.
Otherwise, x1, . . . , xm are said to be linearly independent.
Moreover, a set S ⊆ Rn is said to be linearly dependent if there exists a finite
set of elements in S that are linearly dependent. Otherwise, S is said to be linearly
independent.
Now, we introduce the concepts of rank and basis of a set.
Definition 16. Given S ⊆ Rn, the rank of S as the maximum number of linearly
independent vectors contained in S. We indicate the rank of S with rk(S).
Definition 17. Let W be a vector subspace of Rn. A basis of W is a linearly
independent set B ⊆W , such that every element of W can be expressed as a linear
combination of the elements of B.
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The following properties hold.
Theorem 19. Let W be a vector subspace of Rn. Then,
• there exists a basis of W ;
• if B is a basis of W , then every element of W can be univocally expressed as
a linear combination of the elements of B;
• all bases of W have the same cardinality.
Now, we can give the following definition of dimension of a vector subspace.
Definition 18. Let W be a vector subspace of Rn and let B be a basis of W . Then,
the cardinality of B is called dimension of W .
In particular, we say that a vector subspace W has finite dimension if its di-
mension is finite, otherwise we say thatW has infinite dimension. The vector space
Rn has finite dimension, which is equal to n.
Now, we introduce the notions of rank and basis of a matrix.
Definition 19. Given A ∈ Rm×n, the rank of A is the maximum number of linearly
independent column vectors of A. We indicate the rank of A with rk(A).
It can be proved that the maximum number of linearly independent column
vectors of a real matrix A is equal to the maximum number of linearly independent
row vectors of A.
It follows that, for every matrix A ∈ Rm×n, we have rk(A) ≤ min{m,n}. In
particular, if rk(A) = min{m,n}, then A is said to have full rank, otherwise it is
said to be rank deficient.
From known results, we have that a square matrix A ∈ Rn×n has full rank if
and only if there exists a matrix B ∈ Rn×n such that AB = BA = I. In this case,
the matrix A is said to be non-singular (or invertible), the matrix B is said to be
the inverse of A and it is usually indicated by A−1. Conversely, if a square matrix
A ∈ Rn×n is rank deficient, then A is said to be singular (or non-invertible).
In the following result, we provide a well-known sufficient and necessary condi-
tion to ensure that the column vectors of a real matrix are linearly independent.
Theorem 20. Given A ∈ Rm×n, the column vectors of A are linearly independent
(that is, rk(A) = n) if and only if
Ax = 0 ⇒ x = 0.
We can also state the following necessary and sufficient condition to guarantee
the existence of solutions of a linear system of equations.
Theorem 21. Given A ∈ Rm×n and a vector b ∈ Rn, then there exists x ∈ Rn such
that Ax = b if and only if
rk(A) = rk
([
A b
])
.
If such a vector x exists, it is unique if and only if rk(A) = n.
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Now, we recall the definition of norm of a vector, which is usually employed to
measure the “length” of a vector.
Definition 20. A function ‖·‖ : Rn → R is a norm if
• ‖x‖ ≥ 0, ∀x ∈ Rn;
• ‖x‖ = 0⇔ x = 0;
• ‖x+ y‖ ≤ ‖x‖+ ‖y‖, ∀x, y ∈ Rn;
• ‖αx‖ = |α|‖x‖, ∀x ∈ Rn, α ∈ R.
In Rn, we define the `p-norm as:
‖x‖p =
(
n∑
i=1
|x|p
) 1
p
, p ≥ 1.
It can be shown that, for all 1 ≤ p ≤ ∞, the functions ‖·‖p fulfill all the points
of Definition 20.
In particular, when p = 2 we have the Euclidean norm. The space Rn equipped
with the Euclidean norm is called Euclidean space. Moreover, the Euclidean norm
satisfies the Cauchy-Schwarz inequality:
|xT y| ≤ ‖x‖2‖y‖2, ∀x, y ∈ Rn.
We indicate the Euclidean norm also with ‖·‖ (thus omitting the subscript).
When p =∞, we have the supremum norm (or sup-norm, or Chebyshev norm):
‖x‖∞ = maxi=1,...,n{|xi|}.
Sometimes, authors also define the l0-norm as the number of non-zero entries of
a vector x ∈ Rn, that is
‖x‖0 = card
{
i ∈ {1, . . . , n} : xi 6= 0
}
. (A.1)
Actually, this function is not a norm (because it does not satisfy the last point
of Definition 20) and, rigorously, this terminology should be avoided (for instance,
some authors put the word norm between quotation marks). Nevertheless, this
notation is commonly used, especially in computer sciences, machine learning and
signal processing. Keeping this in mind, in Chapter 5 we address problems in
which (A.1) must be minimized and, with an abuse of terminology, we refer to (A.1)
as l0-norm.
Now, we recall the definition of metric, which is usually employed to measure
the distance between two vectors.
Definition 21. A function d : Rn × Rn → R is a metric (or distance function) if
• d(x, y) ≥ 0, ∀x, y ∈ Rn;
• d(x, y) = 0⇔ x = y;
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• d(x, y) ≤ d(x, z) + d(z, y), ∀x, y, z ∈ Rn;
• d(x, y) = d(y, x), ∀x, y ∈ Rn.
From the above definitions, it follows that the norm can be used to define a
metric on Rn by setting
d(x, y) = ‖x− y‖.
Now, we recall some useful properties of real matrices. Similarly as for vectors,
it is possible to define the norm of a matrix as follows.
Definition 22. A function ‖·‖ : Rm×n → R is a norm if
• ‖A‖ ≥ 0, ∀A ∈ Rm×n;
• ‖A‖ = 0⇔ A = 0;
• ‖A+B‖ ≤ ‖A‖+ ‖B‖, ∀A,B ∈ Rm×n;
• ‖αA‖ = |α|‖A‖, ∀A ∈ Rm×n, α ∈ R.
Some widely used matrix norms are the Frobenius norm, defined as
‖A‖F =
(
m∑
i=1
n∑
j=1
A2i,j
) 1
2
,
and those induced by a vector norm:
‖A‖p = sup
x∈Rn, x 6=0
‖Ax‖p
‖x‖p
, p ≥ 1.
All the above norms also satisfy the consistency property
‖AB‖ ≤ ‖A‖‖B‖, ∀A ∈ Rm×n, B ∈ Rn×q.
Now, we focus on square matrices and we report the definition of eigenvalue and
eigenvector.
Definition 23. Given a square matrix A ∈ Rn×n, a scalar λ is said to be an
eigenvalue of A if there exists a vector u ∈ Rn, u 6= 0, such that
Aλ = λu.
Moreover, u is called eigenvector of A.
For symmetric real matrices, the following result holds.
Theorem 22. Let A ∈ Rn×n be a symmetric matrix. Then, there exist n real
eigenvalues of A. Moreover, there exist n orthonormal eigenvectors of A, that is,
there exist u1, . . . , un ∈ Rn that are eigenvectors of A and satisfy
uTi uj = 0, i, j = 1, . . . , n, i 6= j,
‖ui‖ = 1, i = 1, . . . , n.
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Now, we can give the following definitions.
Definition 24. Given a square matrix A ∈ Rn×n, we say that
• A is positive definite if dTAd > 0 for all d ∈ Rn, d 6= 0, or equivalently, if all
its eigenvalues are positive. We indicate that A is positive definite by A  0.
• A is positive semidefinite if dTAd ≥ 0 for all d ∈ Rn, or equivalently, if all
its eigenvalues are nonnegative. We indicate that A is positive semidefinite
by A  0.
• A is negative definite if dTAd < 0 for all d ∈ Rn, d 6= 0, or equivalently, if all
its eigenvalues are negative. We indicate that A is negative definite by A ≺ 0.
• A is negative semidefinite if dTAd ≤ 0 for all d ∈ Rn, or equivalently, if all
its eigenvalues are nonpositive. We indicate that A is negative semidefinite by
A  0.
Moreover, indicating with λm and λM the smallest and largest eigenvalue of
A ∈ Rn×n, respectively, we have
λm = min
x∈Rn, x 6=0
xTAx
‖x‖2 , λM = maxx∈Rn, x 6=0
xTAx
‖x‖2 .
It can also be shown that a square matrix is non-singular if and only it all its
eigenvalues are non-zero. It follows that both positive definite matrices and negative
definite matrices are non-singular.
Now, we recall some properties of a sequence of vectors in Rn. A sequence of vec-
tors in Rn is usually indicated by {xk} and it can be defined as a countably infinite
ordered set, where every element is a vector of Rn which is univocally associated to
a nonnegative integer k (referred to as index).
First, we report the definition of limit of a sequence, that is useful to study the
behavior of the sequence when the index k becomes infinitely large.
Definition 25. Given a sequence {xk} ⊆ Rn, we say that
• {xk} is convergent if there exists a finite value x∗ ∈ Rn such that, for every
scalar  > 0, there exists an index k satisfying ‖xk − x∗‖ <  for all k ≥ k.
In this case, we say that {xk} converges to x∗, or equivalently, that {xk} has
limit x∗, and we write
lim
k→∞
xk = x∗.
• {xk} is divergent if it is not convergent.
Moreover, if {xk} is a sequence of scalars, we can distinguish three further
cases:
– if, for every M > 0, there exists an index k such that xk > M , then we
write
lim
k→∞
xk = +∞;
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– if, for every M > 0, there exists an index k such that xk < −M , then we
write
lim
k→∞
xk = −∞;
– otherwise, the sequence is said to be oscillating.
From known results, we have that if the limit of a sequence {xk} ⊆ Rn exists,
then it is unique.
Given a sequence {xk} ⊆ Rn, we indicate with {xk}K a subsequence of {xk},
where K ⊆ {0, 1, . . .} is an infinite index subset.
Now, we report the definition of limit point.
Definition 26. Given a sequence {xk} ⊆ Rn, we say that x∗ is a limit point (or
equivalently, an accumulation point) of {xk} if there exists a subsequence of {xk}
converging to x∗.
From known results, we also have that if {xk} converges to x∗, then every
subsequence of {xk} converges to x∗.
Now, we give the definition of bounded and unbounded sequence.
Definition 27. Given a sequence {xk} ⊆ Rn, we say that
• {xk} is bounded if there exists M > 0 such that ‖xk‖ ≤M for all k;
• {xk} is unbounded if, for every M > 0, there exists an index k such that
‖x‖k > M .
It can be shown that every convergent sequence in Rn is bounded. Furthermore,
from Bolzano-Weierstrass theorem, we have that every bounded sequence {xk} ⊆ Rn
has limit points.
Considering a sequence of scalars, we can also give the following definition of
monotonicity.
Definition 28. Given a sequence {xk} ⊆ R, we say that
• {xk} is monotonically decreasing (respectively non-increasing) if xk+1 < xk
(respectively, xk+1 ≤ xk) for all k,
• {xk} is monotonically increasing (respectively non-decreasing) if xk+1 > xk
(respectively, xk+1 ≥ xk) for all k,
• {xk} is bounded from belove if there exists M ∈ R such that xk ≥M for all k,
• {xk} is bounded from above if there exists M ∈ R such that xk ≤M for all k.
It can also be shown that, if a sequence of scalars {ak} is monotonically non-
increasing (respectively non-decreasing) and bounded from below (respectively from
above), then {ak} converges.
Now, we focus on the properties of sets in Rn. We first report the following
definitions.
Definition 29. Given a set S ⊆ Rn, we say that
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• x ∈ S is an interior point of S if there exists ρ > 0 such that
{y ∈ Rn : ‖x− y‖ < ρ} ⊆ S;
• x ∈ Rn is a closure point of S if
{y ∈ Rn : ‖x− y‖ < ρ} ∩ S 6= ∅, ∀ρ > 0.
Definition 30. Given a set S ⊆ Rn,
• the interior of S is the set containing all interior points of S;
• the closure of S is the set containing all closure points of S;
• the boundary of S is the closure of S without the interior of S;
• x ∈ Rn is a boundary point of S if x belongs to the boundary of S;
• S is closed if it coincides with its closure;
• S is open if Rn \ S is closed;
• S is bounded if there exists M > 0 such that ‖x‖ ≤M for all x ∈ S;
• S is unbounded if, for everyM > 0, there exists xM ∈ S such that ‖xM‖ ≥M ;
• S is compact if it is closed and bounded.
Moreover, we define the relative interior of a set S ⊆ Rn as the interior of S
within the linear hull of S and we indicate it with relint(S). Namely,
relint(S) = {x ∈ S : ∃ρ > 0,B(x, ρ) ∩ lin (S) ⊆ S}.
We can also give a characterization of closed, bounded and compact sets by
analyzing the behaviour of specific sequences, as shown in the next proposition.
Proposition 21. Given a set S ⊆ Rn, we have that
• S is closed if and only if, for every sequence {xk} ⊆ S that has limit points,
every limit point of {xk} belongs to S;
• S is bounded if and only if every sequence {xk} ⊆ S has limit points (possibly
not belonging to S);
• S is compact if and only if every sequence {xk} ⊆ S has limit points and every
limit point of {xk} belongs to S.
Now, we provide the following definitions of half-space, hyperplane, polyhedron,
vertex and polytope.
Definition 31. Given a ∈ Rn, a 6= 0, and b ∈ R, we say that
• {x ∈ Rn : aTx− b ≥ 0} is a closed half-space,
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• {x ∈ Rn : aTx− b > 0} is an open half-space,
• {x ∈ Rn : aTx− b = 0} is a hyperplane.
Definition 32. A polyhedron P ⊆ Rn is a set given by the intersection of a finite
number of closed half-spaces and hyperplanes.
Definition 33. Given a polyhedron P ⊆ Rn, we say that x ∈ Rn is a vertex of P if
there do not exist x1, x2 ∈ Rn, x1 6= x2, such that x = λx1 + (1− λ)x2, λ ∈ (0, 1).
Definition 34. A polytope is a bounded polyhedron.
Now, we focus on functions, recalling some concepts that are useful for our
purposes.
For the sake of simplicity, we will only consider functions whose domain is Rn
(or R), but the following definitions can be properly adapted to the case in which
the domain is a subset of Rn (or R).
In the following, we will also distinguish between univariate (i.e., the domain
is R) and multivariate (i.e., the domain is Rn) functions and between real-valued
(i.e., the codomain is R) and vector-valued (i.e., the codomain is Rm) functions.
When convenient, the different cases will be considered separately. Anyway, we
recall that a vector-valued function f : Rn → Rm can be represented as a vector of
m functions, namely, f(x) =
[
f1(x) . . . fm(x)
]T
.
We start by providing the following definitions for a real-valued function.
Definition 35. Given a function f : Rn → R, we say that
• f is affine if there exist α0, α1, . . . , αn ∈ R such that
f(x) = α0 +
n∑
i=1
αixi, ∀x ∈ Rn;
• f is linear if there exist α1, . . . , αn ∈ R such that
f(x) =
n∑
i=1
αixi, ∀x ∈ Rn;
• f is bounded if there exists M > 0 such that
‖f(x)‖ ≤M, ∀x ∈ Rn;
• f is bounded from belove if there exists M ∈ R such that
f(x) ≥M, ∀x ∈ Rn;
• f is bounded from above if there exists M ∈ R such that
f(x) ≤M, ∀x ∈ Rn.
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For what concerns vector-valued functions f : Rn → Rm, we say that f is affine,
linear, or bounded, if each fi, i = 1, . . . ,m, is affine, linear, or bounded, respectively.
Now, we focus on the limit of a function. First, we need to give the definition
of neighborhood.
Definition 36. Given a point x ∈ Rn and a scalar ρ > 0, we indicate with B(x, ρ)
the (open) neighborhood of x with radius ρ, (also called (open) ball centered at x
with radius ρ), defined as
B(x, ρ) = {y ∈ Rn : ‖x− y‖ < ρ}.
We can also extend the notion of neighborhood to the set R¯ by defining the
neighborhoods of −∞ and +∞ as follows:
• a neighborhood of −∞ is any interval [−∞, a), with a ∈ R \ {−∞},
• a neighborhood of +∞ is any interval (b,+∞], with b ∈ R \ {+∞}.
Now, we introduce the notion of limit for a multivariate real-valued function
f(x). First, we consider the case in which x approaches a finite point x∗ ∈ Rn.
Definition 37. Given a function f : Rn → R, a point x∗ ∈ Rn and ` ∈ R, we write
lim
x→x∗ f(x) = `, or equivalently, f(x)→ ` for x→ x
∗,
if, for every neighborhood V of `, there exists a neighborhood U of x∗ such that
f(x) ∈ V for all x ∈ U .
Moreover, if ` ∈ R, then we say that f has (finite) limit ` as x approaches x∗.
Now, we introduce the concept of limit for ‖x‖ → +∞, in order to describe the
behaviour of a function when ‖x‖ becomes infinitely large.
Definition 38. Given a function f : Rn → R and ` ∈ R, we write
lim
‖x‖→+∞
f(x) = `, or equivalently, f(x)→ ` for ‖x‖ → +∞,
if, for every neighborhood V of `, there exists M > 0 such that f(x) ∈ V for all
x ∈ Rn satisfying ‖x‖ > M .
For what concerns vector-valued functions f : Rn → Rm, the calculation of the
limits of f boils down to computing the limits of the real-valued functions f1, . . . , fm.
Namely, the limit of f can be taken component-wise.
Now, we recall the definitions of continuity, Lipschitz continuity and uniform
continuity (we only consider multivariate vector-valued functions to provide general
definitions).
Definition 39. Given a function f : Rn → Rm and a point x ∈ Rn, we say that f
is continuous at x if
lim
y→x f(y) = f(x).
Moreover, we say that f is continuous on S ⊆ Rn if f is continuous at every
point x ∈ S. We indicate that f is continuous on S ⊆ Rn with f ∈ C(S).
A.1 Mathematical background 127
Definition 40. Given a function f : Rn → Rm, we say that f is Lipschitz contin-
uous on S ⊆ Rn if there exists a constant L > 0 (called Lipschitz constant) such
that
‖f(x)− f(y)‖ ≤ L‖x− y‖, ∀x, y ∈ S.
Definition 41. Given a function f : Rn → Rm, we say that f is uniformly contin-
uous on S ⊆ Rn if, for every  > 0, there exists ρ > 0 such that
‖f(x)− f(y)‖ < , ∀x, y ∈ S : ‖x− y‖ < ρ.
Given a function f : Rn → Rm and a set S ⊆ Rn, it is straightforward to verify
that
• if f is Lipschitz continuous on S, then f is uniformly continuous on S;
• if f is uniformly continuous on S, then f is continuous on S.
Moreover, from Heine-Cantor theorem, we have that if a function f : Rn → Rm
is continuous on a compact set S ⊂ Rn, then f is uniformly continuous on S.
For real-valued functions, we can also provide the definition of lower semiconti-
nuity and upper semicontinuity.
Definition 42. Given a function f : Rn → R and a point x ∈ Rn, we say that
• f is lower semicontinuous at x if, for every  > 0, there exists ρ > 0 such that
f(y) ≥ f(x)−  for all y ∈ B(x, ρ);
• f is upper semicontinuous at x if, for every  > 0, there exists ρ > 0 such that
f(y) ≤ f(x) +  for all y ∈ B(x, ρ).
Moreover, we say that f is lower semicontinuous (respectively, upper semicontin-
uous) on S ⊆ Rn if f is lower semicontinuous (respectively, upper semicontinuous)
at every point x ∈ S.
It is straightforward to verify that, if a function f : Rn → R is continuous at x,
then f is both lower semicontinuous and upper semicontinuous at x.
Now, we provide a fundamental result of non-linear programming, that is, the
Weierstrass theorem. It states some sufficient conditions to guarantee that a func-
tion attains a minimizer on a subset of Rn.
Theorem 23 (Weierstrass theorem). Let S ⊂ Rn be a non-empty compact set and
let f : Rn → R be a continuous function on S. Then, there exists x∗ ∈ S such that
f(x∗) ≤ f(x), ∀x ∈ S.
Actually, the hypotheses of the above theorem can be relaxed. In particular,
it can be shown that if f : Rn → R is lower semicontinuous (respectively, upper
semicontinuous) on a non-empty compact set S ⊂ Rn, then there exists x∗ ∈ S such
that f(x∗) ≤ f(x) (respectively, f(x∗) ≥ f(x)) for all x ∈ S.
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A.1.3 Differentiability and integrability
In this subsection, we review the concepts of differential calculus and integral cal-
culus that are needed in this thesis.
We only focus on functions whose domain is Rn (or R), since it is sufficient for
our purposes. For functions defined on subsets of Rn (or R), the definitions we
provide here need to be suitably adapted.
First, we consider univariate real-valued functions, then we extend our analysis
to the other cases. We start by recalling the definition of derivative and differen-
tiability.
Definition 43. Given a function f : R→ R and a point x ∈ R, if
lim
δ→0
f(x+ δ)− f(x)
δ
exists and is finite, then
• the above limit is called derivative of f at x and it is indicated with
df(x)
dx
, or equivalently, f ′(x);
• f is said to be differentiable at x.
If f is differentiable at every point of a set S ⊆ R, then we say that f is
differentiable on S.
Moreover, the differentiability of a function implies its continuity, as formalized
in the next theorem.
Theorem 24. Given a function f : R → R, if f is differentiable at x ∈ R, then f
is continuous at x.
One of the most important properties that follow from the differentiability of
an univariate function f is the possibility to approximate f in a neighborhood of a
given point by a linear function. In particular, the next result holds.
Theorem 25. Given a function f : R→ R, if f is differentiable at x ∈ R, then
f(x+ d) = f(x) + f ′(x)d+ ω(d), ∀d ∈ R,
where ω : R→ R is a function such that
lim
u→0
ω(u)
u
= 0.
Moreover, we can compute the derivative of a composite function by the chain
rule. In particular, given φ : R → R and g : R → R, assume that f(x) = φ(g(x)).
Let x¯ ∈ R, if g is differentiable at x¯ and φ is differentiable at g(x¯), then f is
differentiable at x¯ and
f ′(x¯) = ϕ′(g(x¯)) g′(x¯).
By considering the derivative of a function as a function itself, we can also
define higher order derivatives. In particular, we define the second-order derivative
as follows.
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Definition 44. Given a function f : R→ R and a point x ∈ R, if f is differentiable
on an open set containing x and
lim
δ→0
f ′(x+ δ)− f ′(x)
δ
exists and is finite, then
• the above limit is called second-order derivative of f at x and it is indicated with
d2f(x)
dx2
, or equivalently, f ′′(x);
• f is said to be twice differentiable at x.
If f is twice differentiable at every point of a set S ⊆ R, then we say that f is
twice differentiable on S.
The following result points out how second-order derivatives can be used to
approximate a function in the neighborhood of a given point with a second-order
polynomial.
Theorem 26. Given a function f : R → R, if f is twice differentiable at x ∈ R,
then
f(x+ d) = f(x) + f ′(x)d+ 12f
′′(x)d2 + ω(d), ∀d ∈ R,
where ω : R→ R is a function such that
lim
u→0
ω(u)
u2
= 0.
Now, we can give the definition of continuous differentiability.
Definition 45. Given a function f : R → R and a set S ⊆ R, if f ′(x) exists and
is continuous at every x ∈ S, then f is said to be continuously differentiable on S.
We indicate that f is continuous differentiable on S with f ∈ C1(S).
Definition 46. Given a function f : R → R and a set S ⊆ R, if f ′′(x) exists and
is continuous at every x ∈ S, then f is said to be twice continuously differentiable
on S. We indicate that f is twice continuous differentiable on S with f ∈ C2(S).
Now, we introduce some concepts on integral calculus. First, we need the fol-
lowing definitions.
Definition 47. Given a non-empty interval [a, b] ⊂ R, we say that the finite set
D = {x1, . . . , xq} ⊆ [a, b] is a partition of [a, b] if a = x0 < x1 < . . . < xq = b.
Definition 48. Given a limited function f : R→ R, a non-empty interval [a, b] ⊂ R
and a partition D = {x1, . . . , xq} of [a, b], we say that
• s(D, f) =
q∑
i=1
(xi − xi−1) inf
{
f(xi−1), f(xi)
}
is the lower sum of f with respect
to D;
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• S(D, f) =
q∑
i=1
(xi − xi−1) sup
{
f(xi−1), f(xi)
}
is the upper sum of f with re-
spect to D.
Now, we can give the definition of Riemann integral.
Definition 49. Given a limited function f : R → R and a non-empty interval
[a, b] ⊂ R, if
sup
{
s(D, f) : D is a partition of [a,b]
}
= inf
{
S(D, f) : D is a partition of [a,b]
}
,
then
• the above value is called Riemann integral of f in [a, b] and it is indicated with∫ b
a
f(s) ds,
• f is said to be Riemann integrable in [a, b],
• f(x) is called integrand function.
Given a function f : R→ R, an interval [a, b] ⊂ R and a scalar c ∈ [a, b], if f is
Riemann integrable on [a, b], then we define the integral function of f with respect
to c as
Fc(x) =
∫ x
c
f(s) ds, ∀x ∈ [a, b].
Now, we can state the fundamental theorem of calculus.
Theorem 27 (Fundamental theorem of calculus). Given a function f : R→ R, an
interval [a, b] ⊂ R and a scalar c ∈ [a, b], let us assume that f is Riemann integrable
on [a, b]. If f ∈ C([a, b]), then the function Fc(x) =
∫ x
c
f(s) ds is differentiable on
[a, b] and
F ′c(x) = f(x), ∀x ∈ [a, b].
Given a function f : R→ R, we say that the function F : R→ R is an antideriva-
tive (or a primitive function) of f if F ′(x) = f(x) for all x ∈ R.
From the fundamental theorem of calculus, it follows that every continuous
function f has an antiderivative F . Moreover, if such an F exists, then it is unique
up to a constant. We denote an antiderivative of the function f (if any) with the
symbol
∫
f(s) ds.
Another consequence of the above theorem is that, if f ∈ C([a, b]), then∫ b
a
f(s) ds = F (b)− F (a),
where F is an antiderivative of f .
A known property of Riemann integral is that, if f is Riemann integrable on
[a, b], then
∣∣∣∣∣
∫ b
a
f(s) ds
∣∣∣∣∣ ≤
∫ b
a
|f(s)| ds.
Now, we are ready to state the following properties.
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Theorem 28 (Mean value theorem). Let the function f : R → R be differentiable
at x. Then, for every d ∈ R, we have
f(x+ d) = f(x) +
∫ 1
0
f ′(x+ sd)d ds,
or equivalently,
f(x+ d) = f(x) + f ′(z)d,
where z = x+ ξd, ξ ∈ (0, 1).
Theorem 29 (Second-order mean value theorem). Let the function f : R → R be
twice differentiable at x. Then, for every d ∈ R, we have
f(x+ d) = f(x) + f ′(x)d+
∫ 1
0
(1− s)f ′′(x+ sd)d2 ds,
or equivalently,
f(x+ d) = f(x) + f ′(x)d+ 12f
′′(z)d2,
where z = x+ ξd, ξ ∈ (0, 1).
Now, we consider multivariate and vector-valued functions and we extend the
concept of differentiability. First, we give the definition of partial derivative, direc-
tional derivative, gradient, Jacobian matrix and Hessian matrix.
Definition 50. Given a function f : Rn → R and a point x ∈ Rn, if
lim
δ→0
f(x+ δei)− f(x)
δ
exists and is finite for an index i ∈ {1, . . . , n}, then the above limit is called i-th
partial derivative of f at x and it is indicated with
∂f(x)
∂xi
.
Definition 51. Given a function f : Rn → R, a point x ∈ Rn and a vector d ∈ Rn, if
lim
δ→0
f(x+ δd)− f(x)
δ
exists and is finite, then the above limit is called directional derivative of f at x
along d.
Definition 52. Given a function f : Rn → R and a point x ∈ Rn, if ∂f(x)
∂xi
exists
and is finite for every i = 1, . . . , n, then the gradient of f at x is defined as the
n-column vector
∇f(x) =

∂f(x)
∂x1
∂f(x)
∂x2
...
∂f(x)
∂xn

.
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Moreover, we indicate with ∇if(x) the i-th component of ∇f(x), that is,
∇if(x) = ∂f(x)
∂xi
.
Definition 53. Given a function f : Rn → Rm and a point x ∈ Rn, if ∂fi(x)
∂xj
exists
and is finite for every i = 1, . . . ,m, j = 1, . . . , n, then the Jacobian matrix of f at
x is defined as the (m× n)-matrix
Jf(x) =

∂f1(x)
∂x1
∂f1(x)
∂x2
. . . ∂f1(x)∂xn
∂f2(x)
∂x1
∂f2(x)
∂x2
. . . ∂f2(x)∂xn
...
... . . .
...
∂fm(x)
∂x1
∂fm(x)
∂x2
. . . ∂fm(x)∂xn

.
Moreover, we indicate with Ji,jf(x) the element of Jf(x) in position (i, j), that is,
Ji,jf(x) =
∂fi(x)
∂xj
.
Definition 54. Given a function f : Rn → R and a point x ∈ Rn, if ∂
∂xj
∂f(x)
∂xi
=
∂2f(x)
∂xj∂xi
exists and is finite for every i, j = 1, . . . , n, then the Hessian matrix of f at
x is defined as the (n× n)-matrix
∇2f(x) =

∂2f(x)
∂x21
∂2f(x)
∂x1∂x2
. . . ∂
2f(x)
∂x1∂xn
∂2f(x)
∂x2∂x1
∂2f(x)
∂x22
. . . ∂
2f(x)
∂x2∂xn
...
... . . .
...
∂2f(x)
∂xn∂x1
∂2f(x)
∂xn∂x2
. . . ∂
2f(x)
∂x2n

.
Moreover, we indicate with ∇2i,jf(x) the element of ∇2f(x) in position (i, j), that is,
∇2i,jf(x) =
∂2f(x)
∂xi∂xj
.
Now, we introduce the notion of differentiability in the sense of Fréchet, that
enable us to approximate a multivariate function in the neighborhood of a given
point with a linear function.
We first provide the definition of Fréchet differentiability for a multivariate real-
valued function.
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Definition 55. Given a function f : Rn → R and a point x ∈ Rn, we say that f is
Fréchet differentiable at x if there exists g ∈ Rn such that
f(x+ d) = f(x) + gTx+ ω(‖d‖), ∀d ∈ Rn,
where ω : R→ R is a function such that
lim
u→0
ω(u)
u
= 0.
Moreover, if f is Fréchet differentiable at x, then g is called Fréchet derivative
of f at x.
If f is Fréchet differentiable at every point of a set S ⊆ R, then we say that f
is Fréchet differentiable on S.
Moreover, the following result holds.
Theorem 30. Given a function f : Rn → R and a point x ∈ Rn, if f is Fréchet
differentiable at x, then
• f is continuous at x,
• ∇f(x) coincides with the Fréchet derivative of f at x,
• for every d ∈ Rn, the directional derivative of f at x along d exists and is
equal to ∇f(x)Td.
We can also extend the chain rule to the multivariate case. In particular, given
ϕ : R→ R and g : Rn → R, assume that f(x) = ϕ(g(x)). Let x¯ ∈ Rn, if there exists
∇g(x¯) and ϕ is differentiable at g(x¯), then f is Fréchet differentiable at x¯ and
∇f(x¯) = ϕ′(g(x¯))∇g(x¯).
Now, we give the definition of Fréchet differentiability for a vector-valued mul-
tivariate function.
Definition 56. Given a function f : Rn → Rm and a point x ∈ Rn, we say that f
is Fréchet differentiable at x if there exists M ∈ Rm×n such that
f(x+ d) = f(x) +Md+ ω(‖d‖), ∀d ∈ Rn,
where ω : R→ R is a function such that
lim
u→0
ω(u)
u
= 0.
Moreover, if f is Fréchet differentiable at x, then M is called Fréchet derivative
of f at x.
If f : Rn → Rm is Fréchet differentiable at every point of a set S ⊆ R, then we
say that f is Fréchet differentiable on S.
Moreover, the following result holds.
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Theorem 31. Given a function f : Rn → Rm and a point x ∈ Rn, if f is Fréchet
differentiable at x, then
• f is continuous at x,
• Jf(x) coincides with the Fréchet derivative of f at x.
Furthermore, we have that a function f : Rn → Rm is Fréchet differentiable at
x ∈ Rn if and only if f1, . . . , fm are Fréchet differentiable at x.
We can also extend the chain rule to the vector-valued case. In particular, given
φ : Rp → Rm and g : Rn → Rp, assume that f(x) = ϕ(g(x)). Let x¯ ∈ Rn, if g is
Fréchet differentiable at x¯ and ϕ is Fréchet differentiable at g(x¯), then f is Fréchet
differentiable at x¯ and
Jf(x¯) = Jϕ(g(x¯)) Jg(x¯).
Considering the Fréchet derivative as a function itself, it is also possible to
define higher order Fréchet derivatives. In particular, we report the definition of
the second-order Fréchet derivative for a multivariate real-valued function.
Definition 57. Given a function f : Rn → R and a point x ∈ Rn, we say that f is
twice Fréchet differentiable at x if f if Fréchet differentiable on an open neighborhood
of x and ∇f is Fréchet differentiable at x.
We can state the following result.
Theorem 32. Given a function f : Rn → R and a point x ∈ Rn, if f is twice
Fréchet differentiable at x, then
• ∇2f(x) is symmetric,
• ∇2f(x) coincides with the second-order Fréchet derivative of f at x,
• f(x + d) = f(x) + ∇f(x)Td + 12d
T∇2f(x)d + ω(‖d‖), for all d ∈ Rn, where
ω : R→ R is a function such that lim
u→0
ω(u)
u2
= 0.
While in the univariate case the differentiability of a function is guaranteed by
the existence of the derivate of the function, in the multivariate case a function may
not be Fréchet differentiable even if all its partial derivatives exist.
Moreover, even if the directional derivatives of a function f at a given point x
exist along every direction d, the function may not be Fréchet differentiable at x.
Anyway, if all partial derivatives of a function f exist and are continuous, then
it can be proved that f is Fréchet differentiable.
Before formalizing this result, we need to give the following definitions.
Definition 58. Given a function f : Rn → R and a set S ⊆ Rn, if ∇f(x) exists
and is continuous at every x ∈ S, then f is said to be continuously differentiable on
S. We indicate that f is continuous differentiable on S with f ∈ C1(S).
Definition 59. Given a function f : Rn → Rm and a set S ⊆ Rn, if ∇Jf(x) exists
and is continuous at every x ∈ S, then f is said to be continuously differentiable on
S. We indicate that f is continuous differentiable on S with f ∈ C1(S).
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Definition 60. Given a function f : Rn → R and a set S ⊆ Rn, if ∇2f(x) exists and
is continuous at every x ∈ S, then f is said to be twice continuously differentiable
on S. We indicate that f is twice continuous differentiable on S with f ∈ C2(S).
Now, we can report the following results.
Theorem 33. Given a function f : Rn → R and a point x ∈ Rn, if there exists
ρ > 0 such that f ∈ C1(B(x, ρ)), then f is Fréchet differentiable at x.
Theorem 34. Given a function f : Rn → Rm and a point x ∈ Rn, if there exists
ρ > 0 such that f ∈ C1(B(x, ρ)), then f is Fréchet differentiable at x.
Theorem 35. Given a function f : Rn → R and a point x ∈ Rn, if there exists
ρ > 0 such that f ∈ C2(B(x, ρ)), then f is twice Fréchet differentiable at x.
Moreover, continuous differentiability of a function on a compact set implies
Lipschitz-continuity of the function on that set, as formalized in the following the-
orem.
Theorem 36. Given a function f : Rn → Rm and a compact set S ⊂ Rn, if f is
continuously differentiable on S, then f is Lipschitz continuous on S.
It is also possible to extend the mean value theorems to multivariate and vector-
valued functions.
Theorem 37 (Mean value theorem for a multivariate real-valued function). Let
the function f : Rn → R be Fréchet differentiable at x. Then, for every d ∈ Rn, we
have
f(x+ d) = f(x) +
∫ 1
0
∇f(x+ sd)Td ds,
or equivalently,
f(x+ d) = f(x) +∇f(z)Td,
where z = x+ ξd, ξ ∈ (0, 1).
Before reporting the mean value theorem for a function f : Rn → Rm, we need
to suitably extend the Riemann integral to the vector-valued case.
Definition 61. Given a function f : Rn → Rm and a non-empty interval [a, b], if
every fi, i = 1, . . . ,m, is Riemann integrable in [a, b], then f is said to be Riemann
integrable in [a, b] and we define the Riemann integral of f in [a, b] as
∫ b
a
f(s) ds =
[∫ b
a
f1(s) ds . . .
∫ b
a
fm(s) ds
]T
.
It can also be shown that, if the function f : Rn → Rm is Riemann integrable in
the interval [a, b], then
∥∥∥∥∥
∫ b
a
f(s) ds
∥∥∥∥∥ ≤
∫ b
a
‖f(s)‖ ds.
Now, we can state the following result.
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Theorem 38 (Mean value theorem for a multivariate vector-valued function). Let
f : Rn → Rm be Fréchet differentiable at x. Then, for every d ∈ Rn, we have
f(x+ d) = f(x) +
∫ 1
0
Jf(x+ sd)d ds.
Now, we report the second-order mean value theorem for a multivariate real-
valued function.
Theorem 39 (Second-order mean value theorem for a multivariate real-valued
function). Let f : Rn → R be twice Fréchet differentiable at x. Then, for every
d ∈ Rn, we have
f(x+ d) = f(x) +∇f(x)Td+
∫ 1
0
(1− s)dT∇2f(x+ sd)d ds,
or equivalently,
f(x+ d) = f(x) +∇f(x)Td+ 12d
T∇2f(z)d,
where z = x+ ξd, ξ ∈ (0, 1).
A.1.4 Convexity and concavity
We conclude this appendix by reporting the definitions and the fundamental prop-
erties of convexity and concavity.
First, we provide the definition of convex set.
Definition 62. A set S ⊆ Rn is said to be convex if, for all x1, x2 ∈ S,
λx1 + (1− λ)x2 ∈ S, ∀λ ∈ [0, 1].
Now, we can define the convex combination and the convex hull of a set of
vectors in Rn.
Definition 63. Given x1, . . . , xm ⊆ Rn, we say that x¯ ∈ Rn is a convex combination
of x1, . . . , xm ⊆ Rn if there exist α1, . . . , αm ∈ R such that
x¯ =
m∑
i=1
αixi,
m∑
i=1
αi = 1,
αi ≥ 0.
Definition 64. Given a set S ⊆ Rn, we call convex hull of S the set containing all
convex combinations of the elements of S.
Moreover, we indicate the convex hull of S with conv(S).
The following properties hold:
• the intersection of two convex sets is a convex set,
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• a set S ⊆ Rn is convex if and only if every convex combination of the element
of S belong to S,
• the convex hull of a set S ⊆ Rn is a convex set containing S,
• the convex hull of a set S ⊆ Rn is the intersection of all the convex sets
containing S.
Now, we provide the following definitions of convex and concave functions.
Definition 65. Let S ⊆ Rn be a convex set. A function f : Rn → R is said to be
• convex on S if, for all x1, x2 ∈ S,
f(λx1 + (1− λ)x2) ≤ λx1 + (1− λ)x2, ∀λ ∈ [0, 1];
• strictly convex on S if, for all x1 6= x2 ∈ S,
f(λx1 + (1− λ)x2) < λx1 + (1− λ)x2, ∀λ ∈ (0, 1);
• µ-strongly convex on S if there exists µ > 0 such that, for all x1, x2 ∈ S,
f(λx1+(1−λ)x2) ≤ λf(x1)+(1−λ)f(x2)−12µλ(1−λ)‖x1−x2‖
2, ∀λ ∈ [0, 1].
Definition 66. Let S ⊆ Rn be a convex set. A function f : Rn → R is said to be
• concave on S if, for all x1, x2 ∈ S,
f(λx1 + (1− λ)x2) ≥ λx1 + (1− λ)x2, ∀λ ∈ [0, 1].
• strictly concave on S if, for all x1 6= x2 ∈ S,
f(λx1 + (1− λ)x2) > λx1 + (1− λ)x2, ∀λ ∈ (0, 1);
• µ-strongly concave on S if there exists µ > 0 such that, for all x1, x2 ∈ S,
f(λx1+(1−λ)x2) ≥ λf(x1)+(1−λ)f(x2)+ 12µλ(1−λ)‖x1−x2‖
2, ∀λ ∈ [0, 1].
It is straightforward to verify that a function f is convex (respectively, concave)
if and only if g(x) = −f(x) is concave (respectively, convex).
Moreover, from the above definitions, it is easy to see that, if a function f is
strongly convex (respectively, strongly concave), then f is strictly convex (respec-
tively, strictly concave); and if f is strictly convex (respectively, strictly concave),
then f is convex (respectively, concave).
The following result holds.
Proposition 22. Given f : Rn → R and an open convex set S ⊆ Rn, let us assume
that f is convex or concave on S. We have that
• f ∈ C(S),
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• if all partial derivatives of f on S exist, then f ∈ C1(S).
Moreover, we can give the following characterizations of convexity and concavity.
Proposition 23. Given f : Rn → R, let us assume that S ⊆ Rn is an open
convex set.
• If f is Fréchet differentiable on S, then
– f is convex on S if and only if
f(x2) ≥ f(x1) +∇f(x1)T (x2 − x1), ∀x1, x2 ∈ S;
– f is strictly convex on S if and only if
f(x2) > f(x1) +∇f(x1)T (x2 − x1), ∀x1 6= x2 ∈ S;
– f is µ-strongly convex on S if and only if there exists µ > 0 such that
f(x2) ≥ f(x1) +∇f(x1)T (x2 − x1) + 12µ‖x2 − x1‖
2, ∀x1, x2 ∈ S;
– f is concave on S if and only if
f(x2) ≤ f(x1) +∇f(x1)T (x2 − x1), ∀x1, x2 ∈ S;
– f is strictly concave on S if and only if
f(x2) < f(x1) +∇f(x1)T (x2 − x1), ∀x1 6= x2 ∈ S;
– f is µ-strongly concave on S if and only if there exists µ > 0 such that
f(x2) ≤ f(x1) +∇f(x1)T (x2 − x1)− 12µ‖x2 − x1‖
2, ∀x1, x2 ∈ S.
• If f is twice Fréchet differentiable on S, then
– f is convex on S if and only if
∇2f(x)  0, ∀x ∈ S;
– f is strictly convex on S if
∇2f(x)  0, ∀x ∈ S;
– f is µ-strongly convex on S if and only if there exists µ > 0 such that
∇2f(x)− µI  0, ∀x ∈ S;
– f is concave on S if and only if
∇2f(x)  0, ∀x ∈ S;
– f is strictly concave on S if
∇2f(x) ≺ 0, ∀x ∈ S;
– f is µ-strongly concave on S if and only if there exists µ > 0 such that
∇2f(x) + µI  0, ∀x ∈ S.
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A.2 Basics of continuous optimization
In this section, we recall some fundamental concepts of continuous optimization. In
particular, in Subsection A.2.1 we provide basic definitions, in Subsection A.2.2 we
focus on the conditions that guarantee the existence of optimal solutions and on
stationarity and, finally, in Subsection A.2.3 we are concerned with the projection
operator onto a closed convex set.
A.2.1 Definitions
In continuous optimization, the variables space is Rn. Namely, we are concerned
with the following optimization problem:
min
x
f(x)
x ∈ F ⊆ Rn.
(A.2)
We provide the following definitions.
• f is called objective function.
• F is called feasible set (or feasible region).
• Every point x ∈ F is called feasible solution.
• The problem is said to be unconstrained if
F = X.
Otherwise, the problem is said to be constrained.
• The problem is said to be feasible if
F 6= ∅.
Otherwise, the problem is said to be infeasible.
• The problem is said to be unbounded if, for every M > 0, there exists a point
x ∈ F such that f(x) < −M .
• A point x∗ ∈ F such that
f(x∗) ≤ f(x), ∀x ∈ F ,
is said to be a global optimal solution and the value f(x∗) is called optimum
value. Moreover, x∗ is said to be a strict global optimal solution if
f(x∗) < f(x), ∀x ∈ F .
• A point x∗ ∈ F is said to be a local optimal solution if there exists ρ > 0 such
that
f(x∗) ≤ f(x), ∀x ∈ F ∩ B(x∗, ρ).
Moreover, x∗ is said to be a strict local optimal solution if
f(x∗) < f(x), ∀x ∈ F ∩ B(x∗, ρ).
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• Given α ∈ R, every non-empty set defined as
L(α) = {x ∈ F : f(x) ≤ α}
is called level set.
Usually, the feasible region F is defined by a set of inequality and equality
constraints. Namely,
F = {x ∈ Rn : gi(x) ≤ 0, i = 1, . . . ,m, hj(x) = 0, j = 1, . . . , p},
where gi : Rn → R, i = 1, . . . ,m, and hj : Rn → R, j = 1, . . . , p.
Given a point x ∈ Rn, we say that a constraint gi, i = 1, . . . ,m, is active at x if
gi(x) = 0.
A.2.2 Existence of optimal solutions and their characterization
In this subsection, we first analyze some conditions that ensure the existence of
optimal solutions for problem (A.2) and then we provide some characterizations of
optimality, introducing the concept of stationarity.
A first condition that guarantees the existence of optimal solutions of (A.2) is
the Weierstrass theorem (see Theorem 23). By exploiting that result, it is possible
to obtain other conditions for the case where the feasible set is not compact. In
particular, we state the following propositions.
Proposition 24. Let us consider problem (A.2) and assume that f is continuous
on F . If there exists a compact level set, then there exists x∗ ∈ F such that
f(x∗) ≤ f(x), ∀x ∈ F .
Proposition 25. Let us consider problem (A.2) and assume that f is continuous
on F . Then, every level set is compact if and only if both the following conditions
are satisfied:
(i) for every sequence {xk} ⊆ F such that lim
k→∞
‖xk‖ = +∞, we have
lim
k→∞
f(xk) = +∞;
(ii) for every sequence {xk} ⊆ F converging to x¯ /∈ F , we have
lim
k→∞
f(xk) = +∞.
When F = Rn, the hypotheses of Proposition 25 boil down to require f to be
coercive. Formally, we give the following definition of coercivity.
Definition 67. Given f : Rn → R, we say that f is coercive if, for every sequence
{xk} ⊆ Rn such that lim
k→∞
‖xk‖ = +∞, we have
lim
k→∞
f(xk) = +∞.
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It is worth mentioning that a quadratic function f(x) = 12x
TQx + cTx, with
Q ∈ Rn×n, Q symmetric and c ∈ Rn, is coercive if and only if Q  0.
Now, we need to provide the definitions of feasible directions, descent directions
and ascent directions.
Definition 68. Given F ⊆ Rn and x¯ ∈ F , we say that d ∈ Rn is a feasible direction
for F at x if there exists α¯ > 0 such that
x¯+ αd ∈ F , ∀α ∈ [0, α¯].
Definition 69. Given a function f : Rn → R and a point x ∈ Rn, we say that
• d ∈ Rn is a descent direction for f at x if there exists α¯ > 0 such that
f(x+ αd) < f(x), ∀α ∈ (0, α¯];
• d ∈ Rn is an ascent direction for f at x if there exists α¯ > 0 such that
f(x+ αd) > f(x), ∀α ∈ (0, α¯].
Descent directions play a crucial role in defining both optimality conditions
and algorithms for minimization problems. We show how descent directions can be
recognized and employed to characterize optimal solutions (in the following, we only
focus on descent directions, since we are concerned with minimization problems, but
a characterization of ascent directions can be provided as well).
Proposition 26. Given a function f : Rn → R and a point x ∈ Rn, let us assume
that f is continuously differentiable on a neighborhood of x. We have that
• d ∈ Rn is a descent direction for f at x if
∇f(x)Td < 0; (A.3)
• if f is convex on a neighborhood of x and d ∈ Rn is a descent direction,
then (A.3) holds.
Assuming that the objective function is twice continuously differentiable, we can
also define negative curvature directions and positive curvature directions as follows.
Definition 70. Given a function f : Rn → R and a point x ∈ Rn, let us assume
that f is twice continuously differentiable on a neighborhood of x. We say that
• d ∈ Rn is a negative curvature direction for f at x if
dT∇2f(x) d < 0,
• d ∈ Rn is a positive curvature direction for f at x if
dT∇2f(x) d > 0.
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Moreover, the following result holds.
Proposition 27. Given a function f : Rn → R and a point x ∈ Rn, let us assume
that f is twice continuously differentiable on a neighborhood of x. If d ∈ Rn is such
that ∇f(x)Td = 0 and dT∇2f(x) d < 0, then d is a descent direction for f at x.
Now, we can give the following necessary optimality conditions, which state that
there do not exist feasible descent directions at a local optimal solution.
Proposition 28. Let us consider the following problem:
min
x
f(x)
x ∈ F ⊆ Rn
and assume that x∗ is a local optimal solution.
We have that
• if f is continuously differentiable on a neighborhood of x∗, then
∇f(x∗)Td ≥ 0, for every feasible direction d at x∗;
• if f is twice continuously differentiable on a neighborhood of x∗, then every
feasible direction d ∈ Rn at x∗ such that ∇f(x∗)Td = 0 satisfies
dT∇2f(x∗)d ≥ 0.
Now, we provide other characterizations of local optimal solutions by considering
separately the unconstrained and the constrained case.
First, we focus on an unconstrained problem, that is,
min
x
f(x)
x ∈ Rn,
(A.4)
where f : Rn → R.
A well-known characterization of local optimal solutions of problem (A.4) is
reported in the following theorem.
Theorem 40. Let us consider problem (A.4) and assume that x∗ ∈ Rn is a local
optimal solution. If f is continuously differentiable on a neighborhood of x∗, then
∇f(x∗) = 0. (A.5)
We can also provide the following second-order necessary optimality conditions
for problem (A.4).
Theorem 41. Let us consider problem (A.4) and assume that x∗ ∈ Rn is a local
optimal solution. If f is twice continuously differentiable on a neighborhood of x∗,
then
∇f(x∗) = 0, (A.6)
∇2f(x∗)  0. (A.7)
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Now, we are ready to give the definition of stationary point for an unconstrained
problem.
Definition 71. Let us consider problem (A.4). A point x∗ ∈ Rn is said to be
• a (first-order) stationary point if it satisfies (A.5),
• a second-order stationary point if it satisfies (A.6)–(A.7).
In the following theorem, we provide sufficient optimality conditions for an un-
constrained problem.
Theorem 42. Let us consider problem (A.4) and assume that f ∈ C2(Rn). If there
exist x∗ ∈ Rn and ρ > 0 such that
∇f(x∗) = 0,
∇2f(x)  0, ∀x ∈ B(x∗, ρ),
then x∗ is a local optimal solution.
Moreover, if ∇2f(x∗)  0, then x∗ is a strict local optimal solution.
For what concerns constrained optimization, let us consider a problem of the
following form:
min
x
f(x)
gi(x) ≤ 0, i = 1, . . . ,m,
hj(x) = 0, j = 1, . . . , p,
(A.8)
where f : Rn → R, gi : Rn → R, i = 1, . . . ,m, and hj : Rn → R, j = 1, . . . , p.
We can introduce the Lagrangian function L : Rn × Rm × Rp → R for prob-
lem (A.8), defined as
L(x, λ, µ) = f(x) +
m∑
i=1
λigi(x) +
p∑
j=1
µjhj(x).
Moreover, we use the following notation to indicate the set of inequality constraints
that are active at a feasible point x:
I(x) =
{
i ∈ {1, . . . ,m} : gi(x) = 0
}
.
Now, we report some necessary optimality conditions for problem (A.8), known
as Karush-Kuhn-Tucker (KKT ) conditions. They require that a constraint quali-
fication is satisfied, as shown in the next theorem (where only some of the most
popular constraint qualifications are considered).
Theorem 43. Let us consider problem (A.8) and assume that x∗ ∈ Rn is a local
optimal solution. If f , gi, i = 1, . . . ,m, and hj, j = 1, . . . , p, are continuously
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differentiable on a neighborhood of x∗, then there exist λ∗1, . . . , λ∗m, µ∗1, . . . , µ∗p ∈ R
(called KKT multipliers) such that
∇xL(x∗, λ∗, µ∗) = ∇f(x∗) +
m∑
i=1
λ∗i∇gi(x∗) +
p∑
j=1
µ∗j∇hj(x∗) = 0, (A.9)
λ∗i gi(x∗) = 0, i = 1, . . . ,m, (A.10)
λ∗i ≥ 0, i = 1, . . . ,m, (A.11)
if one of the following constraint qualifications holds:
• hj, j = 1, . . . , p, are affine functions and gi, i = 1, . . . ,m, are concave func-
tions;
• there do not exist αi ≥ 0, i ∈ I(x∗), βj, j = 1, . . . , p, that are not all zero and
such that
∇f(x∗) +
∑
i∈I(x∗)
αi∇gi(x∗) +
p∑
j=1
βj∇hj(x∗) = 0;
• the vectors ∇gi(x∗), i ∈ I(x∗), ∇hj(x∗), j = 1, . . . , p, are linearly independent
(in this case, λ∗1, . . . , λ∗m, µ∗1, . . . , µ∗p are unique);
• hj, j = 1, . . . , p, are affine functions, gi, i = 1, . . . ,m, are convex functions
and there exists a feasible point x¯ such that
gi(x¯) < 0, ∀i ∈ I(x∗).
We can also provide the following second-order necessary optimality conditions,
which require linear independence of the gradients of the active constraints.
Theorem 44. Let us consider problem (A.8) and assume that x∗ ∈ Rn is a local
optimal solution. If f , gi, i = 1, . . . ,m, and hj, j = 1, . . . , p, are twice contin-
uously differentiable on a neighborhood of x∗ and the vectors ∇gi(x∗), i ∈ I(x∗),
∇hj(x∗), j = 1, . . . , p, are linearly independent, then there exist and are unique
λ∗1, . . . , λ∗m, µ∗1, . . . , µ∗p ∈ R such that
∇xL(x∗, λ∗, µ∗) = ∇f(x∗) +
m∑
i=1
λ∗i∇gi(x∗) +
p∑
j=1
µ∗j∇hj(x∗) = 0, (A.12)
λ∗i gi(x∗) = 0, i = 1, . . . ,m, (A.13)
λ∗i ≥ 0, i = 1, . . . ,m, (A.14)
dT∇2xxL(x∗, λ∗, µ∗)d ≥ 0, ∀d ∈ T (x∗, λ∗), (A.15)
where
T (x∗, λ∗) = {d ∈ Rn : dT∇gi(x∗) = 0, i ∈ I(x∗) and λ∗i > 0,
dT∇gi(x∗) ≤ 0, i ∈ I(x∗) and λ∗i = 0,
dT∇hj(x∗) = 0, j = 1, . . . , p}.
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Now, we are ready to give the definition of stationary point for a constrained
problem.
Definition 72. Let us consider problem (A.8). A feasible point x∗ is said to be
• a (first-order) stationary point if it satisfies (A.9)–(A.11),
• a second-order stationary point if it satisfies (A.12)–(A.15).
In the following theorem, we provide sufficient optimality conditions for prob-
lem (A.8) (which do not require any constraint qualification).
Theorem 45. Let us consider problem (A.8) and assume that f , gi, i = 1, . . . ,m,
hj, j = 1, . . . , p, are twice continuously differentiable on an open set containing the
feasible set. If there exist a feasible point x∗ ∈ Rn and λ∗1, . . . , λ∗m, µ∗1, . . . , µ∗p ∈ R
such that
∇xL(x∗, λ∗, µ∗) = ∇f(x∗) +
m∑
i=1
λ∗i∇gi(x∗) +
p∑
j=1
µ∗j∇hj(x∗) = 0
λ∗i gi(x∗) = 0, i = 1, . . . ,m,
λ∗i ≥ 0, i = 1, . . . ,m,
dT∇2xxL(x∗, λ∗, µ∗)d > 0, ∀d ∈ T (x∗, λ∗), d 6= 0,
where
T (x∗, λ∗) = {d ∈ Rn : dT∇gi(x∗) = 0, i ∈ I(x∗) and λ∗i > 0,
dT∇gi(x∗) ≤ 0, i ∈ I(x∗) and λ∗i = 0,
dT∇hj(x∗) = 0, j = 1, . . . , p},
then x∗ is a strict local optimal solution.
We also provide the following definition of strict complementarity for a stationary
point of a constrained problem.
Definition 73. Let us consider problem (A.8). Let x∗ be a stationary point and let
λ∗ ∈ Rm, µ∗ ∈ Rp be the corresponding KKT multiplier vectors. We say that strict
complementarity holds at x∗ if
λ∗i > 0, ∀i ∈ {1, . . . ,m} : gi(x∗) = 0.
Now, we recall some useful properties of convex and concave problems. We first
need to give the following definitions.
Definition 74. A minimization problem
min
x
f(x)
x ∈ F ⊆ Rn
is said to be convex if F is a convex set and f is a convex function on F .
A maximization problem
max
x
f(x)
x ∈ F ⊆ Rn
is said to be convex if F is a convex set and f is a concave function on F .
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Definition 75. A minimization problem
min
x
f(x)
x ∈ F ⊆ Rn
is said to be concave if F is a convex set and f is a concave function on F .
A maximization problem
max
x
f(x)
x ∈ F ⊆ Rn
is said to be concave if F is a convex set and f is a convex function on F .
A fundamental property of convex problems is that every local optimal solution
is also a global optimal solution. Moreover, stationarity conditions are necessary
and sufficient for global optimality. These results are summarized in the following
proposition.
Proposition 29. Let us consider the following problem:
min
x
f(x)
x ∈ F ⊆ Rn,
where F is a convex set and f is convex function on F .
We have that
• every local optimal solution is a global optimal solution;
• if f is strictly convex, then the problem attains at most one global optimal
solution;
• every stationary point is a global optimal solution.
For what concerns concave problems, the following result ensures that there do
exist local optimal solutions in the interior of the feasible set F if the objective
function is not constant on F .
Proposition 30. Let us consider the following problem:
min
x
f(x)
x ∈ F ⊆ Rn,
where F is a convex set and f is a concave function on F .
If f is not constant on F , then every local optimal solution is on the boundary
of F .
Now, we provide further optimality conditions for problems with a convex fea-
sible set, extending those reported in Proposition 28. First, we state the following
result.
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Proposition 31. Let F ⊆ Rn be a convex set and let x¯ ∈ F . If F 6= {x¯}, then the
direction x− x¯, with x ∈ F , x 6= x¯, is a feasible direction for F at x¯. In particular,
we have
x¯+ α(x− x¯) ∈ F , ∀α ∈ [0, 1].
We can provide the following necessary optimality conditions.
Proposition 32. Let us consider the following problem:
min
x
f(x)
x ∈ F ⊆ Rn,
where F is a convex set. Let us assume that x∗ is a local optimal solution.
We have that
• if f is continuously differentiable on a neighborhood of x∗, then
∇f(x∗)T (x− x∗) ≥ 0, ∀x ∈ F ;
• if f is twice continuously differentiable on a neighborhood of x∗, then
(x− x∗)T∇2f(x∗)(x− x∗) ≥ 0, ∀x ∈ F : ∇f(x∗)T (x− x∗) = 0.
When the objective function is convex, we can state necessary and sufficient
conditions for global optimality.
Proposition 33. Let us consider the following problem:
min
x
f(x)
x ∈ F ⊆ Rn,
where F is a convex set and f is a convex and continuously differentiable function
on an open set containing F . Then, x∗ is a global optimal solution if and only if
∇f(x∗)T (x− x∗) ≥ 0, ∀x ∈ F .
Finally, we give the following sufficient conditions to ensure that the feasible
region of a constrained problem is a closed convex set.
Proposition 34. Let F ⊆ Rn be defined as
F = {x ∈ Rn : gi(x) ≤ 0, i = 1, . . . ,m, hj(x) = 0, j = 1, . . . , p},
where gi : Rn → R, i = 1, . . . ,m, are convex functions and hj : Rn → R, j = 1, . . . , p,
are affine functions.
Then, F is a closed convex set.
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A.2.3 Projection operator onto a closed convex set
In this subsection, we first define the projection operator onto a closed convex set
and then we recall some useful properties.
Definition 76. Let F ⊆ Rn be a non-empty closed convex set. Given x ∈ Rn, we
call projection of x onto F the optimal solution p(x) of the following problem:
min
y
‖x− y‖
y ∈ F .
Exploiting the results provided above for coercive and strictly convex functions,
it follows that projecting a vector onto a non-empty closed convex set consists in
solving a convex optimization problem which attains one and only one optimal
solution.
The projection operator can be employed to provide a further characterization
of optimal solutions for problems with a closed convex feasible set, as stated in the
next proposition.
Proposition 35. Let us consider the following problem:
min
x
f(x)
x ∈ F ⊆ Rn,
where F is a closed convex set. Let x¯ ∈ F be such that f is continuously differen-
tiable on a neighborhood of x¯. Then
x¯− p(x¯− α∇f(x¯)) = 0 if and only if ∇f(x¯)T (x− x¯) ≥ 0, ∀x ∈ F ,
where p(·) is the projection operator onto F and α is any positive real number.
Hence, recalling Proposition 32 and 33, we can state the following results.
Proposition 36. Let us consider the following problem:
min
x
f(x)
x ∈ F ⊆ Rn,
where F is a closed convex set. Let us assume that x∗ is a local optimal solution.
If f is continuously differentiable on a neighborhood of x∗, then
x∗ − p(x∗ − α∇f(x∗)) = 0,
where p(·) is the projection operator onto F and α is any positive real number.
Proposition 37. Let us consider the following problem:
min
x
f(x)
x ∈ F ⊆ Rn,
where F is a non-empty closed convex set and f is a convex and continuously
differentiable function on an open set containing F . Then, x∗ is a global optimal
solution if and only if
x∗ − p(x∗ − α∇f(x∗)) = 0,
where p(·) is the projection operator onto F and α is any positive real number.
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Finally, it is worth to consider the case where F ⊆ Rn is a set of the following
form:
F = {x ∈ Rn : li ≤ xi ≤ ui, i = 1, . . . , n},
with li ≤ ui, i = 1, . . . , n. In this case, it is easy to verify that the projection p(x)
of a point x ∈ Rn onto F has components pi(x), i = 1, . . . , n, defined as
pi(x) =

li, if xi < li,
xi, if li ≤ xi ≤ ui,
ui, if xi > ui,
or equivalently,
pi(x) = max
{
li,min{xi, ui}
}
.
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Appendix B
Numerical results of ASA-BCP
In this appendix, we report the details of the numerical experience described in
Section 3.4.
In particular, in Section B.1 we report the numerical results related to the
comparison between ASA-BCP and NMBC, and in Section B.2 we report the numerical
results related to the comparison among ASA-BCP, ALGENCAN and LANCELOT B.
B.1 Comparison with NMBC
In Table B.1, we report the numerical results obtained by ASA-BCP and NMBC on 140
problems from the CUTEst collection.
In Table B.2, we report the 43 problems that have been considered in the per-
formance profiles between ASA-BCP and NMBC (Figure 3.1). In particular, these
problems have been solved in more than 1 second by at least one algorithm and
both algorithms have found the same stationary point (with a tolerance of 10−3).
To be more specific, let fA and fN be the objective function values of the station-
ary points found, respectively, by ASA-BCP and NMBC when applied to a particular
problem. Let fmin = min{fA, fN}. We consider that ASA-BCP and NMBC have found
the same stationary point if
|fA − fmin|
max{1, fmin} < 10
−3 and |fN − fmin|max{1, fmin} < 10
−3.
In Table B.3, we report the problems that have been solved in more than 1
second by ASA-BCP or NMBC and such that both algorithms have found different
stationary points (with a tolerance of 10−3).
All the tables include the following data: the name (Problem) and the dimen-
sion (n) of the problems considered, the objective function value of the stationary
point found (obj), the number of function evaluations (f-eval), the total number of
conjugate gradient iterations (cg-it), the computational time in seconds (time).
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B.2 Comparison with ALGENCAN and LANCELOT B
In Table B.4, we report the numerical results obtained by ASA-BCP, ALGENCAN and
LANCELOT B on 140 problems from the CUTEst collection.
In Table B.5, we report the 62 problems that have been considered in the per-
formance profiles between ASA-BCP, ALGENCAN and LANCELOT B (Figure 3.2). In
particular, these problems have been solved in more than 1 second by at least one
algorithm and all the algorithms have found the same stationary point (with a
tolerance of 10−3). To be more specific, let fAS, fAL and fLB be the objective func-
tion values of the stationary points found, respectively, by ASA-BCP, ALGENCAN and
LANCELOT B when applied to a particular problem. Let fmin = min{fAS, fAL, fLB}.
We consider that ASA-BCP, ALGENCAN and LANCELOT B find the same stationary
point if
|fAS − fmin|
max{1, fmin} < 10
−3,
|fAL − fmin|
max{1, fmin} < 10
−3 and |fLB − fmin|max{1, fmin} < 10
−3.
In Table B.6, we report the problems that have been solved in more than 1
second by at least one algorithm among ASA-BCP, ALGENCAN and LANCELOT B and
such that all the algorithms have found different stationary points (with a tolerance
of 10−3).
All the tables include the following data: the name (Problem) and the dimen-
sion (n) of the problems considered, the objective function value of the stationary
point found (obj), the number of function evaluations (f-eval), the total number of
conjugate gradient iterations (cg-it), the computational time in seconds (time).
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