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We present embedding procedures for the non-Markovian stochastic Schrödinger equa-
tions, arising from studies of quantum systems coupled with bath environments. By intro-
ducing auxiliary wave functions, it is demonstrated that the non-Markovian dynamics can
be embedded in extended, but Markovian, stochastic models. Two embedding procedures
are presented. The first method leads to nonlinear stochastic equations, the implementation
of which is much more efficient than the non-Markovian stochastic Schrödinger equations.
The stochastic Schrödinger equations obtained from the second procedure involve more
auxiliary wave functions, but the equations are linear, and we derive the corresponding
generalized quantum master equation for the density-matrix. The accuracy of the embed-
ded models is ensured by fitting to the power spectrum. The stochastic force is represented
using a linear superposition of Ornstein–Uhlenbeck processes, which are incorporated as
multiplicative noise in the auxiliary Schrödinger equations. The asymptotic behavior of
the spectral density in the low frequency regime is preserved by using correlated stochastic
processes. The approximations are verified by using a spin-boson system as a test example.
a)Electronic mail: Xiantao.Li@psu.edu.
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I. INTRODUCTION
A fundamental problem in quantum chemistry is the dynamics of a quantum system (S) inter-
acting continuously with its bath (B) environments. One outstanding challenge is the description
of non-Markovian dynamics, which arises when there is a lack of separation of time scales between
the system and bath. The interest in studying such scenario is further driven by overwhelming ex-
perimental evidence suggesting many processes that are highly non-Markovian1,2. Often observed
as memory effects, the non-Markovian nature might be tied to important quantum properties, such
as quantum decoherence, correlations and entanglement3–6.
Theoretically the non-Markovianity can be made more precise and further quantified by using
appropriate criteria3. On the other hand, an accurate and practical description is highly challenging
since a direct simulation of the combined system with degrees of freedom in the bath explicitly rep-
resented is not yet feasible. Much effort has been focused on deriving a reduced model, where only
the degrees of freedom in the system are resolved. Existing methods can roughly be divided into
two categories7. The first type of approaches accomplish the reduction of computational complex-
ity based on the density-matrix, using the Nakajima-Zwanzig (NZ) projection formalism8,9 for the
Liouville von Neumann equation, to derive an equation for the reduced density-matrix (RDM) ρS
of the system. The projection operator is defined using the trace operator over the bath variables,
and the reduced equation involves a memory integral that naturally describes the non-Markovian
dynamics. In principle, the density-matrix equation derived this way is exact. But the memory
superoperator is too abstract to be implemented directly. Various approximations have since been
proposed to simplify the NZ equation10–13. The simplest approximation, known as the Born-
Markov approximation, leads to a Markovian dynamics, for which as proved by Lindblad14, the
generator can be completely characterized. The Lindblad equation is also known as the quantum
master equation (QME) and it has served as an important description for open quantum systems.
Meanwhile, a lot of effort has been made to model the non-Markovian dynamics faithfully, using
more accurate approximations of the memory operator15,16. The resulting density-matrix equation
has been regarded as generalized quantum master equation (GQME). A more recent approach, also
in a similar spirit, employs the Mori’s projection17, which is defined using inner products18–20.
Chrus´cins´ki and Kossakowski21 showed how the non-Markovian dynamics can be described by a
local dynamics with a non-Markovian generator. More recently, Banchi et al.22 presented a data
driven approach, where the memory effect is modelled through a recurrent neural network.
2
Non-Markovian Schrödinger
The other type of approaches work with the wave functions and model the dynamics of the
quantum system using non-Markovian stochastic Schrödinger equations (SSE). Using perturba-
tion techniques, Gaspard and Nagaoka23,24 derived SSEs that involve a memory integral and cor-
related Gaussian noise. In terms of the coupling constant λ , the non-Markovian SSEs by Gaspard
and Nagaoka retain terms up to O(λ 3) order. Compared to the density-matrix, the choice of the
initial conditions for wave functions is more involved25,26. On the other hand, the memory term
is much simpler than that in the GQME. Another important approach to derive non-Markovian
SSEs is by using path integrals and coherent states27–29, which is in principle exact. An important
difference from those SSEs obtained by Gaspard and Nagaoka is that the memory integral is a time
convolution of the functional derivative of the wave function with respect to a underlying Gaus-
sian noise. Later, these non-Markovian SSEs were simplified by introducing an hierarchy of pure
states (HOPS)30. By approximating the memory term with a sum of exponentials and introducing
auxiliary pure states, the memory term can be embedded in an extended system, from which the
density matrix can be computed as an ensemble average. Ke and Zhao also proposed a hierar-
chy of forward–backward SSEs as a stochastic unravelling of the functional in the path-integral
formalism of reduced density operator31.
The starting points of both types of approaches are in principle consistent. In the case when
there is sufficient separation between the time scales of the system and bath, a Markovian ap-
proximation can be introduced in both approaches, and the reduced models at this level are also
consistent32. More specifically, the density-matrix approach would yield the Lindblad equation.
On the other hand, the wave function based approach, with the random force approximated by
white noise, leads to a set of stochastic differential equations (SDEs), for which the second moment
satisfies the Lindblad equation. But in the modeling of non-Markovian dynamics, such an exact
connection breaks down. For instance, the non-Markovian SSEs are stochastic integro-differential
equations, and in general, there is no closed-form equation for the density-matrix. For example,
the GQMEs derived by Gaspard and Nagaoka10,24,33 holds only approximately, up toO(λ 3) terms.
A more subtle situation is where the density-matrix from some of the non-Markovian models can
not be guaranteed to be positive12. Therefore, they can not be unravelled by SSEs.
The derivations of the non-Markovian SSEs24,28,34 point to an important relation between the
random force and the memory operator. This bears a remarkable analogy to the second fluctuation
dissipation theorem (FDT) in the generalized Langevin equations (GLE) in classical mechanics35.
This relation will hereafter be referred to as a statistical consistency. This paper presents approx-
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imations of the non-Markovian SSE derived by Gaspard and Nagaoka24. Using complex-valued
Ornstein–Uhlenbeck (OU) processes as building blocks, we construct approximations of the ran-
dom force with coefficients determined by a least-square fitting of the power spectrum. The afore-
mentioned statistical consistency leads to an approximation of the memory kernel in the form of
a sum of exponentials. In this case, the memory integral can be embedded in an extended, but
Markovian dynamics, by introducing auxiliary wave functions. Compared to a direct treatment of
the non-Markovian SSE, the implementation of the extended system is considerably more efficient.
The idea of using auxiliary wave functions to encode the memory effect has also been pursued
by Suess et al.30 to simplify the non-Markovian SSEs derived from the path integral approach34.
Truncations are made to the hierarchy to obtain a finite system. The current approach starts with
the SSEs derived by Gaspard and Nagaoka24. The superposition of OU processes are used as an
efficient method to approximate the noise. We show that the asymptotic behavior of the spectral
density can be preserved constructing correlated OU processes. This paper will also introduce an-
other type of embedding, where the noise is blended into additional auxiliary wave functions. In
this case, the corresponding extended SSEs are linear. As a result, unlike the first type of embed-
ding, a closed-form GQME can be derived. The GQME derived from this embedding procedure is
different from those derived by Meier and Tannor16 and Tanimura36, where a similar approxima-
tion was made to the spectral density, and auxiliary density-matrices were introduced to encode
the memory effect. Such auxiliary density matrices all have the same dimension as the original
density matrix. When compared with the extended density matrix from our embedding procedure,
there is no off-diagonal blocks.
The two types of embeddings presented here are two descriptions that are complementary. In
the case when the wave functions for the quantum system is extended in space, e.g., those applica-
tions in molecular junctions, simulating the SSEs will likely be more efficient than the GQME32.
On the other hand, when the quantum system involves a small number of states, e.g., spins or
qubits4, the GQME approach would be more efficient since no ensemble average is needed. Aside
from the practical implementations, we would like to point out that there is not much theory for
non-Markovian stochastic processes (one exception is stationary Gaussian processes37). In con-
trast, Markovian dynamics has been a very mature subject. A wide variety of analytical theory38,
computational techniques39, and data-driven statistical methods40 are available. Therefore, the
author believes that the extended SSEs, with correctly calibrated parameters, are better suited as
descriptions of non-Markovian quantum dynamics.
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II. THEORY AND ALGORITHMS
A. Non-Markovian Stochastic Schrödinger Equations
We consider a quantum system-bath model with the standard setup, where the total Hamiltonian
is expressed using tensor products of operators on the Hilbert spaces associated with the system
and bath,
Htot = HS⊗ IB+ IS⊗HB+λ
J
∑
j=1
S j⊗B j. (1)
Here λ is a coupling constant, and we make the weak coupling assumption, i.e., 0< |λ |  1.
To study the non-Markovian dynamics of the system variables, we consider the approach by
Gaspard and Nagaoka24, where a perturbation technique is employed and the following non-
Markovian stochastic Schrödinger equation is derived,
i∂tψ = HˆSψ− iλ 2
∫ t
0
c(τ)Se−iHˆSτSψ(t− τ)dτ+λη(t)Sψ(t). (2)
Here i=
√−1. For simplicity, we have chosen the number of baths to be 1.
It has also been shown by Gaspard and Nagaoka24 that the noise term η(t) is Gaussian with
mean zero and correlation given by,
η(t)∗η(t ′) = c(t− t ′). (3)
The stationarity of the process also implies that c(t) = c(−t)∗, and so it suffices to show the corre-
lation for t ≥ 0. The overline indicates the statistical average with respect to the equilibrium Gaus-
sian distribution. This relation between the random noise and the kernel function in the integral is
reminiscent of the second fluctuation-dissipation theorem35 in classical statistical mechanics, and
it has been a primary motivation of the current work. But it is also worthwhile to point out the
important difference that the noise in (2) is of multiplicative nature.
Due to the memory term, and the time correlation of the noise, the dynamics associated with
the SSE (2) is non-Markovian. The relation (3) suggests that approximations of those two terms
should be done simultaneously in a consistent manner. The simplest approximation is by a white
noise, η(t) = W˙ (t), where W (t) is the standard complex-valued Brownian motion. In this case,
the correlation is reduced to a delta function,
c(t− t ′) = γ2δ (t− t ′). (4)
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With this approximation, the SSE (2) becomes Markovian,
∂tψ =−iHˆSψ− i2δ
2S†Sψ(t)+δSψ(t)W˙ (t). (5)
We have combined the coefficients by letting δ = γλ . This model was referred to as δ -correlated
bath by Gaspard and Nagaoka24, and it has been used in the study the electron transport problems41,
and integrated with the time-dependent density-functional theory42. An important property32 is
that the density-matrix, ρ = ψψ∗, satisfies the quantum master equation (QME) known as the
Lindblad equation14,
i∂tρ = [H,ρ]− i2(S
†Sρ+ρS†S−2SρS†). (6)
B. Markovian embedding using auxiliary orbitals
In this paper we aim to extend the δ -correlated bath approximation to correlated processes. To
illustrate the ideas, let us first begin with a complex-valued Ornstein–Uhlenbeck (OU) process43,
iζ˙ =−αζ + γW˙ (t). (7)
Here, the ˙ indicates the time derivative, and α is a complex number with Imα ≥ 0 to ensure sta-
bility. Furthermore, γ is a real number, and W (t) is the standard complex-valued Wiener process.
We choose the initial condition to be Gaussian with variance one, i.e.,
ζ (0) = 0, ζ (0)∗ζ (0) = 1. (8)
It can be shown that when
γ2 = 2Im(α), (9)
ζ (t) is stationary with correlation
ζ (t)∗ζ (t ′) = e−iα
∗(t−t ′), t ≥ t ′. (10)
We have left the proof in the Appendix. The relation (9) reflects the fluctuation-dissipation
theorem35.
Such OU processes will be used as building blocks to generate Gaussian processes with more
general correlation functions, since in practice, the correlation function c(t) can often by efficiently
approximated by a short sum of complex exponentials44 (We will discuss this aspect later). Con-
sequently, both the memory integral and the correlated Gaussian process η(t) can be simplified
considerably.
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To further elaborate this idea, let us make the approximation c(t)≈ θ 2e−iα∗t , and insert it into
the memory term in SSE (2). Letting,
χ(t) = λθ−1
∫ t
0
c(τ)e−iHˆSτSψ(t− τ)dτ, χ(0) = 0,
and by choosing η(t) in accordance with (4),
η(t)≈ θζ (t), (11)
we obtain from (2) that,
i∂tψ = HˆSψ− iλθS†χ+λθζ (t)Sψ(t). (12)
With direct differentiation of χ , we find
i∂tχ = (HS+α∗)χ+ iθλSψ(t). (13)
As a result, the memory term is completely incorporated into this auxiliary equation. By collecting
equations, we arrive at the following closed-form stochastic differential equations (SDEs),
i∂tψ =HˆSψ− iλθS†χ+λθζ (t)Sψ(t),
i∂tχ =(HS+α∗)χ+ iθλSψ(t),
iζ˙ =−αζ + γW˙ (t).
(14)
We will refer to this derivation of a stochastic system as type I embedding. The function χ(t) is
an auxiliary wave function. This procedure yields an extended, but Markovian, stochastic dynam-
ics, for which a variety of analytical, computational and statistical methods are available. In the
case when the correlation function c(t) is approximated by a sum of exponential functions, this
embedding can be applied to each mode. This will be discussed in the next section.
When the simulations are based on the wave function via SSEs (2), the type I embedded model
(14) offers an efficient alternative, since the history of the wave functions does not need to be
stored, and the numerical integration at each step is replaced by a one-step integration of χ , which
is also much cheaper. To give a perspective, at the nth time step, the approximation of the integral
in (2) requires O(n) operations. Therefore, evolving the SSE (2) for N steps would require O(N2)
operations. In contrast, at each step, the embedded model (14) only requires solving the extra
equation for one step. Therefore, the total computation is still O(N).
On the other hand, there are cases where simulations based on the density-matrix is more feasi-
ble, e.g., when the system consists of a few spins. However, due to the nonlinearity in the second
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equation of the type I embedding (14), typically there is no closed-form for the corresponding
density-matrix equation. To address this issue, we extend our embedding procedure as follows:
We write χ I = χ, and define another auxiliary wave function,
χ II = iζ (t)ψ(t), (15)
to incorporate the noise as well. By Itô’s lemma, we have,
i∂tχ II = (HˆS−α)χ II+ iγW˙ψ(t)+λθζ (t)S†χ I+λθζ (t)Sχ II. (16)
At this point, we will drop the last two terms on the right hand side. These two terms, when
substituted back into (12), will contribute to an O(λ 2) term in the error. With this truncation, we
can collect the equations, 
i∂tψ =HˆSψ− iλθS†χ I− iλθSχ II,
i∂tχ I =(HˆS+α∗)χ I+ iθλSψ(t),
i∂tχ II =(HˆS−α)χ II+ iγψ(t)W˙ .
(17)
As for the initial conditions, we have
χ I(0) = 0,and χ II(0) = ξψ(0), (18)
with ξ being a complex Gaussian random variable with mean zero and variance 1, as can be seen
from (15) and (8).
This procedure will be called type II embedding and the resulting SDEs will be referred to
as type II embedded SSEs. Similar to type I embedding, this procedure obtains an extended
Markovian system. The main departure from type I embedding is that the effect of the noise is
embedded in another SSE using a second auxiliary wave function χ II. The advantage is that the
nonlinear term in (14) has been eliminated. As a result, one can write down the density-matrix
equation in a closed form, which then enables a generalized quantum master equation (GQME)
model. This will be presented in section II. E.
We also point out that one can add a iθλS†ψ(t) term in the equation for χ II, as a conjugate pair
to the last term in the first equation. This modification is still within an O(λ 2) approximation of
the original SSE. But it makes the entire stochastic system stable. This can be directly verified by
examining the skew-Hermitian part of the Hamiltonian operator in (17).
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The type II embedding procedure can be continued to obtain a higher order embedding in terms
of the coupling constant λ . Toward this end, we keep Eq. (16), and further define,
χ III = iζ (t)χ I, φ IV = iζ (t)χ II, (19)
which turns Eq. (16) into,
i∂tχ II =(HˆS−α)χ II− iλθS†χ III− iλθSχ IV+ iγW˙ψ(t),
i∂tχ III =iλθSχ II+(HˆS−α+α∗)χ III+ iγχ IW˙ ,
i∂tχ IV =iλθS†χ II+(HˆS−2α)χ IV+2iγχ IIW˙ .
(20)
Here we dropped O(λ ) terms in the last equation. When substituted back into Eq. (12), they only
contribute to O(λ 3) terms. The initial conditions follow from Eq. (19),
χ III(0) = 0, χ IV(0) =−ζ (0)2ψ(0).
C. Approximation of the correlation function by a sum of exponentials
In many cases the function c(t) in (3) can be well approximated by a sum of exponential
functions44,
c(t)≈
kmax
∑
k=1
θ 2k e
−iα∗k t , αk = µk+ iνk. (21)
In this approximation it is enough to assume t ≥ 0, and for t < 0 the values of the correlation
function can be obtained from the relation c(−t) = c(t)∗. Here we have chosen the weights θ 2k to
be positive. Thus, each of the terms can be regarded as the correlation of an OU process. Namely,
e−α
∗
k t = ζk(t)∗ζk(0),
where ζk(t) follows the SDEs with independent Brownian motions Wk(t),
iζ˙k =−αkζk+
√
2νkW˙k(t). (22)
We have kept the relation (9). The random noise η(t) in (2) can be generated by,
η(t)≈
kmax
∑
k=1
θkζk(t). (23)
To look at the approximation (21) in the frequency domain, we take the Fourier transform,
|G(ω)|2 =F [c(t)] =
∫ +∞
−∞
e−iωtc(t)dt, (24)
9
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which corresponds to the power spectrum of the noise η(t).
Applying Fourier transform to both sides of (21), we arrive at,
|G(ω)|2 ≈
kmax
∑
k=1
2θ 2k νk
(ω+µk)2+ν2k
. (25)
Therefore, the power spectrum is approximated by a sum of Lorentzians. The parameters can be
obtained from a fitting procedure, e.g., a optimization method using simulation annealing16.
Now we return to the type I embedding of the SSE (2). By repeating the embedding procedure
from the previous section, we obtain an extended system as follows,
i∂tψ = HˆSψ− iλS†∑
k
θkχk+λ∑
k
θkζk(t)Sψ(t),
i∂tχk = (HS+α∗k )χk+ iθkλSψ(t),
iζ˙k = −αkζk+ γkW˙k(t).
k = 1,2, · · · ,kmax.
(26)
Similarly, we can extend the type II embedded models to incorporate multiple OU processes,

i∂tψ = HˆSψ− iλS†∑
k
θkχ Ik− iλS∑
k
θkχ IIk ,
i∂tχ Ik = (HˆS+α
∗
k )χ
I
k+ iθkλSψ(t),
i∂tχ IIk = (HˆS−αk)χ IIk + iγkψ(t)W˙k.
k = 1,2, · · · ,kmax.
(27)
D. Embedding with correlated OU processes
The previous methods use linear superpositions of independent OU processes to approximate
the random noise η(t). The stability requires νk ≥ 0. Therefore, the power spectrum in Eq. (25) is
approximated by a sum of Lorenzians with positive coefficients. This implies that the approximate
power spectrum approaches to a finite constant near ω = 0. This is often inconsistent with the low
frequency asymptotics of the spectral density of the bath.
As an example, we consider the case when |G(ω)|2 =O(ω2) near the origin. Other asymptotic
behavior can be similarly treated. We replace the approximation (25) by the following ansatz,
|G(ω)|2 ≈
kmax/2
∑
k=1
QkLk(ω), Lk(ω) =
ω2[
(ω+µ2k−1)2+ν22k−1
][
(ω+µ2k)2+ν22k
] . (28)
This is a slight generalization of symmetric or anti-symmetrized Lorentzians that were considered
in16,44.
10
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We find that the corresponding noise can be realized by using two correlated OU processes as
follows, 
iζ˙2k−1 =−α2k−1ζ2k−1+ γ2k−1W˙ (t),
iζ˙2k =−α2kζ2k+ γ2kW˙ (t),
α2k−1 =µ2k−1+ iν2k−1, α2k = µ2k+ iν2k,
γ2k−1 =
√
2ν2k−1, γ2k =
√
2ν2k.
(29)
Notice that these two SDEs are driven by the same white noise W˙ (t). The stationarity of the
processes is ensured by the last equation. Furthermore, the equilibrium covariance of the processes
(ζ2k−1,ζ2k) is given by, ζ ∗2k−1
ζ ∗2k
( ζ2k−1 ζ2k )=
 1 Q12
Q∗12 1
 , Q12 = γ1γ2α2−α∗1 . (30)
The calculations that led to these formulas can be found in the Appendix B. To sample these two
Gaussian random variables, we can use the Cholesky’s factorization of the above matrix as follows.
Starting with two independent Gaussian random variables z1 and z2, we define,
ζ2k−1 = z1, ζ2k = Q12 z1+
√
1−|Q12|2 z2. (31)
One can show that a linear combination of the two OU processes has power spectrum given
exactly be Lk(ω). Namely,
F
[
ζ ∗(t)ζ (0)
]
= QkLk(ω), (32)
whereF denotes the Fourier transform, and ζ = c2k−1ζ2k−1+ c2kζ2k with coefficients given by,
c2k−1 =− Qkα2k−1
(α2k−α2k−1)γ2k−1 , c2k =
Qkα2k
(α2k−α2k−1)γ2k . (33)
By Cauchy’s residue Theorem, one can identify the corresponding correlation function in the
time domain,
F−1
[
QkLk(ω)
]
=θ 22k−1e
−iα∗2k−1t+θ 22k e
−iα∗2kt ,
θ 22k−1 =
Qkα∗2k−1
2
2γ2k−1(α2k−α∗2k−1)(α∗2k−α∗2k−1)
,
θ 22k =
Qkα∗2k
2
2γ2k(α∗2k−α2k−1)(α∗2k−α∗2k−1)
.
(34)
Therefore, the approximation (28) also corresponds to a sum of exponentials in the time domain.
But compared to (25), the coefficients are allowed to be complex.
11
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The coefficients in the approximation (28) can be determined from fitting as well. The embed-
ding of the SSEs using these correlated OU processes is surprisingly straightforward: In the SDEs
(26), we simply let the white noise W2k to be the same as W2k−1. In addition, the coefficients θk’s
in the first equation are replaced by ck’s. Namely,
η(t)≈∑
k
ckζk(t). (35)
In addition, the time correlation is being approximated as,
c(t)≈∑
k
θ 2k e
−iα∗k t . (36)
This leads to the following type I embedding,
i∂tψ = HˆSψ− iλS†∑
k
θkχk+λ
kmax
∑
k=1
ckζk(t)Sψ(t),
i∂tχk = (HS+α∗k )χk+ iθkλSψ(t), k = 1,2, · · · ,kmax
i∂tζ2k−1 =−α2k−1ζ2k−1+ γ2k−1W˙k(t),
i∂tζ2k =−α2kζ2k+ γ2kW˙k(t),
k = 1,2, · · · ,kmax/2.
(37)
Formally, the auxiliary equations can be solved and substituted into (12), which leads to an
approximation of the non-Markovian SSE (2). This approximation exactly preserves the relation
(3).
For the type II embedded models, we have,
i∂tψ = HˆSψ− iλS†∑
k
θkχ Ik+λ
kmax
∑
k=1
ckSχ IIk (t),
i∂tχ Ik = (HS+α
∗
k )χ
I
k+ iθkλSψ(t), k = 1,2, · · · ,kmax
i∂tχ II2k−1 = (HˆS−α2k−1)χ II2k−1+ iγ2k−1W˙k(t),
i∂tχ II2k = (HˆS−α2k)χ II2k+ iγ2kW˙k(t),
k = 1,2, · · · ,kmax/2.
(38)
The initial conditions are given by, χ II2k−1(0) = iζ2k−1(0)ψ and χ
II
2k(0) = iζ2k(0)ψ . ζ2k−1(0) and
ζ2k(0) can be sampled using the covariance matrix (30) and the matrix factorization (31).
E. The generalized quantum master equation for type II embedding
To derive the corresponding GQME of the stochastic model (17), we first write it as a system
of SDEs,
i∂tΨ= HΨ+∑
k
VkψW˙k. (39)
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Here the function Ψ includes the wave function ψ and the auxiliary wave functions {χ Ik,χ IIk }k. It
is often convenient to write H =H0+H1, with H0 being the Hermitian part of the Hamiltonian. Ψ
and H0 can be expressed in a blockwise form,
Ψ=

ψ
χ I1
χ II1
χ I2
χ II2
...

, H0 =

Hs −iλθ1S† −iλθ1S −iλθ2S† −iλθ2S · · ·
iλθ1S Hs+µ1 0 0 0 · · ·
iλθ1S† 0 Hs−µ1 0 0 · · ·
iλθ2S 0 0 Hs+µ2 0 · · ·
iλθ2S† 0 0 0 Hs−µ2 · · ·
...
...
...
...
... . . .

. (40)
In addition, H1 is skew-Hermitian. H1 and Vk from (17) are given by,
H1 =−i

0
ν1
ν1
ν2
ν2
. . .

, V1 =

0
0
√
2ν1
0
0
...

, V2 =

0
0
0
0
√
2ν2
...

, · · · (41)
The density-matrix for an SSE corresponds to the second-moment32. For the extended system
(17), we denote the density-matrix by Γ,
Γ=

|ψ〉〈ψ| |ψ〉〈χ I1| |ψ〉〈χ II1 | · · ·
|χ I1〉〈ψ| |χ I1〉〈χ I1| |χ I1〉〈χ II1 | · · ·
|χ II1 〉〈ψ| |χ II1 〉〈χ I1| |χ II1 〉〈χ II1 | · · ·
...
...
... . . .
 . (42)
Therefore, the density-matrix associated with the combined wave functions Ψ in (40) follows
the master equation,
∂tΓ=−i[HˆS,Γ]+
kmax
∑
k=1
VkρV †k . (43)
This can be verified by using the Itô’s formula [39, Section 4.2]. In light of Eq. (18), the initial
13
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condition of the density-matrix can be written in a block form,
Γ(0) =

ρ 0 0 0 0 · · ·
0 0 0 0 0 · · ·
0 0 ρ 0 0 · · ·
0 0 0 0 0 · · ·
0 0 0 0 ρ · · ·
...
...
...
...
... . . .

(44)
The QME that corresponds to the type II embedding with correlated noise is slightly different.
Due to the fact that the auxiliary wave functions come in pairs and they share the same white noise,
we define,
V1 =

0
0
√
2ν1
0
√
2ν2
0
0
0
0
...

, V2 =

0
0
0
0
0
0
√
2ν3
0
√
2ν4
...

, · · · ,Vkmax/2 =

0
0
0
0
0
...√
2νkmax−1
0√
2νkmax
...

(45)
These operators will enter the GQME (43). Due to the correlation, the initial density-matrix
contains off-diagonal blocks,
Γ(0) =

ρ 0 0 0 0 · · ·
0 0 0 0 0 · · ·
0 0 ρ 0 Q12ρ · · ·
0 0 0 0 0 · · ·
0 0 Q∗12ρ 0 ρ · · ·
...
...
...
...
... . . .

. (46)
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F. Stochastic Propagator
We briefly present a method for solving the extended SSEs (17). As emphasized in41, the
construction of solution methods for stochastic models can be subtle. Due to the presence of the
multiplicative noise in the SSEs (26), the conventional Euler-Maruyama method only has strong
order 0.5 and weak order 139. Here, one-step methods will be used, so it is enough to show how the
equations are integrated from t = 0 to t = ∆t with ∆t being the step size. A convenient approach
to construct a numerical scheme is via operator-splitting45–47. Let us combine the wave functions
ψ and χk into Ψ. The idea is to decompose the system (26) into,
i∂tΨ= HΨ, iζ˙k = 0,
for which the system becomes linear and the solution can be expressed using an exponential oper-
ator,
Ψ(∆t) = exp(−i∆tH)Ψ(0), (47)
and
∂tΨ= 0, iζ˙k =−αkζk+ γkW˙k(t).
For the first part of the solution, one may use the Krylov subspace projection48, which has been
shown to be very accurate and robust for solving time-dependent Schrödinger equations49. For the
other part, a numerical solution can be constructed using the variation of constant formula50,
ζk(∆t) = exp(iαk∆t)ζk(0)+ξk, ξk =−i
√
2νk
∫ ∆t
0
exp(iαk(t−∆t))dWk(t). (48)
The variable ξk is a Gaussian random variable with zero mean. The variance can be obtained from
the Itô’s isometry38,
ξ 2k = 2νk
∫ ∆t
0
exp(2νk(t−∆t))dt = 1− exp(−2νk∆t).
Therefore the random variable ξk can be sampled accordingly.
A more accurate splitting method can be obtained by solving the first part for half of the step,
then the second part for one step, followed by another half step of the first problem51. This is
known as a symmetric operator-splitting. Namely, we follow the flow chart,
Ψ← exp(−i∆t
2
H)Ψ⇒ ζk(∆t) = exp(iαk∆t)ζk(0)+ξk⇒Ψ← exp(−i∆t2 H)Ψ (49)
The accuracy can be justified by expressing the solution of the SDEs using an exponential operator,
followed by the Baker-Campbell-Hausdorff formula45.
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III. EXAMPLE
To test the embedded SSEs and QMEs for a non-Markovian dynamics, we follow the example
by Gaspard and Nagaoka24 and consider a spin-boson model. In particular, we pick Hs = −∆2 σˆz,
and the coupling operator S= σˆx. The operator B corresponds to the spectral density,
J(ω) =
ω3
ω2c
exp(−ω/ωc) . (50)
In this case, the correlation of the Gaussian noise is given by,
c(t) =
∫ +∞
0
(
coth
βω
2
cosωt− isinωt
)
. (51)
Of particular importance to our approach is the power spectrum, given by24,
|G(ω)|2 = ω
3e−|ω|/ωc
ω2c (1− e−βω)
. (52)
Notice that |G(ω)|2 = O(ω2) near zero.
We choose the model and numerical parameters according to the numerical experiment in24,
and they are listed in Table I.
TABLE I. Parameters for the spin-boson model
∆ ωc β λ ∆t
0.1 1 10 0.1 0.05
In the simulations, we monitor four quantities, including the x, y, z components and the total
mass n :
x= tr(ρσˆx), y= tr(ρσˆy), z= tr(ρσˆz), n= tr(ρ).
We first examine the approximation of the correlation function by (21). The parameters are
computed using a nonlinear least-square algorithm, fitting the power spectrum (52) by a sum of
Lorentzians (25). The corresponding stochastic noise η(t) is approximated by a sum of indepen-
dent OU processes (23). Figure 1 shows the approximations using three poles (kmax = 3) and
seven poles (kmax = 7). The parameters are listed in table II for the three-pole approximation,
and in table III for the seven-pole approximation. The exact correlation function c(t) from Eq.
(51) is computed from the power spectrum using fast Fourier transform (FFT), as explain in the
Appendix. This calculation can also be done by using the Gauss-Laguerre quadrature due to the
16
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FIG. 1. The approximate time correlation function c(t) from the ansatz (25), compared to the exact correla-
tion function.
presence of the exponential term in |G(ω)|2. With only three terms, the approximation (21) of the
time correlation function c(t) is already quite reasonable. The approximation using seven terms
offers noticeable improvement. In this case, the nonlinear least-square fitting has multiple local
minima. This issue is mitigated by re-running the nonlinear least-square algorithm with random
initial perturbations.
TABLE II. Parameters from the 3-pole approximation
θk 0.4869 0.6986 0.6407
µk -2.0348 -4.6671 -3.2467
νk 0.4656 1.0061 0.6623
TABLE III. Parameters from the 7-pole approximation
θk 0.2613 0.3353 0.3697 0.3940 0.3911 0.3952 0.4005
µk -1.4765 -2.0389 -2.5893 -3.1610 -3.7798 -4.4889 -5.4372
νk 0.3253 0.3599 0.3881 0.4320 0.4716 0.5406 0.6207
To examine the embedded SSEs, we first solve the non-Markovian SSE (2) using a scheme
suggested in24. More specifically, the memory term is approximated by a composite trapezoid
rule. More specifically, we first use the fast Fourier transform (FFT) to compute the correlation
function c(t) from the power spectrum (52). The noise can be computed by sampling independent
Gaussian variables according to the power spectrum, followed by an inverse FFT, as explained in
17
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Appendix C.
We now solve the type I extended SSEs (14). Figure 2 shows the values of x, y and z, along
with the total mass n in time, computed from both models. We see that the results agree very well
except for the dynamics of z. We will return to this point later. The total mass predicted using
seven poles show slight improvement.
FIG. 2. Numerical results from the extended SSE (14), compared to those from the original non-Markovian
SSE (2). The averages are computed using 104 independent copies.
For the type II embedding, we choose to solve the corresponding GQME (43), which in this
case, is much more efficient than embedded SSEs (17), since we do not have to run many real-
izations. We follow the operator (41) and the initial condition (44). Figure 3 shows the predicted
values of x, y, z and the mass. Again the results agree well with those obtained from the original
non-Markovian SSE (2), except for the z component.
The poor predictions of z(t) by the previous approximations can be attributed to the inconsis-
tency with the power spectrum near ω = 0. Since the true spectrum scales like ω2 near zero, an
appropriate approximation should take this into account. Preserving such asymptotics has been
emphasized in many works16,44? . Here we follow the ansatz (28), which at the level of stochastic
processes, can be realized by a linear combination of the correlated OU processes (35). For this
18
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FIG. 3. Numerical results from the QME (43), compared to those from the original non-Markovian SSE
(2).
TABLE IV. Parameters from the four-term approximation
Qk 0.0485 0.0175 0.1118 0.3016
µk -1.3285 -2.1347 -0.4553 -1.1296 -3.4772 -2.3696 -5.8125 -3.8587
νk 0.4638 0.5939 0.3338 0.3776 0.9486 0.6595 1.9818 1.0053
example, we use the ansatz (28) with four terms (kmax = 8). The values in (28) obtained from the
fitting procedure are listed in Table IV.
Figure 4 displays the approximation of the power spectrum, which clearly shows consistency
at ω = 0. This improved accuracy is also reflected in the time correlation function, as shown in
Figure 5. The approximation of the correlation function is significantly improved compared to the
ansatz of sum of Lorentzians (25) (Figure 1).
With this four-term approximation, we solved the type I embedded SSEs (37). The results, as
depicted in Figure 6, exhibit great accuracy in the prediction of all four quantities.
To test this four-term approximation on the type II embedded SSEs (38), we solve the cor-
responding GQME (43), together with the operators Vk given by (45) and initial condition (46).
As shown in Figure 6, all the four quantities are well captured as well. Compared to solving the
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FIG. 4. The approximation of the power spectrum (25) using the ansatz (28) with four terms.
FIG. 5. The approximation of the time correlation function C(t) using the ansatz (28) with four terms. The
approximate time correlation function is obtained from eq: torc-all.
SSEs (37) and (38), it takes a lot less CPU time to solve the GQME, since no ensemble average is
needed.
IV. SUMMARY AND DISCUSSIONS
We introduced two techniques to embed non-Markovian stochastic Schrödinger equations in an
extended stochastic dynamics that can be characterized more precisely by Itô calculus38. The sec-
ond type of embedding also yields generalized quantum master equations for the density-matrix.
The two descriptions using wave functions and density-matrix are constructed to be complemen-
tary alternative with practical implementations in mind.
The embedded SSEs are stochastic differential equations with explicit model parameters. They
come from the properties of the bath, as well as the coupling with the system. One important
20
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FIG. 6. Numerical results from the extended SSE (37), compared to those from the original non-Markovian
SSE (2). The averages are computed using 104 independent copies.
FIG. 7. Numerical results from the QME QME (43), derived from the type II embedding (17), compared to
those from the original non-Markovian SSE (2). The averages from (2) are computed using 104 independent
copies.
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application would be the parameter estimation problem22: Given the time series of physical ob-
servables, can one determine the model parameters with good statistical certainty? This has been
done for classical systems modeled by the generalized Langevin equation52,53. Since the SSEs are
now written as Markovian stochastic differential equations, a variety of methods are available for
this purpose54. One suitable method is the Kalman filter for systems with multiplicative noise55.
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Appendix A: The complex-valued OU process
By separating the real and imaginary parts we can first turn the complex OU process (7) into a
real-valued two-dimensional SDE,
d
 Re(ζ )
Im(ζ )
=
 −ν −µ
µ −ν
 Re(ζ )
Im(ζ )
dt+ γ 1√
2
 dW1
dW2
 . (A1)
Here α = µ+ iν , and W (t) = 1√
2
(W1+ iW2).W1(t) and W2(t) are real-valued independent Brow-
nian motions.
At this point, we can use the Lyapunov equation to determine the diffusion term [56, Section
3.7 ]. If we set,
Q=
 Re(ζ )
Im(ζ )
[ Re(ζ ) Im(ζ ) ],
then the Lyapunov equation gives, −ν −µ
µ −ν
Q+Q
 −ν −µ
µ −ν
+
 γ22
γ2
2
= 0.
This gives the relation Q= I and
γ2 = 2ν .
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Appendix B: Correlated OU processes
We can build a new Gaussian process using two correlated OU processes as follows, i∂tζ1 =−α1ζ1+ γ1W˙ (t),i∂tζ2 =−α2ζ2+ γ2W˙ (t). (B1)
Without loss of generality, we consider the construction of L1(ω) in (28). We first make the
normalization, as suggested in the previous section, that γ2i = 2Im(αi), i= 1,2. It is important to
note that to enable the correlation, the two processes are driven by the same white noise W˙ (t).
Using the Itô formula, we have for the covariance matrix Q, with Qi, j = ζi(t)∗ζ j(t),
d
dt
Q= Q
 iα1 0
0 iα2
+
 −iα∗1 0
0 −iα∗2
Q+
 γ21 γ1γ2
γ1γ2 γ22
 . (B2)
Direct calculations yield the equilibrium covariance,
Q11 = Q22 = 1, Q12 =
γ1γ2
α2−α∗1
, Q21 = Q∗12. (B3)
One can use the Fourier transform to solve the SDEs (B1) [43, Section 3.2],
ζˆi(ω) =
γi
ω+αi
Wˆ (ω), i= 1,2.
With a linear combination, ζ = c1ζ1+ c2ζ2, we have,
ζˆ (ω) =
(c1γ1+ c2γ2)ω+ c1γ1α2+ c2γ2α1
(ω+α1)(ω+α2)
,
which becomes,
ζˆ =
ω
(ω+α1)(ω+α2)
, (B4)
if the coefficients are selected according to (33). As a result, the power spectrum of ζ agrees with
L1(ω),
ζˆ ∗(ω)ζˆ (ω ′) = L1(ω)δ (ω−ω ′). (B5)
Appendix C: The FFT approach to sample the noise η(t) from c(t)
We first consider the inverse Fourier transform,
f (t) =F−1
[
F
]
:=
1
2pi
∫ +∞
−∞
F(ω)eiωtdω. (C1)
23
Non-Markovian Schrödinger
If F(ω) = |G(ω)|2, then the corresponding inverse Fourier transform corresponds to the corre-
lation function c(t). Namely,
c(t) =F−1
[
|G|2
]
. (C2)
Now let ξ (ω) be the complex-valued white noise, i.e., ξ (ω)∗ξ (ω ′) = δ (ω−ω ′). We may define
a Gaussian process in the Fourier space by G(ω)ξ (ω), followed by the inverse Fourier transform,
η(t) =
√
2piF−1
[
G(ω)ξ (ω)
]
. (C3)
With direct calculations, one finds that,
η(t)∗η(t ′) = c(t− t ′).
To make use of this relation using the fast Fourier transform (FFT), we pick N equally spaced
frequency ωk =−ωmax+2pi(k−1)/(N∆t), with ∆t = pi/ωmax. We also define ωω = 2ωmax/N.
Given the values {F(ωk)}, f ( j∆t)≈ f j is given by,
f j =
e−iωmax j∆t
∆t
× IFFT(F), IFFT(F) = 1
N
N
∑
k=1
F(ωk)ei2pi( j−1)(k−1)/N . (C4)
This corresponds to a quadrature for the Fourier integral (C1).
To implement (C3), we pick the Gaussian processes ξ (ωk) such that,
ξ (ωk)∗ξ (ω`) = δk`/∆ω.
Then the noise at discrete time steps, in light of (C3) and (C4), can be generated as,
η(t j) =
√
2pi
e−iωmax j∆t
∆t
× IFFT(Gξ ). (C5)
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