Kernel methods are powerful tools in machine learning. They have to be computationally efficient. This paper builds on our previous work which proposed a list-based approach to compute efficiently the string subsequence kernel (SSK). In this paper we present a novel Geometric-based approach, our main idea is that the SSK computation reduces to the range query problem. We started with the construction of a match list L(s, t) = (i, j) : s i = t j where s and t are the strings to be compared; such a match list contains only the required data that contribute to the result. To compute the SSK efficiently, we extended the layered range tree data structure to a layered range sum tree, a range-aggregation data structure. The SSK computation takes O( p|L| log |L|) time and O(|L| log |L|) space, where |L| is the size of the match list and p is the length of the SSK. We present an empirical evaluation of our approach against the dynamic and the sparse dynamic programming approaches both on synthetically generated data and on newswire article data. Experimental results show the efficiency of our approach for large alphabets except for very short strings.
Introduction
Kernel methods offer an alternative solution to the limitation of traditional machine learning algorithms, applied solely on linearly separable problems (Cristianini and Shawe-Taylor 2000) . They map data into a high dimensional feature space where we can apply linear learning machines based on algebra, geometry and statistics. Hence, we may discover non-linear relations. Moreover, kernel methods enable other data type processings (biosequences, images, graphs, …) .
Strings are among the important data types. Therefore, machine learning community have devoted a great effort of research to string kernels, which are widely used in the fields of bioinformatics and natural language processing.
In the present paper, we are interested in string subsequence kernel (SSK) (Lodhi et al. 2002) . A kernel that belongs to a family of string kernels where the similarity measure counts common substrings or subsequences that occur in both strings to be compared, say s and t.
We review three approaches that improve the computation of the SSK. The first one is based on dynamic programming; Lodhi et al. (2002) apply dynamic programming paradigm to the suffix version of the SSK. They achieve an O( p|s||t|) complexity, where p is the length of the SSK. Later, Rousu and Shawe-Taylor propose an improvement to the dynamic programming approach based on the observation that most entries of the dynamic programming matrix (DP) do not really contribute to the result (Rousu and Shawe-Taylor 2005) . They use a set of match lists combined with a sum range tree. They achieve an O( p|L| log min(|s|, |t|)) complexity, where L is the set of matches of characters in both strings. Beyond the dynamic programming paradigm, the triebased approach (Leslie et al. 2002; Shawe-Taylor and Cristianini 2004; Rousu and Shawe-Taylor 2005) is based on depth first traversal on an implicit trie data structure. The idea is that each node in the trie corresponds to a co-occurrence between strings. But the number of gaps is restricted, so the computation is approximate.
Motivated by the efficiency of the computation, a key property of kernel methods, in our previous work (Bellaouar et al. 2014) , we proposed a list-based approach to compute efficiently the SSK. Our main idea was that the SSK computation reduces to the range query problem as in (Rousu and Shawe-Taylor 2005) . We used a match list L(s, t) = (i, j) : s i = t j where s and t are the strings to be compared; such a match list contains only the required data that contribute to the result. Precisely, our list-based SSK computation reduces to 2-dimensional range queries on layered range tree.
In the same spirit of improving the SSK computation, this paper builds on our previous work by presenting a novel Geometric-based approach. We extend the layered range tree data structure to a layered range sum tree, a range-aggregation data structure, then apply the corresponding computational geometry algorithms. We achieve O( p|L| log |L|) time and space complexities, where |L| is the size of the match list.
The rest of this paper is organized as follows. Section 2 deals with some concept definitions and introduces the layered range tree data structure. In Sect. 3, we recall formally the SSK computation. We also review some efficient computations and applications of the SSK. Our contribution is addressed in Sect. 4. Section 5 presents the conducted experiments and discusses the associated results, demonstrating the practicality of our approach for large alphabets. Section 6 presents conclusions and further work.
Preliminaries
We first deal with concepts of string, substring and subsequence that are very useful for understanding the related work Sect. 3. We then present the layered range tree data structure, a corner stone of our geometric approach introduced in Sect. 4.
String, substring and subsequence
Let Σ be an alphabet of a finite set of symbols. We denote the number of symbols in Σ by |Σ|. A string s = s 1 . . . s |s| is a finite sequence of symbols of length |s| where s i marks the i th element of s. The symbol denotes the empty string. We use Σ n to denote the set of all finite strings of length n and Σ * the set of all strings. The notation [s = t] is a boolean function that returns 1 if s and t are identical; 0 otherwise. For 1 ≤ i ≤ j ≤ |s|, the string s(i : j) denotes the substring s i s i+1 . . . s j of s. Accordingly, a string t is a substring of a string s if there are strings u and v such that s = utv (u and v can be empty). The substrings of length n are referred to as n-grams (or n-mers).
The string t is a subsequence of s if there exists an increasing sequence of indices I = (i 1 , . . . , i |t| ) in s, (1 ≤ i 1 < · · · < i |t| ≤ |s|) such that t j = s i j , for j = 1, . . . , |t|.
In the literature, we use t = s(I ) if t is a subsequence of s in the positions given by I . The empty string is indexed by the empty tuple. The absolute value |t| denotes the length of the subsequence t which is the number of indices |I |, while l(I ) = i |t| −i 1 +1 refers to the number of characters of s covered by the subsequence t.
Layered range tree
A Layered Range Tree (LRT) is a spatial data structure that supports orthogonal range queries. Let us illustrate such structure by describing a 2-dimensional range tree. Consider a set S of n points in R 2 . A range tree is primarily a balanced binary search tree (BBST) built on the x-coordinate of the points of S. Data are stored only in the leaves.
The tree with circle nodes is a BBST on x-coordinates.
The arrays with y-coordinates play the role of the associated BBST.
Fig. 1
A 2D range tree. The main tree is a 1D balanced binary search tree on the x-coordinate where every node has a pointer to an associated structure which is a 1D range tree on the y-coordinate Every node v in the BBST is augmented by an associated structure (T assoc (v)) which is a 1-dimensional range tree, it can be a BBST or a sorted array, of a canonical subset P(v) on y-coordinates. A canonical subset of a node v is the set of points stored in the leaves of the sub tree rooted at the node v. Figure 1 depicts a 2-dimensional range tree for a set of points S = {(2, 2), (5, 2), (3, 3), (4, 3), (2, 4), (5, 4)}. In the case where two points have the same x or y-coordinate, we have to define a total order by using a lexicographic one. It consists in replacing the real number by a composite-number space (Berg et al. 2008) . The composite number of two reals x and y is denoted by (x|y), so for two points, we have:
Based on the analysis of computational geometry algorithms, our 2-dimensional range tree for a set S of n points requires O(n log n) storage and can be constructed in O(n log n) time. For more details about how the range tree is constructed, particularly the sorting task of the associated structures with a guaranty of an optimal construction time of O(n log n), one can see (Berg et al. 2008 ).
The range search problem deals with finding all the points of S that satisfy a range query. A useful idea, in terms of efficiency, consists in treating a rectangular range query as a two nested 1-dimensional queries. In other words, let [x 1 : x 2 ] × [y 1 : y 2 ] be a 2-dimensional range query, we first ask for the points with x-coordinates in the given 1-dimensional range query [x 1 : x 2 ]. Consequently, we select a collection of O(log n) subtrees. We consider only the canonical subset of the resulted subtrees, which contains, exactly, the points that lie in the x-range [x 1 : x 2 ]. At the next step, we will only consider the points that fall in the y-range [y 1 : y 2 ].
The total task of a range query can be performed in O(log 2 n + k) time, where k is the number of points that are in the range. We can improve it by enhancing the
The arrays with y-coordinates play the role of the associated BBST. The pointers of the fractional cascading (null pointers are omited).
Fig. 2
A layered range tree, a range tree extended with the fractional cascading technique to speed up the range search (pointers are shown only between two levels) 2-dimensional range tree with the fractional cascading technique which is described in the following paragraphs.
The key observation made during the invocation of a rectangular range query is that we have to search the same range [y 1 : y 2 ] in the associated structures of O(log n) nodes found while querying the main BBST by the range query [x 1 : x 2 ]. Moreover, there exists an inclusion relationship between these associated structures. The goal of the fractional cascading consists in executing the binary search only once and use the result to speed up other searches without expanding the storage by more than a constant factor.
The application of the fractional cascading technique introduced by Chazelle and Guibas (1986) on a range tree creates a new data structure so called layered range tree. The technique consists in adding pointers from the entries of an associated structure T assoc of some level to the entries of an associated structure below, say T assoc as follows: If T assoc [i] stores a value with the key y i , then we store a pointer to the entry in T assoc with the smallest key larger than or equal to y i . We illustrate such technique in Fig. 2 for the same set represented in Fig. 1 . Using this technique, the rectangular search query time becomes O(log n + k), since we need O(log n) for the first binary search and O(k) for scanning the k reported points.
For a more extensive review about the enhancement of a range tree to a LRT and the associated time and space complexity analysis, the reader can refer to Chazelle and Guibas (1986), Berg et al. (2008) .
String subsequence kernels
In the present section, after introducing the kernel method trick, we present formally the string subsequence kernel (SSK). Thereafter, we review some related work in terms of efficient implementations and applications of the SSK.
Traditional machine learning and statistic algorithms have been focused on linearly separable problems (i.e. detecting linear relations between data). It is the case where data can be represented by a single row of table. However, real world data analysis requires non linear methods. In this case, the target concept cannot be expressed as simple linear combinations of the given attributes (Cristianini and Shawe-Taylor 2000) . This was highlighted in 1960 by Minsky and Papert (1987) .
Kernel methods were proposed as a solution by embedding the data in a high dimensional feature space where linear learning machines based on algebra, geometry and statistics can be applied. This embedding is called kernel. It arises as a similarity measure (inner product) in a high dimension space so-called feature description. The trick is to be able to compute this inner product directly from the original data space using the kernel function. This can be formally clarified as follows: the kernel function K corresponds to the inner product in a feature space F via a map φ.
The SSK (Lodhi et al. 2002) belongs to a family of string kernels where the similarity measure counts common substrings or subsequences that occur in the two strings to compare. This philosophy is manifested in two steps: -Project the strings over an alphabet Σ to a high dimension vector space F, where the coordinates are indexed by a subset of the input space. -Compute the inner product between strings in F. Such inner product reflects their similarity.
For the SSK, the main idea is to compare strings depending on common subsequences they contain. Hence, the more similar strings are ones that have the more common subsequences. However, a new weighting method is adopted. It reflects the degree of contiguity of the subsequence in the string. In order to measure the distance of non contiguous elements of the subsequence, a gap penalty λ ∈ ]0, 1] is introduced. Formally, the mapping function φ p (s) in the feature space F can be defined as follows:
The associated kernel can be written as: (1)
A direct implementation of this kernel leads to O(|Σ p |) time and space complexity. Since this is the dimension of the feature space. To assist the computation of the SSK a Suffix Kernel is defined through the embedding given by:
where I k p denotes the set of p-tuples of indices I with i p = k. In other words, we consider only the subsequences of length p where the last symbol is identical to the last one of the string s. The associated kernel can be defined as follows:
The SSK can be expressed in terms of its suffix version as:
with K S 1 (s, t) = [s |s| = t |t| ] λ 2 . The computation of the similarity of two strings (sa and tb) is conditioned by their final symbols. In the case where a = b, we have to sum kernels of all prefixes of s and t. Hence, a recursion has to be devised:
The naive implementation of this recursion leads to a complexity of O( p(|s| 2 |t| 2 )).
For more illustrations about the idea of SSK and the suffix kernel counting trick, one can refer to Lodhi et al. (2002) and Shawe-Taylor and Cristianini (2004) .
Efficient implementations
We present three methods that compute the SSK efficiently, namely the dynamic programming (Lodhi et al. 2002) , the sparse dynamic programming (Rousu and Shawe-Taylor 2005) and the trie-based approaches (Leslie et al. 2002; Shawe-Taylor and Cristianini 2004; Rousu and Shawe-Taylor 2005) . To describe such approaches, we use two strings s = gatta and t = cata as a running example.
Dynamic programming approach
The starting point of the dynamic programming approach is the suffix recursion given by Eq. (3). From this equation, we can consider a separate dynamic programming table D P p for storing the double sum:
It is easy to see that: K S p (sa, tb) = [a = b] λ 2 D P p (|s|, |t|)). Computing ordinary D P p for each (k, l) would be inefficient. So we can devise a recursive version of Eq. (4) with a simple counting device:
Consequently, using the dynamic programming approach, the complexity of the SSK becomes O( p |s||t|). The pseudo-code of the dynamic approach is outlined in Shawe-Taylor and Cristianini (2004) , Rousu and Shawe-Taylor (2005) . Table 1 illustrates the computation of the dynamic programming tables on the running example for p = 1, 2. The evaluation of the kernel is given by the sum of entries of the suffix table KPS: Table 1 Suffix tables and dynamic programming tables to compute the SSK for the strings s = gatta and t = cata for p = 1, 2
Sparse dynamic programming approach
Sparse dynamic programming approach is built on the fact that in many cases, most of the entries of the D P matrix are zero and do not contribute to the result. Rousu and Shawe-Taylor have proposed a solution using the sparse dynamic programming technique to avoid unnecessary computations (Rousu and Shawe-Taylor 2005) . To do so, two data structures were proposed: the first one is a range sum tree, which is a B-tree, that replaces the D P matrix. It is used to return the sum of n values within an interval in O(log n) time. The second one is a set of match lists instead
. This dummy gap weight λ |s|−i+|t|− j allows to address the problem of scaling the kernel values as the computation progress. Consequently the recursion in Eq. (3) becomes:
and the separate dynamic programming table [Eq. (4)] can be expressed as follows:
Thereafter, the authors devise a recursive version of (6):
This can be interpreted as reducing the evaluation of an orthogonal range query (6) to an evaluation of a simple range query multiple times as much as the number of lines of the K S p matrix. To evaluate efficiently a range query, the authors use a range-sum tree to store a set S = {( j, v j )} ⊂ {1, . . . , n} × R of key-value pairs. A range-sum tree is a binary tree of height h = log n where each node in depth d = 0, 1, . . . , h − 1 contains a key j with a sum of values in a sub range [ j − 2 h−d + 1, j]. The root is labeled with 2 h , the left child of a node j is j − j/2 and the right child if it exists is j + j/2. Odd keys label the leaves of the tree.
To compute the range sum of values within an interval [1, j] it suffices to browse the path from the node j to the root and sum over the left subtrees as follows: 
Moreover to update the value of a node j, we need to update all the values of parents that contain j in their subtree (h ∈ Ancestors(j)|h > j). These two operations are performed in O(log n) time because we traverse in the worst case the height of the tree. For the sparse dynamic programming algorithm (Pseudo-code given in Rousu and Shawe-Taylor (2005)) the range-sum tree is used incrementally when computing Eq. (7). So that when processing the match list L p (k) the tree will contain the
Hence the evaluation of Eq. (7) is performed by involving a one dimensional range query:
Concerning the cost of computation of this approach, the set of match lists is created in O(|s| + |t| + |Σ| + |L 1 |) time and space, while the kernel computation time is
To illustrate the mechanism of the sparse dynamic programming algorithm, Fig. 3 depicts the state of the range-sum tree when computing K S 2 (s, t).
Trie-based approach
This approach is based on search trees known as tries, introduced by E. Fredkin in 1960. The key idea of the trie-based approach is that leaves play the role of the feature space indexed by the set Σ p . In the literature, there exists a variant of trie-based string subsequence kernel. For instance the ( p, m)-mismatch string kernel (Leslie et al. 2002) and the restricted SSK (Shawe-Taylor and Cristianini 2004).
In the present section, we describe a trie-based string subsequence kernel presented in Rousu and Shawe-Taylor (2005) that slightly differs from those cited above (Leslie et al. 2002; Shawe-Taylor and Cristianini 2004) . Given that each node in the trie corresponds to a co-occurrence between strings, the algorithm stores all matches s(I ) = u 1 · · · u q , I = i 1 · · · i q in such node. In parallel, it will maintain a list of alive matches L s (u, g) that records the last index i q (g is the number of gaps in the match). Notice that in the same list we are able to record many occurrences with different gaps. Similarly, the algorithm is applied to the string t. The process will continue until achieving the depth p where the kernel will be evaluated as follows:
Given that, there exists p+m m different entries at leaf nodes, the worst-case time complexity of the algorithm is O( p+m m (|s| + |t|)).
String subsequence kernel and applications
String subsequence kernels have been successfully deployed in many applications as in classification, semantic parsing, relational information extraction and maleware detection. Without being exhaustive, we try to review some related work inherent to SSK applications.
Text classification
The string subsequence kernel (Lodhi et al. 2002) has been proposed as an alternative for word feature based used in SVM text classification applications (Joachims 1998 ). The authors empirically analyze their approach on a subset from Reuters dataset. They compare the proposed approach to the bag-of-word and n-gram based text representation techniques. The experiments indicate that the approach delivers state-of-the-art performance on modestly sized datasets. Owing to the time complexity O( p|s||t|), the application of the SSK on large datasets is too expensive. To overcome this problem, the authors have proposed an approximation of the SSK that allows a fast construction of the kernel matrices.
Later, Cancedda et al. (2003) proposed to use the SSK with sequence of words rather than characters. This transition increases the number of symbols (words) to consider. Consequently, the number of dimensions of the feature space increases. However, the average of document length decreases. While the SSK computation depends on the string length, such transition leads to an improvement in the efficiency computation of the word sequence kernel.
For the purpose of their experiments, the authors used the standard dataset for text classification systems: Reuters-21578 corpus. They have used SVM and various bagof-word kernels. The experiment results reveal that the performances of word sequence kernel are comparable with state-of-the-art results.
Recently, Nehar et al. (2014) used subsequence kernels for Arabic Text Classification (ATC), including the SSK. They carried out a system which supports aspects of order and co-occurrences of words within a text. They started by transforming documents from character to word granularity. Thereafter, documents are represented by transducers (specific automata), such representation leads to a particular computation of subsequence kernels, known as rational kernel (Cortes et al. 2004 ). The authors empirically analyze the developed system on the SPA (Saudi Press Agency) corpus. For the SSK, they restricted the number of gaps to 5. The achieved results show that the use of the SSK does not improve the performance of the ATC system.
Protein sequence classification
A substantial issue in biological sequence classification is the annotation of new protein sequence with structural and functional properties. Perhaps the design of methods able to group all proteins that share the same functions into families helps to classify newly discovered proteins without prior knowledge.
In this perspective, Zaki et al. (2005) have proposed a string kernel-based approach in protein sequence classification. The method consists in extracting all possible subsequences of length p over an alphabet of twenty amino acids. Afterward the kernel matrix is implicitly computed. The goal is to evaluate the SSK in conjunction with SVM. The experiments were performed on selected three families from SCOP (Structural Classification of Proteins) database. The experiments compare the proposed approach against the most successful homology detection methods on benchmark SCOP datasets.
The experiment results reveal that the proposed approach performed well in classifying protein. Also, the method outperformed all the generative-based approaches. However, in most cases the SVM-Fisher outperformed the proposed approach.
Relational information extraction
Traditional Information Extraction (IE) systems have been designed to identify instances of a particular specified class of entities, relationships and events in natural language processing (Piskorski and Yangarber 2013) . Unfortunately these traditional (IE) systems do not perform well on the biomedical corpora as on the newspaper corpora on which they were originally trained (Mooney and Bunescu 2006) . A remedy to this challenge is to consider chunk techniques instead of parsing ones. In this context, Mooney and Bunescu (2006) proposed a generalization of the SSK to extract proteinprotein interactions and relations. Here, subsequences are composed by combination of words and class of words. The feature space is pruned down so that it contains a limited number of subsequences constrained to contain three predefined patterns.
The generalized SSK was evaluated on the task of extracting relations from biomedical and newspaper corpora. The new kernel was used in conjunction with SVM learning. The experiments on extracting protein interaction show better performance than the rule-based systems of Blaschke and Valencia (2001), Valencia and Blaschke (2002) . Also, on the task of extracting top-level relations, the results demonstrate the advan-tage of the new generalized SSK when compared with the dependency tree kernel used in Culotta and Sorensen (2004) .
Semantic parsing
Semantic parsing is the task of translating natural language to a machine meaning representation. Owing to the flexibility of natural languages, it is difficult for rule-based or statistical feature based methods to enumerate all natural language contexts which map to a semantic concept. As an alternative, sequence kernels present a mechanism that can implicitly capture this range of contexts. According to this vision, Kate and Mooney (2006) have proposed a string subsequence kernel based approach to learn semantic parsers called KRISP, Kernel-based Robust Interpretation for Semantic Parsers.
The training data include natural language sentences paired with their formal meaning representations. KRISP treat the grammar production of the meaning representation language as semantic concepts. The system is trained with SVM learning using the string subsequence kernel as similarity measure between productions. Here productions are considered as strings over words. KRISP was evaluated on two realworld datasets using 10-fold cross validation. The results show that KRISP compares favorably to the state-of-the-art performance and is particularly robust to noise.
Lambda pruning for SVM classification and clustering
The computation efficiency is a key property of kernel methods. To address this issue, Seewald and Kleedorfer (2007) have introduced an approximation of the SSK, termed SSK-LP for String Subsequence Kernel Lambda Pruning. The idea behind this approximation is that the contribution of stretched matches is small to the overall result and necessitate more computational effort. So the computation of the match can be stopped when its effects is very small. To do so, the authors introduced a bound on the sum of l(I ) + l(J ) in Eq. (1).
Furthermore, the authors have created average runtime and maximum memory consumption models for both SSK and SSK-LP. These models are used to expect runtime and memory usage for both SSK variants. Such expectation allow automatic choice between the variants in practical applications.
SSK and SSK-LP were evaluated in several learning tasks: text mining, Spam filtering and redundancy clustering.
For text mining, the authors tried to classify bibliographic entries collected from MEDLINE references. SSK was not considered because of its high estimated running time. The experiments results indicates that SSK-LP is competitive in accuracy to linear SVM with word vector as input. But, in terms of running time, the results are not worthwhile.
The second learning task is Spam filtering. The task is reduced to string classification. The authors involve 3902 emails as dataset. Due to the small size of the strings, both SSK and SSK-LP can be run on this dataset. The experiment results indicate that the running time of SSK-LP is an order of magnitude over SSK and their accuracies are very similar.
The last learning task is redundancy clustering. It is used to determine and remove redundant sentences from a result set to give a concise presentation to the user. It can be seen as a summarization task. The authors use BioMinT, Biological Text Mining corpus with redundant sentences, where the task is reduced to pairwise similarity between sentences. To conduct experiments, the authors have defined five ways to determine similarity measures including SSK and SSK-LP. The experiment results attest that SSK performs better than the base line approach that considers similarity as the number of common words between two sentences. Additionally, SSK-LP can be used as a competitive similarity for redundancy clustering.
We can conclude from the above evaluations that sequence kernels are useful in the case of string classification tasks where feature selection remains difficult and as a similarity measure for the clustering tasks. Moreover, even the SSK-LP improvements in terms of time complexity are apparent, more effort is needed to address the SSK shortcomings, particularly on devices with limited resources.
Malware detection
Malware (malicious software) detection is one of the interesting topics in computer security. The signature-based malware detection refers to a Blacklist containing identifiable patterns known as signature to determine whether an object is infected with malware. However, unknown malware cannot be detected by this technique.
To address this drawback, machine learning-based analysis considers behavior diagnostic rather than the analysis of the object itself. Nevertheless, the classification is done frequently offline which makes this technique impractical. To bridge this gap, a string kernel-based malware detection was proposed (Pfoh et al. 2013 ). The authors model the program behavior via system call traces as file operation, network communication and inter-process communication. Specifically, they represent system call traces as sequences and the SSK as a similarity measure.
The issue with the SSK over an entire system call traces is the increasing number of subsequence matching leading to a large time overhead. The problem was solved by the moving average of probability estimates over a sliding window (Pfoh et al. 2013) .
The approach uses the SVM in conjunction with the SSK metric to learn a classifier able to separate system call traces. The system was trained and tested on real-world data collected from Windows XP SP3. The experiments reveal that the proposed method shows promising results. Moreover, compared to other machine learning-based approaches, the string kernel-based approach performs very well.
Geometric based approach
This section is dedicated to the presentation of the proposed approach. We start by drawing its overall picture, then we describe the extensions of the layered range tree (LRT) data structure to finally detail the SSK computation on the obtained layered range sum tree (LRST) data structure. 
The overall picture
Looking forward to improving the complexity of SSK, our approach is based on two observations. The first one concerns the computation of K S p (s, t) that is required only at the positions (i, j) for which s i = t j . Hence, we have kept only a list of index pairs of these entries rather than the entire suffix table, L(s, t) = (i, j) : s i = t j .
In the rest of the paper, while measuring the complexity of different computations, we will consider the size of the match list L(s, t) as the parameter indicating the size of the input data.
The complexity of the naive implementation of the list version is O( p|L| 2 ), and it seems not obvious to compute K S p (s, t) efficiently on a list data structure. In order to address this problem, we have made a second observation that the suffix table of the SSK can be represented as a 2-dimensional space (plane) and the entries where s |i| = t | j| as points in this plane as depicted in Fig. 4 . In this case, the match list generated is L(s, t) = {A, B, C, D, E, F} = {(2, 2), (2, 4), (3, 3), (4, 3), (5, 2), (5, 4)} .
With a view to improving the computation of the SSK, it is easy to perceive from Fig. 4 that the computation of Eq. (3) can be interpreted as orthogonal range queries. In this respect, in our previous work (Bellaouar et al. 2014) , we have used a LRT in conjunction with a list of lists to store the reported points. Accordingly, the SSK of length p can be computed in O(|L| log |L|+ pK ) time and requires O(|L| log |L|+ K ) storage, where K is the total reported points overall the entries of the match list L(s, t). However, on the one hand, for the SSK computation we require only the sum of values of the reported points and, on the other hand, in the worst case, K is O(|L| 2 ) and |L| is O(|s||t|). It is clear, that it would be very useful, for the SSK computation, if we can compute the sum of the point values that lie in a specified range without browsing or storing these points.
To achieve this goal, we propose a novel geometric-based approach that builds on our previous work by extending the LRT with the aggregate operations, in particular Extension of an associated structure T assoc of a LRT with partial sums the summation one. Hence, a novel data structure is created, namely a Layered Range Sum Tree (LRST).
In the following section, we describe the passage process from LRT to LRST.
From a layered range tree to a layered range sum tree
A LRST is a LRT with two substantial extensions, namely partial sum and double fractional cascading, to reduce the range sum query time from O(log |L| + k) to O(log |L|) where k is the number of reported points in the range. The goal of the partial sum extension is to be able to compute the sum of values within a range in a constant time. For this purpose, we substitute the associated structures T assoc (where each entry i stores a key-value pair (y i , v i )) in the LRT with new associated structures T assoc where each entry i contains a key-value pair (y i , ps i ) where ps i = i k=1 v k is the partial sum over the values of T assoc at the position i. This extension is made to compute the range sum, in the general case, of T assoc within [i, j] in O(1) time from T assoc as follows: Rangesum([i, j]) = ps j − ps i−1 .
Based on the point set of the running example, Fig. 5 illustrates the mechanism of this extension. For this example, Rangesum([2, 5]) = ps 5 − ps 1 = λ −2 +2 λ −4 +2 λ −5 + λ −7 − λ −2 = 2 λ −4 +2 λ −5 + λ −7 can be calculated in constant time.
The second extension involves the fractional cascading technique. This rearrangement consists in using two pointers in order to do two binary searches and one aggregate operation instead of one pointer with a binary search and a walk through the objects to be reported in the classic fractional cascading.
To illustrate such a mechanism, let T assoc1 and T assoc2 be two cascading sorted arrays that store partial sums of T assoc1 and T assoc2 respectively. T assoc1 is an associated structure to a node v of the LRT before extension and T assoc2 is an associated structure to the left child (or right child) of the node v. Moreover, the elements of T assoc2 are subset of those in T assoc1 .
Suppose we want to compute the range sum within a query q = [y 1 , y 2 ] in T assoc1 and T assoc2 . We start with a binary search with y 1 in T assoc1 to find the smallest key larger than or equal to y 1 . We make also an other binary search with y 2 in T assoc1 to find the largest key smaller than or equal to y 2 . If an entry T assoc1 [i] stores a key y i then we store a pointer to the entry in T assoc2 with the smallest key larger than or equal to y i , say small pointer, and a second pointer to the entry in T assoc2 with the largest key smaller than or equal to y i , say large pointer. If there is no such key(s) Fig. 6 .
In order to show the impact of these two extensions on the range sum query time and space, we present the following example which involves the point set used in Fig. 6 and a range query q = [2|5, 4|5].
Let us first compute the range sum query in T assoc1 and T assoc2 (before extensions). We start by a binary search with 2|5 in T assoc1 and walk through T assoc1 to the right until a key larger than 4|5 is encountered. Hence, we report and store the following set of points: (2|5, λ −5 ), (3|3, λ −4 ), (3|4, λ −5 ), (4|2, λ −4 ), (4|5, λ −7 ) . To report the points from T assoc2 , we have to follow the pointer of T assoc1 [2] which point to T assoc2 [2] . From there we start to walk to the right through T assoc2 . The set of points (3|3, λ −4 ), (4|2, λ −4 ) constitutes the reported and the stored points from T assoc2 . Afterward, we have to scan all the reported points to compute the range sum inherent to the range query q. It is clear that for computing the range sum query, we need O(log |T assoc1 | + k) time and O(k) space (besides the LRT space), where k is the total reported points.
Let us now turn to the computation of the range sum query by considering our extensions of the LRT. We start by two binary searches with 2|5 and 4|5 in T assoc1 . The binary searches lead directly to compute T assoc1 .Rangesum ([2, 6] ) = ps 6 − ps 1 = 2 λ −4 +2 λ −5 + λ −7 in O(log |T assoc1 |) time. To compute the range query in T assoc2 , we avoid the binary searches. We follow the small pointer of T assoc1 [2] into T assoc2 [2] and the large pointer of T assoc1 [6] into T assoc2 [3] . So the computation of T assoc2 .Rangesum ([1, 3] ) = ps 3 − ps 1 = 2 λ −4 takes a constant time. It is clear that the running time of the range sum query in T assoc1 and T assoc2 is O(log |T assoc1 |). Accordingly, we can imagine the impact of these two extensions (partial sum and the double fractional cascading technique) on the range sum query time and space, in particular for large-scale problems.
It is easy to see that our extensions do not affect neither the space nor the time complexities of the LRT construction. So according to the analysis of computational geometry algorithms, our LRST requires O(|L| log |L|) storage and can be constructed in O(|L| log |L|) time. This leads to the following lemma:
Lemma 1 Let s and t be two strings and L(s, t) = (i, j) : s i = t j the match list associated to the suffix version of the SSK. A layered range sum tree (LRST) for L (s, t) requires O(|L| log |L|) storage and takes O(|L| log |L|) construction time.
Computation of the string subsequence kernel
In the precedent section, he have illustrated and showed the effect of our LRT extensions in a range sum applied to two cascading associated structures. Let us now exploit the LRST (extended LRT) to compute efficiently the SSK. This is concretized by (Algorithm 1).
We start with the creation of the match list L( t (1 : j) ). This trick is inspired from Rousu and Shawe-Taylor (2005) to make the range sum results correct. Thus the recursion (3) becomes:
Algorithm 1: Geometric SSK computation.
Input: Strings s and t, the length of the subsequence p, and the decay penalty λ. Output: Kernel values K q (s, t) = K (q) : q = 1, . . . , p. 1 m ← length(s) 2 n ← length(t) 3 Creation of the initial match list L /* Computation of K 1 (s, t) */ 4 foreach ((i, j) 
Building of the LRST corresponding to the match list L 8 foreach ((i, j) , v) ∈ L do /* Preparing the range query for the entry (i, j) */ ((i, j) , result)) s(1 : i), t (1 : j) ).
In order to construct efficiently the match list we took the idea from Rousu and Shawe-Taylor (2005) . It consists in creating for each character c ∈ Σ a list I (c) of occurrence positions (c = s i ) in the string s. Thereafter, for each character t j ∈ t we insert key-value pairs ((i, j), K S p (s(1 : i), t (1 : j) )) in the match list L(s, t) corresponding to I (t j ). This process takes O(|s| + |t| + |Σ| + |L|) space and time.
For example, the match list for our running example is: ((2, 4) , λ 5 ), ((3, 3) , λ 5 ), ((4, 3) , λ 4 ), ((5, 2) , λ 4 ), ((5, 4) , λ 2 ) .
Once the initial match list created, we start by computing the SSK for the subsequence length p = 1. This computation does not require the LRST data structure; it suffices to traverse the match list and sum over its values.
For subsequence length p > 1 we will first create the LRST corresponding to the match list. Afterward, for each item (k, l), K S p (s(1 : k), t (1 : l)) in the match list, we invoke the LRST with the query rq = [0, k − 1] × [0, l − 1]. This latter returns the range sum within rq: t (1 : j) ) .
If Rangesum(rq) is positive then insert the key-value in a new match list for the level q + 1 and sum the Rangesum(rq) to compute the SSK at the level q. At each iteration, we have to create a new LRST corresponding to the new match list until achieving the request subsequence length p. We recall that in our case, we use composite numbers instead of real numbers, see Sect. (2.2). In such situation, we have to transform the range query [x 1 : x 2 ]×[y 1 : y 2 ] related to a set of points in the plane to the range query [(x 1 | − ∞) : (x 2 | + ∞)] × [(y 1 | − ∞) : (y 2 | + ∞)] related to the composite space.
Using our geometric approach, the range sum query time becomes O(log |L|). For the computation of K S p (s, t), we have to consider |L| entries of the match list. The process iterates p times, therefore, we get a time complexity of O( p|L| log |L|) for evaluating the SSK. This result combined to that of Lemma 1 leads to the following theorem that summarizes the result of our proposed approach to compute SSK.
Theorem 2 Let s and t be two strings and L(s, t) = (i, j) : s i = t j the match list associated to the suffix version of the SSK. Using the Layered Range Sum Tree (LRST), the SSK of length p can be computed in O( p|L| log |L|) time.
As illustration, we compute K 2 (s, t). For our running example, we have to invoke the range sum on the LRST at the step p = 2 represented by Fig. 7 . Table 2 shows the range queries correponding to the entries of the match list of Eq. (9):
The arrays with y-coordinates play the role of the associated BBST. Small pointers of the extended fractional cascading. Large pointers of the extended fractional cascading Fig. 7 The state of the layered range sum tree for the running example at the step p = 2 with an illustration of the extended fractional cascading (only between two levels, not all pointers are shown) The SSK computation is performed by summing over all the range sums corresponding to the entries of the match list as follows:
Rangesum(rq i ).
To describe how this can be processed, we deal, for example, with the range sum of the query rq 6 . At the associate data structure corresponding to the split node (3|3) of Fig. 7 , we find the entries (2|2) and (3|4) whose y-coordinates are the smallest one larger than or equal to (0| − ∞) and the largest one smaller or equal to (3| + ∞) respectively. This can be done by binary search. Next, we look for the nodes that are below the split node (3|3) and that are the right child of a node on the search path to (0| − ∞) where the path goes left, or the left child of a node on the search path to (4| + ∞) where the path goes right. The collected nodes are (3|3), (2|2), (4|3) and the result returned from the associated structures is λ −5 + λ −4 + λ −2 . This is done in a constant time by following the small and large pointers from the associated structure of the split node.
By the same process we obtain the following results of the invoked range sums:
After rescaling the returned values by the factor λ i+ j , we obtain the value of
While invoking the range sums we will prepare the new match list for the next step. In our case the new match list contains the following matchs: ((4, 3) , λ −2 ), ((5, 2) , λ −5 + λ −4 + λ −2 ) .
Experimentation
In this section we describe the experiments that focus on the evaluation of our geometric algorithm against the dynamic and the sparse dynamic ones. The metric used to evaluate the speed of the different approaches is the running time. Thereafter, these algorithms are referenced as Geometric, Dynamic and Sparse respectively. We have discarded the trie-based algorithm from this comparison because it is an approximate algorithm. We opted for the choice that gives equal opportunities to the different algorithms to be compared. So we kept only exact algorithms (Dynamic, Sparse, and Geometric). Moreover, according to some experiments conducted in (Rousu and Shawe-Taylor 2005) the trie-based algorithm was significantly slower than both of Dynamic and Sparse.
In order to make similar comparisons as in Rousu and Shawe-Taylor (2005) , we tried to keep the same conditions of their experiments. For this reason, we have conducted a series of experiments on both synthetically generated and on newswire article data from Reuter's news articles. For Geometric and Sparse, the empirical analysis takes on consideration both the time construction of the match list and the properly SSK computation time.
We ran the tests on Intel Core i7 at 2.40 GHZ processor with 16 GB RAM under Windows 8.1, 64 bit. We implemented all tested algorithms in Java. For the LRST implementation, we have extended the LRT implementation available on https://github. com/epsilony/. 
Experiments with synthetic data
These experiments concern the effects of the string length and the alphabet size on the efficiency of the different approaches and to determine under which conditions our approach outperforms.
We randomly generated string pairs with different lengths (2, 4, . . . , 8192) over alphabets of different sizes (2, 4, . . . , 8192) . To simplify the string generation, we considered string symbols as integer in [1, alphabet size]. For convenience of data visualization, we have used the logarithmic scale on all axes. To perform accurate experiments, we have generated multiple pairs for the same string length and alphabet size and for each pair we have took multiple measures of the running time with a subsequence length p = 10 and a decay parameter λ = 0.5.
For an accurate analysis, we have distinguished three segments according to string length: (2, . . . , 16), (32, . . . , 512) and (1024, . . . , 8192) termed respectively Short, Medium and Long. Hence, for each alphabet size, we compute the average running time over all the string lengths of each segment. Figure 8 reveals, for our geometric approach, an inverse dependency of the running time with the alphabet size. However, for an alphabet size the running time is proportional to the string length. Figure 9 shows experimental comparison of the performance of the proposed approach against Dynamic and Sparse. First, it is natural to notice that the running time of Dynamic does not depend on the alphabet size, it depends only on the string lengths for a given sequence length p. In contrast, the running time dependency of Sparse and Geometric to the alphabet size is clearly visible.
We can state that Dynamic excels for short strings (as depicted in Fig. 9a ), and also for long and medium strings based on small alphabets (Fig. 9b, c) . However, our Running time comparison between Geometric, Dynamic and Sparse approaches averaged over three segments of string length (Short, Medium and Long). The subsequence p = 10 and the decay penalty λ = 0.5 are used approach outperforms in the case of strings based on medium and large alphabets (say alphabet size great than or equal to 256) excepting those having short length.
It remains to describe the results of the comparison experiments with Sparse which shares the same motivations with our approach. Rousu and Shawe-Taylor (2005) state that with long strings based on large alphabets their approach is faster. Figure 9c shows that in these conditions our approach dominates. Moreover, our approach is faster than Sparse for large alphabets absolutely, but gets slower than Sparse for short strings based on small alphabets.
Experiments with newswire article data
Our second experiments use the Reuters-21578 collection, as real dataset, to evaluate the speed of Geometric against Dynamic and Sparse on English articles. We created a dataset represented as sequences of syllables by transferring all the XML articles on to text documents. On the one hand, we choose syllable representation of text documents Rousu and Shawe-Taylor (2005) ; on the other hand, syllables can be effectively used in conjunction with string kernels .
Thereafter, the text documents are preprocessed by removing stop words, punctuation marks, special symbols and finally word syllabifying. We have generated 22,260 distinct syllables. As in the first experiment, each syllable alphabet is assigned an integer. To treat the documents randomly, we have shuffled this preliminary dataset. For visualization convenience, while creating document pairs, we have ensured that their lengths are close. Under this condition, we have collected 916 document pairs as final dataset. In order to compare the candidate algorithms, we have computed the SSK for each document pair of the data set by varing the subsequence length from 2 to 20. Figures 10 and 11 depict the clusters of documents where Geometric is faster than Dynamic and Sparse respectively. A document pair (s, t) is plotted according to the inverse match frequency (X-axis) and the document size (Y-axis). The inverse match frequency is given by: |s||t|/|L|, it plays the role of the alphabet size |Σ| inherent to the documents s and t. The document size is calculated as the arithmetic mean of the document pair sizes, it plays the role of the string length. Each cluster is distinguished by a special marker that corresponds to the necessary minimum subsequence length to make Geometric faster than Dynamic or Sparse. For the cluster marked by black diamonds, p ≤ 5 is sufficient. The length 5 < p ≤ 10 is required for the cluster marked by blue filled squares. For the cluster marked by green circles, 10 < p ≤ 20 is required and the last cluster marked by red plus signs, p ≥ 20 is needed.
We can distinguish three cases in Fig. 10 . The first one arises when the inverse match frequency is weak (small alphabet size), that is to say for dense matrix. In this case, we require important values of the subsequence length ( p > 10 for small documents and p > 20 for larger ones) to make Geometric faster than Dynamic. The second case concerns good inverse match frequencies (large alphabets) corresponding to sparse matrix. In this case, small values of the subsequence length ( p ≤ 5) suffice to make Geometric faster than Dynamic. The third case appears when we deal with moderate inverse match frequencies (medium alphabet sizes), the values of p that makes Geometric faster than Dynamic depend on the document size. The large document size the large p is required.
The results of the comparison between Geometric and Sparse on newswire article data are depicted in Fig. 11 . We can discuss three cases: The first case emerges when the document size becomes large and also for good inverse match frequencies. In this case small values of the subsequence length ( p ≤ 5) suffice to make Geometric faster than Sparse. The second case appears for small documents and bad inverse match frequencies. The necessary subsequence length must be important ( p > 10 for very small documents and p > 20 for the small ones). The third case concerns modurate inverse frequencies. In this case the value of the subsequence length that makes Geometric faster than Sparse depends on the document size except large sizes which fall in the first case.
Discussion of the experiment results
In step with the results of both experiments, it is easy to see that the algorithms behave essentially in the same way both on synthetically generated data and newswire article data. These results reveal that our approach outperforms for large alphabets except for very small strings. Moreover, regarding to the Sparse, Geometric is competitive for long strings.
We can argue this as follows: first, the alphabet size and the string length affect substantially the kernel matrix form. Large alphabets can reduce potentially the partially matching subsequences especially on long strings, giving rise to sparse matrix form. Consequently, large number of data stored in the kernel matrix do not contribute to the result. In the other cases, for dense matrix, our approach can be worse than Dynamic by at most log |L| factor.
On the other hand, since the size of the set of match lists of Sparse is equal to the size of the match list of Geometric, we can conclude that the complexities of Geometric and Sparse differ only by the factors log |L| and log min(|s|, |t|). The inverse dependency of |L| and |Σ| goes in favor of our approach. Furthermore, the comparisons conducted on our newswire article datasets reveal that more than 73% (677/916) of the document pairs product match lists where the size is less than the minimum of the document pair sizes. Also, the comparisons give evidence that for long strings |L| << min(|s|, |t|), remembering that the size of the match list decreases while the SSK execution progresses.
That being said, in the literature, large alphabets refers in general to music or text documents (Kuksa et al. 2009 ). For example, in Kuksa and Pavlovic (2010) the authors, for the purpose of text categorization, use a benchmark Reuters-21578 dataset where the word alphabet contains 29,224 symbols. They use also, for music genre classification, a standard benchmark dataset (10 genres, each 100 audio sequences, quantized into strings with an alphabet size equal to 1024). Accordingly, based on the modularity property of kernel methods, our approach can be used in many applications as in text categorization, information extraction and music genre classification.
Moreover, to answer orthogonal range queries, Sparse invokes one dimensional range query multiple times. Whereas, Geometric marks good scores by using orthogonal range queries in conjunction with the fractional cascading and exploit our extension of the LRT data structure to get directly the sum within a range.
However our proposed approach depends on alphabet size. It can not be applied efficiently for problems with small alphabet size as in biosequence processing. An alternative to this limitation consists in developing a framework that implements different approaches that compute efficiently the SSK. The automatic selection of the appropriate approach, in practical application, will be made by an expectation model that will be designed.
Furthermore, we can use our approach in conjunction with the dynamic programming technique. The scenario starts by invoking Dynamic for the first steps, but once the dynamic programming table becomes sparse during the progression of the subsequence length p, we launch our approach that will be more efficient for the remain task.
Conclusions and further work
We have presented a novel algorithm that efficiently computes the string subsequence kernel (SSK). Our approach is refined over two phases. We started with the construction of a match list L(s, t) that contains, only, the information that contributes in the result. Thereafter, in order to compute efficiently the sum within a range for each entry of the match list, we have extended a layered range tree to be a layered range sum tree. The SSK computation takes O( p|L| log |L|) time and O(|L| log |L|) space, where p is the length of the SSK and |L| is the initial size of the match list.
The reached result gives evidence of an asymptotic complexity improvement compared to that of a naive implementation of the list version O( p |L| 2 ). The experiments conducted both on synthetic data and on newswire article data attest that the dynamic programming approach is faster when the kernel matrix is dense. This case is achieved on long strings based on small alphabets and on short strings. Furthermore, recall that our approach and the sparse dynamic programming one are proposed in the context where the most of the entries of the kernel matrix are zero, i.e. for large-sized alphabets. In such case our approach outperforms. For long strings our approach behaves better than the Sparse one.
This well scaling of the proposed approach with document size and alphabet size could be useful in very tasks of machine learning on long documents as full-length research articles. So, without limitation, our approach can be used in many applications like in text categorization, information extraction and music genre classification.
A noteworthy advantage is that our approach can be favorable if we assume that the problem is multi-dimensional. In terms of complexity, this can have influence the storage and the running time, only, by a logarithmic factor. Indeed, the layered range sum tree needs O(|L| log d−1 |L|) storage and can compute the sum within a rectangular range in O(log d−1 |L|), in a d-dimensional space.
At the implementation level, great programming effort is supported by well-studied and ready to use computational geometry algorithms. Hence, the emphasis is shifted to a variant of string kernel computation that can be easily adapted.
Finally, it would be very interesting if the LRST can be extended to be a dynamic data structure. This can relieve us to create a new LRST at each evolution of the subsequence length. An other interesting axis consists in combining the LRST with the dynamic programming paradigm. We believe that using rectangular intersection techniques seems to be a good track, though this seems to be a non trivial task.
