In this paper, we propose a new radar tracking algorithm based on the Gaussian sum "lter. To alleviate the computational burden associated with the Gaussian sum "lter, we have developed a new systematic and e$cient way to approximate a non-Gaussian and measurement-dependent function by a weighted sum of Gaussian density functions and we have also suggested a way to alleviate the growing memory problem inherited in the Gaussian sum "lter. Our method is compared with the extended Kalman "lter (EKF) and the converted measurement Kalman "lter (CMKF) and it is shown to be more accurate in term of position and velocity errors.
Introduction
In tracking applications target motion is usually best modeled in a simple fashion using Cartesian coordinates. Unfortunately, in most radar systems the target position measurements are provided in polar coordinates (range and azimuth) with respect to the sensor location. Tracking in Cartesian coordinates using polar measurements is a problem of nonlinear estimation. Central to the nonlinear estimation problem is the determination of the probability density function of the state conditioned on all measurement. If this a posteriori density were known, an optimal estimate of the state could be determined. Unfortunately, the optimal (conditional mean) nonlinear estimator cannot be realized with a "nite-dimensional implementation because the distribution of the state is generally non-Gaussian; consequently all practical nonlinear "lters are suboptimal, and they can be divided into two approaches: the most popular technique uses a truncated Taylor-series expansion to approximate the nonlinear system model, e.g. the extended Kalman "lter (EKF) [1] and the converted measurement Kalman "lter (CMKF) [7] which is used in a Cartesian reference system; the other approximates the conditional probability density function in such a fashion that makes the computation of the conditional mean e$cient, e.g. the Gaussian sum "lter. The "rst approach is computationally e$cient but not accurate and often results in "lter divergence since the performance depends critically on the accuracy of the initial conditions and the subsequent linearizations. CMKF yields very accurate estimates, under certain conditions, but the evaluation of the additive bias term needed to guarantee consistency is so expensive that sometimes precludes practical real-time applications.
To close the gap in performance, we propose a new tracking algorithm based on the Gaussian sum technique in which the density function of each non-Gaussian process of the system is approximated by a weighted sum of Gaussian density functions, [5, 10, 11] . The output of this Gaussian sum "lter is thus obtained by combining elemental estimates from a bank of Kalman "lters with each one matched to a speci"c term of the Gaussian sum. One serious limitation of this approach is that the number of Gaussian terms used to approximate the density functions may increase at each time iteration. To alleviate the computational burden associated with the Gaussian sum "lter [11] , we have proposed an e$cient and systematic method to approximate a non-Gaussian and nonstationary function by a sum of Gaussian density functions and we have also suggested a mixture reduction method to control the number of terms in the Gaussian sum at each iteration. Simulation results show that our method is more accurate than existing techniques, such as the EKF and the CMKF.
The rest of the paper is organized as follows. In Section 2, mathematical models for target tracking applications and some existing tracking algorithms are discussed. In Section 3, the tracking algorithm based on the Gaussian sum technique is discussed. Modi"ed Gaussian sum approximation method is analyzed and the mixture reduction method is presented in this section. Simulation results of this technique and the performance of this proposed tracking "lter are described in Section 4. Finally, Section 5 summarizes our conclusions.
Radar tracking estimation

Problem dexnition
In target tracking the motion of a target is best described in Cartesian coordinates by the following state-space model [12] :
where x L is the vector of Cartesian coordinates target states. F is the state transition matrix, G is the noise gain matrix. * L is the system noise process which is modeled as a zero-mean white Gaussian random process with covariance matrix Q L . The polar coordinate measurement of the target position is related to the Cartesian coordinate target state as follows [12] :
where z L is the vector of polar coordinates measurement, h( ) ) is the Cartesian-to-polar coordinate transformation. w L is the observation noise process which is assumed to be zero-mean white Gaussian noise process with covariance matrix R L . Target tracking becomes the problem of estimating the target states x L from the noisy polar measurements z L .
Optimal estimation
The optimal estimate x( LL based on the minimum-variance criterion is just the mean of the state density function conditioned on the measurement history ZL: z , 2 ,z L .
This requires the conditional density p(x L " ZL) be known at each iteration. This density function can be determined recursively by the following Bayesian equations [1, 4] :
where the normalizing constant p(z
By assumption, the density function
Similarly, the density p(x L " x L\ ) in Eq. (5) also has a Gaussian distribution with mean Fx L\ and covariance matrix GQ L\ G2. The initial conditional density p(x " Z) is given by
where p(x ) is usually assumed to be Gaussian.
It is however, except in a few special cases, impossible to accomplish the integration indicated in Eqs. (5) and (6) in closed form except when the measurement equation is linear (i.e. the measurement function h(x L ) is linear) and the statistics of the initial state and the noise sequences are Gaussian. In that case, the Kalman "lter can provide recursively the requested state estimate. Since the realization of the optimal estimator is not feasible in a "nite-dimensional implementation and a reasonable amount of time, sub-optimal techniques have been introduced. The next subsection presents two sub-optimal "lters used extensively in target tracking in Cartesian coordinates with noisy polar measurements.
Sub-optimal nonlinear xlters for tracking
Extended Kalman xlter (EKF). The most widely used tracking "lter is the extended Kalman "lter (EKF) [3] which employs the "rst-order Taylor series approximation to adapt the linear Kalman "lter to the nonlinear system described by Eqs. (1) and (2) . Since the state is in Cartesian coordinates and the measurements are in polar coordinates. Therefore, there is a nonlinear measurement function h(x L ) and linearization of the measurement equation is required for the state and covariance update. Errors are introduced because "rst higherorder terms are ignored; second the linearization is done around the predicted state, not the true state, i.e. the true state may lie outside the region in which the nonlinear system is accurately represented by its "rst-order approximation. There exist similar approaches to the EKF which utilize mixed coordinate "lters. They all share the same "lter structure; they are only di!erent in the way their "lter gains are computed. One such technique is the iterated extended Kalman "lter (IKF) [3] which improves the accuracy of the EKF by repeatedly updating the estimates x( LL and the Kalman gain K L based on "rst-order Taylor series expansion about the most recent estimate. There is also a &quasi-extended' Kalman "lter [2] which shows improvements when tracking maneuvering targets at close ranges as well as the modi"ed gain extended Kalman "lter [9] which it has been shown to guarantee stability
The word function is used instead of density function because the density
, has all the properties of a density function, except it does not have an area of unity, i.e.
and exponential convergence for a special class of nonlinearities.
Converted measurement Kalman xlter (CMKF). With the converted measurement Kalman "lter [7] , the polar coordinate measurement zN L is "rst converted to the Cartesian coordinate measurements zA L using an inverse transformation h\(zN L ). By doing so, the original Gaussian noise w L becomes non-Gaussian. However, under the assumption that the covariance of the noise w L is small, the new Cartesian coordinate measurement equation can be written as follows:
where D is the measurement transition matrix in the transformed model [8] and w L is approximated as a white Gaussian noise process on the converted measurement zA L with zero mean and covariance matrix M L ,
where
As a result, the nonlinear problem is transformed to a linear problem and the standard Kalman "lter can be applied. This method, however, is an acceptable approximation only for moderate cross-range errors [7] (cross-range error is de"ned as the product of the range and the bearing error), because the converted measurement noise w L becomes more non-Gaussian when the cross-range error gets larger, which can seriously degrade the performance of the Kalman "lter.
To improve the performance of the existing approaches, the Gaussian sum approximation method is employed to approximate the non-Gaussian and nonstationary function p(z L " x L ) such that the optimal solution indicated in Eq. (3) can be computed analytically.
Basic principles of the proposed Gaussian sum 5lter
The basic idea of the Gaussian sum "lter is to compute the optimal estimate indicated in Eq. (3) using the Gaussian sum approximation and Bayes' rule. Assume the conditional density p(x L\ " ZL\) is known to be Gaussian with mean x( L\L\ and covariance matrix P L\L\ . Then according to Eq. (5), the state prediction density p(x L " ZL\) is also a Gaussian density function with mean x( LL\ and covariance matrix P LL\ .
Once the state prediction density p(x L " ZL\) is found, we can obtain the a posteriori density p(x L " ZL) from Eq. (4) and then the optimal estimate x( LL from Eq. (3). However, in general, the integration involved in Eq. (4) cannot be accomplished in closed form, because the density
The Gaussian sum approximation method is used to approximate this function such that the integration involved in the Bayesian equations can be accomplished in a simple manner, and the optimal state estimate x( LL can be computed analytically and e$ciently as a weighted sum of elemental estimates from a bank of Kalman-type "lters.
Approximation of densities
According to the Gaussian sum approximation lemma, any probability density function p(x) can be approximated as closely as desired by a density of the form
for some su$ciently large integer m, positive scalars
does not have an area of unity, the Gaussian sum approximation must be modi"ed such that the sum of weights is equal to the area of the function, instead of unity.
where 
LG )
where D is an appropriate matrix to accommodate any scale di!erences between z L and x L . This approach is not very suitable for the radar tracking applications, because the function p(z L " x L ) depends on current value of the measurement z L . Thus, the optimization procedure indicated in Eq. (16) must be accomplished on-line, in real-time, for each new measurement, which would be most di$cult due to the dimensions of the problem and the number of parameters involved. Consequently, we propose the following e$cient and yet accurate method to ap-
Proposed Gaussian sum approximation method
Fundamentals Using the measurement equation and the known statistics of w
In Fig. 1(a) a pictorial representation of the transformation from the w L space to the x L space is presented. We start in the original w L space by selecting K equally spaced values. These representative points are then used as training samples in order to minimize the sum-of-square di!erence between the actual density p U (w L ) and a Gaussian mixture of N terms. The number of terms in the Gaussian mixture is a design parameter, which varies with the application and the targeted computational complexity. If a "ne approximation is needed a large number of terms in the Gaussian mixture is necessary. Assume that the dimension of the problem is m, then a Gaussian term has (m#1)(m#2)/2 unknowns. For a known number of N Gaussian terms in the mixture, determination of the unknown parameters is equivalent to that of solving a system of N((m#1)(m#2)/2) nonlinear equations using KN((m#1)(m#2)/2) training samples.
Using the training samples, the mixture parameters, namely mixture weights, and elemental mean and covariance terms, can be determined. After the evaluation of the mixture parameters has been completed we transform them from the w
The transformed parameters are then used to build a Gaussian mixture of N terms in the transformed domain which serves as a sum approximation for the function p(z L " x L ) ( Fig. 1(b) ). The N elemental Gaussian terms in this approximation will be used later on to drive a bank of Kalman "lters operating in parallel. This approach is more e$cient than the classical approach because most of the computations are involved in the initialization which can be done o!-line. Based on the problem on hand and the imposed constraints the "lter designer can vary the number of K points needed to train the initial Gaussian mixture as well as the number N of elemental Gaussian terms in the mixture. In case of complex measurement function a large number of training points as well as a large number of elemental Gaussian terms may be required for an e$cient approximation.
The number of Gaussian terms is a problemdependent parameter. However, in our approach a standardized procedure is used to determine the actual number used later to drive the "lter bank.
Step 1. Select an initial number of Gaussian terms M (usually a large number, e.g. M"30).
Step 2. Reduce the number of terms by merging several terms together. The Mahalanobis distance 
, x( G and P G are the weight, the mean and the covariance matrix of the ith Gaussian term, is the cost function used to combine two terms. At each iteration, the two Gaussian terms which are closest in the sense of the Mahalanobis distance are combined to form a new Gaussian. A symmetric matrix containing the distance between every pair of Gaussian terms in the Gaussian mixture in Step 1 is evaluated.
Step 3. If the minimum distance is below a speci"ed threshold, the corresponding pair of components should be merged.
Step 4. If the number of remaining terms has been reduced below a speci"ed value N, or the minimum distance exceeds the speci"ed threshold then stop. This algorithm has a complexity of order M where M is the number of components in the original Gaussian sum at Step 1. It can be further simpli"ed by merging the terms with the smallest and the second smallest weights together at each iteration until the conditions at Step 4 are full"lled. This simpli"ed joining algorithm has a complexity of order M.
However, all the supporting analysis and the construction of the "nal Gaussian sum described above is performed o!-line prior to the actual "ltering procedure and thus the computational overhead associated with this approach can be considered minimum.
Assuming that after completing this preprocessing step N Gaussian terms are available, the algorithmic description of our approach is given below.
Algorithm
Step 0. For initialization, select the parameters LG , m LG and B I LG for a prescribed value of N such that the following sum-of-squared error is minimized:
where +w LH : j"1, 2 ,K, is the set of uniformly spaced points distributed through the region containing nonnegligible probability.
One limitation of this approach is that the function must be invertible; if the inverse does not exist, then we must choose m
LG to be the most likely solution given m LG "h(m LG ).
Step 1. 
LG "
LG
Detail derivation
where m LG "z L !m LG and LG , m LG and B I LG are the initial parameters determined from the known statistics of the noise w L from Eq. (18) and
Consider the Taylor series expansion of the func-
where J $G (m LG ) and He $G (m LG ) are the Jacobian and the Hessian of the function F G (x L ), respectively.
where J h (m LG ) and He h (m LG ) are the Jacobian and the Hessian of the function h(x L ), respectively. If m
LG is chosen such that m LG "h\(m LG ), the constant term F(m LG ) becomes zero and the "rst-order term J $G (m LG ) also becomes zero; only the secondorder term and the higher-order terms remain. Thus, the function
LG ) can be approximated as a Gaussian function by taking only the second-order term and ignoring the remaining higher-order terms.
Finally, substitute Eq. (30) into Eq. (24), the density
where LG " LG LG .
Bank of Kalman xlters
Substitute the above Gaussian sum approximation into Eq. (4) and complete the squares so that
Growing memory problem
Inherent in the Gaussian sum algorithm is a serious memory growing problem that causes the number of terms in the Gaussian sum to increase exponentially in time. A number of techniques which can be used to control the number of elemental terms in a Gaussian mixture to a "nite number or below a maximum number of terms [5; 8, pp. 45}47] . Instead of carrying all the Gaussian member densities, we can either disregard some of the densities or combine two or more densities. The rational of these approximations lies in the fact that if a Gaussian member density in a Gaussian mixture carries a very small mixing weight, it also carries very little information. Similarly, if two densities are very close, in terms of a given distance measure, e.g. the Bhattacharyya coe$cient, the information that they carry is similar or indistinguishable for all practical applications and therefore they can be combined without any loss of information [5] .
Furthermore, if needed the Gaussian mixture used to approximate the density p(x L " ZL) can be collapsed into one equivalent Gaussian term. Consequently, the total number of Gaussian terms is "xed to be N, which is the number of terms initially selected to approximate the density. In such a scenario a "xed number of elemental Kalman "lters is used. The N Kalman "lters each one of them matched to a speci"c elemental Gaussian density are operated in parallel resulting in a "lter which has computational complexity similar to the one associated with the linear Kalman "lter. Thus, due to the fact that our approach allows the determination of the Gaussian mixture prior to the actual, on-line application of the "lter bank, the proposed here AGSF has the computational complexity of the Kalman "lter. The authors should like to emphasize at this point that depending on the speci"c problem on hand a di!erent number of terms may be needed to approximate the a posteriori density p(xL " ZL). However, the collapsing strategy suggested here is simple, computationally e$cient and provides adequate results in the vast majority of tracking applications.
Following [5] the mean and the covariance matrix of the equivalent Gaussian term, denoted x( LL and P LL , respectively, are given as follows:
Computational complexity
Apart from the numerical behavior of any proposed algorithm, its computational complexity is a realistic measure of its practicality and usefulness, since it determines the required computing power and processing (execution) time. A general framework to evaluate the computational requirements of recursive algorithms is given in [13] . The framework of that analysis is used here in order to evaluate the computational requirements of the algorithms. Due to the fact that the algorithms provide the solution in a recursive manner, the algorithms' total execution time is equal to the product of their per step calculation multiplied by the number of recursions required to obtain a solution. Any calculations performed o!-line, such as the measurement conversion operations needed by CMKF and the construction of the initial Gaussian sum terms needed by AGSF, are omitted. The fundamental operations involved in the algorithms are matrix and vector operations. A detailed analysis of the computations involved in such operations is provided in [13] . The interested reader can refer to it for more information on the subject. In this context, the total time required to complete an operation (or a sequence of operations) is proportional to the normalized total number of equivalent scalar operations, de"ned as where MULTS is the number of scalar multiplications required, ADDS is the number of scalar additions required, DIVS is the number of scalar divisions required and SQRTS is the number of the scalar square roots. The weights used in the above formula do not pertain to any particular machine. Rather, they can be considered mean values of those coe$cients commonly encountered. All the qualitative results presented in the sequence hold even if the weighting coe$cients in the above formula are di!erent for a speci"c computing platform [13] .
A feature of cardinal importance of the adaptive "lter proposed here is that it is given in terms of simpler, model-conditional or model-matched "lters. In order to proceed with establishing the algorithms' requirements in a parallel (multiprocessor) machine, we assume that the number of available processors is large enough so that no process that can be activated is delayed due to lack of processors. Thus, any process can be activated as soon as its inputs are available.
Simple inspection of the new "lter reveals that in its sequential implementation, the AGSF's requirements are linear in the number of conditional models (Gaussian terms) chosen, therefore a comparison with the CMKF would be unfair and inaccurate. Hence, we restrict our attention to parallel implementation. Assuming that the state vector dimensionality is k, the measurement vector z L is a vector mx1 and that the total number of elemental "lters in AGSF's bank is N the computational complexity of the algorithms in terms of normalized operations are summarized in Table 1 .
Simulation results
To compare the performance of our proposed "lter with that of currently popular approximate "lters two di!erent target tracking scenarios are considered. The scenarios selected here are routinely used in the literature for demonstration purposes. Since the purpose of the paper is to compare the proposed AGSF here with the EKF and the CMKF we selected a scenario initially introduced in [7, 8] .
Scenario 1.
A two-dimensional long-range target tracking application is simulated to demonstrate the performance of the proposed adaptive Gaussian sum "lter on target state estimation. The target trajectory is modeled by the second-order kinematic model described by Eq. (42) [7] with a process noise of standard variation 0.01 m/s in each coordinate. The measurements are modeled according to Eq. (43). The standard deviations for range errors is assumed to be 50 m and two standard deviations of bearing error are used F "2.53 and 5.733 [8, p. 415 ]. 
R"(1) 2500 0 0 0.037 , The proposed adaptive Gaussian sum "lter (AGSF) is compared with the extended Kalman "lter (EKF), and the converted measurement Kalman "lter (CMKF) in this experiment. All these "lters are initialized with the same initial "ltered estimate x( and the same initial error covariance P based on the "rst two measurements according to the approach described in [8, pp. 390}391] . The initial number of Gaussian terms in the preprocessing stage is 30. After preprocessing the number of the Gaussian terms used in the implementation of the AGSF is 9. The results presented here are based on 1500 measurements averaged over 1000 independent Monte Carlo realizations of the experiment with the sampling interval of one second and with two di!erent measurement noise levels. In order to generate the measurement record the initial state x is assumed Gaussian with an average range of 50 km and an average velocity of 20 m/s. For each Monte Carlo realization of the experiment the initial value is chosen randomly from the assumed Gaussian distribution.
The position errors and the velocity errors for the three "lters are shown in Figs. 3 and 4 , respectively, for F "1.53. Figs. 5 and 6 present the position errors and the velocity errors for F "5.723. The error is de"ned as the root mean square of the di!erence between the actual value and the estimated value. Our proposed method converges faster and yields estimates of smaller error than the EKF and the CMKF does for both cases. For F "2.53 the CMKF converges faster than the EKF initially but it ceases to converge after the "rst 400 measurements. The EKF, on the other hand, is very steady and consistent. As F increases to 5.723 (0.1 rad) the EKF starts to diverge due to the fact that the EKF is extremely sensitive to the initial "lter conditions. When the cross-error gets too large, the wrong set of initial conditions can lead to divergence. The CMKF, however, is more robust to inconsistent initial conditions [7] . The AGSF due to its parallel nature and the fact that the Bayes rule operates as a correcting/adjusting mechanism is also in position to compensate for inconsistent initial conditions. Scenario 2. A three-dimensional target tracking application described by system equation (44) and measurement equation (45) is also simulated. The target trajectory is modeled by the second-order kinematic model with a process noise of standard variation 0.01 m/s in each coordinate. The standard deviations for range errors is assumed to be 50 m and two standard deviations of bearing error are used F "1.53 and 2.53. The proposed adaptive Gaussian sum "lter (AGSF) is compared with the extended Kalman "lter (EKF), and the converted measurement Kalman "lter (CMKF). All these "lters are initialized with the same initial conditions. The initial number of Gaussian terms in the preprocessing stage is 30. After preprocessing the number of the Gaussian terms used in the AGSF is 25. Since the model used in scenario 2 is more complicate than the one discussed before, a three-dimensional measurement vector is used instead of the two-dimensional one in scenario 1, a higher number of Gaussian terms are needed for the approximation of the predictive density. However, due to the fact that the vast majority of the calculations for the Gaussian sum is performed a priori and given that the elemental Kalman "lters operate in parallel, the AGSF has the same complexity in both scenarios. The results presented here are based on 1500 measurements averaged over 1000 independent, Monte Carlo realizations of the experiment with the sampling interval of one second and the initial state x is chosen randomly for each Monte Carlo realizations of the experiment.
The position errors and the velocity errors for the three "lters are shown in Figs. 7 and 8 , respectively, for F "1.53 and in Figs. 9 and 10 for F "2.53. Our proposed method clearly outperforms the other methods by converging faster and yielding estimates of smaller error. The CMKF being robust to inconsistent initial conditions converges but not as fast or as accurate as the proposed "lter. The EKF is very sensitive to initial conditions and it diverges about 5% of the time as shown in Fig. 11 but once it diverges the error is so huge that it biases the overall results.
Conclusion
This paper has addressed the important problem of target-tracking estimation. A new computationally e$cient "lter based on Gaussian sum approximation was introduced. This Gaussian sum approximation gives very accurate estimate because it can approximate any probability density function as closely as desired; moreover, it is very computationally e$cient because the optimal estimate is just the weighted sum of the estimates from a bank of Kalman-type "lters. To alleviate the computational burden associated with the Gaussian sum "lter, we proposed a systematic and e$cient way to approximate a non-Gaussian and measurement-dependent function by a weighted sum of Gaussian density function and we derived the formula for updating the weighting terms and the parameters for each Kalman-type "lters and to alleviate the growing memory problem in the Gaussian sum "lter we collapsed the a posteriori density p(x L " ZL) into one equivalent Gaussian density function. By doing so, the total number of Gaussian terms is "xed at each iteration.
