We give a procedure to "average" canonically C 1 -close Legendrian submanifolds of contact manifolds. As a corollary we obtain that, whenever a compact group action leaves a Legendrian submanifold almost invariant, there is an invariant Legendrian submanifold nearby.
Introduction
Weinstein [We] gave a construction which, given a parameterized family {N g } of C 1 -close submanifolds of a Riemannian manifold M , produces an average submanifold N . The construction depends only on the metric of M , therefore the averaging procedure is equivariant with respect to isometries of M .
In [Za] we adapted the above Riemannian averaging to the setting of symplectic geometry: starting with a family of isotropic submanifolds {N g } we construct canonically an isotropic average submanifold. Applications include statements about almost invariant isotropic submanifolds under group actions, images of such submanifolds under moment maps, and equivariant symplectomorphisms (see the introduction of [Za] ).
In this short paper we consider the setting of contact geometry 1 and give a construction to average Legendrian submanifolds.
Recall that a contact manifold is a manifold M 2n+1 together with a hyperplane distribution H on M such that locally H = ker θ for some locally defined 1-form θ satisfying (dθ) n ∧ θ = 0. A submanifold N of (M 2n+1 , H) is called Legendrian if it is tangent to H and it has maximal dimension among submanifolds with this property, i.e. dim(N ) = n.
Consider the real line bundle H • → M consisting of all covectors ξ ∈ T * M that annihilate the distribution H. The distribution H is co-orientable iff this line bundle is trivial, and in this case there exists there exists a contact one-form representing H, i.e. a (global) 1-form θ with kernel H such that (dθ) n ∧ θ is a volume form. The unique vector field E satisfying θ(E) = 1, dθ(E, ·) = 0 is called Reeb vector field.
If the line bundle H • → M is not trivial, consider the manifoldM of unit length (w.r.t. some metric) elements of H • . With the obvious projectionM is a (connected) double cover of M , and (M ,Ĥ) is a co-orientable contact manifold, whereĤ is the pullback of the contact distribution H toM .
Results in the co-orientable case
In this section we state our results for a co-orientable contact manifold (M, H). In Section 5 we will prove analogous statements in the non co-orientable case by reducing it to the co-orientable one.
First we need to introduce some definitions from [We] . If M is a Riemannian manifold and N a submanifold, (M, N ) is called a gentle pair if (i) the normal injectivity radius of N is at least 1; (ii) the sectional curvatures of M in the tubular neighborhood of radius one about N are bounded in absolute value by 1; (iii) the injectivity radius of each point of the above neighborhood is at least 1.
The C 0 -distance between any two submanifolds N , N ′ is denoted by d 0 (N, N ′ ) and is the supremum as x ′ ranges over N ′ of the distance from x ′ to the closest point in N .
The distance between two subspaces of the same dimension F, F ′ of a Euclidean vector space E, denoted by d(F, F ′ ), is equal to the C 0 -distance between the unit spheres of F and F ′ considered as Riemannian submanifolds of the unit sphere of E, and is at most π 2 . The C 1 -distance between two submanifolds N, N ′ of a Riemannian manifold is defined whenever N ′ lies in the tubular neighborhood of N and is the image under the exponential map of a section of the normal bundle νN . It is denoted by d 1 (N, N ′ ) and it is the supremum as x ′ ranges over N ′ of the length of the geodesic segment from x ′ to the nearest point x in N and the distance between T x ′ N ′ and the parallel translate of T x N along the above geodesic segment. Now consider a manifold with a contact form (M, θ), and endow it with a compatible Riemannian metric g as follows: for each fiber H p of the vector bundle H = ker θ → M , (H p , dθ| Hp ) is a symplectic vector space, and we can choose a compatible positive inner product g (i.e. dθ(X, IY ) = g(X, Y ) determines an endomorphism I of H p satisfying I 2 = −Id). We can do so in smooth way (see [Ca] , Ch. 12). We extend g to a Riemannian metric on M by imposing that the Reeb vector field E have unit length and be orthogonal to H.
We state our theorem for Legendrian submanifolds, even though it equally applies to submanifolds tangent to H of lower dimension. As a technical assumption we will require that the C 0 -norms of the covariant derivatives of θ and dθ with respect to the Levi-Civita connection be bounded by 1 (but see Remark 2.2).
Theorem 2.1. Let (M, θ) be a manifold with a contact form, endowed with a Riemannian metric g as above so that |∇θ|, |∇dθ| < 1. Let {N g } be a family of Legendrian submanifolds of M parameterized in a measurable way by elements of a probability space G, such that all the pairs (M,
This construction is equivariant with respect to isometric contactomorphisms of (M, θ) and measure preserving automorphisms of G.
Remark 2.2. The theorem holds even if the bound on |∇θ| and |∇dθ| is larger than 1, but in that case the bound on ǫ has to be chosen smaller.
A simple consequence, which we want to state in terms of contact manifolds, is the following: 
Indeed, we just need to endow G with its bi-invariant probability measure and apply Theorem 2.1 to the family {gN 0 }: their average will be G-invariant by the equivariance properties of Theorem 2.1.
Remark 2.4. We can always find θ and g which are G-invariant: by averaging over G we can obtain a G-invariant one-form θ representing H, and using some G-invariant metric on the vector bundle H → M as a tool we can construct a "compatible" metric g which is G-invariant (see Ch. 12 in [Ca] 3 Idea of the proof of Theorem 2.1 An approach to prove Theorem 2.1 is to use the idea that worked in the symplectic setting (see Section 1.3 in [Za] ). This would be carried out as follows: first construct the Weinstein average N of the Legendrian submanifolds {N g }. For each g ∈ G, using the Riemannian metric construct a diffeomorphism ϕ g from a neighborhood of N g to a neighborhood of N and denote by θ g the pullback of θ to the neighborhood of N . Since the submanifolds N g are close to N , each form in the convex linear combination θ t = θ + t( θ g − θ) is a contact form, say with contact distribution H t . Therefore we can apply the contact version of Moser's Theorem (see [Ca] , Ch. 10). It states that if the vector field v t is the inverse image of −( θ g − θ)| Ht by (the isomorphism induced by) dθ t | Ht , then the time-one flow ρ 1 of {v t } satisfies (ρ 1 ) * H = H 1 . Therefore, since N is tangent to H 1 , its pre-image L under ρ 1 is tangent to H, i.e. it is a Legendrian submanifold of (M, θ).
This construction can indeed be carried out and satisfies the invariance properties stated in Theorem 2.1 since all steps are canonical. However it delivers a numerically quite unsatisfactory estimate for d 0 (N g , L) , therefore we choose not to use this approach but rather a different one, which we outline now. 2
Recall that the symplectization of a manifold with contact form (M, θ) is the symplectic manifold (M ×R, d(e s θ)), where s denotes the coordinate on the R factor. Here and in the following we abuse notation by writing θ in place of π * θ, where π : M × R → M . The main observation is the following lemma, whose proof consists of a short computation and is omitted.
Lemma 3.1. L is a Legendrian submanifold of M if and only if L×R is a Lagrangian submanifold of M × R.
We make use of the averaging procedure for Lagrangian submanifolds ( [Za] ), which reads:
be an almost-Kähler manifold 3 satisfying |∇ω| < 1 and {Ñ g } a family of Lagrangian submanifolds ofM parameterized in a measurable way by elements of a probability space G, such that all the pairs (M ,Ñ g ) are gentle. If
70000 for all g and h in G, there is a well defined Lagrangian average submanifoldL with
This construction is equivariant with respect to isometric symplectomorphisms ofM and measure preserving automorphisms of G. Now the strategy for our (second) approach is straightforward: given the family {N g } of Legendrian submanifolds of (M, θ) we consider the Lagrangian family {N g × R} in the symplectization of M , apply the Lagrangian averaging theorem, and if the average is a product L × R then L will be our Legendrian average. The invariance properties stated in Theorem 2.1 are satisfied because this construction is canonical after choosing the contact form and metric on M .
The proof of Theorem 2.1
We endow the symplectization M ×R with the product metric obtained from (R, ds⊗ ds) and (M, g), and by abuse of notation denote this metric by g. Unfortunately (M × R, d(e s θ), g) does not satisfy the assumptions of Theorem 3.2: indeed it is not an almost-Kähler manifold (however g is compatible with the non-degenerate 2-form e −s d(e s θ) = ds ∧ θ + dθ). Furthermore the condition on the boundedness of ∇d(e s θ) is also violated. Therefore we can not just apply Theorem 3.2 but we have to follow the construction in the theorem and check that it applies to (M × R, d(e s θ), g).
The remaining assumptions of Theorem 3.2 concerning the gentleness of the pairs (M × R, N g × R) and the distances d 1 (N g × R, N h × R) are satisfied, since the 2 The estimates needed for our first approach are completely analogous to those needed for the second approach, i.e. those of [Za] . A difference though is that in the first approach we make use of a bound on the norm of the C 0 -small one-form g θg − θ, whereas in the second approach we will need the norm of a primitive of a certain C 0 -small two-form. While passing to the primitive we will improve the C 0 -norm by "one order of magnitude" (see equation (⋆) in Section 7.2 of [Za] ), and this is responsible for the better estimates obtained using the second approach.
3 This means that the symplectic form ω and the metric g are compatible.
metric g on M × R is a product metric.
In the remainder of the proof we will follow the construction of Theorem 3.2. We do so for two reasons: firstly, in order to make sure that the Lagrangian average of the {N g × R} is of the form L × R for some submanifold L of M , and secondly to check that the construction applies to (M × R, ω := d(e s θ), g) even though the assumptions of Theorem 3.2 are not satisfied.
We refer the reader to Section 1.3 of [Za] for the outline of the construction of Theorem 3.2 and adopt the notation used there. We divide the construction into 5 steps.
Step 1: Construct the Weinstein average of the family {N g × R}.
Step 1 applies to our manifold M × R because Step 1 involves only the Riemannian structure of M ×R, which satisfies the assumptions of Weinstein's averaging theorem (see [Za] and [We] ). Notice that the Weinstein average is of the form N × R because the group R acts isometrically on M × R by translation of the second factor and Weinstein's averaging procedure is equivariant w.r.t. isometries.
Step 2: The restriction of
Step 2 applies to M × R because it involves only its Riemannian structure. Notice that ϕ g preserves M × {s} for each s ∈ R and that the ϕ g | M ×{s} coincide for all s (under the obvious identifications M × {s} ≡ M × {s ′ } ), since the metric on M × R is the product metric.
Step 3: On tub ǫ the family ω t := ω + t( g ω g − ω) consists of symplectic forms lying in the same cohomology class, where ω g := (ϕ −1 g ) * ω and tub ǫ is neighborhood of N . Defineω := ds ∧ θ + dθ, a non-degenerate 2 form compatible with the metric g on M × R. Below we will show that |∇ Xω | ≤ 2 for "horizontal" unit vectors X. Since ω = e sω using this we see that the statements of Lemma 7.2 and Corollary 7.1 in [Za] hold if one multiplies the right hand sides there by e s and multiplies by 2 the term "2L + 100ǫ" 4 . This shows that the ω t are non-degenerate on tub ǫ . One sees that the ω t lie in the zero cohomology class exactly as in Section 1.3 of [Za] . Now we derive the bound on |∇ Xω |, where X ∈ T (M × {s}) is a unit vector:
Step 4: Construct canonically a primitive α of g ω g − ω. A primitive of ω g − ω is given in a canonical fashion by e s ((ϕ −1 g ) * θ − θ), however we do not want to use this primitive since it would deliver bad numerical estimates, as it happens in our first approach. Instead we construct one using the (more involved) procedure of Section 7.2 in [Za] .
Because of the remark in Step 2 we can write ω g = e sω g whereω g := (ϕ −1 g ) * ω , therefore the 2-form ω g − ω can be written as e s (ω g −ω). Notice thatω is "constant in R-direction" (i.e. the Lie derivative L ∂ ∂sω = 0), and by the remarks in Step 2 the same holds ofω g . The construction in [Za] commutes with multiplication of forms by functions of s and furthermore preserves the condition of being "constant in R direction" (this follows from the explicit formula for α g in Section 7.2 of [Za] and from the fact that the vector bundles used there are pullbacks of vector bundles over subsets of M via π : M × R → M ). Therefore that construction applied to ω g − ω delivers a primitive α = e sᾱ whereᾱ is "constant in R direction". Furthermore |ᾱ| is estimated as in Proposition 7.2 of [Za] , becauseω is compatible with the metric.
Step 5: Obtain the Lagrangian average by following backwards the Moser vector field v t := −ω
The key observation is that
therefore the vector field v t is independent of s (i.e. L ∂ ∂s v t = 0 for t ∈ [0, 1]). This implies that the Lagrangian average is of the form L × R. Further, this implies that |v t | is bounded as in Proposition 7.3 of [Za] , so that the proof of the theorem can be concluded verbatim as in [Za] .
Results in the non co-orientable case
Until the end of this note (M, H) will be a non co-orientable contact manifold. Even though M can not be endowed with a (global) contact form representing H, there is a "1-form which is well-defined up to a sign" representing H, as follows. Recall from the introduction that there is a co-orientable double cover π : (M ,Ĥ) → (M, H). There is an obvious Z 2 action onM ; denote by i :M →M the action of the nontrivial element of Z 2 . Since we assume that H is not co-orientable, i inverts the co-orientation ofĤ, hence if we choose any contact form θ onM with kernelĤ, the averageθ := 1 2 (θ − i * θ) will be again a contact form. This contact form satisfies i * θ = −θ, so it does not descend to M . However it gives rise to a subset of T * M , namely Θ = {ξ ∈ T * p M : π * (ξ) =θp for ap ∈ π −1 (p)}. Notice that on a small open subset of M , Θ corresponds to two 1-forms on that open set, which are one the negative of the other, and which pull back via π to ±θ. A metric compatible with Θ is one that on small open sets is compatible with one (or equivalently both) of these two 1-forms; such a metric always exists. In order to state the next theorem in terms on M alone, we abuse notation by defining |∇Θ| to be supremum (over all small open sets in M ) of the C 0 -norm of the covariant derivative of any of the two local 1-forms that locally correspond to Θ, and similarly for |∇dΘ|.
Using the above notation we have:
Theorem 5.1. Let (M, H) be a non co-orientable contact manifold. Choose Θ ⊂ T * M as above, and endow M with a Riemannian metric g compatible with Θ so that
