abstract
This paper describes a computer architecture. This architecture is then proven to be Turing complete. The proposed machine has a algebraic data structure called a abstract adjacency matrix. An Eucledian space is extended using two automorphisms creating a Galois Field. The operation modes can emulate a set of NOR gates, a graph isomorphism tester, SKI Combinators, and a Blum Shub Smale machine. Keywords : Graph Theory, Turing machines, Automaton , Galois Theory
Introduction
Computing is problem that currently has many directions of attack We present a modification of Galois Machines, the Abstract Graph structure on Galois Machines, which abstracts the graphs of graph theory in Euclidean Space to define the architecture [7] . The operations come from automorphisms on Euclidean Space [1] . The advantages to this approach is a method of implementation of the Blum Shub Smale machine. [3] [2] We attempt to prove that an Galois Machines are expressible as a automata [?] ., with all of the expressive power of a Turing machine. A key difference is that this machine is easily implementable Galois Machines are more favorable than some current alternatives to computing because, due to their basis in linear algebra on Euclidean spaces, they are easy to parallel and have the potential to solve problems non-deterministically. Also, the basis of these machines allow for real numbers to be computed. But the greatest virtue of Galois Machine's is that, since their architecture is defined by graphs in Eucledian space, it is relatively straightforward to build a Galois Machines that can emulate a Turing machine and possibly a quantum computer. And if it is possible to emulate a quantum computer, this functionality would allow one to design and optimize a quantum computer before actually building one. The theory and function of Galois Machines are expounded, focusing especially on Turing equivalence and a possible implementation of the Blum Shub Smale machine [3] .
2.1. Rationale. The two automorhpisms on the field create a Galois Field. This field is then extended using algorithms to create a Galois Machine. The cycling automorphism algorithm allows for all of the possible states of the computer to easily be cycled through. This allows for Monte Carlo algorithms or to allow for Las Vegas algorithms. It is to be noted that both algorithms still need a pseudo or true random source to operate. If a Turing complete language is needed a SKI combinators are provided. If gate like operations are needed, one can use the combinators or gate functions without running the cycling algorithm.
Structure of Galois Machines
4. Definitions 4.1. Definition of a Graph. Vertices are points in a given space which have the property of connectivity. Connectivity is the property where two points are connected in some manner. An edge is a line between two verticies which gives two verticies connectivity. An edge is described as a member of the set E n [7] An extended definition is an abstract edge which allows for connectivity of any vertex to any other vertex provided some constraint. A galois machine is composed of a Euclidean field with three automorphisms.
A graph is a relation between two sets of verticies. One set of information is the starting vertex of every graph. The other set of veritices is the connected vertex of a graph.
4.2.
Definition of an abstract incidence matrix. The abstract incidence matrix is a matrix representation of a graph. The graph has the added proprety of an abstract labeling. The two sets we have are as follows.
we add a new set representing the labeling of the incidence matrix which is a infinite dimentional subset of G n this labeling gives information about which vertex has connectivity to another vertex. Elementary row and column operations can be generalized to changing the order of the labels and therefore the columns. This generates a new matrix representation of the graph. Therefore an abstract graph machine is all possible labeling of the graph which is a symmetry group of C n . Furthermore, let the field be defined as As a vector space C e n, +, * and a Vector sort also sorted by lexicographic order The two axioms are as follows Connectivity is denoted by subsets of the set Z n . Let the information of connectivity be a unique number for each graph. The number is then paritioned based upon the connectivity of the graph. Depending on the amount of points connected each point has an associated number which is less than the amount of verticies. Any other descriptions of graphs which denote some type of connectivity are numbered as a binary sequence of Z n . The union of this is as follows n i=1 Z i where i is the sequence of descriptions of graphs. This numbering system allows for the expression of all possible graphs in this abstract incidence matrix.
Algorithm 1. Graph Cyclic Procedure
Let the input be a set C n listing the vertex labels of a graph with elements of the set Z n . Steps of algorithm 0 Store the value of C 0 in a temporary field C0. 1 Starting at C 0 , replace each member of the set C n with its successor (C i = C i+1 ). 2 If you have reached the end of the set C n , replace the terminating value with C0. 3 Return the new labeling.
Proof. Constructive Proof of the Permutation group of abstract incidence matrices
Algorithm 2. Permutation Automorphism Algorithm Steps of algorithm
Step 0 Given the Abstract Graph Machine prove that all elements obey the conjecture that it is a symmetry group of order C n Step 1 Create an N x N Abstract Graph Machine the label vector is of size N.
Step 2 Starting at C 0 , replace a member member of the set C n with another member C m
Step 3 Return the new permuted abstract graph machine.
Algorithm 3. Mirror Automorphism Algorithm Steps of algorithm
Step 0 Given the Abstract Graph Machine prove that all elements obey the conjecture that it is a symmetry group of order C n
Step 1 Create an copy of the selected N x N Abstract Graph Machine the label vector is of size N.
Step 2 If a row mirror is required
When the labeling is returned this can be applied to the Abstract Adjacency Matrix and this creates a mapping of the information represented. The graph is then relabeled in this new order to return a new state.
Galois Machines.
To create branching in the machine a copy of the machine is created in another space. The matrix can also be generalized into any amount of dimensions. Given the above cyclic algorithm to operate the machine you need to place both the vector which determines the lexicographic order of the matrices and the data itself. Both store the information contained within a graph. The initial state is a empty Galois structure. The final state is given by a function which either checks correctness of the Data structure when those operations have done their job. The Galois machine can perform multiple operations at the same time by creating copies of itself in another dimension of the Herbert space and branching off computation to a modified copy which will evaluate to another state. By creating a new hilbert space and then sharing the information with another Galois space such as a shared row or column in a matrix concurrency can be achieved.
New Methods of Operation of the Machine.
To branch the computation create a new copy abstract graph machine in the Galois space in another dimension. Then apply the new labeling to reorder the matrix to get a new adjacency matrix and relabel the graph with a new label vector. For each possible branch a Galois machine is implemented. On the other hand if you want a totally deterministic operation follow the NOR gate operation or the SKI combinatory logic which are outlined below. This gate is a binary matrix which is the matrix representation of a graph. By changing how the graph is connected utilizing elementary row operations The set of zeros can be changed into the resulting graph using two elementary row operations. These operations can be done by changing the labels of the graph. Change the labeling of row 2 to row 4 and then reverse the column labeling. Since the NOR gate is functionally complete we have a proof the functional completeness of the computer. Depending on the amount of nor gates you select a row and put a branch representing a continuation of the next gate. Q.E.D. 
Using these rules we can create the S combinator. [2] Algorithm 6. S algorithm Steps of algorithm
Step 1 Create a 4 x 4 abstract graph machine.
Step 2 Put row C in the the new abstract graph machine's row labeled with the B vector
Step 3 Put row C in the row labeled with the Z vector
Step 4 Put row A in the row labeled with the A vector in the new abstract graph machine Step 5 Put row B in the row labeled with the C vector in the new abstract graph machine Step 6 Apply the other combinators as needed. The K combinator can be also derived through these steps Algorithm 7. K Algorithm Steps of algorithm
Step 1 Create a new matrix with only the A row.
Step 2 Apply the S or K rule as needed to the resulting matrix.
Step 3 Apply the other combinators as needed. The S and K combinators can be created through manipulations Given these two combinators and the fact that the I combinator can be defined in terms of the S and K combinators ((SKK) this proves that the system is turning complete. Q.E.D.
5.4.1. Random Operation Methods. Given a verification function and a random number generator one can operate the computer randomly quite easily. What would occur is you need a verification function function and randomly permute the information until a correct result is obtained. To operate the machine randomly without gambling resources a generalized Las Vegas operation mode can be done if a verification function is written which verifies that a correct result has occured. [4] Note for this operation to work the solution space must be a part of the input. Therefore it is recommended that while operating randomly. The method of operation is an Arthur Merlin protocol with a Arthur as the permutation operation on the Galois Structure and the computer operator as Merlin.
Reasoning on the Complexity of the Graph Isomorphism Problem.
Here we have a general algorithm. The purpose is to reason on the complexity of the graph isomorphism algorithm.What is presented is an abstraction of the label vector. This is encountered in the Galois machine. What else is done is that we have modified it into a recursive network. The method is outlined is an algorithm that provides a network of circuits that could be implemented in a Galois machine. Algorithm 8. Algorithm to encode graphs to abstract incidence matrices Steps of algorithm
Step 0 Given the Abstract Graph Machine prove that the Galois Structure is an automorphism to any graph.
Step 1 Create an |E|x|E| Abstract Graph Machine the label vector is of size |V |.
Step 2 Starting at each element with one and only one connection
Step 3 Propagate the vector by taking the values and pushing them to the next vertex. If more than one vertex is encountered follow this rule. Propagate a fraction where 1/n where n is the amount of vertex.
Step 4 Stop when all edges and veritices have been enumerated. 5.5.1. Possible Blum Shub Smale Emulation. A blum shub smale machine can possibly be implemented using this architecture. The vector for the computation instruction is as follows. (k, w, rx) is the vector in the Eucledian Space. This vector is copied multiple times into a V xV edge given the amount of verticies or edges. The rational function is encoded into the set of instructions as a matrix which is evaluated only for the subset of required information. Since the operations are f : G− > H where the matricies G and H are composed of real numbers there are rounding and problems with an infinite set of information. Therefore, when this machine is in operation it operates lazilly. Euclidean space for the instructions. Construct a 4xn Abstract Graph Machine Algorithm 9. Operating the emulated Blum Shub Smale Computer Steps of algorithm 1.Operation using a rational function Given a rational function iterate over the data set represented in the Galois Machine composed of members of R n . Each element of R n is a subset of C n in the abstract graph machine. This operation is done lazily until the values are needed. 2.Branch A branch is represented by a Galois machine creating a new automata in another dimension of the Galois space. 3.Copy Make a copy of the Galois space data structure onto a new one.
An automated theorem prover emerges when we use curry howard isomorphism. The program is the proof and what must be done is to encode the theorem into a set of diophantane equations.
