ABSTRACT. We investigate the structure of the non homogeneous Markov states on general Fermi algebras. This covers d-Markov states on the CAR algebra on Z, the case when there are more than one creators and annichilators in each site, and finally Fermi Markov fields on Z ν . Natural connections with the KMS boundary condition, diagonalizability, and entropy of Fermi Markov states are studied in detail.
INTRODUCTION
The problem of constructing quantum analogues of Markov chains was firstly explored in the seminal paper [1] by introducing the quantum Markov chains. In the last decades, the investigation of quantum Markov processes had a considerable growth, in view of natural applications to quantum statistical mechanics, quantum field theory or quantum information theory as well. The reader is referred to [3] - [7] , [15] - [17] and the references cited therein, for recent developments of the theory of quantum stochastic processes and their applications. Recently, the statistical mechanics of systems on the CAR algebra was investigated in [8] - [11] . In particular, the notion of "product state" was introduced and studied on those algebras. On the other hand, in the case of infinite tensor products, it is known that the quantum Markov chains introduced in [1] can be realized as local perturbations of product states. It is therefore natural to investigate the possibility of constructing the CAR analogue of the quantum Markov states and chains. This program was firstly pursued in [6] for the simple case when the local algebras A j of the CAR algebra are all isomorphic to M 2 (C).
In the present paper we investigate the structure of a wide class of locally faithful non homogeneous even Markov states on the Fermi algebras 1 on one dimensional lattices. They arise by considering even transition expectations. Thus, due to the univalence superselection rule (see e.g. [19] ), the Fermi Markov states considered here could have potential applications to quantum physics. 1 The following analysis is the natural generalization of the matter presented in [6] , and covers d-Markov states on the CAR algebra on Z, the case when there are more than one creators and annichilators in each site, and finally Fermi Markov fields (i.e. Markov states on the CAR algebra on Z ν ). Due to the algebraic properties of the CAR algebra, the situation appears more difficult than the infinite tensor product case. Yet, following the same lines of the previous works [3, 6] , we establish an integral-decomposition of Fermi Markov states into elementary ones. This result allows us to provide a reconstruction theorem for Markov states on CAR algebras. The natural connection with the KMS boundary condition is also investigated.
It is shown in [6] that, apart from a class of diagonalizable Markov states, another class of interesting examples of Fermi Markov states naturally appears. The latter have no counterpart in the infinite product cases. Contrarily to non diagonalizable ones, we show that the diagonalizable Markov states behave like Markov states on infinite tensor product algebras. Namely, diagonalizable Markov states arise from nearest neighbour commuting interactions. In addition, the last are nontrivial liftings of classical Markov processes on Abelian subalgebras of the even part of the CAR algebra. Finally, in translation invariant cases, we show that the dynamical entropy h ϕ (α) of the diagonalizable Markov state ϕ with respect to the shift α coincides with the mean entropy s(ϕ), leaving open the question for non diagonalizable states. One can argue that the non diagonalizable examples of Markov states on Fermi algebras do not arise from commuting nearest neighbour interactions.
The present paper is organized as follows. After a preliminary section containing, among other things, some crucial results on the structure of the transition expectations associated to Fermi Markov states (Proposition 2.5), 1 This can be justified as follows. Suppose we have any translation invariant state ϕ for a physical system described by a field algebra F containing particles of arbitrary spins. The field algebra F is naturally equipped by a Z 2 -grading associated to fact that there could exist particles of half-integer spins. Let Θ be the automorphism describing this Z 2 -grading. In this situation, ϕ is automatically even, see e.g. [12] , Example 5.2.21. Suppose further that ϕ is left invariant under the action of a conditional expectation E of the field algebra. Consider the GNS covariant representation (π ϕ , H ϕ , ξ ϕ , V ) of ϕ, where V implements Θ on H ϕ . The univalence superselection rule means that (−1)
2J ∈ π ϕ (F) ′ , J being the operator on H ϕ describing the spins of the particles associated to the representation π ϕ . But, (−1)
2J is precisely V . Moreover, let E be the projection on H ϕ implementing E. It should be E, (−1) 2J = 0. This essentially means that E should be 
PRELIMINARIES
In the present section we collect some preliminary facts needed in the sequel.
2.1. Umegaki conditional expectations. By a (Umegaki) conditional expectation E : A → B ⊂ A we mean a norm-one projection of the C * -algebra A onto a C * -subalgebra (with the same identity I) B. The map E is automatically a completely positive identity-preserving B-bimodule map. When A is a matrix algebra, the structure of a conditional expectation is well-known. Indeed, let A be a full matrix algebra and consider the (finite) set {P i } of central orthogonal projections of the range B of E, summing up to the identity. We have
Then E is uniquely determined by its values on the reduced algebras
When the above set {P i } consists of minimal projections, we get
and there exist states φ i onN i such that
quasi-conditional expectations.
Consider a triplet C ⊂ B ⊂ A of unital C * -algebras. A quasi-conditional expectation w.r.t. the given triplet, is a completely positive, identity preserving map E : A → B such that
Notice that, as the quasi-conditional expectation E is a real map, we have E(ac) = E(a)c , a ∈ A , c ∈ C as well.
2.3. the CAR algebra. We recall some basic notions (cf. [12] ) concerning the Canonical Anticommutation Relations (CAR, for short) algebra.
Let I be a set. The CAR algebra over I is the C * -algebra A with the identity 1 I generated by the set {a j , a
where { · , · } denotes the anticommutator. The parity automorphism Θ, of A, is charachterized by the property
and induces on A the Z 2 -grading A = A + A − where
Elements in A + (resp. A − ) are called even (resp. odd). For any subset Λ ⊂ I, A Λ denotes the C * -subalgebra of A generated by {a j , a
A state ϕ ∈ S(A) is said to be even if it is Θ-invariant. Suppose for simplicity that I = Z d . In such a way, the space translations on A have an obvious meaning. It is well-known that a translation invariant state ϕ ∈ S(A) is automatically even, see e.g. [12] , Example 5.2.21.
A map T on the CAR algebra is said to be even if it is Θ-equivariant:
Let the index-set I be countable, then the CAR algebra is isomorphic to the C * -infinite tensor product
, but the isomorphism does not preserve the natural localization. Hence, it does not intertwine the corresponding Markov chains, see [6] . For the convenience of the reader, we report in the case when I is countable, the Klein-Wigner transformation establishing the mentioned isomorphism between the CAR algebra and the (infinite) tensor product over I {e kl (j) | k, l = 1, 2} j∈I provides a system of commuting 2 × 2 matrix-units realizing the mentioned isomorphism.
2.4. preliminaries on Fermi Markov states. We consider a totally ordered countable set I containing, possibly a smallest element j − and/or a greatest element j + . In other words, I is order-isomorphic to Z, Z − or Z + and, in this identification, j − (j + ) becomes equal to −∞ (+∞), the case |I| < +∞ being almost trivial.
We suppose that the case with more than one creator (and the corresponding annichilator) on sites j ∈ I is allowed. Namely, A {j} is the CAR algebra generated by {a j,1 , a In the sequel, we deal without further mention with locally faithful even states, and with even (quasi-)conditional expectations (cf. Footnote 1). 
Let ϕ ∈ S(A) be a Markov state, the ergodic limit
h of e n := E n ⌈ A [n,n+1] plays a crucial rôle. Indeed, it uniquely determines, and is determined by the conditional expectation E j :
see [6] , Section 4. In addition, ϕ is uniquely determined by all the marginals We then pass to study the structure of the even conditional expectations
Let {P j } be the finite set of the minimal projections of the centre Z(R(ε)) of R(ε). Proof. Let P j be a minimal projection of Z(R(ε)). As ε is even and Θ 2 = id, we have that Θ(P j ) is a minimal projection of Z(R(ε)). This means that or Θ(P j ) = P j , or Θ(P j ) is orthogonal to P j . The latter means that the orbit of Θ(P j ) consists of two elements.
We shown in [6] that there are nontrivial examples with Θ(P j ) = P j . Let ε be as above. Some useful properties of the pieces ε(P xP )P , P being a even projection of the centre of R(ε), minimal among the invariant ones, are described below. We start with the following Proof. Let the Z 2 -grading be implemented by the automorphism Θ. As Θ⌈ N is inner, there exists an even selfadjoint unitary V ∈ N, uniquely determined up to a sign, implementing Θ on N, see [18] , Corollary 8.11. This means that N + = A ′ , A being the Abelian algebra generated by V .
As x is odd, we have V xV = −x. Collecting together, we obtain x = 0.
The following results are crucial in the sequel. Proposition 2.5. Let P , P 1 , P 2 be minimal projections of Z(R(ε)) such that Θ(P ) = P , and Θ(P 1 ) = P 2 respectively.
(i) There exist Θ-invariant subalgebras N,N of A {0} , and an even state Φ onN A {1} such that
where σ(x,x) is 1 if both x,x are odd, and −1 in the remaining cases; and for x ∈ N, y ∈N A {1} ,
(ii) There exist subalgebras
and for
In addition, if z ∈ A {1} is even, then
Notice that Θ leaves globally stable both N andÑ. Let V ∈ N + a selfadjoint unitary, implementing Θ on N. The twisted algebraN :=Ñ + + VÑ − is the searched algebra. Let now y ∈N A {1} be odd. Then ε(y) ∈ N is odd too, and by the bimodule property of ε, ε(y), N + = 0. This means by Lemma 2.4, that ε(y) = 0. If x ∈ N, y ∈N A {1} , we have
This means that ε(y) ∈ Z(N) ≡ CP , that is ε(xy) = Φ(y)x for a uniquely determined even state Φ onN A {1} .
(ii) Take
As ε is even, we have
and (2.6). By applying (2.1), there exist states ϕ i on M i , such that
and
Thanks to the Θ-equivariance of ε, we conclude that ϕ 2 = ϕ 1 • Θ and vice-versa.
Notice that, if z ∈ A {1} is even, then
By the first part, we get
THE STRUCTURE OF NON HOMOGENEOUS MARKOV STATES
By taking into account the previous considerations, and the examples described in [6] , the program in [3] cannot be directly implemented for Fermi Markov states. This is essentially due to the fact that all the minimal projections of the centres Z(R(ε j )) of the ranges R(ε j ) do not generate an Abelian algebra. Yet, it is possible to decompose non homogeneous Markov states on the CAR algebras into more elementary ones in a sense we are going to explain.
Let ϕ be a (locally faithful) Markov state, together with the sequence {ε j } j<j + of even two-point transition expectations canonically associated to ϕ as previously explained. We start by considering the centre Z j of R(ε j ), together with the generating family {P j γ j } γ j ∈Γ j of minimal projections. Define Ω j := Γ j / ∼ where '∼' stands for the equivalence relation induced by Θ on the spectrum Γ j of Z j . Let π j : Γ j → Ω j be the corresponding canonical projection. Put
In addition, the C j generate an Abelian subalgebra of A whose spectrum is precisely
In order to simplify notations, we put
and define
Thanks to the fact that the Q j ω j are even, it is almost immediate to show that the formula (3.2)
It is also a quite standard fact (cf. [3, 6] ) that
By taking into account the analogous considerations in [3, 6] , we recover the following objects canonically associated to the Markov state ϕ under consideration.
(a) A classical Markov process on the compact space Ω given in (3.1), whose law µ is uniquely determined by the the sequences of compatible distributions and transition probabilities at the place j given respectively by
Notice that, in non trivial cases (i.e. when I is infinite), B ω cannot be viewed in a canonical way as a subalgebra of A. Yet, B ω is equipped with a canonical filtration {B ω,Λ | Λ finite subset of I}, and a Z 2 -grading implemented by the automorphism Θ ω , both arising from A.
(c) A completely positive identity-preserving map E ω : A → B ω , which is is uniquely determined by
We have trivially
and, in the notations of (2.4),
ω is an even conditional expectation, provided that it is identity-preserving. This means that we must check
. But, we have by (2.8) 4 With an abuse of notation, we are writing ϕ instead of ϕ {j} in the definition of
The proof follows as the number c is precisely π j ω j ,ω j+1
.
(e) The state ψ ω ∈ S(B ω ), uniquely determined on localized elements by
It is easy to check that ψ ω is a Markov state on B ω w.r.t. the conditional expectations
In addition, the field
is σ(A * , A)-measurable. We are ready to prove the announced result concerning the decompostion of a Markov state into elementary Markov states which are minimal in the following sense. They are precisely Markov states for which the involved Z 2 -grading acts transitively on the centres Z(R(ε n )) of the ranges of all the involved even transition expectations ε n . A trajectory ω ≡ (. . . ,
are not all minimal projections, gives rise to an elementary Markov state which is a generalization of the pivotal example in Subsection 6.4 of [6] . 
4).
Define the set Ω by (3.1) ; the probability measure µ on Ω, by (3.3); the quasi-local algebra B ω by (3.4) ; the map E ω by (3.5) ; the state ψ ω on B ω by (3.6) .
Then ϕ admits the decomposition
The meaning of the integral (3.7) is that, for A ∈ A,
In addition, if A j ∼ M 2 (C), j ∈ I, we have a more esplicit description for the ψ ω , see [6] .
Proof. We schetck the proof, following the line of the analogous one of Theorem 3.2 of [3] . As ϕ is a Markov state, we find a (possibly non homogeneous) Markov process on Ω with law µ as above. Consider the Abelian C * -subalgebra C of B given by
together with the GNS representation π of B relative to ϕ ⌈B . Then π(C)
where ω → π ω is a measurable field of representations of B, see [20] , Theorem IV.8.25. Accordingly, we find a measurable field ω → ξ ω of unit vectors such that, for each A ∈ B, we get
see [20] , Proposition IV.8.34. As ϕ is a Markov state, it is invariant w.r.t. E, the last defined in (3.2). Then
for the σ(A * , A)-measurable field ϕ ω given by
As ϕ is E-invariant, we reduce the situation to operators of the form
Notice that π(C) belongs to the diagonal algebra and is described by the function
By computing ϕ(AC) taking into account the previous direct-integral decomposition of ϕ, and the fact that ϕ is a Markov state, we obtain
Thanks to the fact that the functions of the form π(C)(ω) generate all of C(Ω), we conclude that for each localized element A ∈ A, there exists a measurable set Ω A ⊂ Ω of full µ-measure such that, when ω ∈ Ω A , we have,
By considering linear combinations with rational coefficients, we can select a measurable set F ⊂ Ω of full µ-measure and a dense subset A 0 ⊂ A of localized operators such that (3.8) is simultaneously true on F , for each element of A 0 . Let A ∈ A. Consider a sequence A n ∈ A 0 converging to A. If ω ∈ F , we obtain
The following is nothing but that the reconstruction result for the class of Fermi Markov states.
Consider, for j < j + , a sequence Z j of Θ-invariant commutative subalgebras of A {j} with spectra Γ j and generators {P j γ j } γ j ∈Γ j . Put Z j + := C1 I. Let ∼ be the equivalence relation on the Γ j induced by the action of Θ, and p j the corresponding projection map. Set
which is Θ-invariant whenever P j γ j is. 6 Form for j < j + − 1 and for j = j + − 1, the two-point even faithful transition expectation
respectively, according Proposition 2.5, by taking for the states in (2.5), (2.7) faithful ones. Define B ω , E ω as in (3.4), (3.5) respectively.
For the trajectory ω = (. . . , ω j−1 , ω j , ω j+1 , . . . ), and j < j + , define the conditional expectation E 
is a Markov state w.r.t. the sequence {E j } j<j + of conditional expectations uniquely determined by the two-point transition expectations ε j given, for
Proof. A straightforward computation shows that, for all generators of the form x k · · · x l ∈ A [k,l] , ϕ satisfies (2.3), for the sequence of conditional expectations constructed as above (cf. the proof of Theorem 4.1 of [3] ). The proof follows as the state ϕ is locally faithful, by taking into account Lemma 2.2.
GENERAL PROPERTIES OF FERMI MARKOV STATES
We start by recalling that a Markov state considered here is a even locally faithful state ϕ on the (possibly non homogeneous) CAR algebra A satisfying the properties listed in Definition 2.1, the involved (quasi-)conditional expectations being even too.
Let D [k,l] be the adjusted density matrix of ϕ [k,l] (i.e. the density w.r.t. the normalized trace). For k < n < j + , define the unitary w k,n (t) ∈ A [k,n+1] as
Denote S( · ) the von Neumann entropy. The following theorem collects some properties of the Fermi Markov states considered here, already known for Markov states on tensor product algebras, see e.g. [3, 7, 16, 17] . (i) ϕ ∈ S(A) be a Markov state; (ii) for each t ∈ R, k < n < j + , w k,n (t) ∈ A [n,n+1],+ . Moreover, if ϕ is translation invariant, 8 the previous assertions are also equivalent to
Proof. (i)⇒(ii) Thanks to Lemma 4.1 of [7], if ϕ is a Markov state, then there exists an unitary
t ≡ x , σ ϕ t being the modular group of a faithful state on a von Neumann algebra, see e.g. [18] . As w k,n (t) is even, we have
see [9] , Lemma 11.1 and Theorem 4.17.
(
where w k,n (−i/2) is the analytic continuation at −i/2 of w k,n (t), and E
is the conditional expectation of A [k,n+1] onto A [k,n] preserving the normalized trace. If the w k,n (t) satisfy all the properties listed above, the generalized conditional expectation E k,l is a ϕ [k,n+1] -preserving quasi-conditional expectation w.r.t. the triplet
Take the pointwise limit
for each fixed n, we obtain by E n (xy) := xε n (y), x ∈ A [n−1] , y ∈ A [n,n+1] , a conditional expectation fulfilling all the properties listed in Definition 2.1, see [3] , Theorem 5.1, and [6] , Proposition 4.3.
(ii) ⇐⇒ (iii) We have
We needs in this situation I = Z, and for each n ∈ Z,
the last being the Connes-Radon-Nikodym cocycle of
The assertion follows from the fact that (iii) is equivalent to the fact that A [n,n+1] is a sufficient subalgebra for both the mentioned states. It turns out to equivalent to (ii) by translation invariance, see [17] , Proposition 11.5, and Proposition 9.3. Proof. By Theorem 4.1, the pointwise norm-limit
exists as it is asymptotically constant (in n) on localized elements. Thus, it defines a one-parameter group of automorphisms t ∈ σ t of A which admits, by construction, ϕ as a KMS state. This means that π ϕ (A) ′ ξ ϕ is dense in H ϕ , (π ϕ , H ϕ , ξ ϕ ) being the GNS triplet of ϕ. Furthermore, ϕ is faithful as A is a simple C * -algebra, see [12] , Proposition 2.6.17.
Corollary 4.3. We have for the translation invariant Markov state
s(ϕ) being the mean entropy of ϕ.
Proof. It immediately follows by (iii) of Theorem 4.1.
DIAGONALIZABLE MARKOV STATES
In the present section we investigate the structure of Markov states for which Θ acts trivially on each Z(R(ε n )), ε n being the even transition expectations canonically recovered from the Markov state under consideration. In this situation, the analysis becomes more explicit.
Let ω = (. . . , ω j−1 , ω j , ω j+1 , . . . ) ∈ Ω be a trajectory. Thanks to part (i) of Proposition 2.5,
providing the (Fermi) decompositions of the Q Proof. It suffices to prove the assertion for
By the product property of Tr A {j} A {j+1} , we get
. Thus, we reduce the situation to the algebra N be recovered by ϕ according to (2.5) . 10 Consider the even densities (w.r.t. the unnormalized traces on the corresponding algebras) T
respectively. 9 See Proposition 4.6 of [9] for the meaning of the statements about the product state extensions. 10 If j − and/or j + do not belong to I, they do not appear in the formulae, the last having an obvious meaning. In addition, as Ω j+ ≡ {j + }, we use the symbology η such that, for each k ≤ l,
By taking into account Proposition 5.2, the situation relative to diagonalizable Markov state becomes similar to that for the Markov states on tensor product algebras. We refer the reader to Section 5 of [3] for more explicit computations, and for further details.
The fine structure of the density matrices (or equivalently the potentials) of a diagonalizable Markov state allows us to prove the results listed below. In order to provide a diagonalizability result, we define increasing subalgebras of the Fermi algebra A equipped with a natural local structure inherited from that of the original algebra.
Let
For each k ≤ j < l, and ω j ∈ Ω j , choose a even maximal Abelian subalgebra
Theorem 5.4. Let ϕ ∈ S(A) be a diagonalizable Markov state. Then there exists a conditional expectation
In addition, the measure µ on spec(D) associated to ϕ⌈ D is a Markov measure w.r.t. the natural filtration of D.
Proof. We start by noticing that
Thus, D is a even maximal Abelian C * -subalgebra of A. Consider the potentials k [m,n] 
12
We have
As the sequence {E . 13 Now we pass to the dynamical entropy h ϕ (α) w.r.t. the right shift α for translation invariant diagonalizable Markov states. The reader is referred to [13, 14, 17] for details on dynamical entropy.
The definition of the dynamical entropy h ϕ (α) is based on the multiplesubalgebra entropy
As its definition is rather involved, it is enough for us to recall the properties needed in the sequel, where the involved algebras are finite-dimensional. The entropy Proof. By taking into account the structure of diagonalizable Markov states, the proof is similar to that of Proposition 11.6. Fix n, and consider N [0,n+1] given in (5.4). We have A [1,n] ] , and N [0,n] is expected. We compute,
ωn−1,ωn in (5.5) generates a tensor product. 14 Fix a faithful trace on M . Let T 1 , · · · , T k , T be the corresponding densities of N 1 , · · · , N k , M respectively. Choose maximal Abelian subalgebras A j of N j containing T j , j = 1, . . . , k. As the N j are expected, we have for a ∈ A j , Footnote 11) , we obtain by the monotonicity of the relative entropy,
l being the tracial dimension of A {0} . Finally, we get
Since h ϕ (α) ≤ s(ϕ) and n is arbitrary, the assertion follows.
EXAMPLES OF SHIFT-INVARIANT FERMI MARKOV STATES
In the present section we exhibit example of Fermi Markov states. We restrict the matter to shift-invariant situation. The non homogeneous cases can be analogously treated.
In order to produce examples of shift-invariant Markov states it is enough to construct a two-point even transition expectation ε : A [0,1] → A {0} , and compute the stationary even distributions by solving
ρ running into the even states of A {0} . A translation invariant Markov state ϕ is then recovered by the marginals
6.1. case 1:
We start by noticing that there exist examples of Fermi Markov states such that the action Θ on Z(R(ε n )) is nontrivial. Such examples firstly appeared in [6] already in the most simple situation of A {n} ∼ M 2 (C). They are constructed as follows. Define, for a fixed χ in the unit circle T,
Choose a faithful state η ∈ S(q χ A [0,1] q χ ). Put
With τ the normalized trace on M 2 (C), ε n := ε•α −n , and x k ∈ A {k} , . . . , x l ∈ A {l} , the marginals (6.1) with ρ = τ , uniquely determine a shiftinvariant locally faithful Markov state ϕ on the CAR algebra A := A Z satisfying the required properties. It remains to show that, in general, it is not trivial, that is it is not a product state extension. Thanks to shift-invariance, it suffices to show that ϕ(xy) = ϕ(x)ϕ(y), when x ∈ A {0} , y ∈ A {1} . Let V ∈ A [0,1] be the partial isometry such that
where ξ χ , ξ ⊥ χ are the (unique up to a phase) normalized eigenvectors of q χ , q −χ ≡ q ⊥ χ respectively, considered as operators in A {0} ∼ = M 2 (C). Thus, we are done if we prove that there exists a faithful state η as above, such that η(X) = 0, as it is almost immediate to show that
Now, there exists a functional which is different from zero on X, hence a state η 0 which is nonnull on X. Let p ∈ A [0,1] be the support of η 0 . Choose a state η 1 with support p ⊥ . Then η := βη 0 + (1 − β)η 1 is a faithful state which is nonnull on X for an appropriate choice of β ∈ [0, 1].
15
In order to have an idea of the matter, we now consider the successive step A {k} ∼ M 4 (C). In this situation, we exhibit pivotal examples for each typical structure of the Abelian algebra Z(R(ε)), and for the action of Θ on it. Other examples can be constructed by unitary equivalence from those listed below. Let {a i , a + i | i = 1, 2} be the creators and annichilators generating A {0} . Consider the system {e kl (j) | j, k, l = 1, 2} of commuting 2 × 2 matrix-units obtained via the Klein-Wigner transformation arising from (2.2). Putting e (i,j)(k,l) := e ik (1)e jl (2), we obtain a system of matrix units for A {0} which realizes the isomorphism A {0} ∼ M 2 (C) ⊗ M 2 (C). 15 The last claim easily follows as η(X) = 0 means η 0 (X) = η 1 (X), and
Choose {e (i,j)(i,j) | i, j = 1, 2} as the generators of Z(R(ε)). In this situation, there exist even states ϕ ij , i, j = 1, 2 on A {1} such that for x ∈ A {0} , y ∈ A {1} ,
Tr(xe (i,j)(i,j) )ϕ ij (y)e (i,j)(i,j) .
Notice that the Markov state ϕ relative to this example is nothing but that the generalization to our situation of the example in Subsection 6.2 of [6] . Thus, ϕ is strongly clustering w.r.t. the shift on the chain, and the von Neumann algebra π ϕ (A)
′′ generated by the GNS representation π ϕ of ϕ is a III λ factor, for some λ ∈ (0, 1], see [15] .
For a fixed χ in the unit circle T, define
Choose {e (1,j)(1,j) , e 22 (1)Q ±χ | j = 1, 2} as the generators of Z(R(ε)). In this situation, there exist even states ϕ j , j = 1, 2 on A {1} , and a state ϕ on e 22 (1)Q χ A [0,1] e 22 (1)Q χ such that, for x ∈ A {0} , y ∈ A {1} ,
Tr(xe (1,j)(1,j) )ϕ j (y)e (1,j) (1,j) +ϕ(e 22 (1)Q χ xye 22 (1)Q χ )e 22 (1)Q χ +ϕ(e 22 (1)Q χ Θ(xy)e 22 (1)Q χ )e 22 (1)Q −χ .
case 4:
We exhibit some examples relative to this situation. First choose {e ii (1)Q ±χ | i = 1, 2} as the generators of Z(R(ε)). In this situation, there exist states
Next, for fixed (χ, η) ∈ T 2 , define with V := a Choose {P ±χ,±η } as the generators of Z(R(ε)). In this situation, there exist states ϕ ± on P ±χ,η A [0,1] P ±χ,η respectively, such that for x ∈ A [0,1] ,
We exhibit some examples relative to this situation. First choose {e 11 (1)e jj (2) , e 22 (1) | j = 1, 2} as the generators of Z(R(ε)). We have two possibilities. Namely, there exist even states ϕ j , on A {1} , i = 1, 2, and an even state ϕ on A {1} , or on (e 22 (1)A {0} e 22 (1)) A {1} such that, for x ∈ A {0} , y ∈ A {1} , ε(xy) = Tr(xe 11 (1)e jj (2))ϕ j (y)e 11 (1)e jj (2)+ϕ(e 22 (1)xe 22 (1)y)e 22 (1) .
Next, put P := e (1,2)(1,2) + e (2,1)(2,1) and choose {e (i,i)(i,i) , P | i = 1, 2} as the generators of Z(R(ε)). Again, we have two possibilities. Namely, there exist even states ϕ j , on A {1} , i = 1, 2, and an even state ϕ on A {1} , or on (P A {0} P ) A {1} such that, for x ∈ A {0} , y ∈ A {1} , ε(xy) = 2 j=1 Tr(xe 11 (1)e jj (2))ϕ j (y)e 11 (1)e jj (2) + ϕ(y)P xP , or ε(xy) = 2 j=1 Tr(xe 11 (1)e jj (2))ϕ j (y)e 11 (1)e jj (2) + ϕ(P xP y)P .
Notice that the last possibilies correspond to nontrivial cases with R(ε) ⊂ A + .
6.6. case 6: Z(R(ε)) ∼ C 3 , # of orbits of Θ⌈ Z(R(ε)) = 2.
For χ ∈ T, choose {e 11 (1)Q ±χ , e 22 (1)} as the generators of Z(R(ε)). We have two possibilities. Namely, choose a state ϕ on e 11 (1)Q χ A [0,1] e 11 (1)Q χ , and a even state ψ on A {1} , or on (e 22 (1)A {0} e 22 (1)) A {1} such that, for x ∈ A {0} , y ∈ A {1} , ε(xy) =ϕ(e 11 (1)Q χ xye 11 (1)Q χ )e 11 (1)Q χ +ϕ(e 11 (1)Q χ Θ(xy)e 11 (1)Q χ )e 11 (1)Q −χ +ψ(y)e 22 (1)xe 22 (1) , or ε(xy) =ϕ(e 11 (1)Q χ xye 11 (1)Q χ )e 11 (1)Q χ +ϕ(e 11 (1)Q χ Θ(xy)e 11 (1)Q χ )e 11 (1)Q −χ +ψ(e 22 (1)xe 22 (1)y)e 22 (1) .
6.7. case 7: Z(R(ε)) ∼ C 2 , # of orbits of Θ⌈ Z(R(ε)) = 2.
We treat only the following cases, the remaining ones follow analogously. Choose p = e (1,1)(1,1) , p ⊥ as the generators of Z(R(ε)). We have two possibilities. Namely, there exists a even state ϕ on A {1} , and a even state ψ on A {1} , or on (p ⊥ A {0} p ⊥ ) A {1} such that, for x ∈ A {0} , y ∈ A {1} , . 16 Then there exists a state ϕ on B such that for x ∈ A {0} , y ∈ B, ε(xy) = ϕ(y)Q χ xQ χ + ϕ(Θ(y))Q −χ xQ −χ ) . 6.9. case 9: Z(R(ε)) ∼ C.
We treat only one possibility, the two remaining ones generating onestep product states (see e.g. Subsection 6.1 of [6] ). Let N,N be the algebra generated by a 1 , a + 1 , a 2 , a + 2 respectively. Then there exists an even state ϕ onN A {1} such that for x ∈ N, y ∈N A {1} , ε(xy) = ϕ(y)x . 16 According to (2.2), the subalgebra B is obtained by constructing a systems {e kl (j) , f kl (j) | j, k, l = 1, 2} of four mutually commuting 2 × 2 matrix units for A [0, 1] . Notice that B is localized in the whole A [0, 1] , and is Θ-invariant.
Notice that this example is nothing but that the two-block factor treated in Subsection 6.3 of [6] . This is easily seen by passing in [6] , to the twopoint regrouped algebra.
6.10. case 10: two examples with A {n} ∼ M 2 3 (C).
We describe two examples relative to slightly more complicated situations than the previous ones. Let {a i , a First define N i ,N i as the algebras generated by {e ii (1)a 2 , e ii (1)a + 2 }, {e ii (1)a 3 , e ii (1)a + 3 }, i = 1, 2 respectively. Choose even states ϕ i onN i A {1} . Then for x i ∈ N i , y ∈N i A {1} ,
Second define N χ , M χ as the algebras generated by {P χ e ij (2) | i, j = 1, 2}, {P χ e ij (3)f kl (n) | i, j, k, l = 1, 2 , n = 1, 2, 3} respectively. Choose a state ϕ on M χ . Then for x ±χ ∈ N ±χ , y ±χ ∈ M ±χ , ε(x χ y χ + x −χ y −χ ) = ϕ(y χ )x χ + ϕ(Θ(y −χ ))x −χ .
