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TWISTOR CONSTRUCTION OF HIGHER-DIMENSIONAL
BLACK HOLES — PART II: EXAMPLES
PAUL TOD†, NORMAN METZNER‡, AND LIONEL MASON+
Abstract. We apply the twistor construction for higher-dimensional
black holes to known examples in five space-time dimensions. First the
patching matrices are calculated from the explicit metric for these ex-
amples. Then an ansatz is proposed for obtaining the patching matrix
instead from the data of rod structure and angular momenta. The ansatz
is tested on examples with up to three nuts, and these are shown to give
flat space, the Myers-Perry solution and the black ring, as expected.
Rules for the transition between different adaptations of the patching
matrix and for the elimination of conical singularities are developed and
seen to work.
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1. Introduction
This paper follows Part I in which basic results were established and we
shall freely use those results and the terminology established there. Thus in
five dimensions the twistor construction for black hole space-times can be
summarized as follows.
Summary 1.1. There exists a one-to-one correspondence between five-
dimensional stationary and axisymmetric space-times and rank-3 bundles
E → R over reduced twistor space R, where R consists of two Riemann
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spheres identified over a certain region. E can be encoded in a symmetric
meromorphic 3× 3 matrix P (z) as follows.
If J is the matrix of inner products of Killing vectors, we define the Ernst
potential adapted to a particular rod as the matrix
J ′ =
1
det A˜
 1 −χt
−χ det A˜ · A˜+ χχt
 ,
where A˜ is obtained from J by cancelling the appropriate row and column,
and χ = (χ1, χ2) are the twist potentials.
The bundle E → R is characterized by the twistor data which for an
axis-regular Ernst potential consists only of the patching matrix P . The
patching matrix is an analytic continuation of the Ernst potential, that is
P (z) = J ′(0, z) where J ′ is non-singular for r → 0.
Note that the axis-regularity fixes the three integers which are initially
part of the twistor data. For the bundle corresponding to J itself the integers
are p0 = 1, p1 = p2 = 0 and for the bundle corresponding to the Ernst
potential J ′ they are p0 = p1 = p2 = 0.
Moreover, we have seen in Part I that the rod structure of the space-time
is coded into the poles and residues of the patching matrix.
Proposition 1.2. A patching matrix P has real singularities, that is points
z ∈ R where an entry of P has a singularity, at most at the nuts of the rod
structure and these real singularities are simple poles of P .
This proposition requires horizons to be nondegenerate. From the defi-
nition of J ′ it is clear that there are different patching matrices adapted to
different rods. In Section 2 we calculate the patching matrix on the top-end
rod for the Myers-Perry solution and the black ring solution; for flat space
and the five-dimensional Schwarzschild space-time the patching matrix is
easily computed on all rods.
The converse direction will be studied in Section 3, that is we present
an ansatz for constructing the patching matrix given the data of angular
momenta and the rod structure. By Summary 1.1, knowing P is equivalent to
determining the space-time metric. Not all rod structures lead to solutions.
In order to determine the genuinely free parameters in P , it is necessary to
understand how P behaves when changing from the adaptation to one rod to
the one for an adjacent rod, a process we call switching. In Theorem 6.5 of
Part I we have seen how to switch around the nut at infinity and in Section 3
we study this for an arbitrary nut. Finally, we show how to eliminate conical
singularities and apply this to the black ring.
2. Patching Matrix for Relevant Examples
In order to find the patching matrix we first need to know the metric of our
space-time in the σ-model form, that is we have to calculate J(r, z). After
that the Ernst potential, respectively the patching matrix, can be computed
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which mainly means determining the twist potentials on the axis. The easiest
example to start with is flat space in five dimensions.
2.1 Five-Dimensional Minkowski Space. The real five-dimensional
Minkowski space is the manifold R5 with the metric that, in double polar
coordinates, takes the form
ds2 = −dx20 + dR21 +R21 dϕ2 + dR22 +R22 dψ2.
The rotational Killing vector fields are X1 = ∂ϕ, X2 = ∂ψ. To obtain the
σ-model coordinates we introduce z, r by
z + ir =
1
2
(R1 + iR2)
2 .
Then
J(r, z) =

−1 0 0
0 z +
√
r2 + z2 0
0 0 −z + √r2 + z2
 (2.1)
and e2ν =
1
2
√
r2 + z2
. (2.2)
Since dim(ker J(0, z)) > 1 only for z = 0, we can read off that the metric
admits two semi-infinite rods, namely (−∞, 0) and (0,∞). Because J is
diagonal we have for the Killing 1-forms θI = g(XI , ·) that θI ∧ dθI = 0.
It follows that the twist potentials are zero without loss of generality and
thereby we obtain the patching matrix as
P±(z) = diag
(
∓ 1
2z
,−1,±2z
)
, (2.3)
where the upper sign combination is for P adapted to z > 0, and the lower
one for z < 0.
2.2 Twist Potentials on the Axis.
As part of the algorithm for obtaining P (z) from the metric we need to
calculate the twist potentials just on the axis. Explicit expressions for twist
potentials have been obtained for example in (Tomizawa et al. 2004) and
(Tomizawa et al. 2009), but these are not in Weyl coordinates which we
need here. Therefore it is simpler to rederive some results, not only for
completeness but also for providing a way of calculating the twist potentials
on the axis for other space-times where they are not yet in the literature.
First we derive general formulae. Assume that the metric takes the form
ds2 = J00 dt
2 + 2J01 dtdϕ+ 2J02 dtdψ + J11 dϕ
2 + 2J12 dϕdψ
+ J22 dψ
2 + e2ν
(
dr2 + dz2
)
,
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and rewrite it as
ds2 = −F 2 (dt+ ω1 dϕ+ ω2 dψ)2 +G2 (dψ +Ωdϕ)2
+H2 dϕ2 + e2ν
(
dr2 + dz2
)
,
with
F 2 = −J00, −F 2ω1 = J01, −F 2ω2 = J02,
−F 2ω22 +G2 = J22, −F 2ω1ω2 +G2Ω = J12,
−F 2ω21 +G2Ω2 +H2 = J11.
The latter form has been chosen to facilitate calculating P adapted to part
of the axis where z →∞ and ∂ϕ = 0. In terms of the orthonormal frame
θ0 = F (dt+ ω1 dϕ+ ω2 dψ) , θ
1 = G (dψ +Ωdϕ) ,
θ2 = H dϕ, θ3 = eν dr, θ4 = eν dz,
the Killing 1-forms take the form
∂
∂t
→ T = −F θ0 = −F 2 (dt+ ω1 dϕ+ ω2 dψ) ,
∂
∂ψ
→ Ψ = Gθ1 − Fω2 θ0.
Using dϕ = H−1 θ2, dψ = G−1 θ1 − ΩH−1 θ2 this yields for the first twist
potential
dχ1 = ∗ (T ∧Ψ ∧ dT )
= −F
3G
H
∗
(
θ0 ∧ θ1 ∧ θ2 ∧ (dω1 − Ωdω2)
)
,
and for the second
dχ2 = ∗ (T ∧Ψ ∧ dΨ)
=
FG
H
∗
(
θ0 ∧ θ1 ∧ θ2 ∧ (G2 dΩ− F 2ω2 dω1 − F 2ω2Ωdω2)
)
.
Since J = J(r, z) all the functions depend only on r, z, hence so do χi and
ωi. Then the total derivatives are dχi = ∂rχi dr+ ∂zχi dz and analogous for
ωi. Furthermore, noting that dr = e
−ν θ3, dz = e−ν θ4 the above equations
read
dχ1 = −ǫ F
3G
H
(
(∂rω1 − Ω ∂rω2)dz − (∂zω1 − Ω ∂zω2)dr
)
⇒ ∂zχ1 = −ǫ F
3G
H
(
∂rω1 − Ω ∂rω2
)
,
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and
dχ2 = ǫ
FG
H
((
G2∂rΩ− F 2ω2∂rω1 − F 2ω2Ω∂rω2
)
dz
−
(
G2∂rΩ− F 2ω2∂rω1 − F 2ω2Ω∂rω2
)
dr
)
⇒ ∂zχ2 = ǫ FG
H
(
G2∂rΩ− F 2ω2∂rω1 − F 2ω2Ω∂rω2
)
,
with ǫ ∈ {±1} only depending on the chosen orientation of our orthonormal
tetrad. To proceed we need to specify our metric functions in order to
calculate the twist potentials. First we are going to look at the asymptotics
since they will give us important information later.
2.3 Asymptotic Minkowski Space-Times. For an asymptotically-
flat stationary and axisymmetric space-time in five dimensions we learn from
(Harmark 2004, Sec. IV.C) the leading terms in the approach to Minkowski
space. In σ-model form
(
for
√
r2 + z2 → ∞ and z/√r2 + z2 finite) the
metric coefficients behave as follows
J00 = −1 + 4M
3π
1√
r2 + z2
+O
(
(r2 + z2)−1
)
,
J01 = −L1
π
√
r2 + z2 − z
r2 + z2
+O
(
(r2 + z2)−1
)
,
J02 = −L2
π
√
r2 + z2 + z
r2 + z2
+O
(
(r2 + z2)−1
)
,
J11 =
(√
r2 + z2 − z
) [
1 +
2
3π
M + η√
r2 + z2
+O
(
(r2 + z2)−1
)]
,
J12 = ζ
r2
(r2 + z2)
3
2
+O
(
(r2 + z2)−1
)
,
J22 =
(√
r2 + z2 + z
) [
1 +
2
3π
M − η√
r2 + z2
+O
(
(r2 + z2)−1
)]
,
e2ν =
1
2
√
r2 + z2
+O
(
(r2 + z2)−1
)
.
(2.4)
Here M is the mass of the space-time and L1, L2 are the angular momenta;
ζ and η are constant where η is not gauge-invariant, that is it changes under
z → z+const., unlike ζ; the periodicity of ϕ and ψ is assumed to be 2π (the
case when it is 2πε is given in (Harmark 2004, Sec. IV.C) as well).
Calculating the twist potentials on the top end rod by the method de-
scribed above, we obtain to leading order in z the expressions
χ1|r=0 ∼
2ǫL1
πz
, χ2|r=0 ∼ −
4ǫζ
z
,
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where additive constants are dropped, so that both potentials go to zero at
large z. Thus the patching matrix to leading order in z beyond (2.3) is
P+ =

− 1
2z
− M + η
3πz2
ǫL1
πz2
−2ǫζ
z2
ǫL1
πz2
−1 + 4M
3πz
−2L2
πz
−2ǫζ
z2
−2L2
πz
2z +
4(M − η)
3π

. (2.5)
The subscript + indicates that the patching matrix is adapted to the top
asymptotic end. The adaptation P− to the bottom asymptotic end, that is
the one which extends to z → −∞, is obtained by swapping ϕ and ψ in their
roles. This leads to z 7→ −z, L1 ↔ L2. Furthermore, one has to check what
happens with ζ and η in this case. From (Harmark 2004, Eq. (5.18)) we see
that ζ 7→ ζ and η 7→ −η for the Myers-Perry solution. But all asymptotically
flat space-times have the same fall off up to the order (2.4), so this behaviour
must be generic. For the ease of reference later on we will include P− again
explicitly
P− =

1
2z
− M − η
3πz2
− ǫL2
πz2
−2ǫζ
z2
− ǫL2
πz2
−1− 4M
3πz
2L1
πz
−2ǫζ
z2
2L1
πz
−2z + 4(M + η)
3π

. (2.6)
The Myers-Perry solution (Myers & Perry 1986), which we will study next,
is the five-dimensional pendant of the Kerr solutions, that is it describes a
five-dimensional spinning black hole with a topologically spherical horizon.
2.4 Five-Dimensional Myers-Perry Solution. The calculation in
the first part of this example up to the expression for J(r, z) is based on
(Harmark 2004). The Myers-Perry metric is given by
ds2 = −dt2 + ρ
2
0
Σ
[
dt− a1 sin2 θ dϕ− a2 cos2 θ dψ
]2
+ (ρ2 + a21) sin
2 θ dϕ2 + (ρ2 + a22) cos
2 θ dψ2
+
Σ
∆
dρ2 +Σdθ2,
(2.7)
where
∆ = ρ2
(
1 +
a21
ρ2
)(
1 +
a22
ρ2
)
− ρ20,
Σ = ρ2 + a21 cos
2 θ + a22 sin
2 θ,
(2.8)
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and the coordinate ranges are
t ∈ R, ϕ, ψ ∈ [0, 2π) , θ ∈ [0, π].
The Weyl coordinates can be taken to be
r =
1
2
ρ
√
∆sin 2θ, z =
1
2
ρ2
(
1 +
a21 + a
2
2 − ρ20
2ρ2
)
cos 2θ.
The rod structure consists of three components (−∞, α), (−α,α), (α,∞),
where
α =
1
4
√(
ρ20 − a21 − a22
)2 − 4a21a22.
The rod vectors turn out to be as follows.
(1) If z lies in the semi-infinite spacelike rod (α,∞), the rod vector is ∂ϕ.
(2) If z lies in the finite timelike rod (−α,α), the kernel of J is spanned by
the vector (
1 Γ1 Γ2
)t
,
in the basis (∂t, ∂ϕ, ∂ψ), where Γ1,2 are the angular velocities
Γ1 =
ρ20 + a
2
1 − a22 − 4α
2a1ρ
2
0
, Γ2 =
ρ20 − a21 + a22 − 4α
2a2ρ
2
0
.
This rod corresponds to an event horizon with topology S3 (see (Hollands
& Yazadjiev 2008), proof of Proposition 2 in Section 3).
(3) If z lies in the semi-infinite spacelike rod (−∞,−α), the rod vector is
∂ψ.
The conserved Komar quantities are
M =
3π
8
ρ20, L1 =
3π
8
a1ρ
2
0, L2 =
3π
8
a2ρ
2
0. (2.9)
Now we can again calculate the twist potentials on the top end rod as
shown earlier and obtain
χ1|θ=0 = −
ǫρ20a1
ρ2 + a21
, χ2|θ=0 =
ǫa1a2ρ
2
0
ρ2 + a21
.
On θ = 0 we have
ρ2 = 2z +
1
2
(
ρ20 − a21 − a22
)
,
so the notation in the calculation of P can be somewhat streamlined by
introducing
β =
1
4
(
−ρ20 + a21 − a22
)
, γ =
1
4
(
ρ20 + a
2
1 − a22
)
.
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Then a straightforward computation shows
P1 =

− z + γ
2(z2 − α2) −
ρ20a1
4(z2 − α2)
ρ20a1a2
4(z2 − α2)
· −z
2 + z(β − γ) + γ2 − βγ − α2
z2 − α2 −
a2ρ
2
0(z − γ)
2(z2 − α2)
· · 2(z − β) + a
2
2ρ
2
0(z − γ)
2(z2 − α2)

,
(2.10)
where the subscript indicates that it is adapted to rod 1 according to the
numbering above.
In the case of a1 = a2 = 0 the Myers-Perry metric becomes the 5-
dimensional Schwarzschild metric
ds2 =
(
−1 + ρ
2
0
ρ2
)
dt2 + ρ2 sin2 θ dϕ2 + ρ2 cos2 θ dψ2
+
(
1− ρ
2
0
ρ2
)−1
dρ2 + ρ2 dθ2,
The twist potentials are globally constant and we set them without loss of
generality to zero. The adaptations to the three different parts of the axis,
then take the following form.
(1) Spacelike rod z ∈ (α,∞):
P1(z) = diag
(
− 1
2(z − α) ,−
z − α
z + α
, 2(z + α)
)
.
(2) Horizon rod z ∈ (−α,α):
P2(z) = diag
(
− 1
4(z2 − α2) ,−2(z − α), 2(z + α)
)
.
(3) Spacelike rod z ∈ (−∞,−α):
P3(z) = diag
(
1
2(z + α)
,−z + α
z − α,−2(z − α)
)
.
2.5 Black Ring Solutions. The five-dimensional black ring of Emparan
and Reall (Emparan & Reall 2002) is a space-time with a black hole whose
horizon has topology S1 × S2. We shall take formulae and notation from
(Harmark 2004, Sec. VI).
The metric is
ds2 = −F (v)
F (u)
(
dt− Cκ1 + v
F (v)
dϕ
)2
+
2κ2F (u)
(u− v)2
[
−G(v)
F (v)
dϕ2 +
G(u)
F (u)
dψ2 +
1
G(u)
du2 − 1
G(v)
dv2
]
,
(2.11)
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where F (ξ) and G(ξ) are
F (ξ) = 1 + bξ, G(ξ) = (1− ξ2)(1 + cξ),
and the parameters vary in the ranges
0 < c ≤ b < 1.
The parameter κ has the dimension of length and for thin rings it is roughly
the radius of the ring circle. The constant C is given in terms of b and c by
C =
√
2b(b− c)1 + b
1− b ,
and the coordinate ranges for u and v are
−1 ≤ u ≤ 1, −∞ ≤ v ≤ −1
with asymptotic infinity recovered as u→ v → −1. For the ϕ-coordinate the
axis of rotation is v = −1, and for the ψ-direction the axis is divided in two
components. First u = 1 which is the disc bounded by the ring, and second
u = −1 which is the outside of the ring, that is up to infinity. The horizon is
located at v = −1
c
and outside of it at v = −1
b
lies an ergosurface. As argued
in (Emparan & Reall 2008, Sec. 5.1.1) three independent parameters b, c, κ is
one too many, since for a ring with a certain mass and angular momentum we
expect its radius to be dynamically fixed by the balance between centrifugal
and tensional forces. This is here the case as well, because in general there
are conical singularities on the plane containing the ring, u = ±1. In order
to cure them ϕ and ψ have to be identified with periodicity
∆ϕ = ∆ψ = 4π
√
F (−1)
|G′(−1)| = 2π
√
1− b
1− c ,
and the two parameters have to satisfy
b =
2c
1 + c2
. (2.12)
This leaves effectively a two-parameter family of solutions as expected with
the Killing vector fields X0 = ∂t, X1 = ∂ϕ and X2 = ∂ψ. For the moment,
however, we will keep the conical singularity in and regard the parameter b
as free. It can be eliminated at any time using (2.12).
A straightforward calculation shows
detJ =
4κ4
(u− v)4G(u)G(v),
hence we define
r =
2κ2
(u− v)2
√
−G(u)G(v).
The harmonic conjugate can be calculated in the same way as for the Myers-
Perry solution (for details see (Harmark 2004, App. H)) and one obtains
z =
κ2(1− uv)(2 + cu+ cv)
(u− v)2 .
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Using expressions for u, v in terms of r, z (see (Harmark 2004, App. H))
u =
(1− c)R1 − (1 + c)R2 − 2R3 + 2(1 − c2)κ2
(1 − c)R1 + (1 + c)R2 + 2cR3
v =
(1− c)R1 − (1 + c)R2 − 2R3 − 2(1 − c2)κ2
(1 − c)R1 + (1 + c)R2 + 2cR3 ,
where
R1 =
√
r2 + (z + cκ2)2, R2 =
√
r2 + (z − cκ2)2, R3 =
√
r2 + (z − κ2)2,
the J-matrix can be computed as
J00 = −(1 + b)(1− c)R1 + (1− b)(1 + c)R2 − 2(b− c)R3 − 2b(1 − c
2)κ2
(1 + b)(1− c)R1 + (1− b)(1 + c)R2 − 2(b− c)R3 + 2b(1 − c2)κ2 ,
J01 = − 2Cκ(1− c)[R3 −R1 + (1 + c)κ
2
(1 + b)(1− c)R1 + (1− b)(1 + c)R2 − 2(b− c)R3 + 2b(1 − c2)κ2 ,
J22 =
(R3 + z − κ2)(R2 − z + cκ2)
R1 − z − cκ2 ,
J11 = − r
2
J00J22
+
J201
J00
,
with the remaining components vanishing, and
e2ν =
[
(1 + b)(1− c)R1 + (1− b)(1 + c)R2 + 2(c− b)R3 + 2b(1 − c2)κ2
]
× (1− c)R1 + (1 + c)R2 + 2cR3
8(1− c2)2R1R2R3 .
The rod structure consists of four components (−∞,−cκ2), (−cκ2, cκ2),
(cκ2, κ2), (κ2,∞).
(1) For r = 0 and z ∈ (κ2,∞) we have R3−R1+(1+c)κ2 = 0 which implies
J01 = J11 = 0. Hence, the interval (κ
2,∞) is a semi-infinite spacelike
rod in direction ∂ϕ.
(2) For r = 0 and z ∈ (cκ2, κ2) we have R2 + R3 − (1 − c)κ2 = 0 which
implies J22 = 0. Hence, the interval (cκ
2, κ2) is a finite spacelike rod in
direction ∂ψ.
(3) For r = 0 and z ∈ (−cκ2, cκ2) we have R1+R2−2cκ2 = 0 which implies
that the kernel of J in this range is spanned by the vector(
1 Γ 0
)t
, where Γ =
b− c
(1− c)Cκ
is again the angular velocity. Thus, (−cκ2, cκ2) is a finite timelike rod
and it can be shown that it corresponds to an event horizon with topology
S2×S1 (a brief reasoning can be found in (Hollands & Yazadjiev 2008),
proof of Proposition 2 in Section 3).
(4) For r = 0 and z ∈ (−∞,−cκ2) we have R1 − R3 + (1 + c)κ2 = 0
which implies J22 = 0. Hence, the interval (−∞,−cκ2) is a semi-infinite
spacelike rod in direction ∂ψ.
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As before we compute the patching matrix. However, this time some of
the metric components vanish and the metric can be written as
ds2 = J00 dt
2 + 2J01 dtdϕ+ J11 dϕ
2 + J22 dψ
2 + e2ν
(
dr2 + dz2
)
= −F 2 (dt+ ω dϕ)2 +G2 dϕ2 +H2 dψ2 + e2ν
(
dr2 + dz2
)
with
F 2 = −J00, F 2ω = −J01, G2 − F 2ω2 = J11, H2 = J22.
We see immediately that only one of the twist 1-forms is non-vanishing. On
the top end rod ∂ϕ = 0 so that the relevant Killing 1-forms are
∂
∂t
→ T = −F 2 (dt+ ω dϕ) = −Fθ0
∂
∂ψ
→ Ψ = H2 dψ = Hθ2,
where we used again the orthonormal basis
θ0 = F (dt+ ω dϕ) , θ1 = Gdϕ, θ2 = H dψ, θ3 = eν dr, θ4 = eν dz.
For the twist 1-form we then get
dχ = ∂rχdr + ∂zχdz = ∗(T ∧Ψ ∧ dT )
= ∗(Fθ0 ∧Hθ2 ∧ F 2 dω ∧G−1θ1)
= −F
3H
G
∗ (θ0 ∧ θ1 ∧ θ2 ∧ dω)
= −F
3H
G
∗
(
θ0 ∧ θ1 ∧ θ2 ∧ (∂rω dr + ∂zω dz)
)
,
thus
∂rχ = ǫ
F 3H
G
∂zω, ∂zχ = −ǫF
3H
G
∂rω.
Note that
ω =
J01
J00
, G2 = − r
2
J00J22
,
as −r2 = detJ = (J00J11 − J201)J22. On r = 0 we also see that
R1 = |z + cκ2|, R2 = |z − cκ2|, R3 = |z − κ2|,
and for κ2 < z < ∞ the moduli signs can be dropped. Then the metric
coefficients behave as
J00 = O(1), J01 = O(r2), J22 = O(1), ω2 = O(r2),
so that we obtain
∂zχ = −ǫ(−J00)
3
2 (J22)
1
2
r
(−J00)
1
2 (J22)
1
2 ∂r
(
J01
J00
)
= −ǫJ
2
00J22
r
∂r
(
J01
J00
)
.
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Now, if J01 = r
2B(z) +O(r4), then
lim
r→0
∂zχ = −ǫ lim
r→0
2J00J22B(z). (2.13)
In order to determine B(z) we do some auxiliary calculations. Denote α =
cκ2, β = κ2. Then with z > β and to leading order in r it is
R1 = (z + α)
(
1 +
r2
2(z + α)2
)
, R2 = (z − α)
(
1 +
r2
2(z − α)2
)
R3 = (z − β)
(
1 +
r2
2(z − β)2
)
,
whence
J22 = 2(z − β)2(z + α)
r2
r2
2(z − α) =
2(z − β)(z + α)
z − α .
Second we compute
J00 = −z − α
z + λ
, where λ = κ2 · 2b− bc− c
1− c . (2.14)
Last, we obtain
J01 = −C(1− c)κ
3
2(1 − b)
1
(z − β)(z + α)(z + λ) · r
2.
Using these results (2.13) can be integrated to
χ|r=0 =
2ν
z + λ
, ν =
ǫC(1− c)κ3
1− b .
Note that this agrees up to a constant with (Tomizawa et al. 2004, Eq. (25)).
Now we can compute the quantities which go in the patching matrix. The
restriction r = 0 is not explicitly mentioned, but still assumed in the follow-
ing.
gχ =
χ
J00J22
= − ν
(z − β)(z + α) ,
g =
1
J00J22
= − z + λ
2(z + α)(z − β) ,
For the last matrix entry we first calculate some auxiliary quantities. From
(2.14) we obtain
b =
λ+ α
λ+ 2β − α,
hence
b− c = (β − α)(λ − α)
β(λ+ 2β − α) , 1 + b =
2(λ+ β)
λ+ 2β − α, 1− b =
2(β − α)
λ+ 2β − α.
This yields
2ν2 =
4b(b− c)(1 + b)(1− c)2κ6
(1− b)3 = (λ+ α)(λ− α)(λ+ β),
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which in turn justifies the following factorization
(z − α)(z + α)(z − β) + 2ν2 = (z + λ)(z2 − (β + λ)z − α2 + βλ+ λ2).
and eventually
J00 + gχ
2 = −z − α
z + λ
− 2ν
2
(z + λ)(z + α)(z − β)
= −z
2 − (β + λ)z − α2 + βλ+ λ2
(z + α)(z − β) .
The patching matrix for z ∈ (β,∞) and r = 0 is now
P1 =

− z + λ
2(z + α)(z − β)
ν
(z + α)(z − β) 0
· − z
2 − γz + δ
(z + α)(z − β) 0
0 0
2(z + α)(z − β)
z − α

, (2.15)
where the index again only indicates that it is adapted to the part of the
axis which extends to +∞ and where
α = cκ2, β = κ2, λ = κ2 · 2b− bc− c
1− b ,
ν =
ǫC(1− c)κ3
1− b , γ = κ
2 + λ, δ = −c2κ4 + κ2λ+ λ2
. (2.16)
Note that this is based on the assumption that the periodicity of ϕ, ψ is 2π,
otherwise it has to be modified according to (Harmark 2004, Eq. (4.17)).
From (2.6) we read off the conserved Komar quantities as
M =
3π
4
(λ+ c2κ4), L1 =
πC(1− c)κ3
1− b , L2 = 0.
3. The Converse
As already mentioned in the introduction, the following is an immediate
consequence of the twistor construction that we described in Part I.
Corollary 3.1. The patching matrix P (adapted to any portion of the axis
r = 0) determines the metric and conversely.
Sketch of Proof. J ′(r, z) is obtained from P (w) by the splitting procedure,
see Section 3 in Part I, and conversely P (w) is the analytic continuation of
J ′(r = 0, z). 
It is known that the classification of black holes in four dimensions does
not straight-forwardly generalize to five dimensions. The Myers-Perry so-
lution and the black ring are space-times whose range of parameters (mass
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and angular momenta) do have a non-empty intersection, but their horizon
topology is different, which means they cannot be isometric. In order to
address this issue the rod structure is introduced to supplement the set of
parameters.
Using this extended set of parameters the following theorem from
(Hollands & Yazadjiev 2008) is a first step towards a classification.
Theorem 3.2. Two five-dimensional, asymptotically flat vacuum space-
times with connected horizon where each of the space-times admits three
commuting Killing vector fields, one time translation and two axial Killing
vector fields, are isometric if they have the same mass and two angular mo-
menta, and their rod structures coincide.
Note, however, that (Chruściel & Nguyen 2011, Prop. 3.1) suggests that
by adding the rod structure to the list of parameters the mass becomes
redundant, at least for connected horizon.
Theorem 3.2 answers the question about uniqueness of five-dimensional
black holes, but not existence. In other words, we do not yet know which
combinations of rod structure and angular momenta are permitted, and how
they determine the twistor data, that is essentially P , and thereby the metric.
It is natural to conjecture:
Conjecture 3.3. Rod structure and angular momenta determine P (even
for a disconnected horizon).
3.1 From Rod Structure to Patching Matrix — an Ansatz.
In the following we will present an ansatz for this reconstruction of the
patching matrix from the given data, exemplified in cases where the rod
structure has up to three nuts.
Given a rod structure with nuts at {ai|ai ∈ R}1≤i≤N we know that P can
at most have single poles at these nuts, see Corollary 6.3 and Proposition 6.4
in Part I. We shall see that this fact can also be derived from the switching
procedure (Theorem 3.12) and thus we make the ansatz
P (z) =
1
∆
P ′(z),
where ∆ =
∏N
i=1(z− ai) and the entries of P ′(z) are polynomials in z. If we
now choose P to be adapted to the top outermost rod (aN ,∞), then Sec-
tion 2.3 tells us its asymptotic behaviour as z →∞, that is P asymptotes P+
given in (2.5). This implies that the entries of P ′(z) are in fact polynomials
of the following degrees,
P ′(z) =

qN−1(z) qN−2(z) qN−2(z)
· qN(z) qN−1(z)
· · qN+1(z)
 ,
where qk is a polynomial of degree k. (Here the notation shall just indicate
the degree of the polynomials, that is two appearances of qN−1 or qN−2 in
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different entries of the matrix can still be different polynomials, and ifN−2 <
0 then it shall be the zero-polynomial.) In fact, from (2.5) we can not only
deduce the degree of the polynomials but also their leading coefficients. The
diagonal entries will have leading coefficient −1
2
, −1, and 2, respectively,
and the leading coefficients on the superdiagonal will be proportional to
the angular momenta. Similarly, one can use (2.6) for P adapted to the
bottom outermost rod (−∞, a1). Note that this does not impose any further
restrictions on the coefficients of the space-time metric apart from being
analytic.
The number of free parameters in P equals the number of independent
coefficients in the polynomials. Our aim must be to tie down our space-time
metric by fixing all those parameters in terms of the ai and the angular
momenta L1, L2. Any free parameter left in P is then a free parameter in
our (family of) solutions.
Example 3.4 (One-Nut Rod Structure).
Consider the case where the rod structure has one nut, which is without loss
of generality at the origin (remember that a shifted rod structure corresponds
to a diffeomorphic space-time), see Figure 1. We do not make assumptions
about the angular momenta L1, L2.
z
∂
∂ϕ
= 0
z = 02 1
∂
∂ψ
= 0
Figure 1. Rod Structure with one nut at the origin. The
numbers are just labelling the parts of the axis.
According to our ansatz we have for the patching matrix on the top part
of the axis
P1 =
1
z

−1
2
0 0
0 −z + c1 c2
0 c2 2z
2 + c3z + c4
 ,
which implies L1 = ζ = 0. On the other hand for the bottom part it is
P2 =
1
z

−1
2
0 0
0 −z + c˜1 c˜2
0 c˜2 2z
2 + c˜3z + c˜4
 ,
and therefore necessarily L2 = ζ = 0, thus c2 = 0. This forces the patching
matrix to be diagonal and since it has to have unit determinant,
detP1 =
1
z3
(
−1
2
)
(−z + c1)
(
2z2 + c3z + c4
)
= 1,
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we obtain c1 = c3 = c4 = 0. But this is the patching matrix for flat space,
see (2.3).
Hence we have shown that for a rod structure with one nut not all values
for the conserved quantities are allowed, in fact they all (including mass) have
to vanish, which in turn uniquely determines the space-time as Minkowski
space.

Attempting the same for a rod structure with two nuts one will quickly
notice that more tools are necessary in order to fix all the parameters. Here
Corollary 6.7 in Part I is useful.
Corollary 3.5. In five space-time dimensions, if P+ is the patching matrix
adapted to (aN ,∞), then ∆ ≔
∏N
i=1(z − ai) divides all 2 × 2-minors of
∆ · P+ = P ′+.
In Part I we have also seen that this guarantees the metric coefficients on
(aN ,∞) to be bounded for z ↓ aN . However, despite the regularity of the
metric, this does not have to hold for the other nuts, as we have seen for
example for the black ring.
Example 3.6 (Two-Nut Rod Structure).
Consider the rod structure as in Figure 2.
∂
∂ψ
= 0 H
2−α +α3 1
z
∂
∂ϕ
= 0
Figure 2. Rod structure with two nuts.
In line with the above ansatz we start off from
P =
1
z2 − α2

−1
2
z + c1
L1
π
c2
· −z2 + c3z + c4 −2L2
π
z + c5
· · 2z3 + c6z2 + c7z + c8

,
(3.1)
which we assume to be adapted to the top section of the axis (α,∞) and
where the orientation of the basis is without loss of generality chosen such
that ǫ = 1 in (2.5). Nondegeneracy requires α > 0.
One restriction on the constants is immediate from (3.1): the top-left
entry must not change sign on the top rod so that
α > 2c1. (3.2)
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We now make use of Corollary 3.5 which for the minor obtained by cancelling
the third row and first column yields
c2z
2 +
(
−c2c3 − 2L1L2
π2
)
z − c2c4 + L1c5
π
∼ z2 − α2,
where ∼ means that the left hand side has a factor z2 − α2. Assume that
L1, L2 , 0, then comparing the (ratio of) coefficients gives
c2c3 = −2L1L2
π2
, (3.3)
c4 = α
2 +
L1c5
πc2
. (3.4)
Choosing the minor obtained from cancelling the second row and third
column we get
L2
π
z2 −
(
1
2
c5 +
2L2c1
π
)
z + c1c5 − L1c2
π
∼ z2 − α2,
thus
c5 = −4L2
π
c1, (3.5)
4c21 = α
2 − L1
L2
c2. (3.6)
These four equations allow us to express c1, c2, c4 and c5 in terms of c3 (the
sign of c1 is fixed by (3.10)).
The coefficients c7 and c8 can be fixed by the minor which results from
cancelling the second row and the first column
2L1
π
z3+
c6L1
π
z2 +
(
c7L1
π
+
2c2L2
π
)
z+
L1c8
π
− c2c5 ∼ z3 + bz2−α2z− bα2,
where b is some constant. Again the ratios of the coefficients for the linear
over the cubic and the constant over the quadratic term give
c7 = −2α2 − 2L2
L1
c2, (3.7)
c8 = −α2c6 + π
L1
c2c5. (3.8)
The last coefficient that remains undetermined is c6, but the determinant is
going to help us for this. The requirement detP = 1 implies(
z2 − α2
)3
= z6 +
(
1
2
c6 − 2c1 − c3
)
z5
+
(
2c1c3 − c1c6 − c4 − 1
2
c3c6 +
1
2
c7
)
z4 + . . .
The quintic term immediately gives the desired expression
c6 = 4c1 + 2c3. (3.9)
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Exploiting furthermore the quartic term we get
−3α2 = 2c1c3 − c1c6 − c4 − 1
2
c3c6 +
1
2
c7,
which, by using the above obtained relations, is equivalent to
α2 = 4c21 + 4c1c3 + c
2
3 +
L2
L1
c2. (3.10)
Let us relabel the parameters in accordance with (Harmark 2004) as follows
c3 =
1
2
̺20, L1 =
π
4
a1̺
2
0, L2 =
π
4
a2̺
2
0.
Note that from the asymptotic patching matrix we see that c3 is proportional
to the mass which justifies the implicit assumption about its positiveness in
the above definition. However, the parameters (̺0, a1, a2) are not uncon-
strained as we will see soon.
By (3.3) we have
c2 = −
1
4
a1a2̺
2
0. (3.11)
Equations (3.6), (3.10), (3.11) imply
L1
L2
c2 = 4c1c3 + c
2
3 +
L2
L1
c2 ⇒ c1 = −
1
8
(
̺20 + a
2
1 − a22
)
.
Moreover, from (3.5) and (3.9) we obtain
c5 =
1
8
a2̺
2
0
(
̺20 + a
2
1 − a22
)
and c6 =
1
2
(
̺20 − a21 + a22
)
.
Continuing with (3.4) yields
c4 = α
2 − 1
8
̺20
(
̺20 + a
2
1 − a22
)
,
and (3.7) and (3.8) give
c7 = −2α2 +
1
2
a22̺
2
0,
c8 =
1
2
α2
(
−̺20 + a21 − a22
)
− 1
8
a22̺
2
0
(
̺20 + a
2
1 − a22
)
.
With these parameters being determined and with the help of (3.10) we can
write α explicitly as
α2 =
1
16
(
̺20 − a21 − a22
)2 − 1
4
a21a
2
2. (3.12)
Comparing those expressions with (2.10) one will find that they coincide.
However, note that
16α2 = ̺40 − 2̺20
(
a21 + a
2
2
)
+
(
a21 − a22
)2
,
which implies that for real non-zero α we need the left hand side to be pos-
itive and therefore we need either ̺20 >
(|a1|+ |a2 |)2, a condition on the
asymptotic quantities familiar from the discussion of the Myers-Perry solu-
tion in (Emparan & Reall 2008) and (Myers 2011), or 0 < ̺20 <
(|a1| − |a2|)2.
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This latter possibility is ruled out by (3.2): we want α > 2c1 while (3.6) gives
α2 ≤ 4c21, so we must have c1 < 0 or
ρ20 ≥ a21 − a22;
from the bottom rod we must obtain this condition with a1 and a2 inter-
changed, so that we require
ρ20 ≥ |a21 − a22|, (3.13)
and this is incompatible with 0 < ̺20 <
(|a1| − |a2|)2 and nondegeneracy.
Mass and angular momenta form a set of three parameters and the position
of the nuts can be expressed in terms of these three parameters. This is more
than one would have expected just from Theorem 3.2. However, we stated
already that by (Chruściel & Nguyen 2011, Prop. 3.1) the mass is redundant
in the set of parameters. Here we did not eliminate the mass, but rather
the rod length. If one instead replaces M by α in the set of parameters, one
obtains an equation forM : by rearranging (3.12) one seeks positive c3 which
satisfy a 6th order polynomial. With no further conditions on (α > 0, L1, L2)
there are again two positive solutions for c3 (unless L
2
1 = L
2
2 when there is
only one) but once again one branch is ruled out by (3.3).
Some of the steps above, when we determined all the parameters in the
patching matrix, required L1L2 , 0. Assuming that one of the angular
momenta vanishes leads to dichotomies at certain steps when solving for the
ci. Some of the branches in this tree of possibilities lead to contradictions
while others lead to valid solutions such as the Myers-Perry solution with
one vanishing angular momentum or an ultrastatic solution, that is where
gtt = 1, gti = 0 (which must violate one of the global conditions as the mass
is zero). On the other hand at no point did we use the fact that the middle
rod is a horizon.
Note also that issues of conicality cannot arise here as the periodicities
of φ,ψ are chosen to be 2π on the outer parts of the axis and no further
spatial rods are left. When we turn to a larger numbers of nuts there could
be conical singularities.

Moving on to a rod structure with three nuts, we will consider the simpler
case where one of the Killing vectors is hypersurface-orthogonal.
Example 3.7 (Three-Nut Rod Structure with one Hypersurface-Orthogonal
Killing Vector).
We consider the rod structure as in Figure 3. Together with L1 = L , 0,
L2 = 0 this comprises our twistor data. In order to simplify the calculations
we would like to make assumptions such that the two non-diagonal entries
in the third row and column of the patching matrix vanish (when adapted
to (β,∞)). One therefore needs gtψ = gϕψ = 0. This cannot be concluded
from L2 = 0, as the Black Saturn shows (see (Elvang & Figueras 2007)).
We thus make the assumption that ∂ψ is hypersurface-orthogonal, that is
Ψ ∧ dΨ = 0, so that gtψ = gϕψ = 0, and χ2 = 0.
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3
H ∂
∂ϕ
= 0∂
∂ψ
= 0∂
∂ψ
= 0
z
124 +β−α +α
Figure 3. Rod structure with three nuts, where α, β > 0,
and S2 × S1 horizon.
These assumptions turn our ansatz into
P =
1
∆

q(z) l(z) 0
l(z) c(z) 0
0 0 Q(z)
 ,
where
∆(z) = (z + α)(z − α)(z − β),
q(z) =
1
2
z2 + c1z + c2,
l(z) =
L
π
z + c3,
c(z) = −z3 + c4z2 + c5z + c6,
Q(z) = 2z4 + c7z
3 + c8z
2 + c9z + c10.
Corollary 3.5 gives the following conditions
qc− l2 = q˜1∆, q˜1 quadratic,
Qq = c˜1∆, c˜1 cubic,
Ql = q˜2∆, q˜2 quadratic,
Qc = Q˜1∆, Q˜1 quartic.
(3.14)
The condition for the patching matrix to have unit determinant then implies
∆3 = Q(qc− l2) = Qq˜1∆ ⇔ ∆2 = Qq˜1. (3.15)
Now, as q˜1 is a quadratic, there are six possibilities for it to be a product of
(z+α), (z−α) and (z− β). But ∂ψ = 0 on (α, β), thus Q/∆→ 0 for z ↓ β.
To guarantee this (z − β)2 has to divide Q, which rules out three of those
six possibilities. Furthermore, by Corollary 3.5 we have
q˜1
∆
=
1
det A˜4
on (−∞,−α),
where A˜4 is obtained from J by cancelling the rows and columns containing
inner products with ∂ψ. But from the general theory we know that the entry
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of P with the inverse determinant contains a simple pole when approaching
the nut, that is z ↑ −α, so that q˜1(−α) , 0. This immediately yields
q˜1 =
1
2
(z − α)2 and by (3.15) also Q = 2(z + α)2(z − β)2.
Now observe that there is a factor of (z − α) in ∆ but not in Q, so that by
(3.14) the monic (z − α) has to divide l, q and c. We write this as
l =
L
π
(z − α), q = −1
2
(z − α) l˜1, c = −(z − α) q˜3,
where
l˜1 = z +A, q˜3 = z
2 +Bz + C for A,B,C = const.
The first equation in (3.14) then turns into
l˜1q˜3 − 2L
2
π2
= ∆
⇔ z3 + (A+B)z2 + (C +AB)z +AC − 2L
2
π2
= z3 − βz2 − α2z + α2β.
Comparing the coefficients one sees
B = −A− β, C +AB = −α2, AC − 2L
2
π2
= α2β,
and therefore A satisfies
1
A
(
α2β +
2L2
π2
)
−A(A+ β) = −α2
⇔ A3 + βA2 − α2A− α2β − 2L
2
π2
= 0.
Writing F (a) ≔ a3 + βa2 − α2a − α2β − 2L
2
π2
, we see that since F (0) < 0,
this last polynomial has to have at least one (positive) real root which we’ll
call A (see Figure 4). Now from F ′(A) = 3A2+2βA−α2 one concludes that
the local maximum of F is at
amax = −1
3
(
β +
√
β2 + 3α2
)
.
Furthermore, note that since α ≤ β, we have
amax ≤ −1
3
(
α+
√
α2 + 3α2
)
= −α and
F (−α) = −2L
2
π2
< 0,
which implies that if F has two more real roots, they will both be smaller
than −α. On the other hand there is a constraint on A obtained from the
asymptotics. In our patching matrix the central entry is
c
∆
= −(z − α)(z
2 +Bz + C)
∆
= −1 + (α− β −B)z−1 + . . .
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F (a)
a
Aamin−αamax
Figure 4. The cubic F (a).
Using (2.5) and the relation between A and B, this gives
A+ α =
4M
3π
.
Positivity ofM thus implies A > −α and we therefore have shown that there
is a unique positive A ∈ R which satisfies all the constraints.
Consequently, by our ansatz we are able to fix all the parameters in terms
of α, β, L, that is in terms of the given rod and asymptotic data, and the
patching matrix is
P1 =

− z +A
2(z + α)(z − β)
L
π(z + α)(z − β) 0
· − z
2 − γ˜z + δ˜
(z + α)(z − β) 0
0 0
2(z + α)(z − β)
z − α

,
where
γ˜ = β +A, δ˜ = −α2 + βA+A2.
Now compare this with (2.15): since λ and A are zeros of the same polyno-
mial and are restricted by the same inequality involving the mass, they are
equal and we have derived the patching matrix for the black ring with the
conical singularity not yet removed. (We are grateful to Harvey Reall for
suggesting this possibility.)

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For the regular black ring, removing the conical singularity gives the an-
gular momentum L in terms of α and β. In this formalism, removing the
conical singularity requires more work which we turn to next.
3.2 Local Behaviour of J around a Nut.
For the case of a rod structure with three nuts and L1L2 , 0, and generally
as the number of nuts gets higher, one needs more constraints and these will
come from the inner rods. It is therefore important to have an understanding
of how the patching matrices with adaptations to adjacent rods are related
to each other. We have seen an example in Theorem 6.5 in Part I, which
can be considered as such a switch at the nut at infinity. The proof gives
an idea of what is happening when changing the adaptation, yet it will be
more difficult for interior nuts, that is nuts for which |ai| is finite.
A strategy of how to achieve this is described in (Fletcher 1990, Ch. 3).
There the essence is that “... redefining the sphere S0 and S1 by inter-
changing double points alters the part of the real axis to which the bun-
dle is adapted.” (Fletcher 1990, Sec. 3.2). However, as the example in
(Fletcher 1990, Sec. 5.1) shows, this comes down to a Riemann-Hilbert prob-
lem which will be rather hard and impractical to solve in five or even higher
dimensions. Thus we will approach this task in a different way. The idea is
that we start off as above on the outermost rods where |z| → ∞, determine
as many free parameters as possible by the constraints which we have got
on these rods, then take the resulting P -matrix (still having free parameters
in it which we would like to pin down), calculate its adaptation to the next
neighbouring rod and apply analogous constraints there. But before looking
at the patching matrix itself let us first study how J behaves locally around
a nut.
Consider first a nut where two spatial rods meet, that is like in Figure 5.
∂
∂ψ
= 0 ∂
∂ϕ
= 0
z
u = 0v = 0
Figure 5. Two spatial rods with their rod vectors meeting
at a nut.
Without loss of generality assume that the nut is at z = 0. In this case a
suitable choice of coordinates are the (u, v)-coordinates defined as
r = uv, z =
1
2
(v2 − u2) ⇔ u2 = −z ±
√
r2 + z2, v2 = z ±
√
r2 + z2,
where the signs on the right-hand side are either both plus or both minus.
If we choose both signs to be plus, then the rod ∂ϕ = 0 corresponds to u = 0
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and ∂ψ to v = 0. The metric in the most general case has the form
ds2 = X dt2 + 2Y dtdϕ+ 2Z dtdψ + U dϕ2 + 2V dϕdψ +W dψ2
+ e2ν(u2 + v2)(du2 + dv2),
(3.16)
or equivalently
J(u, v) =

X Y Z
· U V
· · W
 .
We assume that φ,ψ have period 2π.
Theorem 3.8. For a space-time regular on the axis the generic form of J
in (u, v)-coordinates around a nut, where two spacelike rods meet, is
J =

X0 u
2Y0 v
2Z0
· u2U0 u2v2V0
· · v2W0
 , (3.17)
and, furthermore, one needs
• U0
v2e2ν
= 1 as a function of v on u = 0,
• W0
u2e2ν
= 1 as a function of u on v = 0.
If one of the rods is the horizon instead of a spacelike rod corresponding
statements hold.
The second part of the theorem is closely tied to the problem of conicality,
which we will investigate shortly.
Proof. Introduce Cartesian coordinates
x = u cosφ, y = u sin φ, z = v cosψ, w = v sinψ, (3.18)
then the metric becomes in these coordinates
ds2 = X dt2 + 2
Y
u2
dt(xdy − y dx) + 2Z
v2
dt(z dw − w dz) + U
u4
(xdy − y dx)2
+ 2
V
u2v2
(xdy − y dx)(z dw − w dz) + W
v4
(z dw − w dz)2
+ e2ν(u2 + v2)
(
1
u2
(xdx+ y dy)2 +
1
v2
(z dz + w dw)2
)
.
(3.19)
The x, y, z, w are not to be confused with the earlier use of the same symbols.
Set X0 = X. Now as u→ 0 for constant v we immediately see that in order
for gty and gxw to be bounded we need Y = u
2Y0 and V = u
2V1 for bounded
Y0, V1. The remaining singular terms are
U
u4
(xdy − y dx)2 + e2ν(u2 + v2) 1
u2
(xdx+ y dy)2.
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For the fourth-order pole not to be dominant we need U = u2U0 for bounded
U0; then it is required
U0
v2e2ν
= 1 as a function of v on u = 0 (3.20)
to remove the remaining second-order pole.
Repeating this for v → 0 with fixed u yields Z = v2Z0, V1 = v2V0,
W = v2W0 and
W0
u2e2ν
= 1 as a function of u on v = 0.
This is the minimum that we can demand in terms of regularity of J on the
axis and near the nuts.
Assuming now without loss of generality that in Figure 5 the axis segment
where v = 0 is the horizon, we have seen in Section 5 in Part I that then the
first row and first column degenerate. So, we substitute
z = v cosh(ωt), w = v sinh(ωt),
where ω is a constant with no further restriction. The coordinates x and
y choose as in (3.18). Now the above argument works analogously with all
results equivalent, but
X0
v2e2ν
= −ω2 as a function of v on u = 0.

3.3 Conicality and the Conformal Factor. Returning to the case
as depicted in Figure 5, we saw in (3.20) that regularity at an axis seqment
where ∂φ vanishes forces a relation between gφφ and the conformal factor e
2ν
of the (r, z)-metric. In this section we first establish the following.
Proposition 3.9. On a segment of the axis where u = 0 we have U0
v2e2ν
=
constant.
Proof. To prove this we need to consider how the conformal factor varies
on the axis and this is obtained from the second part of the Einstein field
equations
∂ξ
(
log
(
re2ν
))
=
ir
2
tr
(
J−1JξJ
−1Jξ
)
. (3.21)
It will be convenient to work with χ = u + iv where ξ = z + ir = 1
2
χ2 and
concentrate on the conformal factor of the (u, v)-metric which is (u2+v2)e2ν
by (3.19). Then
∂χ
(
log
((
u2 + v2
)
e2ν
))
= ∂χ
(
log
((
u2 + v2
)
(uv)−1re2ν
))
=
1
χ
− 1
2u
+
i
2v
+
iuv
2(u+ iv)
tr
(
J−1JχJ
−1Jχ
)
.
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Close to the axis segment u = 0 we substitute from (3.17) and expand in
powers of u to find
∂χ
(
log
((
u2 + v2)e2ν
)))
=
1
χ
− 1
2u
+
i
2v
+
iuv
2(u + iv)
(
K1
u2
+
K2
u
+O(1)
)
,
(3.22)
where
K1 =
(
U0
(
X0W0 − v2Z20
))2
= 1 +
1
v2
O
(
u2
)
,
K2 =
(
U0
(
X0W0 − v2Z20
))2 ∂χU0
U0
.
The right hand side of the first equation follows from the determinant
u2v2 = detJ = u2v2X0U0W0 − u2v4U0Z20 +O
(
u4
)
.
Taking in (3.22) the limit on to u = 0 we obtain just
∂v
(
log
(
v2e2ν
))
= ∂v log (U0) ,
so that
U0
v2e2ν
= constant on u = 0.

Thus (3.20) will hold at all points of the axis segment if it holds at one.
The following proposition is an analysis similar to (Harmark 2004, App. H),
but it is simpler and more self-contained to rederive it than translate it.
Proposition 3.10. As a function on the axis {u = 0} ∪ {v = 0}, that is as
a function of one variable, the factor
(
u2 + v2
)
e2ν is continuous at the nut
u = v = 0.
Proof. Near the nut introduce polar coordinates
u = R cosΘ, v = R sinΘ,
so that from (3.21) we get
∂Θ
(
log
((
u2 + v2
)
e2ν
))
= (u∂v − v∂u)
(
log
((
u2 + v2
)
e2ν
))
= −u
v
+
v
u
− uv
4
tr
(
J−1JuJ
−1Ju − J−1JvJ−1Jv
)
.
Again we expand this using (3.17) to find
∂Θ
(
log
((
u2 + v2
)
e2ν
))
= −u
v
+
v
u
− v
u
(
U0
(
X0W0 − v2Z20
))2
+
u
v
(
W0
(
X0U0 − u2Y 20
))2
+O(u) +O(v)
= O(u) +O(v) = O(R).
Now the jump in log
(
u2 + v2
)
e2ν round the nut is
∆
(
log
((
u2 + v2
)
e2ν
))
= lim
R→0
∫ pi
2
0
∂Θ
(
log
((
u2 + v2
)
e2ν
))
dΘ = 0,
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and
(
u2 + v2
)
e2ν does not jump either.
On u = 0, U0 is continuous and by Proposition 3.9
U0
v2e2ν
= constant, so
v2e2ν must be bounded there. Similarly, on v = 0 for W0 and
W0
u2e2ν
. Thus,(
u2 + v2
)
e2ν is continuous on the two rods and has no jump across the nut,
so it is continuous on the axis. 
The strategy for removing conical sigularities is now clear: We start by as-
suming that φ and ψ both have period 2π. On the part of the axis extending
to z = +∞, where the Killing vector ∂φ vanishes, we have U0v2e2ν = constant
by Proposition 3.9 and the asymptotic conditions we are imposing make this
constant one. The corresponding statement holds on the part of the axis
extending to z = −∞ for the same reason. When passing by a nut between
two space-like rods we may suppose, by choosing the basis of Killing vectors
appropriately, that ∂φ vanishes above the nut and ∂ψ below and we know
by Proposition 3.10 that
(
u2 + v2
)
e2ν is continuous at the nut. If there is
no conical singularity above the nut we have U0
v2e2ν
= 1 there and we want
W0
u2e2ν
= 1 below the nut. Therefore we require the limits of U0 from above
and W0 from below to be equal.
Corollary 3.11. With the conventions leading to (3.17), the absence of
conical singularities requires
lim
v→0
U0 = lim
u→0
W0.
This is what we have just shown. At a nut where one rod is the horizon we
do not obtain further conditions as we have no reason to favour a particular
value of ω. To see how this is applied to the case of the black ring we need
a better understanding of going past a nut.
3.4 Local Behaviour of P around a Nut: Switching.
In this section we establish a prescription for obtaining the matrix P−
adapted to the segment of the axis below a nut from the matrix P+ adapted
to the segment above. We call this process ‘switching’. Once we have the
prescription we can impose the condition of non-conicality found in Corol-
lary 3.11. We then apply this to the black ring, but it is clear that with this
prescription we have an algorithm for working systematically down the axis
given any rod structure so that we obtain all the matrices Pi adapted to the
different rods labelled by i. The result is the following.
Theorem 3.12. Let z = a be a nut where two spacelike rods meet, as in
Figure 5, and assume that we have chosen a gauge where the twist potentials
vanish when approaching the nut. Then
P− =

0 0
1
2(z − a)
0 1 0
2(z − a) 0 0
P+

0 0 2(z − a)
0 1 0
1
2(z − a) 0 0
 ,
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where P+ is adapted to u = 0 and P− is adapted to v = 0.
We begin by motivating this prescription from a consideration of (3.16).
First calculate the twist potentials in the same way as in Section 2. The
metric (3.16) can be rearranged in orthonormal form
ds2 = X(dt+ ω1 dϕ+ ω2 dψ)
2 + U˜(dϕ+Ωdψ)2
+ W˜ dψ2 − e2ν(dr2 + dz2).
The orthonormal frame is again
θ0 = X
1
2 (dt+ ω1 dϕ+ ω2 dψ), θ
1 = U˜
1
2 (dϕ+Ωdψ),
θ2 = W˜
1
2 dψ, θ3 = eν dr, θ4 = eν dz,
so
Xω1 = Y, Xω2 = Z Xω1ω2 + U˜Ω = V,
U˜ +Xω21 = U, W˜ + U˜Ω
2 +Xω22 =W.
Adapted to ∂ψ = 0, then for small r it is Z, V,W ∈ O(r2), hence ω2,Ω, W˜ ∈
O(r2), (In order to see that Ω ∈ O(r2), derive from X ∈ O(1) and U˜X =
UX − Y 2 that U˜ ∈ O(1).) and the other terms O(1). This implies W˜
W
→ 1
as r → 0.
Now the 1-forms are
∂t → T = X
1
2 θ0, ∂ϕ → Φ = ω1X
1
2 θ0 + U˜
1
2 θ1,
hence
dχ1 = ∗(T ∧ Φ ∧ dT ) = ∗(X
1
2 θ0 ∧ U˜ 12 θ1 ∧X dω2 ∧ dψ)
dχ2 = ∗(T ∧ Φ ∧ dΦ) = ∗(X
1
2 θ0 ∧ U˜ 12 θ1 ∧ (ω1X dω2 + U˜ dΩ) ∧ dψ),
which with ∗(θ0 ∧ θ1 ∧ θ2 ∧ θ3) = ǫθ4 leads to
∂zχ1 = ǫ(XU˜ )
1
2X lim
r→0
(
∂rω2
W˜ 1/2
)
∂zχ2 = ǫ(XU˜ )
1
2 lim
r→0
(
Xω1∂rω2 + U˜∂rΩ
W 1/2
)
.
We switch again to (u, v)-coordinates then on v = 0 it is
∂χ1
∂u
= u
∂ψ1
∂z
= uǫ(XU˜ )
1
2X lim
v→0
(
1
uW˜ 1/2
∂ω2
∂v
)
.
Now use
ω2 =
Z
X
=
v2Z0
X0
and W˜ = v2W0 +O(v4),
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to obtain
∂χ1
∂u
= 2ǫZ0
(
U0X0
W0
) 1
2
u+O(u2)
⇒ χ1 = χ01 + χ11u2 + h.o.
Analogous steps lead to
∂χ2
∂u
= 2ǫV0
(
U0X0
W0
) 1
2
u3 + h.o.
⇒ χ2 = χ02 + χ12u4 + h.o.
For u = 0 we only have to swap Y ↔ Z, U ↔ W . With u2 ∼ 2z the above
can be summarized as
P−(r = 0, z) =

g0
2z
+O(1) −g0χ11 +O(z) −g0χ12z +O(z2)
· X0 +O(z) 2zY0 +O(z3)
· · 2zU0 +O(z4)

,
where g0 = (X0U0 − 2zY 20 )−1. Note that here we dropped without loss of
generality the constant terms of the twist potentials χ0i . This can be done
just by a gauge transformation to P of the form P → APB with constant
matrices A and B, namely
P →

1 0 0
−c1 1 0
−c2 0 1
 P

1 −c1 −c2
0 1 0
0 0 1
 .
For P in standard form this results in χi → χi + ci. Removing the constant
term in the twist potentials allows us to assume that without loss of gener-
ality the entries which become zero or blow up towards a nut are only on
the diagonal. The off-diagonal entries are bounded towards the nut.
Without loss of generality assume that the nut is at a = 0. Then the
calculations above show that to leading order in z the patching matrices
below and above the nut are (Chosen the right orientation for the basis such
that the signs which are recorded by ǫ work out.)
P− =

1
2zX0U0
− Z0
(U0X0W0)
1/2
− V0z
(U0X0W0)
1/2
· X0 2zY0
· · 2zU0
 , (3.23)
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P+ =

− 1
2zX0W0
Y0
(U0X0W0)
1/2
− V0z
(U0X0W0)
1/2
· X0 −2zZ0
· · −2zW0
 . (3.24)
Using that detJ = −u2v2 in (3.17) and thus X0U0W0 = −1 to leading order
in z we see that the switching is correct to leading order in z. (This is
consistent with the different adaptations we calculated for example for the
Schwarzschild space-time or flat space, see Section 2.4.)
Proof of Theorem 3.12. To prove Theorem 3.12 the strategy is to follow the
splitting procedure outlined in (Metzner 2012, Sec. 8.4).
We first observe that splitting P+ as in (3.23) will lead not to J(r, z) as
desired, but to J(r, z) with its rows and columns permuted. This can be
seen by looking at the diagonal case. To obtain J(r, z) with the rows and
columns in the order (t, φ, ψ) we need to permute
P+ → P˜+ = E1P+E1 with E1 =
 0 1 01 0 0
0 0 1
 .
Similarly for P− by (3.24), we permute
P− → P˜− = E2P−Et2 with E2 =
 0 1 00 0 1
1 0 0
 .
Note that now the prescription in Theorem 3.12 translates to
P˜− = DP˜+D with D =

1 0 0
0 2z 0
0 0
1
2z
 . (3.25)
Recall that we have set a = 0. Following the splitting procedure, to obtain
J we split the matrices
P̂+ =

1 0 0
0
r
ζ
0
0 0 1
 P˜+

1 0 0
0 −rζ 0
0 0 1
 ,
P̂− =

1 0 0
0 1 0
0 0
r
ζ
 P˜−

1 0 0
0 1 0
0 0 −rζ
 .
(3.26)
The location of the diagonal entries which are not one is dictated by the
position of the Killing vector which vanishes on the section of axis under
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consideration within the basis of Killing vectors (∂t, ∂φ, ∂ψ) . In the lan-
guage of Section 5.3 in Part I, the integers (p0, p1, p2) are, as we know, a
permutation of (0, 0, 1) and the location of the 1 is determined by the pre-
scription just given.
Assembling (3.25) and (3.26) to
P̂− = AP̂+B,
where
A =

1 0 0
0
2zζ
r
0
0 0
r
2zζ
 , B =

1 0 0
0 −2z
rζ
0
0 0 −rζ
2z
 ,
all that is needed for completing the proof is to show that splitting the left
and right hand side of this last equation yield the same J-matrix. To perform
the splitting, we replace all appearances of z by w and make the substitution
as in Eq. (3.4) in Part I. Note that
w = z +
r
2
(
ζ−1 − ζ
)
=
1
2
(
u2 − v2 + uv
(
ζ−1 − ζ
))
=
1
2ζ
(uζ + v) (u− vζ) ,
so that
2wζ
r
=
(uζ + v)(u− vζ)
uv
= 1 +O (ζ) ,
−2w
rζ
= − 1
ζ2
(uζ + v)(u− vζ)
uv
= 1 +O
(
ζ−1
)
.
ThusA(z, r, ζ) is holomorphic and nonsingular in the neighbourhood of ζ = 0
with A(z, r, 0) = id, and B(z, r, ζ−1) is holomorphic and nonsingular in the
neighbourhood of ζ−1 = 0 with B(z, r, 0) = id. Consequently, if P̂+ splits as
P̂+ = K
0
+ (r, z, ζ)
(
K∞+
(
r, z, ζ−1
))−1
,
with K0+ holomorphic and nonsingular in the neighbourhood of ζ = 0 and
K∞+ holomorphic and nonsingular in the neighbourhood of ζ
−1 = 0, then a
splitting of P̂− is given by taking
P̂− = K
0
−
(
K∞−
)−1
with K0− = AK
0
+, K
∞
− = B
−1K∞+ .
The corresponding expressions for J are
J = J+(r, z) = K
0
+(0)
(
K∞+ (0)
)−1
and
J = J−(r, z) = K
0
−(0)
(
K∞− (0)
)−1
= A(r, z, 0)J+(r, z)B(r, z, 0) = J+(r, z).
These are the same. 
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3.5 Application to the Black Ring. Now we see how to apply the
prescription for switching and the discussion of conicality to P (z) for the
black ring as in (2.15). We are interested in the nut with largest z-value,
which is the one at z = β. The first step is to make an additive shift to the
twist potential χ to ensure that the term P12 in (2.15) is finite at z = β.
This needs
χ→ χ+ C, C = − 2ν
β + λ
,
when
P12 → P12 − CP11 = P12 − ν(z + λ)
(β + λ)(z + α)(z − β) =
ν
(z + α)(β + λ)
,
which is indeed finite at z = β, and
P22 → P22 − 2CP12 + C2P11 = − (z + µ)
(z + α)
, where µ =
κ2(2b− c+ bc)
(1 + b)
,
which is also finite at z = β. We are in position to make the switch as at
Theorem 3.12 with β in place of a and the result is
P2 =

(z + α)
2(z − α)(z − β) 0 0
· − (z + µ)
(z + α)
2ν(z − β)
γ(z + α)
· · −2(z + λ)(z − β)
(z + α)

.
We have completed the switching and obtained P2(z), the transition matrix
adapted to the section of axis α < z < β. We could continue to find the
transition matrix adapted to the other segments but that is straightforward
and we do not need it. Instead we shall return to the question of conicality
addressed in Corollary 3.11. Compare with Theorem 3.8 to find from P1
that
v2W0 =
2(z + α)(z − β)
(z − α)
where now v2 = −2(z − β) and from P2 that
u2U0 = −2(z + λ)(z − β)
(z + α)
where now u2 = 2(z − β). Corollary 3.11 implies that there is no conical
singularity on the axis section α < z < β provided
lim
u→0
W0 = lim
v→0
U0,
which here requires
β + λ
β + α
=
β + α
β − α.
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Using (2.16) this condition can be solved for b as
b =
2c
1 + c2
which is known to be the right condition ((Emparan & Reall 2002) or
(Harmark 2004, Eq. (6.20))).
4. Summary and Outlook
In this work we have presented a possible way for the reconstruction of five-
or higher-dimensional black hole space-times from what are at the moment
believed to be the classifying parameters, namely the rod structure and
angular momenta. The method is based on a twistor construction which in
turn relies on the Penrose-Ward transform.
Our idea assigns a patching matrix to every rod structure where, apart
from the possible poles at the nuts, the entries of the patching matrix have
to be rational functions with the same denominator ∆ — Section 3. By
imposing boundary conditions the aim is to determine all the coefficients of
the polynomials in the numerator of these rational functions in terms of the
nuts, rods and angular momenta.
However, with an increasing number of nuts one needs increasingly so-
phisticated tools and it is of particular importance to gain a detailed under-
standing of how the patching matrices, adapted to two neighbouring rods,
are related. In Theorem 3.12 we show how to do this and (Metzner 2012,
Thm. 6.5) provides this statement for the nut at infinity, that is, it relates the
patching matrices which are adapted to the outer rods. By means of that
we are able to reconstruct the patching matrix for a general two-nut rod
structure and we can show that a three-nut rod structure with one Killing
vector hypersurface-orthogonal, together with a given angular momentum,
fixes the space-time to be the black ring.
Also in Section 3 we discuss conical singularities on the axis and show how
to obtain necessary and sufficient conditions for their removal. Applying
this to the black ring we obtain the known relation between the parameters.
In particular, this implies a relation between the rod structure and the
asymptotic quantities for a non-singular solution known to exist.
Further questions which are interesting to pursue in this context are for
example:
Which rod structures are admissible? In other words, are there restrictions
on the rod structures arising in nonsingular solutions? The example of flat
space treated here shows that there are restrictions.
Can we construct a Lens space-time this way, that is a space-time whose
horizon is connected and has the topology of a Lens space (Hollands &
Yazadjiev 2008, Prop. 2)? We know what the corresponding rod structure
looks like, but are we able to fix enough parameters and can we see whether
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the resulting patching matrix does give rise to a space-time without singular-
ities? The latter question seems to be difficult to address as by the analytic
continuation one can guarantee the existence of the solution with all its nice
regularity properties only in a neighbourhood of the axis, but further away
from the axis there might be so-called “jumping lines”, where the mentioned
triviality assumption of the bundle does not hold.
How many dimensions does the moduli space for an n -nut rod structure
have? Can we find upper and lower bounds on that depending on the im-
posed boundary conditions? This also does not seem to be an easy questions
as most of the conditions we impose on the patching matrix are highly non-
linear, for example the determinant condition.
Which parts of the theory extend to yet higher dimensions? We have
already pointed out along the way that some statements straight-forwardly
generalize to more than five dimensions as well, but some others do not. A
closer look at those points would certainly be interesting.
Also stepping down a dimension leads to a question for which this set of
tools might be appropriate. Are we able to disprove the existence of a regular
double-Kerr solution in four dimensions by these methods? It is conceivable
that for example the imposed compatibility requirements as one switches at
the nuts lead finally to an overdetermined system of conditions and thereby
a contradiction.
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