Orthonormal wavelet expansions are applied to atmospheric surface layer velocity and temperature measurements above a uniform bare soil 'surface that exhibit a long inertial subrange energy spectrum. In order to investigate intermittency effects on Kolmogorov's theory, a direct relation between the &h-order structure function and the wavelet coefficients is derived. This relation is used to examine deviations from the classical Kolmogorov theory for velocity and temperature in the inertial subrange. The local nature of the orthonormal wavelet transform in physical space aided the identification of events directly contributing to intermittency buildup at inertial subrange scales. These events occur at edges of large eddies and contaminate the Kolmogorov inertial subrange scaling. By suppressing these events, the statistical structure of the inertial subrange for the velocity and temperature, as described by Kolmogorov's theory, is recovered. The suppression of intermittency on the nth-order structure function is carried out via a conditional wavelet sampling scheme. The conditioned wavelet statistics reproduced the Kolmogorov scaling (up to n = 6) in the inertial subrange and result in a zero intermittency factor. The conditional wavelet statistics for the mixed velocity temperature structure functions are also presented. It was found that the conditional wavelet statistics for these mixed moments result in a thermal intermittency parameter consistent with other laboratory and field measurements. The relationship between Kolmogorov's theory and near-Gaussian statistics for velocity and temperature gradients is also considered.
INTRODUCTION
From Kolmogorov' theory (K41) , the ensemble average of the nth order velocity difference (Auij between two points separated by spatial distance (Y), in the inertial subrange, can be computed using (~hz#)=K,((~))~'~r~'~,
where E is the turbulent energy dissipation rate and ui are the velocity components (i= 1,2,3), v is the kinematic viscosity, K, is a universal constant independent of the flow but depends on n, n is the order-of-the-structure function, r is the separation distance that is much smaller than the integral length scale (L) but much larger than the Kolmogorov microscale d=[v7/(~)]~'~), and (e) is the ensemble averaging operator.
result, many phenomenological models and intermittency corrections to K41 have been proposed. These corrections include intermittency effects intrinsic to the dissipation rate or fractal-like buildup of intermittency during the energy cascade process.' Examples of these phenomenological models include the p modeJ7 the lognormal model,' and other multifractal models.9~'0V'* Kuznetsov '" classified the intermittency from these types of models as "internal," since the variability in the instantaneous dissipation rate is only considered. Using high Reynolds number turbulent velocity measured in a wind tunnel, they showed that "external" intermittency plays a key role in the energy cascade. External intermittency arises due to the direct correlation between the large-scale motion and the inertial subrange scales. It is not yet established whether external intermittency is a property of the Navier-Stokes equations or the result of boundary conditions. However, we should note that the large-scale eddy motion cannot be independent of the boundary conditions. The scaling laws in (1) have been applied to scalars such Many atmospheric surface layer (ASL) flow spectra exas temperature, humidity, carbon dioxide concentrations, as hibit an inertial subrange that extends over many decades so well as many other flow variables, and (1) was found to hold that intermittency effects on K41 and the energy cascade by many experiments for n=2 (see Ref. 2, . become important.'3'2 The turbulence in the ASL is ideal for However, (1) appears to be less accurate for n >2 as eviinvestigating K41 and intermittency effects on K41, since the denced by many other laboratory experiments.3 Deviations Reynolds number is very high, and the scale separation befrom (1) have been attributed to intermittency buildup within tween L and 77 is large (L/ YJ= lo6 for ASL turbulent flows). the inertial subrange, as originally noted by Landau and Lif- Intermittency studies in the natural environment can encounshitz (see Refs. 4 and 5 for a different interpretation). As a ter difficulties due to (i) the limited sampling period over which steady state mean meteorological conditions exist, (ii) the need for instrumentation that is free of atmospheric contamination and possible temperature and humidity calibration drifts, and (iii) the requirement for instrumentation that is field robust and capable of providing all three velocity components since changes in wind direction are inevitable. As discussed in Katul,14 the first difficulty limits the number of data points that can be.used to evaluate the ensemble average in (1) . Typically, the ergodic hypothesis is used to evaluate the ensemble average in (1) from measured time averages." The convergence of time averages to ensemble averages requires a very large number of measurements, especially as the power n increases. The large number of measurements may not always be attainable in many field studies primarily due to unsteadiness in the mean meteorological conditions. The second and third difficulties Iimit the use of many fast response sensors that can resolve scales as small as 7, such as hot wire probes.
The development of analyzing tools that allow the study of intermittency et'fects in the ASL from limited number of field measurements is therefore necessary. The purpose of this paper is to investigate the usefulness of orthonormal wavelet transforms in quantifying intermittency effects on K41 using ASL velocity and temperature measurements. The wavelet transform is applied to 21 Hz triaxial ultrasonic anemometer velocity and temperature measurements above a large and uniform bare soil surface. Since intermittency investigations typically utilize Fourier power spectra and structure functions, we establish a relation between the wavelet coefficients and these statistical measures. We also use conditional wavelet statistics that are developed to isolate events directly causing intermittency buildup in the inertial subrange. A brief review of wavelet transforms with emphasis on applications to turbulence measurements is presented.
II. ANALYSIS OF TURBULENCE MEASUREMENTS USING WAVELET TRANSFORMS
In this section, a brief review of wavelet transform theory that is relevent to this study is presented. Wavelet transforms are recent mathematical tools based on group theory and square integrable functions that unfold turbulence signals into space and scale. Continuous wavelet transforms have been applied to many turbulence measurements and proved to be successful in identifying local scaling exponents,'6-20 intermittency visualization,"' identification of ensemble coherent events for proper orthogonal decomposition investigations,a2 and identification of coherent structures above and within canopies.= Orthonormal wavelets are the discrete counterpart of continuous wavelets; however, they have the added feature of forming a complete basis with analyzing wavelet functions orthogonal to their translates. '4'Z~26 The application of orthonormal wavelets has added an important new techniques in the study and analysis of turbulence measurements."-32. '4 For completeness, a brief review of continuous and orthonormal wavelet transforms is given.
Analogous to Fourier transforms, wavelet transforms can be classified as either continuous or discrete. The continuous wavelet transform is first considered followed by a motivation for using discrete wavelet transform.
A. Continuous wavelet transforms
As shown by Grossmann, the continuous wavelet transform W(b,a) of a real-square integrable signal f(x) [i.e., J?z f(x)' dx<m] with respect to a real integrable analyzing wavelet G(x) can be defined as W(b,aj=c; lD g+J ~~fWdt,
where a is a scale dilation, b is a position translation, and C, is defined by c,= +mlK/-11$*(K)/2dK<m, J' (4 --m where K is the wave number and I++* is the Fourier transform of +(x) given by
The continuous wavelet transform is commonly viewed as a numerical microscope whose optics, magnification, and position are given by Q(x), a, and b, respectively.'l In order to classify as a wavelet, the function $(x) has to satisfy the following conditions: (1) The admissibility condition, which requires that
SimpIy stated, (6) requires that the average of G(x) be zero.
(2) The similarity condition, which requires the scale decomposition to be obtained by translation and dilation of one analyzing function. (3) The invertibility condition, which requires at least one reconstruction formula for recovering f(x) from its wavelet coefficients. The function f(x) may be retrieved from the wavelet coefficients by (7) Further details regarding the wavelet transform theory can be found in many references (see, e.g., Refs. 25, 26, [34] [35] [36] .
B. Orthonormal wavelet expansions
For the analysis of turbulence measurements, discrete wavelet transforms are preferred, since f(x) is typically known at only discrete points xi (whose spacing depends on the resolution of the sensor and the sampling frequency). Therefore, it becomes necessary to discretize the scale (a) and the space (b) domain of (3). If f(xj) is defined by N discrete points, one may consider simply discretizing the space domain of (3) by N nodes and the scale domain of (3) by N nodes (i.e., discretized by a series of Dirac-delta functions). In this manner, the wavelet transform of f(Xj) re-quires N2 wavelet coefficients. This discretization forms an over-complete description of f(Xj) in the wavelet domain. Therefore, redundant information is injected by the wavelet transform of f(xi) that may or may not be advantageous depending on the specific application or purpose. For example, if some statistical analysis is to be performed on the wavelet coefficients, then some correlation may exist between the wavelet coefficients because of the transformation rather than the turbulence mechanism under consideration. To eliminate this redundancy, it is necessary to construct a complete and orthogonal wavelet basis. In this case, N wavelet coefficients are necessary to describe f(xj) in the wavelet domain rather than N2. Therefore, orthonormal wavelet transforms are suited for this purpose, since the basis functions are orthogonal and the mutual independence of the waveiet coefficients is guaranteed. As shown by Daubechies, 35 Mallat,  and MeyerZ4 using a logarithmic uniform spacing for the scale discretization with increasingly coarser spatial resolution at larger scales, a complete orthogonal wavelet basis can be constructed that allows the decomposition of f(Xj) from N wavelet coefficients. Note, unlike Fourier transforms, many wavelet basis functions are available for this decomposition. We choose the Haar wavelet basis for its differencing characteristics, since we are interested in developing explicit relations between the nthorder structure function in (1) and the wavelet coefficients. The Haar basis $(
where a=2" and b=2mi for i,m EZ, is given by (3) Repeat for larger scale m up to M-1 to produce a series of S and WT vectors of progressively decreasing length. Note that at m = M -1 the coarse grained signal converges to a point. This algorithm will yield N-1 wavelet coefficients defining the orthonormal Haar wavelet transform of the measured turbulence signal. The above pyramidal procedure, which is known as fast wavelet transforms (FWT), requires about N computations vis-&vis the N log,,N computational steps for fast Fourier transforms (.FFT). The N-1 discrete Haar wavelet coefficients also satisfy the conservation of energy condition
j=O m=l i=O
Equation (11) states that the sum of the square of the wavelet coefficients for all scales and positions conserves the norm of the signal. '4~32 expansions.z6 This is similar to Parseval's identity in Fourier
elsewhere where i and m are position and scale indices, respectively. As shown by Beylkin,39*40 for the Haar basis function, the wavelet coefficients lK"@+')(k) and the coarse grained signal Scmf')(k) (i e . -, a low pass filtered signal) at scale m+ 1 can be determined from the signal S(") at scale m using
The data presented here were collected during an experiment in 22 August 1993 at 1:55 pm over a uniform bare soil surface at the University of California, Davis Campbell Tract facility. The field site is a Yolo clay loam soil contained within a larger site that extends uniformly some 250 m in all directions. The longitudinal (U), lateral (V), and vertical (lV) velocity components were measured at z = 2.0 m using a triaxial ultrasonic anemometer (Gill Instruments/1012R2) to an accuracy of 21%. Sonic anemometers achieve their frequency response by sensing the effect of wind on transit times of sound pulses traveling in opposite directions across a known path length d,,(=0.149 m for the Gill sonic anemometer). The sonic anemometer is suited for these experiments-since it is free of calibration nonlinearities and atmospheric contamination drifts. The main disadvantage of sonic anemometers is typically attributed to the wave-number distortion due to averaging over d,, . This distortion is generally restricted to wave numbers larger than 2r/d,,(=42.2 m--l) as discussed in Wyngaard4r and Friehe.42
,N is the number of samples (integer power of 2). For the Haar wavelet, the coarse grained signal defined by (10) is a lowpass filtered function obtained by a simple block average (see Daubechies3' for other types of filters). Hence, from (9) and (lo), the wavelet coefficients and coarse grained signal may be calculated using the following pyramidal algorithm for a signal stored in vector S(O).
(1) Beginning with m=O, use (9) and (10) to calculate S(l) and the wavelet coefficients WT(') at the first scale by looping over i from 0 to 2"-' -1. This results in S and WT vectors each of length N/2.
(2) Repeat step 1 with m=l to calculate the next coarser scale's pair of vectors Sc2) and WT(') (each of length N/4) from SC').
The absolute air temperature (T) was determined from the measured speed of sound (c) fluctuations using T-ac'lRd, where cu=C,IC,(~1.4), C, and C, are the specific heat capacities of dry air under constant pressure and volume, respectively, and R, is the gas constant for dry air.41,43 The influence of humidity variation on temperature was neglected. A comparison between the temperature determined from the triaxial sonic anemometer and temperature fluctuation measured from a fine wire chrome1 constantan thermocouple (0.0127 mm) is shown in Fig. l tween the power spectra of the two temperature time series is shown. The TC spectrum is shifted by two decades along the ordinate axis to permit comparison at the high wave-number end. At the low wave-number end of the spectra, the two sensors are in excellent agreement. The temperature spectrum from the thermocouple appears to "level off" at high wave numbers due to the limited resolution of the thermocouple.44 This suggests that the sonic anemometer has better fine-scale resolution than the TC for temperature measurements. The sampling frequency (f,) of the sonic anemometer was 21 Hz and the sampling period (Z',) was 26 min. The short sampling period was necessary for steady state in the mean meteorological conditions. For f,= 2 1 Hz and Tp = 26 min, 32 768 points, for each velocity component and speed of sound, were obtained (i.e., N=32 768). A summary of the mean meteorological and turbulence conditions is presented in Table I . From Table I , the stability parameter z/L MO is -0.44 indicating that buoyant and mechanical turbulent production are equally important for this study. We assume in this study that the velocity and temperature measurements can be decomposed, without ambiguity, into a mean and a fluctuating part.
The ratio of the root-mean-square (RMS) velocity a,( = (U ")l") to the mean horizontal wind speed (U) is 1.20/2.44=0.49 which is not very small (see Table I ). However, we employ Taylor's hypothesis assuming that it is valid at least for inertial subrange scales. Therefore, the mean horizontal wind speed is used to convert time increments to space increments.45-48 We also apply Taylor's hypothesis to the vertical velocity fluctuation so as to convert time to longitudinal distance increments; that is an observer moving in a frame of reference in the longitudinal direction at a speed (U) will note the measured time series vertical velocity fluctuations. In this case, the ratio u,J= (vv'~)~") to the mean horizontal wind speed (U) is 0.1 which is small. The resolvable wave number KNY[ = 2~-r/(( U)(f,/2)-')I corresponding to the Nyquist frequency (=fJ2) is 27.04 ml', which is smaller than 42.2 m-l. Hence, wave-number distortions, discussed in Wyngaard,"' are not expected for these turbulence conditions and sampling frequency. For the temperature measurements, we note that the Prandtl number is about 0.7 and the inertial-convective range is considered rather than the inertial subrange.
IV. WAVELET STATISTICS
In this section, relations between the Haar wavelet coefficients, the Fourier power spectrum, and the structure function are developed. We show how the orthonormal wavelet transform can be used to investigate intermittency effects on inertial subrange scaling.
A. Relation between wavelet coefficients and Fourier power spectrum
In Fourier analysis, the fundamental tool used to characterize turbulence is the power spectral density function E(K). The function E(K) represents the energy density contained in each wave-number band dK, and thus provides information regarding the importance of each scale of motion to the overall variance. However, important spatial informa-tion regarding location of events becomes implicit in the phase angle due to the global space-filling nature of Fourier transform.30 In this section, we relate the Haar wavelet coefficients to the Fourier power spectrum and show how spatial information can be expressed in an explicit manner using the wavelet coefficients.
The variance of the turbulence measurements, in terms of the wavelet coefficients, can be deduced from the conservation of energy in (11)
The total energy TE contained in scale R,( = 2"'dy) can be computed from the sum of the squared wavelet coefficients at scale index (m) using
where dy(=f;'(U) f rom Taylor's hypothesis) is the measurement spacing in physical space. In order to compare the wavelet power spectrum to the Fourier power spectrum, we define a wave number K, corresponding to scale R, as
Hence, the power spectral density function E(K,) is computed by dividing TE by the change in wave number
where (a) is averaging in space over all values of (i) for scale index (m) (see Ref. 30) . Hence, (15) demonstrates that the wavelet power spectrum at wave number K, is directly proportional to the average of the squared wavelet coefficients at that scale. Because the power at wave number K, is determined by averaging many squared wavelet coefficients, we expect the wavelet power spectrum to be smoother than its Fourier counterpart. This is apparent in Figs. 2(a) and 2(b) which display good agreement between Fourier and wavelet power spectra for velocity and temperature, respectively. The Fourier power spectrum was computed by square windowing 8192 points, cosine tapering 5% on each window edge, and averaging the resultant 4 power spectra (N=32,768). The wavelet power spectrum was computed by (i) using the pyramidal algorithm defined by Eqs. (9) and (10) to obtain the wavelet coefficients over position index (i) and scale index (m), and (ii) using Eq. (15) in conjunction with computed wavelet coefficients from step (1) to obtain the wavelet power spectrum. Windowing is unnecessary for the wavelet power spectrum. An inertial subrange, whose signature is the -513 power law in the energy spectrum, was observed for three decades in the U measurements [see Fig. 2 Since the wavelet power spectrum is directly proportional to the average of the squared wavelet coefficients, we can also determine the spatial standard deviation around that average using
(16) A plot of E(K,) and E(K,)+SDE gives a compact representation of the energy and its spatial variability at each scale, which is referred to as the "dual spectrum."30'31 A better dimensionless indicator for the spatial energy variance is given by the coefficient of variation CV, defined as14Y32 CVEW,) =S~,(Km)I~(Km). (17) An example of the variation of CV, is shown in Fig. 3(a) for velocity and temperature. Notice in Fig. 3(a) that CV, increases as the wave number increases, indicating increased turbulent energy activity at smaller scales. The increased energy activity at smaller scales has classically been attributed to intermittency. 49Y50 A formal relation between CV, and the variance of the dissipation rate is given in Ref. 14 and will not be considered here. Hence, from a turbulent energy point of view, a key difference between wavelet and Fourier transforms is that Fourier transforms are nonlocal and therefore Another interesting point in Fig. 3(a) is that CV, for T is much larger than CV, for U or W. This may demonstrate that temperature is not simply advected by the velocity field, even at the small scales.
B. Other wavelet statistical measures
Two other useful statistical measures can be defined using the wavelet coefficients. The wavelet skewness (SK) and the wavelet flatness factor (FF) at scale index (m) are defined as (2) The dimensionless ratios in Eqs. (18) and (19) are the same for differences and gradients, since the division by the wavelet width or separation distance required to convert differences to gradients in the numerator and the denominator cancel out. Thus, using these two arguments, SK(&) and FP(K,) can be interpreted as gradient skewness and flatness factors at wave numbers K, (see, also, Refs. 14 and 22).
SF(K,,,)=((WT("')[~~)~)I((WT(")[~~)~)~~~,

08) FF(K,)=((wT(~')[~])~)~((WT(~)[~])~)~'~. (19)
We note that the wavelet skewness and tiatness factors in (18) and (19) can also be interpreted as the velocity and temperature horizontal gradients statistics if the following arguments are adopted.
(1) The differencing nature of the Haar wavelet transform, as can be noted from Eq. (9), results in direct proportionality between wavelet coefficients and velocity and temperature differences. was reported from numerical simulations by Kerr.51 We iterate again that these measurements invoke Taylor's hypothesis, but this may not affect our conclusions seriously since these wave numbers are large. We also compared our wavelet temperature skewness for inertial subrange scales with other tern erature gradient measurements reported by Sreenivasan 2 for the inertial subrange. These measurements are shown in Fig. 3(c) . The dotted line in Fig. 3 assuming locally isotropic turbulence. We note that large uncertainty is involved in the X estimate; however, for comparison with the reported temperature gradient data,"2 this estimate is necessary. as a function of K,,, . For all three turbulence measurements, the gradients at the smaller wave numbers appear to be nearly Gaussian. Non-Gaussian statistics in the velocity and temperature horizontal gradients exist within the inertial subrange. Again, notice how FF is much larger for the temperature measurements when compared to the velocity measurements within the inertial subrange which is in agreement with the remarks of Fig. 3(a) .
C. Relation between wavelet coefficients and structure function
As shown in (9) the Haar wavelet resembles a differencing operator, thus, it can be related to the nth-order structure function for any flow variable +( = U, W, or 7) using
In (21), we applied the following: (1) the separation distance Y = 2mdy; (2) the wavelet coefficients are proportional to C$(X + Y) -4(x) at position ~=(2~i)dy; (3) the amplitudes of the Haar wavelet coefficients are proportional to (2m) 1'2; and (4) (e) is the averaging operator of the wavelet coefficients over all values of the position index (i) at scale index (m). To study intermittency effects on (l), we modify the above relation and propose a conditional structure function to be discussed next.
D. Conditional sampling and intermittency effects on K41
In general, intermittency of turbulent fluids is symbolized by an on-off process so that at a certain time, the turbulent energy is only active in a certain fraction of the fluid volume. Hence, intermittency effects give rise to isolated large energetic events within an overall less energetic fluid volume. These events correspond to large squared wavelet coefficients at certain scale indices (m) and position indices (i). Since the energy content is directly proportional to the square of the wavelet coefficients, we can classify the wavelet coefficients as either "active" (i.e., more energetic) or "passive." The distinction between active and passive must be based on some minimum energy threshold criterion. We chose this energy threshold to be related to the mean energy content at scale index (m). This criterion can be formulated by comparing the squared wavelet coefficient at position (i) and scale index (m) [ WTcm)(i)2] with the mean value ( 22) where F, is an arbitrary conditioning criteria that allows discrimination between the active and passive fluid volume."-29 For example, if F, = 5, then all squared wavelet coefficients that are in excess of 5 times the average squared wavelet coefficient are set to zero for that scale index (m). A relation between F, , the mean dissipation rate, and the instantaneous dissipation rate is derived in Ref. 14 for locally isotropic turbulence.
An example of the application of the conditional wavelet criteria is shown in Fig. 4 . Figure 4 shows the temperature measurements (the abscissa is converted into distance using Taylor's hypothesis) and the squared wavelet coefficients at scale index m = 1. Notice that the large spikes in the squared wavelet coefficient (bottom plot) correspond to the sharp edges of the large-scale thermals in the temperature measurements. Therefore, the active wavelet coefficients result from large horizontal gradients in the temperature measurements. These large gradients are concentrated on the edges of these larger eddies (see Fig. 4 , top plot), and hence, the large-scale motion directly inlluences the inertial subrange. The dotted line in Fig. 4 shows how the conditioning criteria eliminates the influence of these sharp edges from the wavelet fransformed temperature measurements for scale index m = 1. This conditioning criteria reduces the inertial subrange "contamination" produced by this large eddy motion.
We note here that Kuznetsov'" suggested that such interaction between the larger-scale eddy motion and inertial subrange scales is due to "external intermittency." It is not clear from their study whether such an intermittency is a genuine properfy of the Navier-Stokes equations or the result of -0.5 boundary conditions. For the purpose of this study, we do not focus on the origin of external intermittency but assume that the inertial subrange scaling as derived in K41 is contaminated by the large-scale motion. Similar analysis was performed at all scales (m) within the -5f3 power law. Hence, we can now consider a conditional power spectrum EC given by
where ((.>> is now averaging in space over all nonzero values of [I"r~W7'c")(i)]2. Also, EC represents the power spectrum of the less active fluid or the power spectrum in the absence of the contamination from larger eddies. We can also define the conditional nth-order structure function14 by
where ((.)) is averaging over all nonzero values of [Z("t)W'("*)(i)], Th ese conditional statistics can be computed by (i) using the pyramidal algorithm to calculate the Haar wavelet coefficients at each scale index (m) and position index (i); (ii) squaring these coefficients to obtain the energy content at each scale index (m) and position index (i); (iii) averaging the squared wavelet coefficients for each scale index (m); (iv) dividing the squared wavelet coefficient (at space index i) by the value computed in step (iii); (v) if this ratio is larger than some preset value for F,, then set this coefficient to zero, otherwise leave as is; (vi) use Eq. (23) or Eq. (24) to determine the power spectrum or the &h-order structure function with averaging performed over all nonzero values at scale index (m). Repeat the above steps for all values of (m) within the inertial subrange. The adequacy of this conditional sampling criteria for recovering K41 from the inertial subrange is discussed next using the velocity and temperature measurements.
V. RESULTS AND DISCUSSION
This section discusses the effects of intermittency on K41 for the velocity and temperature measurements using the conditional wavelet analysis for three cases: (1) n = 2, (2) n = 3, and (3) n = 6. In each case, we check whether K41 is satisfactory for the velocity and temperature measurement when intermittency and other inertial subrange "contamination" are suppressed, and then we investigate the statistical structure of the events responsible for deviations from K41 scaling. We do not present theoretical details regarding intermittency models, but we focus more on the contrast between the conditioned (intermittency suppressed) and unconditioned statistics.
Case I: n=2. It is known that intermittency effects are generally small and may not be detectable for the structure function with n = 2 (see Refs. 3 and 53). We test this hypothesis by comparing the unconditioned and conditioned (F, = 5) structure functions of (24) for velocity and temperature, respectively. The results are presented in Figs. 5(a)-5(c) for longitudinal and vertical velocities, and temperature, respectively. Both conditioned and unconditioned second order structure functions for velocity and temperature exhibit scaling laws that are in agreement with K41 (slope=2./3). This supports the hypothesis that intermittency effects (ex- Mixed moments of the form log[(AT*Au), (AhT4Au')] =A log[r] + B are also presented for intermittency parameter determination. The coefficient of determination (R') and the standard error of estimate (SEE) are shown. The conditioned statistics are for the conditioning criterion F,=5. Here, (C) are conditioned structure functions, and (U) are unconditioned structure functions. The number of points used in the regression analysis is also shown. 
ternal or internal) may not be very significant for n = 2 (see Refs. 54 and 55 for a possible physical explanation). We also present a summary of the regression statistics for the regression model log[D'(r)] =A log[r] +B in Table II . Notice in Table II that the coefficient of determination (R2) for the regression model is in excess of 0.99; hence, the determination of scaling laws from wavelet structure functions appears to be very reliable. Also, in order to check the effects of our conditioning criteria (F,) on the slope of the structure function, we performed the same analysis for F, = 4,5,7 , and 10. The slope variation A (for IZ = 2) did not differ by more than 0.008. Some limitations of the proposed conditional sampling scheme are discussed in Ref. 14.
Case 2: n=3. In Landau and Lifshitz,4 a relation between the third-order structure function and (r) is given by (I~~4"I>=&>~. CW
The above relation was derived from the Navier-Stokes equations, and thus is independent of any assumptions implicit in K41 or any intermittency corrections to K41. For the temperature measurements, an equivalent formulation to (25) is given by
where N, is temperature dissipation rate (see Ref. 2, p. 400, for derivationj . If the intermittency is "internal" in the sense of Kolmogorov,a then our conditioned and unconditioned statistics should both reproduce the P-' dependence. Using (21) and (25), with F,= 5 and n =3, the unconditioned and conditioned third-order structure functions are compared in Figs. 6(a) and 6(b), for the longitudinal and vertical velocities, and the mixed second-moment temperature and first-moment velocity differences in Fig. 6(c) , respectively. Notice in Figs. 6(a)-6(c) that an Y* power law was not observed for the unconditioned structure function. This indicates that the intermittency and other sources of inertial subrange contamination are responsible for deviations from K41 as suggested by Kuznetsov.l' The conditioned slopes (see Table II ) are in good agreement with Landau and Lifshitz4 predictions (and are consistent with K41) . This analysis demonstrates the usefulness of the third-order structure function to identify possible contamination of the inertial subrange scaling for locally isotropic turbulence.
Case 3: n=6. The sixth-order structure function can be related to the dissipation correlation function from ((W? r2 -(e(x)e(x+r)), (27) where the dissipation correlation function is given by
and ,u is the intermittency parameter.3V7'sr56 The value of p has been the subject of extensive research and its value appears to vary between 0.15 and 0.5. Kuznetsov12 showed that the large variation in p is due to external intermittency. From (27) and (28), we see that the sixth-order structure function is related to p using
For the temperature measurements, an equivalent formulation to (29) is given by
where ,Y,, is the thermal intermittency parameter due to the dissipation correlation function given by
where L, is the temperature integral length scale.57 We now evaluate the performance of the conditional wavelet analysis for reproducing K41 scaling for n=6 and suppressing intermittency buildup (,u=O, ,CQ-=0) for both velocity and temperature. Using (21) and (24) with F, = 5 and n =6, we compare the unconditioned and conditioned sixth-order wavelet velocity structure function in Figs. 7(a) and 7(b), and the mixed velocity/temperature structure function in Fig. 7(c) , respectively. The slope of conditioned sixthorder structure function is 2.0 (=2-pj indicating that intermittency is well suppressed (pu=O) for the higher-order statistics in both velocity components. Recall that the conditioning criteria is based on second-order statistics (wavelet which is identical to that reported in Ref. 57 for ASL measurements.
A. Further comments on extending K41 to temperature Analogous to (l), the &h-order temperature structure function is given by "'3 (32) within the inertial subrange." We investigate whether (32) is recovered using the proposed conditional wavelet analysis. Figures 8(a) and 8(b) present these results for n = 3 and rz = 6 (using F,=5), respectively. Notice that the scaling in (32) is recovered by the conditional wavelet analysis and all inertial subrange contamination is eliminated (see Table I ).
B. K41 and non-Gaussian statistics
Kraichnan6 suggested that K41 is consistent with the concept of an inertial cascade if the velocity statistics within the inertial subrange do not differ significantly from Gaussian. We therefore consider the structure of the velocity statistics and its relation to K41 scaling by noting that conditional wavelet analysis recovers K41 and eliminates both internal and external intermittency effects. The relation between Gaussian behavior and conditioned velocity and temperature statistics within the inertial subrange can be achieved by computing the conditioned and unconditioned wavelet hatness factor for the inertial subrange scales.14 The results are summarized in Fig. 9 . Notice that the conditioned FF(R,J are nearly Gaussian (i.e., FF-3) for all inertial subrange scales {velocity and temperature) while the unconditioned wavelet statistics are non-Gaussian. This analysis clearly indicates that K41 (which was obtained using the conditional wavelet analysis) is associated with nearGaussian statistics in agreement with the arguments of Ref. 6.
VI. CONCLUSIONS
Triaxial sonic anemometer velocity and temperature measurements at 2.0 m above a uniform bare soil surface were used to investigate intermittency buildup in the inertial subrange. The power spectrum of the longitudinal velocity measurements exhibits a -5/3 power law for three decades allowing detailed investigation of scaling laws in the inertial subrange. The temperature and vertical velocity exhibit a -513 slope for about 1.5 decades. In order to describe spacescale relations in the inertial subrange, we utilized orthonorma1 wavelets. The orthonormal wavelet representation is well suited for this investigation, since the basis function is orthogonal and mutual independence of the wavelet expansion coefficients is guaranteed. In addition, it was shown that the expansion coefficients can be related directly to quantities commonly used in conventional turbulence analysis. Relations between the Haar wavelet coefficients and the Fourier power spectrum, as well as relations with the &h-order structure function were derived. A comparison between Fourier and wavelet power spectra was also carried out. Good agreement between the two spectra was noted for both velocity and temperature measurements. Furthermore, we demonstrated the usefulness of orthonormal wavelet transforms in characterizing the spatial variation of turbulent energy at different scales. Since intermittency buildup in the inertial subrange is related to local energy containing events, a conditional wavelet scheme was developed. The conditional wavelet scheme efficiently suppressed intermittency and other external contamination within the inertial subrange. K41 statistics, up to sixth order, were obtained when intermittency was suppressed from the wavelet coefficients. The recovery of K41 up to sixth-order statistics from limited number of measurements also demonstrates the robustness of orthonormal wavelet transforms. It was found that the sharp edges of the large eddies directly contribute to inertial subrange scales. It was also found that intermittency did not significantly affect second-order statistics. We demonstrated that intermittency as well as other external effects are directly responsible for non-Gaussian statistics in velocity and temperature horizontal gradients in the inertial subrange, while K41 appears to be consistent with near-Gaussian statistics for these gradients.
