Abstract. Close examination of the P waves from earthquakes ranging in size across several orders of magnitude shows that the shape of the initiation of the velocity waveforms is independent of the magnitude of the earthquake. A model in which earthquakes of all sizes have similar rupture initiation can explain the data. This suggests that it is difficult to estimate the eventual size of an earthquake from the initial portion of the waveform. Previously reported curvature seen in the beginning of some velocity waveforms can be largely explained as the effect of anelastic attenuation; thus there is little evidence for a departure from models of simple rupture initiation that grow dynamically from a small region. The results of this study indicate that any "precursory" radiation at seismic frequencies must emanate from a source region no larger than the equivalent of a M0.5 event (i.e. a characteristic length of -10 m). The size of the nucleation region for magnitude 0 to 5 earthquakes thus is not resolvable with the standard seismic instrumentation deployed in California.
Introduction
Several recent papers have suggested that the rupture initiation of earthquakes scales with earthquake size, and that it might be possible to determine the eventual size of the earthquake from the beginning of the P waveform. Umeda [1990] corr~lates earthquake magnitude with the duration of a low amplitude phase before the large energy release. Ellsworth and Beroza [1995] identify a nucleation phase of slow moment release and suggest that the duration of this feature scales with the eventual size of the earthquake. lio [1995] has similar findings of slow beginnings for microearthquakes. Ishihara et al. [1992] present an opposing point of view in which larger earthquakes have faster initiation than smaller events. Other studies suggest an absence of scaling and conclude that the initiation of laq~e earthqua}ces is similar to that of smaller events [Brone, 1979] . Abercrombie and Mori [1994] show that the beginning of the M7.3 Landers, California earthquake was similar to an M4.4 aftershock, and Anderson and Chen [1995) show that there were no systematic differences in thr.: P-wave initiation of M3 .0 -M8.0 events in Michoacan, Mexico. This study examines recordings of rupture initiation with a set of similarly recorded earthquakes that densely samples the magnitude range. We look for possible systematic variations in the waveforms that correlate with magnitude, but find no evidence for their existence.
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0094-8534/96/96GL-02491$05.00 Data ~e 1995 Ridgecrest sequence [Hauksson et al., 1996] provided closely spaced earthquakes over a range of magnitudes (ML determined by the Southern California Seismic Network) that were recorded by nearby seismic stations of the USGS/Caltech Southern California Seismic Network. We examined P waves from 49 earthquakes (Ml.5 to M4.2) at hypocentral distances of 9 to 14 km rccordeci at station RGC ( Hz. This site had two channels running at different gain settings, so that there was a larger dynamic range than standard stations in the network. In order to obtain a representative sample, we used all the events of M;:;:3. 0 well recorded at RGC from Sept. 26 to <Xt. 31 , 1995 . A comparable number of smaller (Ml.5 to 2.9) earthquakes, randomly chosen from a time period in early Oc_ tober, were added to the data set. Data were excluded only if noise levels obscured the beginning of the P wave. Such noise was caused primarily by codas of previous earthquakes. Because of the similarity in source-station geometry, direct comparisons can be made of the initiation of the P wavefonns over the entire size range.
We also looked at the same earthquakes recorded on a more sensitive single-channel station CLC at hypocentral distances of 9 to 12 km ( Fig. 1 ). This station clearly recorded smaller events down to M0.5 and was operating during larger M4 and MS earthquakes that occurred prior to the installation of RGC on Sept. 26, resulting in a larger data set of 80 events. This station has limited dynamic range, but it provides a high magnification recording of the onsets for a wider magnitude spread of earthquakes.
The initial portions of the P waves recorded at RGC and CLC are sh~wn as a function of magnitude in Figs 2 and 3, respectively. The traces have been consistently lined up on the initial arrival times at 0.05 s using cross-correlations with a typical trace. Examination of the record section suggests there is an uncertainty of about one sample interval (0.01 s} in picking the 1mhat10n. The beginning portions of the velocity wavefonns have varying amplitudes in the first several hw1dredths of a second with a general trend of increasing slope with increasing magnitude. 1nis increase in slope with magnitude can largely be attnbuted to attenuation effects that reduce the amplitude of the high frequency components and therefore have a greater effect on the smaller earthquakes [Anderson, 1986] . Data from the high-gain station CLC go off-scale almost immediately after the first arrival, so we are looking at just the step response of the instrument. However, these data are still useful for searching for the existence of small motions before the impulsive arrival. 
Estimate of Anelastic Attenuation
An important part of this study is to show the effect that anclastic attenuation (Q) can have on the initial portion of the waveform.
We estimated the whole-path attenuation by comparing data to synthetic waveforms calculated for a range of t* , where t* "" travel time/Q .
For the data, we used a stacked waveform from RGC containing 9 events and from CLC using 11 events (Fig. 4 ) . All the earthquakes in the stacks had magnitudes less than 1.0, so that the source durations should be short compared to the combined attenuation and instrument operator. We used the stacked waveforms to average over the small variations in pulse width that are observed in the data (i.e., Fig. 2 ). There appears to be very little distance dependence of the pulse widths of the waveforms for these small events, suggesting that most of the attenuation occurs in the shallow region under the station. This allows us to use the same attenuation operator even though there arc varying raypaths from the earthquakes.
The synthetics were calculated by convolving an attenuation operator [Ca1p enter, 1966) for various t* with the short-period instrument response [Stewarl and 0 'Neill, 1980) . Fig. 4 shows synthetic waveforms for varying values of t* along with the stacked waveforms from RGC and CLC. Both stations have a reasonable fit for t*=0.02 s. A smaller value of 0.01 s can also fit the data given the variation in pulse widths, but values of 0.04 sand greater clearly produce waveforms that are too broad. In the modeling of the next section, we assume that t* =0.02 s. Assuming a value of t*=0.01 s would affect ili.c absolute amplitudes, but not the overall pattern of the results. 
Synthetic Modeling
We modeled the waveform initiation using a simple Sato and Hirasawa [1 973) source. In this source model, the earthquake is a circular shear crack that expands radially at constant velocity, with all size earthquakes beginning in a similar manner. The differences for different size earthquake arc controlled by the timing of the stopping of the rupture as it reaches its final radial dimension. Fig. 5 shows that this model predicts that the initiation of earthquakes would look the same regardless of their . sizes. The Sato and Hirasawa source was calculated for a range of earthquake magnitudes corresponding to the Ridgecrest data. The shape of the waveforms are given by eqs 6 and 10 of Sato and Hirasawa [1 973] .
Computations were done using a stress drop of 3 MPa, a rupture velocity of 2.5 km/s, P-wave velocity of 6 km/s, an Swavc velocity of 3.5 km/s, a rigidity of 3.3 x 10IOnts/m2, a density of 2. 7 g/cm 3, distance 10 km, and take-off angles e= 30° and <p = o 0 . We used a free surface amplification of 2 .0 and a radiation pattern correction of 1.0. The source functions were convolved with an attenuation operator using t*=0.02 s and the instrument response. The synthetic waveforms arc shown in the right-hand panels of Figs 2 and 3. In order to make the amplitudes of the synthetic waveforms match the data, we arbitrarily set some of the amplitude factors, such as the radiation pattern and free-surface effect. Amplitude factors from 2 to 5 are corrunonly observed for different stations of the Southern California Seismic Network [Mori and Frankel, 1992 ) . Even considering the amplitude adjustment described above, it is striking that the absolute amplitudes of the data are in general agreement with the synthetic waveforms over the whole magnitude range at RGC.
There are mismatches in the amplitudes by factors of about 2 or 3 between the synthetics and data, but we arc able to generally match the slopes of the initiation for a range of over 3 magnitude units. For the smaller events ( < M2.5), the source duration is less than 0.06 s, which is shorter than the duration of the attenuation and instrument operator shown in Fig. 4 . Therefore, at these smaller magnitudes, the waveforms reflect the attenuation and instrument response rather than the actual source duration. At CLC, the data go off-scale very quickly and there is little information about the amplitude of the arrival; however, we can see from these waveforms that there are no resolvable small motions before the P arrivals. These data thus place an upper bound on the size of any possible precursory motions. Since we can resolve the motion for M0.5 earthquakes and the P~wave onsets look similar for all size earthqqakes from M0.5 to M5.4, this indicates that for the magnitude 4 and 5 earthquakes, any precursory arrivals, if they exist, must be smaller than the equivalent of a M0.5 event.
Discussion
The above detailed examination of the onset of a wide range of earthquakes did not show any strong magnitude dependence. There appear to be no systematic differences between initiation of small and large events. This is consistent with simple kinematic models such as those of Sato and Hirasawa [1973] and Boatwright [1 980] that predict rupture initiation that is the same for all size earthquakes, assuming a constant stress drop [Kanamori and Anderson , 1975] . Fig. 5 shows the initiation of P-wave velocity waveforms from a Sato and Hirasawa source convolved with attenuation and instrument operators. In this simple model, earthquake rupture begins from a point and expands smoothly. The eventual size of the earthquake is determined by when the rupture is stopped. Our data from RGC are consistent with the absence of systematic differences of rupture initiation in the range from Ml .5 to 4.3. The data from CLC cover an even larger magnitude range, but are limited because the amplitudes saturate within a few hundredths of a second. Despite the fact that the instrument is being driven out of its recording range, the clear onsets of the waveforms show that within the bandwidth of the instrument the initial ground motions are similar. That is, across this range of magnitudes (M0. 5 to M5.8), there are no small amplitude (10-7 to 10-5 m/s 2 at 1 lo 20 Hz) precursors to the P-wave onset.
A further result of this study is that a simple source model, such as that of Sato and Hirasawa, convolved with reasonable attenuation operators can match the initiations of the observed waveforms. The Sato and Hirasawa models have a linear slope in the beginning of the velocity waveform. Assuming the values oft* estimated from recordings of small events, any observed "curvature" in the beginning of the waveform can be explained as the effect of anelastic attenuation. Thus, there is little evidence for significant rupture acceleration in the first few hundredths of a second. Instead, the data in this study indicate that ruptures grow dynamically very soon after the initiation.
Any possible subcritical crack growth or "slow" beginnings, at frequencies in the seismic range, must occur within a few hundredths of a second and is not resolvable with current instrumentation in California.
We can use measurements of the velocity slope to estimate slip velocities and dynamic stress drop. In Fig 2 the Given the uncertainties due to radiation pattern and rupture velocity, the above values of slip velocities and dynamic stress drops are within the range of e>qiected values for dynamic ruptures. We do not see any evidence in these data for magnitude-dependent slow rupture initiation, as suggested by /io [1995] and Ellsworth and Beroza [1 995] , nor do we see any clear indications that larger earthquakes start faster as suggested by Ishihara et al. (1992] .
Conclusions
Close examination of rupture initiation over a range of earthquake sizes does not show any systematic differences in time functions that depend on the eventual magnitude of the earthquake. 1he results of this study suggest that earthquakes of all sizes initiate in a similar manner and begin to grow dynamically within a few hundredths of a seconds of the rupture initiation. The final size of the event may be controlled more by the dynamic properties of the rupture and how the rupture is stopped, rather than by its initiation.
