Abstract. The asymptotics of sizes of clusters for the Arratia flow is considered, the Arratia flow being a system of coalescing Wiener processes starting from the real axis and independent before they meet. A cluster at time t is defined as a set of particles that have glued together not later than at t. The results obtained are remarked to hold for any Arratia flow with a Lipschitz drift.
In the paper, we study internal properties of the Arratia flow. The Arratia flow has been introduced in [1] and is an instance of Harris flows [5, 6] . Informally speaking, it is a system of coalescing Wiener processes such that each pair of them has coordinates that are independent before a collision appears and then merge together. As is known [5] , all particles within the flow glue into a finite number of clusters for any nonzero moment of time. We ask about the behavior of such a cluster, namely, one that contains a particle starting from 0, when time is small.
The next definition may be found in [5, 6] .
Definition 1.
A family of mappings {y(u, ·) | u ∈ R}, with y(u) ≡ {y(u, t)|t ∈ R + }, is called the Arratia flow if 1) for any u, y(u) is a Wiener process; y(u, 0) = u; 2) for u 1 ≤ u 2 , y(u 1 ) ≤ y(u 2 ); 3) the joint characteristic of the martingale parts of y(u 1 ) and y(u 2 ) equals t 0 ½ {y(u1,s)=y(u2,s)} ds.
Consider A t = {u | y(0, t) = y(u, t)}. We say that A t is a cluster formed by all particles that have glued with the particle from 0 till the moment t. Despite the supremum of A t is questioned to belong to A t , the size of a cluster can be defined as
where λ is the Lebesgue measure on the line. In fact, it is shown in [9] that any Arratia flow has a version such that a mapping u → {y(u, t) | t ∈ [0; 1]} is right continuous in C([0; 1]). This version being chosen, it implies A t is well defined, at least for t ≤ 1. For the sake of clearance, we suppose hereinafter that such version of the flow is chosen. The distribution of ν(t) may be written down in terms of collision times, whose notation will be used in the sequel. On this way, for f, g ∈ C(Ê + ), define collision time
the infimum over the empty set being defined as infinity. Also define where W is a standard Wiener process started from 0. Then, with the monotonicity property of an Arratia flow, it directly implies that
since the difference
is a Wiener process until the collision happens. In [3] , the asymptotics of sizes of clusters as t grows to ∞ were obtained in the more general case of Harris flows. More precisely, consider a Harris flow [5] with an infinitesimal covariance function ψ. Here, ψ is supposed to be non-negative definite, continuous on the real line, and satisfying the Lipschitz condition outside each interval (−c; c), c > 0, and its spectral distribution is not of a pure jump type; ψ(0) = 1. Define ν(t) as the size of the cluster containing a particle that starts from 0 in the same way as it has been done for an Arratia flow. The following theorem is taken from [3] . It shows that when time goes to infinity, the asymptotic behaviour of a cluster inside any Harris flow is the same as that in the case of an Arratia flow. Another set of results concerning the divergence of particles from the start points may be found in [4] .
The main result of the paper is the following.
Theorem 2. Let y be an Arratia flow, and let ν be defined via (1). Then a.s.
Proof. First, we prove the estimate from above. Define a function ϕ : t → 2 √ t ln ln t −1 .
Fix ε > 0. For n ∈ AE, put t n = α n , α ∈ (0; 1), and define A n = ν(tn) ϕ(tn) ≥ 1 + ε . For any α starting from some n 0 , the variables (1 + ε)ϕ(t n ) are well defined. We restrict ourselves in what follows to only n such that u n = (1 + ε)ϕ(t n ) exists. Then, by (2),
Therefore, by the Borel-Cantelli lemma,
P{starting from some number n ν(t n ) ϕ(t n ) < 1 + ε} = 1.
Equations (3) and (4) yield
Since ε ≥ 0, and α ∈ (0; 1) are arbitrary, we obtain
In order to prove the first estimate in the statement of the theorem, we need the following two-step procedure of construction of a countable family of one-particle motions for the Arratia flow. Let (w n ) n≥0 be a sequence of independent standard Wiener processes,
Finally, we define
It follows from the definition of the Arratia flow that the sequence (ỹ(u n )) n≥0 has the same distribution as that of (y(u n )) n≥0 , since these two processes in C([0; 1])
∞ have the same finite-dimensional distributions. We will say (ỹ(u n )) n≥0 is derived from (w n ) n≥0 .
Fix ε > 0. Put ψ : t → √ 2t ln ln t −1 . Consider some α ∈ (0; 1), whose choice will be specified later, and put t n = α n , n ≥ n 0 , where n 0 is such that, for all n ≥ n 0 , it is possible to define u n = (1 − ε)ψ(t n ); in the sequel, only such n are considered. Let (w n ) n≥n0 be a sequence of independent standard Wiener processes that start from 0 and are independent of y. Let (ỹ) n≥n0 be derived from (w n ) n≥0 in compliance with the procedure described above.
Define, for n ≥ n 0 ,
Since the sequences (ỹ(u n )) n≥n0 and (y(u n )) n≥n0 coincide in distribution, we have
We claim that
whereỹ(u n−1 ) is defined via (5). Indeed,
Thus, if
then P (lim sup n→∞ C n ) = 1 implies P (lim sup n→∞ B n ) = 1. We now verify whether (6) holds. On this way, note that
.
Here,
the series in (6) converges if the following series converges:
which holds whenever α is such that Thus, we have to prove (8) . For the rest of the proof, the number n is fixed. Here,
is a centered Gaussian process:
Note that the sets T
, so σ n,N ≡ σ n does not depend on N. On the set T n,N , consider a pseudometric ρ X n,N induced by the process X n,N :
Estimating the metrical capacity [7, 8] M n,N (δ) of the set T n,N from below, we claim that for all sufficiently large N there exists δ = δ n,N such that
For that, denote sup t∈T n,N k t by s k , k = n, N , and check that δ n,N can be chosen in such a way that a set
Thus, it is sufficient to choose δ n,N such that
ln N +ln ln α −1 satisfies this condition, and, for such δ n,N and for all s, t ∈
This proves (10).
A direct application of the Sudakov inequality [7] yields
the estimate holding for N − n ≥ 24 [7] . The concentration inequality for the Gaussian measure [8] [Equation 1 .23] gives that, for any r > 0,
2σ n,N , where σ n,N = σ n does not depend on N by (9) . Now fix some r ≥ 0 and β ∈ (0; 1) such that
Then, as 1
It follows that 1 < Eξ n,N − r. This finishes the proof.
Recalling
Remark 1. In [2] , the Arratia flow with a drift is defined as a system of coalescing particles, each of which performs a drifted Brownian motion; the rule of coalescing is the same: independence before the meeting and merging after. It is proved that if the drift satisfies the Lipschitz condition on the real axis and is bounded, a flow exists, and its distribution in the specified space is absolute continuous with respect to the distribution of the Arratia flow with a zero drift (actually, the result can be extended to the case of an unbounded Lipschitz drift with some additional calculations). As an application of this analogue of the Girsanov theorem, we obtain that the statement of Theorem 2 holds for any Arratia flow with a Lipschitz drift.
