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ABSTRACT
Reliable ensemble prediction systems (EPSs) are able to quantify the flow-dependent uncertainties in weather
forecasts. In practice, achieving this target involves manual tuning of the amplitudes of the uncertainty
representations. An algorithm is presented here, which estimates these amplitudes off-line as tuneable
parameters of the system. The tuning problem is posed as follows: find a set of parameter values such that the
EPS correctly describes uncertainties in weather predictions. The algorithm is based on approximating the
likelihood function of the parameters directly from the EPS output. The idea is demonstrated with an EPS
emulator built using a modified Lorenz’96 system where the forecast uncertainties are represented by errors in
the initial state and forecast model formulation. It is shown that in the simple system the approach yields
a well-tuned EPS in terms of three classical verification metrics: ranked probability score, spread-skill
relationship and rank histogram. The purpose of this article is to outline the approach, and scaling the
technique to a more realistic EPS is a topic of on-going research.
Keywords: ensemble prediction systems, EPS tuning, parameter estimation, state space models, Bayesian
inference
1. Introduction
Ensemble prediction systems (EPSs) are indispensable
tools for generating probabilistic predictions of weather
and climate (Leutbecher and Palmer, 2008), and they are
applied also in many related application areas, such as
flood forecasting (Cloke and Pappenberger, 2009). Accu-
racy of the EPS stems from a skilful high-resolution data
assimilation and forecasting system, while its reliability
can be attributed to the design of uncertainty representa-
tions. By reliability, we mean the capability of a probabil-
istic system to represent the range of observed events.
Probabilistic prediction systems include representa-
tions of initial-state uncertainty and prediction of model
formulation uncertainties. The magnitude of the initial-
state uncertainty is basically limited by the analysis error
covariance, of course assuming in most cases that linear
and Gaussian estimation theory holds. However, forecast
model uncertainty is less constrained: there are various
sources of modelling uncertainty and their relative magni-
tudes are hard to determine. For instance, the process-
based stochastic modelling tends to result in a large number
of degrees of freedom in the system. In short, there is lack
of practical design criteria for representing the uncertain-
ties in probabilistic systems that would a priori lead to a
reliable system. We conclude that tuning the amplitudes of
the various components in the uncertainty representation
constitutes an estimation problem.
Currently, tuning the relative magnitudes of uncertainty
sources typically relies on expert knowledge. The procedure
is such that one tests with a combination of initial and
model perturbation amplitudes how the system verifies.
Depending on the outcome, the trial-and-error procedure
is continued. No doubt, with time this leads gradually to a
finely tuned system, and experts learn by experience how to
tune the system. This is, however, a very costly way to gain
the experience; costly in terms of time and, above all, costly
in terms of the system potentially being sub-optimal while
experience is gathered. Moreover, a critical point is faced
when the prediction system components undergo major
changes: the system behaviour changes and the subjective
component of the procedure may not be valid until new
experience is obtained. We argue that an objective tool to
guide the tuning process would be a step forward.
In this article, we construct such a tool that is tightly
anchored to the theoretical foundations of estimation
theory (Durbin and Koopman, 2001). We demonstrate the
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approach in the context of a modified stochastic Lorenz’96
system (Wilks, 2005), and show that it yields a well-tuned
probabilistic system in terms of ranked probability score,
spread-skill relationship and rank histogram used as verifi-
cation metrics. The article is organised such that the estima-
tion approach is derived in Section 2, and the case study is
presented in Section 3, before discussion and conclusions.
2. Parameter estimation in state space models
To build the theoretical basis for the EPS tuning approach,
let us consider the parameter estimation problem in a
general dynamical state space model setup (see, for instance,
Durbin and Koopman, 2001; Singer, 2002; Hakkarainen
et al., 2012). We write the model at step k with unknown
model parameters u as follows:
xk  pðxkjxk1; hÞ; (1)
yk  pðykjxkÞ; (2)
h  pðhÞ: (3)
That is, the probability density of the model state at
step k, xk, depends on the previous state xk1 and the
values of the model parameters u via the dynamical
forecast model pðxkjxk1; hÞ. The likelihood pðykjxkÞ con-
tains the observation model and gives the probability
density of observing data yk, given that the model state is
xk. In addition, we might have some a priori knowledge
about the possible values of the model parameters u, coded
into the density p(u).
The parameter estimation problem in state space models
is formulated as follows: estimate the parameters u, given a
series of observations y1:n ¼ fy1; . . . ; yng. In the Bayesian
parameter estimation framework, the solution to the
problem is given by the posterior distribution pðhjy1:nÞ.
The posterior density is proportional to the product of the
prior and the likelihood:
pðhjy1:nÞ / pðy1:njhÞpðhÞ: (4)
Traditionally, the likelihood density pðy1:njhÞ contains a
direct comparison between the model and the data.
However, in state space models the likelihood needs to be
constructed in a different way.
To construct the likelihood, we need the concept of the
filtering distribution and the predictive distribution. The
filtering distribution at step k is the marginal posterior
distribution of the last state vector, pðxkjy1:k; hÞ, given the
whole history of measurements y1:k and parameter values u.
This distribution is usually the target of different sequential
state estimation (data assimilation) methods. The predic-
tive distribution pðxkjy1:k1; hÞ gives the probability density
of the predicted state xk, given all previous measurements
y1:k1. The filtering distribution can be computed via the
Bayes formula by considering the predictive distribution as
the prior, which is updated with the most recent data yk:
pðxkjy1:k; hÞ / pðykjxkÞpðxkjy1:k1; hÞ: (5)
The predictive distribution is computed by propagating the
previous filtering distribution pðxk1jy1:k1; hÞ through the
dynamical model pðxkjxk1; hÞ:
pðxkjy1:k1; hÞ ¼
Z
pðxkjxk1; hÞpðxk1jy1:k1; hÞdxk1: (6)
Now, we have all the necessary building blocks for
constructing the likelihood density pðy1:njhÞ. We start by
decomposing the likelihood into the product
pðy1:njhÞ ¼ pðy1jhÞ
Yn
k¼2
pðykjy1:k1; hÞ: (7)
The terms pðykjy1:k1; hÞ in the product are the predictive
distributions of the observations yk, given the previous
observations y1:k1 and parameter values u. These dis-
tributions can be computed by propagating the predictive
distribution of the model state through the observation
model:
pðykjy1:k1; hÞ ¼
Z
pðykjxk; hÞpðxkjy1:k1; hÞdxk: (8)
That is, the likelihood in state space models can be
computed as a product of predictive densities of observa-
tions, which in turn are computed by applying the observa-
tion model to the predictive distribution of the model
state.
After this general theory, we describe how the method
can be implemented in practice, and how it applies to the
EPS tuning problem.
2.1. Implementation with various data assimilation
methods
The exact way how the likelihood (7) is computed depends
on the data assimilation method applied. Here, we discuss
how the likelihood computation can be carried out with
different methods.
2.1.1. Particle filtering. Particle filtering (PF) is a fully
sampling-based state estimation method that makes no
assumptions of the form of the densities of the state
vector. In PF, the filtering distribution is described by N
samples (particles) drawn from the filtering distribu-
tion. Similarly, the predictive distribution is approxi-
mated by propagating the particles forward with the
dynamical model. The predicted particles are updated
with the new observations via importance of sampling,
where predicted particles are weighted according to their
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likelihood; see Doucet et al. (2001) for details about PF
methods.
If one has a PF at hand, the likelihood can be computed
by writing the likelihood components (predictive dis-
tributions of the observations) as expectations over the
predictive distribution of the state, and by applying the
standard Monte Carlo approximation:
pðykjy1:k1; hÞ ¼
Z
pðykjxk; hÞpðxkjy1:k1; hÞdxk; (9)
¼ Epðxk jy1:k1 ;hÞ½pðykjxk; hÞ; (10)
 1
N
XN
i¼1
pðykjxðiÞk Þ; (11)
where x
ðiÞ
k  pðxkjy1:k1; hÞ are the predicted particles.
In statistics literature, this technique is called the particle
marginal approach (Andrieu et al., 2010).
2.1.2. Extended Kalman filtering. The PF approach can
be usable in small-scale state space models, where one can
afford to use a large number of particles N, but in high-
dimensional systems with a small number of particles, the
direct PF approach is known to be impractical. Therefore,
one often has to resort to various approximative filtering
techniques. One of the most popular methods, suitable for
small-to-medium-scale data assimilation problems, is the
extended Kalman filtering (EKF), (Kalman, 1960; Smith
et al., 1962), which is discussed next.
To introduce EKF, we assume the following specific
form for the state space model:
xk ¼Mðxk1; hÞ þ Ek; (12)
yk ¼ KðxkÞ þ ek; (13)
where M and K are the forecast and observation models,
and Ek and ek are the model and observation errors,
respectively. The error terms are assumed to be Gaussians
with zero means and covariance matrices Qk and Rk,
respectively.
In EKF, the filtering distribution at step k1 is
Gaussian with mean xestk1 and covariance matrix C
est
k1:
xk1jy1:k1; h  Nðxestk1;Cestk1Þ: (14)
The predictive distribution at step k is also Gaussian with
mean xpk and covariance matrix C
p
k
xkjy1:k1; h  Nðxpk;CpkÞ; (15)
where the mean is taken to be the mean of the pre-
vious filtering distribution propagated forward with
the forecast model: xpk ¼Mðxestk1; hÞ. The covariance
matrix of the predictive distribution is computed by
propagating the covariance matrix of the previous
filtering distribution forward with the linearised fore-
cast model Mhk ¼ @Mðxestk1; hÞ=@xestk1, and assuming that
the model error is independent of the model state:
Cpk ¼ MhkCestk1Mh
T
k þQk.
In the EKF setting, the predictive distributions of the
observations, which are the components of the likelihood,
are the following:
ykjy1:k1; h  NðKðxpkÞ;CykÞ; (16)
where Cyk ¼ KkCpkKTk þ Rk and Kk is the linearised observa-
tion model, Kk ¼ @KðxpkÞ=@xpk. Taking the product of these
Gaussian densities over step indices k yields the final
likelihood:
pðy1:njhÞ / expð
1
2
Xn
k¼1
½rTk ðCykÞ1rk þ log jCykjÞ; (17)
where rk ¼ yk KðxpkÞ and j  j denotes the determinant.
Note that the normalisation constant log jCykj of the
Gaussian density needs to be included, since it depends
on the parameters u. This likelihood formulation was tested
for estimating the parameters of a modified Lorenz’96
system in Hakkarainen et al. (2012).
2.2. Other methods
The likelihood computation can be implemented in various
other data assimilation systems by changing the way the
predictive distributions pðykjy1:k1Þ are computed according
to the data assimilation method applied. For instance,
in ensemble Kalman filtering methods (Evensen, 2007),
the required components in the likelihood can be estimated
from the ensemble of predicted states. This approach is
taken for instance in Hakkarainen et al. (2013), where the
likelihood computation is implemented in the data assim-
ilation research testbed (DART), which uses the ensemble
adjustment Kalman filter (Anderson, 2001) as the data
assimilation method.
2.3. Applying the approach to EPS tuning
Numerical weather predictions contain uncertainties be-
cause of imperfect initial state and forecast model formula-
tion. EPSs account for these uncertainties by imposing
clever initial-state perturbations to an ensemble of N
forecasts, and randomly perturbing the evolution of each
of these forecasts in a specific way (the ‘stochastic physics’).
The amplitudes of the perturbations are typically deter-
mined by expert knowledge. Here, the aim is to objectively
estimate these amplitudes.
EPS systems are, in principle, close to PF systems in the
sense that both approximate the uncertainties via samples.
The approaches differ in the way the samples are generated:
in PF, the importance sampling mechanism is applied,
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while in EPSs, there are specific techniques for generating
the initial-state perturbations and adding perturbations to
the model equations (see Leutbecher and Palmer, 2008).
From the parameter estimation point of view, however,
the same likelihood calculation, given in eqs. (9)(11), can
be applied. In EPSs, the particles x
ðiÞ
k  pðxkjy1:k1; hÞ are
simply the predicted ensemble members and the tuning
parameters u are related to the initial state and model
perturbations.
In theory, the ‘best’ way to compute the likelihood would
be to use the direct PF approach given in eqs. (9)(11).
However, this is impractical in large-scale (and even
in medium-scale) systems, since the ensemble size N is
much smaller than the dimension of the state vector,
and all predicted ensemble members x
ðiÞ
k  pðxkjy1:k1; hÞ
can easily miss the essential support of the likeli-
hood pðykjxðiÞk Þ, making the Monte Carlo approximation
pðykjy1:k1; hÞ  1N
PN
i¼1
pðykjxðiÞk Þ meaningless. This phenom-
enon can be seen even with the 40-dimensional Lorenz EPS
emulator studied in Section 3. Therefore, approximations
of the likelihood are needed to carry out the likelihood
computation.
A straightforward way to approximate the likelihood is
to assume a Gaussian form for the predictive distributions,
similarly to the EKF approach described in the previous
section. Then, the likelihood density assumes the form
pðy1:njhÞ / expð
1
2
Xn
k¼1
½ðyk  ypkÞT ðCykÞ1ðyk  ypkÞ
þ log jCykjÞ;
(18)
where ypk is the predicted observation, and the co-
variance matrix Cyk describes the uncertainty in the
prediction ypk. In EKF, the predicted observation was
calculated as ypk ¼ KðxpkÞ, and the covariance matrix was
Cyk ¼ KkCpkKTk þ Rk. Correspondingly, in the EPS setting
we estimate ypk and the equivalent of KkC
p
kK
T
k (uncertainty
of the predicted observation) from the predicted ensemble
members in the observation space.
More specifically, consider N ensemble members x
ðiÞ
k
in the observation space, denoted by y
ðiÞ
k ¼ KðxðiÞk Þ, where
i ¼ 1; . . . ;N. Now we use the ensemble mean as ypk and
estimate the covariance matrix from the ensemble:
ypk ¼
1
N
XN
i¼1
y
ðiÞ
k ; (19)
Cyk ¼
1
N  1YkY
T
k þ Rk; (20)
where Yk contains the centred ensemble members,
Yk ¼ ðyð1Þk  ypk; yð2Þk  ypk; . . . ; yðNÞk  ypk).
As the ensemble size is typically very small compared to
the dimension of the observation space, it is not advisable
to estimate the full matrix Cyk. Here, we apply a diagonal
approximation for Cyk and only estimate the variances of
individual observed variables. This is the version of the
likelihood we use in our experiments in the next section.
The likelihood (18) has the following intuitive interpreta-
tion. If the ensemble spread, described in the formula by
Cyk, is too small compared to the residuals yk  ypk, the
square term ðyk  ypkÞTðCykÞ1ðyk  ypkÞ in the likelihood will
be large and the likelihood low. If the spread is too large,
the square terms become small, but the normalisation
constant log jCykj becomes large and the likelihood low. The
maximum likelihood is given by a compromise between
these two, when the residuals yk  ypk (distance from the
prediction to the observations) ‘statistically match’ with the
estimated ensemble spread Cyk.
3. Case study: tuning a Lorenz EPS emulator
In this section, we present the experiment conducted to test
the validity of the likelihood approach for tuning EPS
parameters. We test how well the parameter values that
give high likelihood perform in terms of three classical
EPS verification metrics: the ranked probability score
(RPS), spread-skill comparison and rank histogram. We
use an EPS emulator built on top of a modified Lorenz’96
system (see Wilks, 2005). We start by briefly introducing
the EPS emulator and the validation metrics, and then
proceed to the experiment description and results.
3.1. Lorenz EPS emulator
To test the likelihood computation described above, we use
an EPS emulator built on top of a modified version of the
Lorenz’96 ODE system, described in detail in Wilks (2005).
The system used here is similar to the original Lorenz’96
system, but the state variables xi are affected by forcing due
to fast variables yi, too. The full system that is used for
generating the observations is written as
dxk
dt
¼ xk1 xk2  xkþ1
  xk þ F  hc
b
XJk
j¼Jðk1Þþ1
yj ; (21)
dyj
dt
¼ cbyjþ1 yjþ2  yj1
 
 cyj þ
c
b
Fy þ
hc
b
x
1þ j1
Jb c; (22)
where xk, k1,. . .,K are the ‘slow’ variables that follow the
classical Lorenz dynamics (Lorenz, 1996). In addition, each
of the K slow variables are forced by a sum of J additional
‘fast’ variables yj, j1,. . .,JK. In our experiments, we use
values K40, J8, F ¼ Fy ¼ 10, h1 and cb10,
adopted from Leutbecher (2010).
The system (21)(22) is considered as the ‘truth’ and used
for generating synthetic data. The forecast model is run
with a larger solver time step, and the effect of the fast
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variables cannot be therefore directly included. This
emulates the common problem in climate and weather
modelling: small-scale phenomena cannot be directly
modelled and parameterisation schemes need to be devel-
oped to describe them. As a forecast model, we use here
a version where the average effect of the fast variables
is described using a simple parameterisation. In addition,
the forecast model contains a stochastic forcing term, which
represents the uncertainty due to the parameterisation. The
forecast model is written as
dxk
dt
¼ xk1 xk2  xkþ1
  xk þ F  gðxkÞ þ gkðtÞ; (23)
where gðxkÞ is the parameterisation in which the missing
fast variables yj are modelled using the ‘resolved’ variables
xk, and gkðtÞ is the stochastic forcing term that represents
the equivalent of the stochastic physics in this system.
Here, we use a polynomial parameterisation for the
deterministic parameterisation:
gðxkÞ ¼
Xd
i¼0
bix
ðiÞ
k : (24)
In the experiments of this article, we use d1 and fixed
values b02 and b10.1, following the results obtained in
Hakkarainen et al. (2012), where the objective was to
estimate these parameters. The stochastic forcing is given
as an independent first-order autoregressive process for
each slow variable:
gkðtþ DtÞ ¼ /gkðtÞ þ reð1 /2Þ1=2zkðtÞ; (25)
where Dt is the time step used in the numerical solver
(fourth-order RungeKutta) and zkðtÞ  Nð0; 1Þ. The sto-
chastic forcing term contains two tuning parameters, the
magnitude se and the autocorrelation f. These ‘stochastic
physics’ parameters are what we estimate in the experiment.
The spread of the EPS predictions depends on two
things: the stochastic physics and the perturbations
made to the initial values from which the predictions are
launched. Here, we use a very simple mechanism for
sampling the initial values; we draw them from the normal
distribution Nðxestk ; kIÞ, where xestk are the state estimates
computed via EKF. The magnitude k of the initial-
value perturbations is a tuneable parameter in the EPS
system, and is a target of estimation in this article, in
addition to the stochastic physics parameters. Thus, in
our experiments, we aim at estimating three parameters,
h ¼ ðk; re;/Þ.
3.2. Validation metrics
To verify that the proposed likelihood calculation results in
well-tuned EPSs, we use three classical EPS validation
metrics: RPS, spread-skill comparisons and rank histo-
gram. For completeness, we briefly recall the metrics here
(for more details refer to Hamill, 2001; Leutbecher and
Palmer, 2008). Examples for all of the metrics, produced by
the EPS emulator, are given in Fig. 1.
3.2.1. Ranked probability score. The RPS compares the
cumulative density function (CDF) of the truth, which is
essentially a step function, to the CDF estimated from the
EPS output. Geometrically, the score can be interpreted as
the area between the CDF curves. Formally, the metric for
a single variable x is
RPSðxÞ ¼
Z 1
1
ðPðxÞ  PT ðxÞÞ2dx; (26)
where P(x) is the CDF of the prediction estimated from the
ensemble, and PT ðxÞ is the CDF of the true state xT, given
as a step function: PT ðxÞ ¼ 0 with x6xT and PT ðxÞ ¼ 1 with
x > xT . In practice, the metric is averaged over selected
variables and selected time points. The metric favours
situations, where the EPS is tightly spread around the
truth. If the EPS spread is too large, the area between the
CDF curves is large and a poor (large) RPS value is
obtained. On the other hand, if the EPS is over-confident
(small EPS spread in the wrong place), the area becomes
large as well. The best RPS score is obtained somewhere
in between these extremes. The RPS score is illustrated for
a single case with different EPS spreads in the top row of
Fig. 1. One can see that the score penalises both under- and
over-dispersive EPSs.
3.2.2. Spread vs. skill. In a reliable EPS system, the
average spread of the ensemble should match the average
forecast error of the ensemble mean; see for instance
Leutbecher and Palmer (2008) for a more detailed discus-
sion. The spread of the ensemble is the root mean-squared
(RMS) spread around the ensemble mean, and the forecast
error is the forecast RMS error compared to the true model
state.
Let us denote by si, i ¼ 1; . . . ;M the collection of RMS
spreads around the sample mean for a single variable forM
different cases (different time instances). The correspond-
ing collection of forecast errors is denoted by ei,
i ¼ 1; . . . ;M. Then, it is shown in Leutbecher and Palmer
(2008) that the RMS spread and RMS error in a perfect
ensemble should obey the following relationship:
1
M
XM
i¼1
e
2
i
 1
M
XM
i¼1
N þ 1
N  1s
2
i ; (27)
where N is the number of ensemble members used
to compute the ensemble mean and the RMS spread.
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The more cases M we have, the more accurately
the equation above should hold. That is, the average
ensemble mean RMS error should match the RMS spread
corrected with a factor that accounts for the finite sample
size N. This offers us a way to check how consistent the
EPS system is: compare the RMS spread to the forecast
RMS error. In the centre row of Fig. 1, the forecast error
vs. ensemble spread comparison is illustrated for different
EPSs.
3.2.3. Rank histogram. The third validation metric
applied here is the rank histogram, also known as the
Talagrand diagram (see Hamill, 2001). The rank histogram
is formed by sorting the EPS output for a selected
individual variable and checking the rank of the truth in
the sorted EPS sample. For instance, in a 10-member EPS,
if the truth is outside the ensemble, the rank will be either 1
or 11. If the truth is in the middle of the EPS, the rank is 6.
The ranks are collected for different variables over a
certain time period, and histograms of the obtained ranks
are drawn. In the ideal situation, if the EPS is well tuned, the
histograms should be flat; in the rank sample, there should
be roughly equal amount of all possible ranks. To illustrate
the metric, rank histograms with various values for the
EPS parameters are plotted in the bottom rows of Fig. 1.
3.3. Experiment details
Synthetic observations were generated for the experiment
by running the full system (21)(22), and adding noise to
the model output. It was assumed that 24 out of the
40 state variables were observed, with indices 3,4,5,8,
9,10,. . .,38,39,40 (last three variables in every set of five).
Noise was added to the model output for these components
with standard deviation s0.35, and this was used as the
data for estimating the EPS parameters.
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Fig. 1. The three validation metrics  RPS score (top row), spread-skill comparison (centre row) and rank histogram (bottom rows) 
illustrated with an under-dispersive EPS (left column), a rather well-tuned EPS (centre column) and an over-dispersed EPS (right column).
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The EPS system was run with ensemble size N20 in
10 d periods. That is, an ensemble was launched at day 0
and run for 10 d, the next ensemble was launched at day
10 and so on. Daily data were used in constructing the
likelihood for each ensemble run. To clarify the EPS setting
and the data used in the parameter estimation, ensembles at
different time windows for an observed model component
are shown in Fig. 2.
To study how the likelihood function behaves as a
function of the parameters, we conducted the following
experiment: 1000 random parameter values were generated
uniformly in the interval k 2 ½0:1; 0:6, re 2 ½0; 2:5 and
/ 2 ½0; 1. For each of the parameter values, 200 consecu-
tive ensembles were launched, each 10 d long. The first 30
ensembles were used to construct the likelihood function,
and the three validation metrics were computed for each
parameter using all of the ensemble runs. For each of
the parameter values, the results were averaged over five
repeated runs to reduce the randomness in the likelihood.
The state estimates, around which the initial-value
perturbations were generated, were computed off-line by
running EKF with the stochastic physics turned off.
3.4. Results
To see how the likelihood surface looks like, we illustrate
the parameter samples and negative log-likelihood values
with respect to the first two parameters in Fig. 3. The
likelihood shows systematic behaviour with respect to the
parameters: there is an area with high likelihood values and
the function seems to behave rather smoothly around the
optimum. In addition, a weak negative correlation between
the two parameters is visible (the area of high likelihood
values is slightly tilted to the left); a lower value for the
initial-value perturbation magnitude k means that the
stochastic physics magnitude se needs to be increased.
In this case, it seems that the initial-value perturbation
magnitude is the parameter that affects the EPS spread the
most, and the effect of the stochastic physics parameters
is more difficult to see from the samples. To study the
stochastic physics parameters further, we repeated the
experiment, but with k fixed to a certain value. In Fig. 4,
the conditional negative log-likelihood with k fixed to two
different values is given. One can see that the stochastic
physics parameters do have a systematic effect, but the
exact optimal value for the parameters might be difficult to
find. That is, the stochastic physics parameters are not
properly identified from data in this experiment; there are
many parameter combinations that perform equally well.
We wish to note that this behaviour can be specific to this
experiment setting, and in more realistic EPS systems the
effect of the stochastic physics can be larger compared to
the effect of the initial-value perturbations.
Next, we compare how the parameter likelihood measure
corresponds to the three validation metrics described in
the previous section. Note that the validation metrics
are computed from a large collection of EPS runs (200),
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Fig. 2. Examples of ensembles launched at different times for the ﬁrst observed model component (third element in the state vector). The
grey envelope is the 95% conﬁdence envelope estimated from the ensemble. Daily observations (red dots) are used for constructing the
likelihood.
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Fig. 3. The negative log-likelihood values for the ﬁrst two
parameters, the initial-value perturbation magnitude k and the
variance parameter of the stochastic forcing se.
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whereas the likelihood is constructed from a smaller
number of ensemble runs (30).
First, we study the correlation between the cost function
(negative log-likelihood) values and the RPS score. The
results are given in Fig. 5 for 5 d and 10 d predictions. We
observe a clear correlation between the two; the lower
the cost function value (the higher the likelihood) is, the
better the RPS score is. The plots show a peculiar form for
the correlation, which has two ‘branches’. The branches are
caused by the value of the most significant parameter, the
initial-value perturbation magnitude k, which is illustrated
with colours in the figure; the upper brach consists of too
large k and the lower branch of too small k values.
The fact that high likelihood means good RPS scores
is further illustrated in Fig. 6. The figure shows all of the
different RPS curves for different forecast times computed
with the 1000 tested parameter values, and highlights the
curves that give high likelihood. From the figure, one can
see that a high value for the likelihood corresponds to
nearly optimal RPS curves.
Next, we studied how the parameters that give high
likelihood perform in terms of the spread-skill comparison
described in Section 3.2.2. In Fig. 7, we show the difference
between the ensemble spread and the ensemble mean
forecast error, and highlight the curves with high like-
lihood. The high likelihood values seem to result in a
relatively good spread-skill relationship compared to the
other tested parameter values. There is a discrepancy in
the early forecast range. The reason for this is unknown to
us (possibly an effect of spin-up), but on the other hand
this phenomenon seems to happen for all other parameter
values as well; there is no parameter combination in the
1000 tested parameter vectors for which the spread-skill
relationship would hold for the whole forecast range.
Finally, we compare the rank histograms computed with
the parameter values that give high likelihood to all rank
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Fig. 4. The conditional likelihood values for the stochastic physics parameters ðre;/Þ with k ¼ 0:25 (left) and k ¼ 0:3 (right).
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histograms obtained with the 1000 tested parameter values.
The results are given in Fig. 8. One can see that with
the tested parameter values both under- and over-dispersed
EPSs were obtained, and the parameters with high
likelihood resulted in flat histograms. That is, the like-
lihood calculation seems to work also in terms of the rank
histogram.
4. Remarks and discussion
Traditionally, the tuning of EPS systems is performed
manually, applying different EPS validation techniques,
such as the three metrics described in Section 3.2.
The benefit of the presented approach is that it is objective
and relies on observations, whereas in the classical metrics
the true state of the model is needed. Obviously, the true
state is not available in reality, and it is therefore often
replaced with observations or the analysis (state estimate)
given by the data assimilation system, both of which
contain uncertainties that are not taken into account in
the classical validation techniques. In the presented ap-
proach, the concept of the ‘true model state’ is not needed.
Fine tuning of initial state and stochastic physics
perturbation amplitudes in EPSs is tested here. One has
to bear in mind that the work is still on rather conceptual
level and the modelling setup is very simplified. Further-
more, the direction of research in representing modelling
uncertainties is heading towards individual process-based
uncertainty representations. Thus, the number of free
parameters in stochastic modelling will increase. This
naturally makes the parameter estimation problem harder
to solve, especially in limited area EPSs. We believe,
however, that the number of the parameters cannot be
very high in these models since manual tuning soon
becomes intractable. Thus, the study presented here,
although not directly up-scalable to realistic systems, is
nevertheless relevant in striving towards optimal perfor-
mance in ensemble prediction. The concept studied
here could constitute an ‘off-line’ tuning approach of
EPSs: one first attempts to estimate the free system
parameters which are tested in a separate and comprehen-
sive posterior validation step.
In this article, we only present how the likelihood
function can be computed, and verify that maximising the
likelihood yields a well-tuned EPS in a simple case study.
We perform a brute-force exploration of the parameter
space, and do not discuss how the maximisation of the
likelihood function could be done efficiently. Here, 1000
sample points were generated to construct the likelihood
surface, where each point represents 30 ensemble predic-
tions with 20 members. With realistic simulation models
this is, of course, prohibitively expensive. One clearly
needs an effective optimiser that can make use of a small
ensemble and few sample points. An additional challenge
in the optimisation is that the likelihood is a stochastic
function, since it contains random perturbations of the
initial values and the model physics. However, methods
for optimising random target functions exist, e.g. Kushner
and Yin (1997), and we are currently studying techniques
that can optimise such a noisy function with as small
number of likelihood evaluations as possible. For instance,
methods that utilise Gaussian process-based approxima-
tions (emulators) of the likelihood surface seem promising
(Rasmussen, 2003).
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Fig. 6. All 1000 RPS curves with different parameter values
(grey lines) and the curves corresponding to the best (green) and 10
best (red) parameter values according to the likelihood calculation.
2 4 6 8 10
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Time
sk
ill 
− 
sp
re
ad
Fig. 7. Difference between the ensemble spread and the forecast
error of the mean for all 1000 tested parameter values (grey lines)
and the curves corresponding to the best (green) and 10 best (red)
parameter values according to the likelihood calculation.
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In the example presented here, 30 consecutive 10 d
ensemble runs were used to construct the likelihood.
However, choosing consecutive ensembles is not necessary,
since the perturbations are done independently each time
the ensemble is launched. In practice, one could choose a
‘representative’ collection of ensembles, which contains
both predictable and unpredictable situations. In addition,
since the ensembles are independent, they can be computed
in parallel.
5. Conclusions
In this article, we have presented an approach for tuning
EPS parameters. The approach is based on approximating
the likelihood of the parameters in the state space model
setup directly from the EPS output. The method is tested
with a Lorenz EPS emulator with three unknown para-
meters: the initial-value perturbation magnitude and two
‘stochastic physics’ parameters. The performance of the
approach is validated by three classical EPS verification
metrics: the RPS, spread-skill comparison and rank histo-
gram. The proposed method results in a well-tuned EPS;
high parameter likelihood corresponds to good RPS scores,
matching ensemble spread and ensemble mean forecast
error, and flat rank histograms.
Here, the purpose was to present the EPS tuning concept,
and the approach was tested only with a simple small-scale
model. We are currently studying how the technique can
be scaled up to more realistic EPSs. In addition, we only
showed that approximating the tuning parameter likelihood
via EPS output makes sense; we did not study how the
likelihood can be maximised in practice. Developing such
an algorithm  that can handle noisy target functions and
requires as few likelihood evaluations as possible  is a topic
of on-going research.
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