Our aim in this paper is to investigate the asymptotic behavior of solutions of linear fractional differential equations. First, we show that the classical Lyapunov exponent of an arbitrary nontrivial solution of a bounded linear fractional differential equation is always nonnegative. Next, using the Mittag-Leffler function, we introduce an adequate notion of fractional Lyapunov exponent for an arbitrary function. We show that for a linear fractional differential equation, the fractional Lyapunov spectrum which consists of all possible fractional Lyapunov exponents of its solutions provides a good description of asymptotic behavior of this equation. Consequently, the stability of a linear fractional differential equation can be characterized by its fractional Lyapunov spectrum. Finally, to illustrate the theoretical results we compute explicitly the fractional Lyapunov exponent of an arbitrary solution of a planar time-invariant linear fractional differential equation.
Introduction
In the recent years, the fractional differential equations have attracted increasing interests due to the fact that many mathematical problems in science and engineering are represented by mathematical models of fractional order, see e.g. [8, 18, 21] . Along with this interest, researchers' enthusiasm is addressed to understanding the qualitative behavior of their solutions, i.e. the behavior of the solutions when the time tends to infinity, such as stability theory [7, 12] , linear theory [3, 16] , invariant manifold theory [4] , linearization theory [15] , etc.
It is well known that the Lyapunov exponent provides a powerful tool to investigate the dynamical behaviors of linear ordinary differential equations, see e.g. [1, 17] . More precisely, our state space can be decomposed as a direct sum of subspaces in which each subspace is given as the set of all solutions corresponding to a characteristic Lyapunov exponent. The dimensions of these subspaces are called multiplicities of (the corresponding) Lyapunov exponents. The Lyapunov exponents together with their multiplicities form the Lyapunov spectrum of this system. The qualitative behavior of this linear system, such as stability and hyperbolicity, can be characterized adequately by its Lyapunov spectrum.
For linear fractional differential equations, the Lyapunov exponent is first discussed in [14] in which the authors use the asymptotic behavior (in comparison with the exponential function) of the nonsingular eigenvalues of the fundamental matrix to define the Lyapunov spectrum. This notion of the Lyapunov spectrum is used to investigate the chaotic behavior in a class of fractional differential systems, see e.g. [5, 13, 20] .
In this paper, we first show in Subsection 3.1 that the classical Lyapunov exponents of solutions of linear fractional differential equations are always nonnegative. Therefore, the stability of a linear fractional differential can not be characterized adequately by this Lyapunov spectrum. Next, in Subsection 3.2 we provide a new notion of fractional Lyapunov exponent by comparing the solutions with the Mittag-Leffler exponential function. This notion has an advantage that the stability of a linear fractional differential equation can be characterized by this spectrum. The last Section 4 is devoted to time-invariant linear planar systems; we compute explicitly the fractional Lyapunov spectrums, thus have an illustration of the theoretical results in Section 3.
To conclude this introductory section, we introduce notations which are used throughout this paper. Let R ≥0 , R >0 and R <0 denote the set of all nonnegative, positive and negative real numbers, respectively. For z ∈ C, let z and z denote the real part and imaginary part of z, respectively.
Preliminaries
This section is devoted to recall an abstract framework of fractional calculus and the corresponding linear fractional differential equations. We refer the reader to some basic textbooks on fractional differential equations, e.g. [8, 11, 12] , for more details of this theory.
Linear fractional differential equations
For α ∈ R >0 , the Riemann-Liouville integral operator of order α for an integrable function f :
where Γ :
dt is the Euler Gamma function, see e.g. [8] . The corresponding Riemann-Liouville fractional derivative is given by
dx is the usual derivative and m := α is the smallest integer which is greater or equal α. Meanwhile, the Caputo fractional derivative
, which was introduced by Caputo (see e.g. [8] ), is defined by
We refer the readers to [8, Ch. 2 & 3] for a discussion on some advantage aspects of the Caputo derivative in comparison with the Riemann-Liouville derivative. In this paper, we consider linear fractional differential equations involving Caputo fractional derivative, of the form
where α ∈ (0, 1), t ∈ R ≥0 and A : R ≥0 → R d×d is a continuous matrixvalued function and the Caputo derivative of a d-dimensional vector function
For any initial value x 0 ∈ R d , the corresponding integral equation to the initial value problem of system (2.1), x(0) = x 0 , is given as [6, 9] ), it is easy to show that the initial value problem of system (2.1), x(0) = x 0 , has a unique solution x :
which is denoted by Φ(t, x 0 ). Furthermore, by linearity of (2.2) the map Φ(t, ·) is linear for t ∈ R ≥0 , i.e.
Mittag-Leffler function
This subsection contains a short introduction to the so-called MittagLeffler function and its basic properties. Similar to the exponential function frequently used in investigation of integer-order systems, this function naturally occurs in the solutions of fractional differential equations. The Mittag-Leffler function E α : C → C is defined as
. 
It is well known that the restriction function of the Mittag-Leffler E α on R is strictly monotonically increasing, see e.g. [19] . Furthermore, using Lemma 2.1 gives lim
Consequently, E α (R) = R >0 and due to continuity of E α the inverse function of the restriction function E α : R → R >0 , which is denoted by log (ii) For any positive number λ > 0, we get
(iii) For any negative number λ < 0, we get
Linear time-invariant fractional differential equations
Like the theory of ordinary differential equations, the special timeinvariant case, i.e. A(t) = A for t ∈ R ≥0 , is the most basic one of the theory. This case can be solved explicitely and helps us to understand the behaviour of the linear fractional differential equations. Namely, it is well known that, see e.g. [8, Chapter 7] , E α (t α A)x 0 is the unique solution of the following initial value problem
.
Lyapunov spectrum for linear fractional differential equations
This section contains our main result on the Lyapunov exponent and fractional Lyapunov exponent for solutions of linear fractional differential equations. Throughout this section, let · be an arbitrary but fixed norm on R d . We suppose additionally that A is bounded on R ≥0 , i.e.
M := sup
t∈R ≥0 A(t) < ∞. (3.3)
Classical Lyapunov exponent for solutions of linear fractional differential equations
In this subsection, we recall the notion of classical Lyapunov exponent of a vector function in [1] . For a function f :
Some fundamental properties for the Lyapunov exponent are collected in the following remark. We refer the reader to [2, Proposition 1.3.1] for a proof of this remark.
Remark 3.1. Let f 1 , f 2 : R ≥0 → R d be arbitrary functions. Then, the following statements hold:
In contrast to the Lyapunov exponent for solutions of ordinary differential equations, we show in the following lemma that the Lyapunov exponent for any nontrivial solution of the fractional differential equation (2.1) is always nonnegative.
Thus, there exists K > 0 such that
Now, we show that lim sup t→∞ Φ(t, x 0 ) = x 0 , which gives a contradiction to (3.4). Indeed, from (3.5) and the fact that sup
On the other hand, a direct computation yields that lim sup
which together with (2.2) implies that lim sup t→∞ Φ(t, x 0 ) = x 0 . The proof is complete. 2
In the following lemma, we obtain an upper bound on the solution of linear fractional differential equations. This estimate also is used to obtain an upper bound on the Lyapunov exponent in [14] . However, for a sake of completeness we give a short proof of this estimate.
which together with the generalized Gronwall's inequality for fractional differential equations (see, e.g. [8, Lemma 6.19] ) implies that
The proof is complete. 2
We are now in a position to state and prove the main result in this subsection about the Lyapunov spectrum and the corresponding decomposition of the state space for a fractional differential equation.
Theorem 3.1. Consider the set of Lyapunov exponents of all nontrivial solutions of (2.1)
The following assertions hold:
is a nontrivial linear subspace of R d . Furthermore, we have the strict filtration 0 =:
. . , j} is called the Lyapunov spectrum of (2.1). Allowing ambiguity, we sometimes also call the set Σ the Lyapunov spectrum of (2.1).
In the remaining part of this proof, we show that Σ has at most d distinct elements. Suppose the contrary that Σ consists of d
x j and due to linearity of the map Φ(t, ·) we get
which together with Remark 3.1 implies that
Therefore, by (3.9) we get λ k ≤ max{λ j : j = k + 1, . . . , d + 1} and this leads to a contradiction. The proof of this part is complete.
(ii) First, we choose and fix an arbitrary i ∈ {1, . . . , j}. Let x, x ∈ E i and α, β ∈ R be arbitrary. By virtue of Remark 3.1, we get that
Therefore, αx + β x ∈ E i and thus E i is a linear subspace of R d . By the definition of λ i in part (i), there exists x 0 ∈ R d \{0} such that χ(Φ(·, x 0 )) = λ i and therefore x 0 ∈ E i and E i is thus nontrivial. To complete the proof, it remains to show (3.8) . By the definition of λ i in part (i) and
Equivalently, x 0 ∈ E i \ E i+1 and the proof is complete. 
Fractional Lyapunov exponent for solutions of linear fractional differential equations
We start this subsection by considering the following simple planar linear fractional differential equation
A direct computation yields that the solution Φ(t, x 1 , x 2 ) for (3.10) with the initial condition x(0) = (x 1 , x 2 ) T is given as
Thus, the Lyapunov spectrum of (3.10), defined as in Theorem 3.1, is given explicitly as Σ = {0, 1}. Note that a solution with zero Lyapunov exponent can either decay or growth sub-exponentially, hence the zero Lyapunov exponent does not provide us with enough information on asymptotic behavior of the solution. Consequently, the Lyapunov spectrum of (3.10) cannot characterize adequately the existence of solutions converging to zero when the time tends to infinity (see also the result in Lemma 3.1 above). Furthermore, from (3.11) we observe that any solution converging to zero when the time tend to zero is of the form
Obviously, these functions tend to zero similarly as the Mittag-Leffler function E α (−t α ). Thus, it is natural to extend the notion of spectrum based on the classical Lyapunov exponent to the one associated with the MittagLeffler function. For this purpose, we use the inverse function of the MittagLeffler function defined as in Subsection 2.2. Now, we generalize the notion of Lyapunov exponent defined in Subsection 3.1 to the fractional setting. Let f : R ≥0 → R d be an arbitrary function. The fractional Lyapunov exponent of order α of f is defined as
For a practical purpose, we establish in the following theorem a simple formulation to compute the fractional Lyapunov exponent. This task provides an alternative definition of fractional Lyapunov exponent based on classical elementary functions. 
(ii) χ α (f ) < 0 if and only if lim sup t→∞ t α f (t) < ∞ and in this case
We will show that χ(f ) > 0 and equality (3.13) holds. For this purpose, let ε ∈ (0, λ) be arbitrary. From Lemma 2.2(ii) and definition of χ α (f ), we get that lim sup
which together with Lemma 2.2(i) implies that there exists T > 0 such that
Letting ε → 0, we obtain that χ(f ) = χ α (f ) 
> T . This together Lemma 2.2(i) and Lemma 2.2(ii) implies that
which completes the proof of this part.
(ii) (⇒) Suppose that λ := χ α (f ) < 0. Our aim now is to show that lim sup t→∞ t α ||f (t)|| < ∞ and (3.14) holds. For this purpose, let ε ∈ (0, −λ) be arbitrary. From Lemma 2.2(iii) and definition of χ α (f ), we get that lim sup
This together with Lemma 2.2(i) gives that there exists T > 0 such that
Consequently,
Letting ε → 0, we obtain that lim sup t→∞ t α f (t) = 1 −λΓ (1−α) and (3.14) is proved.
(⇐) Suppose that γ := lim sup t→∞ t α ||f (t)|| < ∞. We will show that
> T . This together Lemma 2.2(i) and Lemma 2.2(iii) implies that lim sup
which proves that χ α (f ) < 0 and the proof of this part is complete.
(iii) It follows directly from (i) and (ii). 2
In the next step, we are going to investigate the fractional Lyapunov exponents for solutions of linear fractional differential equations. Before doing this, we need the following result. Its proof follows from Theorem 3.2 and Remark 3.1.
Lemma 3.3. The following statements hold: (i) For an arbitrary function f : R ≥0 → R d and c ∈ R \ {0}, we have
χ α (c f ) = ⎧ ⎪ ⎨ ⎪ ⎩ χ α (f ), if χ α (f ) > 0, χ α (f ) |c| , if χ α (f ) ≤ 0. (ii) Let f 1 , f 2 : R ≥0 → R d be arbitrary functions such that χ α (f 1 ) ≥ 0. Then, χ α (f 1 + f 2 ) ≤ max{χ α (f 1 ), χ α (f 2 )
} and the equality holds if
Using Lemma 3.3(i) and linearity of Φ(t, ·), we obtain that for an ar-
Thus, in order to estimate the fractional Lyapunov exponent of solutions of (2.1) it is sufficient to estimate χ α (Φ(·, x 0 )) for x 0 ∈ R d with x 0 = 1. A lower and upper bound on χ α (Φ(·, x 0 )) for x 0 ∈ R d with x 0 = 1 are stated and proved in the following lemma.
Lemma 3.4 (Upper and lower bound on fractional Lyapunov exponent).
Therefore,
To complete the proof, it is sufficient to show that χ α (Φ(·, x 0 )) ≥ −M . Suppose the contrary, i.e. χ α (Φ(·, x 0 )) ≤ −M − 2ε for some ε > 0. By the definition of χ α , there exists T > 0 such that
Note that from (2.2) and the fact that x 0 = 1, we get
which together with (3.16), (3.17) and the fact that sup t≥0 A(t) ≤ M implies that lim sup
Obviously, lim sup t→∞ T 0 KM (t − s) 1−α ds = 0 and thus we get lim sup
On the other hand, since
which gives that lim sup
This gives a contradiction to (3.18 ) and the proof is complete. 2
We are now in a position to state and prove the main result in this subsection about the spectrum associated with the fractional Lyapunov exponent for solutions of linear fractional differential equations. 
Then, the following assertions hold:
Furthermore, the following sets
be arbitrary. Using (3.15), we obtain that
which together with Lemma 3.
The proof of this part is complete.
(
Using this observation and a similar proof in Theorem 3.1(i), we also obtain that Σ α ∩ R ≥0 consists of at most d distinct elements. This completes the proof of this part. (ii) Also note that, by Theorem 3.3 the fractional Lyapunov spectrum Σ α consists of the whole negative axis whenever it has a negative element. Therefore, in term of dynamical behavior classification we can not expect a finer filtration for the linear subspace S defined as in (3.19).
A characterization for stability of linear fractional differential equations in term of fractional Lyapunov spectrum
In this subsection, we establish a close link between the fractional Lyapunov spectrum and stability of linear fractional differential equations.
This work gives another evidence that for fractional differential equations the notion of fractional Lyapunov exponent introduced in the previous subsection is more meaningful than the classical Lyapunov exponent. For this purpose, we first recall the notion of stability and asymptotical stability for linear fractional differential equation, see e.g. [ 
Consequently, given an arbitrary δ > 0 we have
which together with Lemma 2.1(i) implies that lim sup n→∞ Φ(t n ,
Thus, system (2.1) is not stable and the proof is complete.
(ii) Suppose that Σ α ⊂ (−∞, 0). Let · 2 denote the standard Eucledian norm on R d . Since every norms on R d are equivalent, there exists 
Due to linearity of (2.1), we get Φ(t,
. Therefore, we have
Since χ α (Φ(·, e i )) < 0 for i = 1, . . . , d it follows that lim t→∞ Φ(t, e i ) = 0. Consequently, from (3.21) we derive that lim t→∞ Φ(t, x 0 ) = 0. So, it remains to show that system (2.1) is stable. Indeed, from continuity of t → Φ(t, e i ) and lim t→∞ Φ(t, e i ) = 0 we also get that
which together with (3.21) implies that
Thus, system (2.1) is stable and the proof is complete. 
Example
This section is devoted to compute the fractional Lyapunov exponent for an arbitrary solution of a time-invariant linear planar fractional differential equation of the following form
where R 2 is endowed with the max norm, i.e. x ∞ = max{|x 1 |, |x 2 |}, and A ∈ R 2×2 is one of the following form:
Note that any matrix in R 2×2 can be transformed by a nonsingular matrix to a matrix which is one of the above forms. Firstly, an explicit form of E α (t α A), where A is one of the above form, is given as follows:
where E α (z) denotes the derivative of the function E α (z).
(iii) For A = r cos ϕ −r sin ϕ r sin ϕ rcos ϕ , where r ∈ R >0 and ϕ ∈ [−π, π),
we have 
(ii) For each λ ∈ R and (x 1 , x 2 ) T ∈ R 2 \ {0}, we get
(iii) For λ = r(cos ϕ + i sin ϕ), where r ∈ R >0 and ϕ ∈ [−π, π), and (ii) We consider the following distinct cases: λ > 0, λ = 0 and λ < 0:
when t → ∞. Therefore,
which proves that χ α (E α (λt α )x 1 + t α E α (λt α )x 2 ) = λ. 
The proof is compelte. 2
From the definition of fractional Lyapunov exponent, one can easily verify that for nonnegative functions f 1 , f 2 : R ≥0 → R ≥0 χ α (max{f 1 , f 2 }) = max{χ α (f 1 ), χ α (f 2 )}, where max{f 1 , f 2 } : R ≥0 → R ≥0 , t → max{f 1 (t), f 2 (t)}. This together with Lemma 4.1 and the explicit form of solutions as in (4.23), (4.24) and (4.25) gives the following result.
