In this paper we introduce a new hierarchical model reduction framework for the Fokker-Planck equation. We reduce the dimension of the equation by a truncated basis expansion in the velocity variable, obtaining a hyperbolic system of equations in space and time. Unlike former methods like the Legendre moment models, the new framework generates a suitable problem-dependent basis of the reduced velocity space that mimics the shape of the solution in the velocity variable. To that end, we adapt the framework of [M. Ohlberger and K. Smetana. A dimensional reduction approach based on the application of reduced basis methods in the framework of hierarchical model reduction. SIAM J. Sci. Comput., 36(2):A714A736, 2014] and derive initially a parametrized elliptic partial differential equation (PDE) in the velocity variable. Then, we apply ideas of the Reduced Basis method to develop a greedy algorithm that selects the basis from solutions of the parametrized PDE. Numerical experiments demonstrate the potential of this new method.
Introduction
Kinetic equations that describe particle flow in phase space (consisting of spatial, temporal, and velocity or momentum variables) arise in various fields. Due to their high dimension, model reduction techniques are crucial for the numerical solution.
In this paper we introduce a hierarchical model reduction (HMR) approach for kinetic equations, in which the reduced basis is tailored to the specific problem. Similar to the (Legendre) moment closure approach [11] , we project on a rank-m tensor approximation space of the form V m := {ψ(t, x, v) = m i=1 p i (t, x)Φ i (v)}, which leads to a coupled system of hyperbolic partial differential equations (PDEs) for the coefficient functions (moments) p i (t, x). However, different from the moment closure approach we do not choose the basis in the velocity direction a priori, e.g. as monomials or Legendre polynomials, but rather suggest computing them in a problem adapted a posteriori manner. In detail, we adapt the framework introduced in [14] and derive first a parametrized (integro-) differential equation in v-direction, where the parameters account for the unknown behavior of the density ψ(t, x, v) on the space and time variable. As in [14] the basis functions are then selected from the solutions of the parametrized differential equation with Reduced Basis (RB) methods (see for instance [17] ), exploiting their excellent approximation properties [5] .
In this work, we exemplify the approach for the one-dimensional Fokker-Planck equation. A derivation of the equation can be found in [9, 16] . In [7, 18] full-, half-, and mixed-moment models for the Fokker-Planck equation with different closures are developed and numerical experiments are given.
There are several other contributions in which model reduction approaches have been applied to hyperbolic equations and more specifically to the Fokker-Planck equation. The proper generalized decomposition (PGD) method has been introduced and demonstrated for one-dimensional finitely extensible nonlinear elastic (FENE) dumbbells in [1, 2] . To this end, it is assumed that the density can be well approximated by a sum of tensor products in which each factor depends on a different variable, leading to a nonlinear variational problem for the successive enhancement of the bases. In [10] RB methods are considered for the parametrized Fokker-Planck equation corresponding to a suspension of FENE dumbbells in a prescribed extensional flow. For (parametric) transport dominated problems we refer to the recent contribution of [3, 4] for an appropriate functional analytical setting and for instance to [13, 20, 22] for methods where nonlinear approximations are employed to improve the often deteriorated convergence behavior of RB methods for transport dominated problems.
We finally mention that the idea of a basis expansion ansatz to reduce the dimension of a problem is not restricted to kinetic equations. In the HMR approach (originally introduced in [21] for linear, elliptic PDEs, applied in [15] and [14] , and extended to nonlinear PDEs in [19] ), the two-dimensional domain of an elliptic PDE is decomposed in a dominant direction in which the problem is solved in full range, and a subordinate transverse direction in which a basis expansion is performed. As it has been demonstrated numerically in [14] that problem adapted basis functions often provide a better approximation than a priori chosen basis functions like Legendre or trigonometrical polynomials [21, 15] , we adapt in this article ideas from [14] to the Fokker-Planck equation.
The remainder of this article is organized as follows: After defining the problem setting in Section 2, we transfer the HMR approach to the Fokker-Planck equation and obtain a reduced system in Section 3. In Section 4.1, we adapt the procedure from [14] . We first derive a parametrized PDE in the velocity variable and then develop a basis generation algorithm with ideas from the RB method. Finally, we demonstrate numerical experiments in Section 5, where we compare results from our new framework to the Legendre moment models.
Problem Setting
We consider the one-dimensional Fokker-Planck equation as treated in [18] :
, and with the Laplace-Beltrami operator on the unit sphere
We prescribe the ingoing radiation at the spatial boundary
and the initial condition
Hierarchical Model Reduction
In this section we adapt the HMR approach [21, 15, 14] to the Fokker-Planck equation and thus make the ansatz
for a set of L 2 -orthogonal functions φ i (v), i = 1, . . . , m ∈ N. This corresponds to the Legendre moment approach, where a Galerkin semi-discretization is done with a polynomial basis, while using other expansion functions. These will be referred to as basis of the reduced velocity space. We will establish a parametrized problem to compute this basis with RB techniques in Section 4.1. The whole problem is then solved in the (t, x)-space with fixed φ i (v), i = 1, . . . , m. To obtain the reduced system in the (t, x)-space, we first assume the functions φ i (v), i = 1, . . . , m, to be given.
Inserting (4) into the Fokker-Planck equation (1) leads to:
We test with the reduced velocity basis functions φ k (v), k = 1, . . . , m. Using the short hand notation for the L 2 -product in velocity space (
As we require the functions φ i (v), i = 1, . . . , m to form a basis of the reduced velocity space, the mass matrix M is invertible. We multiply the equation with M −1 and obtain the linear hyperbolic system
To transfer the boundary and initial conditions (2), (3) of the Fokker-Planck equation (1) to the hyperbolic system, we project them on the reduced space. After generating a reduced basis, we compute the initial condition vector byp
. To obtain a well-posed system, we may prescribe boundary conditions only for the incoming waves, while outgoing particles are determined by the particle distribution in the domain. In the phase space formulation of the Fokker-Planck equation, this is simply done by prescribing boundary conditions only for the incoming part of the velocity variable. In system (6) the distinction between incoming and outgoing waves is not so obvious. However, we will use an upwind scheme for the discretization of the system that automatically takes into account the wave directions. We thus do not have to separate the boundary conditions into prescribed and not prescribed parts. We define an "incoming boundary function" for the whole velocity space (−1, 1) by setting the outgoing parts to zero:
Then, the incoming boundary conditions for system (6) are defined similarly to the initial condition as:
. Likewise, we define the right boundary p b (t).
Generation of problem adapted basis functions 4.1 Derivation of a parametrized PDE in the velocity variable
To construct basis functions φ i (v) dependent on the velocity variable tailored to the considered problem, we adapt the procedure proposed in [14] . This means that we introduce a parametrized problem for a density φ(v) solely depending on the velocity, where the parameters include the unknown behavior in the space and time variable. First, we assume (only for the derivation of the parametrized problem) that the solution can be written as
where P (t, x) reflects the at this point unknown behavior of the full solution in the space and time variable. To find an equation for φ(v) dependent on P (t, x), we test the FokkerPlanck equation (1) with ϕ(t, x, v) = P (t, x)φ(v). This reads
where we abbreviate
Since the function P (t, x) is not known at this point, we cannot compute the integrals of the scalar products. Instead, we follow [14] and introduce a quadrature formula defining the evaluations of the functions in the variables x and t as a parameter. In detail, we approximate the inner products in the (t, x)-space with the quadrature formula
where ω q , q = 1, . . . ,q, are the weights and (t q , x q ), q = 1, . . . ,q, are the quadrature points. The source term is also approximated with the quadrature formula, and we obtain
We replace (., .) t,x by (., .) q t,x and the source term by the source term with quadrature in (7). Then we have an elliptic PDE on the domain (−1, 1) that depends on the quadrature points and the evaluations of P, ∂ x P , and ∂ t P at the quadrature points. We thus define the parameter vector µ containing all these values. Since we do not have any information about the behavior of φ(v) at the boundaries, we impose inhomogeneous Dirichlet boundary conditions and add the two boundary values φ(−1) = φ l and φ(1) = φ r to the parameter. The parameter thus has the form
The parameter space, which contains all admissible parameter values of µ, is defined as
The intervals I 0 , I 1 , I 2 , and I B contain the ranges of P, ∂ x P, ∂ t P, and the boundary values. They can be chosen using a priori information on the solution or adaptively during the basis construction process using information from the reduced approximations. Defining a lifting function φ b (v) with φ b (−1) = φ l and φ b (1) = φ r , the parametrized one-dimensional PDE in v-direction is:
Given , 1) ) and
where a(µ) :
Basis generation with RB-techniques
The RB method is a model reduction technique that was derived for the solution of parametrized PDEs. A detailed introduction can be found for instance in [17] . The method is developed for cases where the solution of the PDE has to be evaluated for many different parameter values, e.g. in optimization problems, or where the solution has to be computed very fast for a previously unknown parameter value. The main idea is to compute for a judiciously chosen set of parameter values the corresponding solutions to the PDE, the so-called snapshots. Then, the reduced space is chosen as a subspace of the span of Algorithm 1: GreedyBasisGeneration Data: Ξ = {φ n : n = 1, . . . , n sample }, h x , m max Initialize Φ 0 = ∅; for m = 1 : m max do for n = 1 : n sample dõ Φ n := GramSchmidtProcess(Φ m−1 ∪ {φ n });
if dim(Φ n ) = m then ψ n := SolveFPSystem(Φ, h x ); e n := L1Error(ψ n ); end end n := argmin n (e n ); Φ m :=Φñ; end these snapshots. In the standard RB-context, the reduced space is supposed to have good approximation properties for all parameter values µ. To that end, a proper orthogonal decomposition (POD) can be applied to a sufficiently large number of snapshots. Another possibility is a greedy search, where the aim is to iteratively find the parameter value for which the corresponding reduced solution is worst approximated by the basis constucted so far. The snapshot of this parameter is then used to enrich the basis.
In the HMR context, however, we are interested in a reduced basis that yields a good approximation
To that end, the snapshots are supposed to resemble the velocity dependence of the full solution for fixed points (t, x), the parameter values only reflect the unknown behavior of the solution. We therefore use a different greedy algorithm than the standard RB-greedy: Instead of iteratively choosing the worst approximated snapshot for the basis enrichment, we want to include only the snapshots in the reduced basis that indeed resemble the dependence in velocity direction of the full solution for certain points (x, t). We thus iteratively extend an empty initial basis by choosing for each m ≤ m max one "best approximating" snapshot to enrich the basis. To that end, we define a discretization of system (6) with mesh size h x (for details see Section 5.1). For each snapshot we compute the solution of system (6) based on the initial basis extended by the snapshot and estimate the errors. Since we did not yet develop an error estimator for the reduced system, we use the real error to the known full solution to find the best approximating snapshot. The whole greedy algorithm that provides a reduced basis of dimension m max from a snapshot set Ξ that contains of a number of n sample snapshots is shown in Algorithm 1.
Another possibility for basis generation is a POD. However, an algorithm that simply applies a POD to snapshots from randomly chosen parameter values does not deliver good results. We suppose that this is mainly due to the fact that we do not expect all admissible parameter values to be useful to the full solution, such that snapshots that are not useful to the solution have a too big influence to the resulting basis. Algorithms that combine greedy and POD strategies by an adaptive choice of suitable snapshots are subject of future work. 5 Numerical Experiments
Implementation
Our implementation of the whole framework is realized in pyMOR, a software library in the Python language for model reduction algorithms, especially for the realization of RB methods, see [12] . For the computation of snapshots of the parametrized PDE (9), the basis generation, and the computation of the system matrices of system (6) a finite element discretization with mesh size h v is used. For the computation of system (6) we use forward Euler time stepping, where the time step is adaptively chosen small enough to guarantee a stable system dependent on the basis, together with a finite volume scheme with mesh size h x and an upwind flux for linear systems. The source terms are included in the finite volume evaluation by an unsplit method. After computing the solution of the fully discrete version of system (6), we calculate the spatial density
In all numerical tests we compare two solutions by computing the relative L 1 -error between the respective spatial densities.
We compare the different reduced solutions with a full-dimensional finite difference discretization implemented in the DUNE framework [6] . The implementation is orientated on the MATLAB-based framework described in [18] . As a time stepping scheme we use the generalized Runge-Kutta solver for stiff problems GRK4T (see [8] ).
Model Problem
As a model problem we use the SourceBeam test case from [18] . This test case models a beam entering the domain on the left bound. An additional source is located in the middle of the domain. Absorption and transport coefficient are varied through the domain to show different behavior of the solution.
We consider a domain x ∈ (0, 3) in time t ∈ [0, 4]. We define
Initial and boundary conditions are ψ(0, x, v) = 10 
Validation of the Basis Generation Process
As a first validation step and as a benchmark for the whole framework we want to test Algorithm 1 with "snapshots" that indeed do resemble the velocity dependence of the full solution for different fixed (x i , t i ). In this way, we are able to assess the potential of the whole framework when later using snapshots from the parametrized PDE (9) that are supposed to resemble the velocity dependence.
To that end, we define "truth-snapshots" from a full-dimensional finite difference solution ψ FD (t, x, v) for points (t i , x i ) as s i (v) := ψ FD (t i , x i , v). We want to compare different models for different discretization mesh sizesh = 2 −n , n ∈ N. To that end, for a fixed mesh sizeh we compute the full-dimensional finite difference solution with mesh sizes h x = h v =h. Then, the "truth-snapshots" are evaluated from this solution at 192 points (x i , t i ) arranged on a coarse rectangular grid of 12 points in x-and 16 points in t-direction. We use Algorithm 1 with Ξ = {s i (v) : i = 1, . . . , 192}, m max = 13 and the mesh size h x =h for basis generation. We compute the solutions of the FP system for different model orders m ≤ m max and again with mesh size h x =h. Then we compare our new model with the Legendre moment models with mesh size h x =h implemented in our framework that are derived by simply choosing the first m Legendre polynomials that are discretized with mesh size h v =h as reduced velocity basis. Figure 2 shows the resulting errors of both methods with mesh sizesh = 2 −3 , . . . , 2 −7 to the reference solution with mesh size h x = h v = 2 −9 . To assess the quality of the solutions, the dotted lines indicate the error of the full dimensional finite difference solution with the corresponding mesh sizes h x = h v = 2 −3 , . . . , 2 −7 . Our new method clearly shows that the Legendre polynomials are not the ideal choice for a basis of the reduced velocity space: The greedy basis method provides in all cases a better basis for a given mesh size and model order. The model error rapidly decreases for low model orders and then stagnates about the range of the discretization error that is reached at model orders m = 4 for h x = 2 −3 , 2 −4 , m = 9 for h x = 2 −5 , and m = 11 for h x = 2 −6 . In contrast, the Legendre moment solutions reach the discretization error in the shown model order range m ≤ 13 only for h x = 2 −3 , 2 −4 . The close proximity of the errors for mesh sizes h −6 and h −7 indicates a dominance of the model error, whereas the errors of the greedy solutions for h −6 and h −7 differ for m ≥ 5, so that we might see a combination of discretization and model error.
These results show the potential of our new method, since the greedy algorithm provided with the "right" snapshots shows a better convergence behavior than the Legendre moments.
Test with snapshots from the parametrized PDE
We now want to test our framework with snapshots from the parametrized PDE (9) . We use only one quadrature point q = (t 1 , x 1 ) in the quadrature formula (8) to limit the dimension of the parameter space. We choose the intervals defining the parameter space as t 1 ∈ [0, 4],
.4, 0.9], and ∂ t P (q) ∈ [0, 5] empirically from already known solutions and the boundary value interval as [0, 1] . Note that we changed the interval for x 1 to assure that a(µ) is nonzero. We again want to compare different mesh sizesh = h x = h v . To that end, for different mesh sizes h v we compute 5000 snapshots from randomly chosen parameter values. We then apply Algorithm 1 for this snapshot set and for the corresponding mesh size h x = h v . Figure 3 shows the resulting errors to the reference solution.
For most mesh sizes, the results are similar to the results for the truth-snapshots. For larger mesh sizes, the errors are in parts better than the corresponding discretization errors. This might be due to the different discretization frameworks (full dimensional finite difference and combined finite volume/finite element method). For the smaller mesh sizes, the truth-snapshot solutions are mostly, but not always, slightly better than the greedy snapshot solutions. However, for all shown mesh sizes the greedy solution errors are at the same range as the discretization error for m = 13. Additionally, all greedy solutions are better than the Legendre moment models comparing the same model orders and grid sizes.
We thus conclude that the parametrized PDE provides snapshots that can lead to good approximation properties of the reduced solutions. However, the basis generation process in the described form is computationally too expensive to outperform the whole Legendre moment method at the moment.
Conclusions
In this article we introduced a new hierarchical model reduction approach for the FokkerPlanck equation that consists of a (truncated) basis expansion in the velocity variable. To find a reduced space for this expansion that is directly tailored to the problem, a parametrized PDE in velocity direction is derived and a greedy algorithm for the basis generation inspired by RB methods is developed. A benchmark reduced model and a numerical experiment show good convergence behavior and thus the potential of our new method. The derivation of an a posteriori error estimator and the improvement of the basis generation algorithm are subject to future work.
