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Abstract
Assessing whether a subgroup of a full population is getting treated equitably often involves assign-
ing numerical “scores” to all individuals such that similar individuals get similar scores; matching via
propensity scores is common, for example. Given such scores, equitable treatment could mean that
individuals with similar scores attain similar outcomes independent of the individuals’ memberships in
the subgroup. The traditional graphical methods for visualizing inequities are known as “reliability
diagrams” or “calibration plots,” which bin the scores into a partition of all possible values, and for
each bin plot both the average outcomes for only individuals in the subgroup as well as the average
outcomes for all individuals in the full population; comparing the graph for the subgroup with that for
the full population gives some sense of how the averages for the subgroup deviate from the averages for
the full population. Unfortunately, real data sets contain only finitely many observations, limiting the
usable resolution of the bins, and so the conventional methods can obscure important variations due to
the choice of bins. Fortunately, plotting cumulative deviation of the subgroup from the full population
sidesteps the problematic binning. The cumulative plots encode subgroup deviation directly as the slopes
of secant lines for the graphs. Slope is easy to perceive even when the constant offsets of the secant lines
are irrelevant. The cumulative approach avoids binning that smooths over deviations of the subgroup
from the full population.
1 Introduction
Equitable treatment is a pillar of fairness in most ethical systems. Formal assessment of equity in treatment
of a subgroup of a full population usually considers whether similar individuals attain similar outcomes
irrespective of the individuals’ memberships in the subgroup. To effect the comparison, each individual gets
a real-valued “score” used to match that individual with other similar individuals (much like in matching
via propensity scores); for instance, the score could be a prediction of the probability of success. Each
individual also gets an outcome of the treatment; in general the outcome can be any real number (measuring
time or money, for instance), though for concreteness we restrict discussion below to outcomes of 0 or 1
(0 could indicate failure while 1 indicates success). Equitable treatment could then mean that the average
outcome for individuals with a given score that belong to the subgroup is equal to the average outcome for
all individuals from the full population that have that same score.
When there are only finitely many individuals, questions of statistical significance arise; for example, if
the scores are predicted probabilities and the outcomes are the drawn from independent (but not necessarily
identically distributed) Bernoulli distributions with parameters given by the predicted probabilities, then
the average outcome for individuals with a given score fluctuates across different random samples. In such
circumstances, the average for a subgroup would be expected to deviate stochastically from the average
for the full population. Furthermore, each individual in the sample may very well have a different score
from all the others, requiring some aggregation of scores in order to average away the statistical noise. The
conventional approach is to partition the scores into some number of bins and calculate averages separately
for every bin. The present paper proposes an alternative based on cumulative statistics.
To be concrete, suppose that S1, S2, . . . , Sm are the real-valued scores for a full population of m
individuals. Denote the corresponding observed outcomes by C1, C2, . . . , Cm, each taking the values 0 or
1 for the outcomes of independent (but not necessarily identically distributed) Bernoulli trials. Consider a
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subgroup of n individuals given by indices i1, i2, . . . , in, where each index is an integer from 1 to m (not
necessarily drawn at random in any way). Choosing some partition of the real line into ` disjoint intervals
with endpoints B1, B2, . . . , B`−1 such that B1 < B2 < · · · < B`−1, we can form the averages for the
subgroup
Yj =
∑
k:Bj−1<Sik≤Bj Cik
#{k : Bj−1 < Sik ≤ Bj}
(1)
and for the full population
Y˜j =
∑
i:Bj−1<Si≤Bj Ci
#{i : Bj−1 < Si ≤ Bj} (2)
for j = 1, 2, . . . , `, under the convention that B0 = −∞ and B` =∞. We also calculate the average scores
in the bins for the subgroup
Xj =
∑
k:Bj−1<Sik≤Bj Sik
#{k : Bj−1 < Sik ≤ Bj}
(3)
and for the full population
X˜j =
∑
i:Bj−1<Si≤Bj Si
#{i : Bj−1 < Si ≤ Bj} (4)
for j = 1, 2, . . . , `, under the same convention that B0 = −∞ and B` = ∞. A graphical method for
assessing the deviation of the subgroup from the full population is then to scatterplot the pairs (X1, Y1),
(X2, Y2), . . . , (X`, Y`) in black and the pairs (X˜1, Y˜1), (X˜2, Y˜2), . . . , (X˜`, Y˜`) in gray. Comparing the black
plotted points (possibly connected with black lines) to the gray plotted points (possibly connected with gray
lines) then indicates how much the subgroup deviates from the full population. Especially when assessing
the calibration or reliability of probabilistic predictions, this graphical method is known as a “reliability
diagram” or “calibration plot,” as reviewed, for example, by [6].
There are at least two common choices of the bins whose endpoints are B1, B2, . . . , B`−1. The first is to
make B1, B2, . . . , B`−1 be equispaced. The second is to select B1, B2, . . . , B`−1 such that the number of
scores from the subgroup that fall in the jth bin, that is, #{k : Bj−1 < Sik ≤ Bj}, is the same for all j (aside
from the rightmost bin, that for j = `, if n is not divisible by `). Unfortunately, no choice can fully offset how
the difference between the subgroup and the full population is the primary interest, whereas the standard
plot bins the subgroup and the full population separately (potentially smoothing away information due to
the discretization). Plotting the difference directly would solve this particular problem. Even then, however,
no choice of bins can be optimal for all possible distributions of scores or for all possible distributions of
deviations between the subgroup and the full population. Binning will always discretize the distributions,
smoothing away potentially important information.
Fortunately, there is no need to bin in order to graphically depict deviations between the subgroup and
the full population. Plotting certain cumulative differences will automatically adapt the resolving power
of the graph to the actual distribution of scores in the subgroup and to the underlying variations in the
deviations as a function of the scores. The following section details these cumulative methods. Section 3
then illustrates the methods via several numerical examples, and Section 4 concludes the paper with a brief
discussion.
Plenty of examples of the standard binned methods described above are available in the figures below
and in the works of [2], [3], [7], and many others; these works describe applications to fairness in criminal
justice, medical prognosis, and other domains. The present paper extends the non-standard approach of [6]
to analyze deviation of a subgroup from a full population, comparing extensively with the standard.
2 Methods
We adopt the notation introduced above, considering m observations C1, C2, . . . , Cm of the outcomes of
independent Bernoulli trials with corresponding scores S1, S2, . . . , Sm (the scores can be, but need not
be, the probabilities of success for the Bernoulli trials). Without loss of generality, we order the scores
(preserving the pairing of Ck with Sk for every k) such that S1 ≤ S2 ≤ · · · ≤ Sm, ordering any ties at
random, perturbed so that S1 < S2 < · · · < Sm. We consider a subset of indices corresponding to members
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of a subgroup of interest, say i1, i2, . . . , in; without loss of generality, we order the indices such that
1 ≤ i1 < i2 < · · · < in ≤ m.
The estimated (empirical) cumulative function for the subgroup is
E(s) =
1
n
∑
k : Sik≤s
Cik . (5)
Taking into account the sampling, we consider the sequence
Ek = E(Sik) =
1
n
k∑
j=1
Cij =
1
n
#{j : 1 ≤ j ≤ k and Cij = 1} (6)
for k = 1, 2, . . . , n.
The corresponding sequence for the full population (binned to the same sampling) is
Fk =
1
n
k∑
j=1
∑
i:Bj−1<Si≤Bj Ci
#{i : Bj−1 < Si ≤ Bj} =
1
n
k∑
j=1
#{i : Bj−1 < Si ≤ Bj and Ci = 1}
#{i : Bj−1 < Si ≤ Bj} (7)
for k = 1, 2, . . . , n, where the thresholds for the bins are
Bk =
Sik + Sik+1
2
(8)
for k = 0, 1, 2, . . . , n, under the convention that Si0 = −∞ and Sin+1 =∞ (so B0 = −∞ and Bn =∞).
A plot of Ek − Fk as a function of k displays deviation of the subgroup from the full population directly
as slopes that deviate significantly from 0; in fact, the increment in the expected difference Ej − Fj from
j = k − 1 to j = k is
Expectation[(Ek − Fk)− (Ek−1 − Fk−1)] = 1
n
(
Pik −
∑
i:Bk−1<Si≤Bk Pi
#{i : Bk−1 < Si ≤ Bk}
)
, (9)
where Pi is the probability that the outcome is a success, that is, the probability that Ci = 1; thus, on a
plot with the values for k spaced 1/n apart, the slope from j = k − 1 to j = k is
∆k = Pik − P˜ik , (10)
where P˜ik is the average of the probabilities falling in the bin of scores spanning the interval from Bk−1 to
Bk, that is,
P˜ik =
∑
i:Bk−1<Si≤Bk Pi
#{i : Bk−1 < Si ≤ Bk} . (11)
The subgroup deviates from the full population for the scores near Sik when ∆k is significantly nonzero,
that is, when the slope of the plot of Ek − Fk deviates significantly from horizontal over a significantly long
range.
To emphasize: the deviation of the subgroup from the full population over a contiguous range of Sik is
the slope of the secant line for the plot of Ek −Fk as a function of kn over that range, except for the expected
random fluctuations discussed next.
Since the discrepancy Ek−Fk shows stochastic fluctuations as the index k increments, the plot of Ek−Fk
as a function of k/n automatically includes some “confidence bands” — at the very least, the “thickness”
of the plot coming from the random fluctuations gives a sense of “error bars.” To give a rough indication
of the size of the fluctuations of the maximum deviation expected under the hypothesis that the subgroup
does not deviate from the full population in the actual underlying distributions, the plots should include a
triangle centered at the origin whose height above the origin is 1/
√
n. Such a triangle can be a proxy for the
classic confidence bands around an empirical cumulative distribution function introduced by Kolmogorov
and Smirnov, as reviewed by [4]. Indeed, a driftless, purely random walk deviates from zero by roughly
√
n
3
after n steps, so a random walk scaled by 1/n deviates from zero by roughly 1/
√
n. Identification of deviation
between the subgroup and the full population is reliable when focusing on long ranges (as a function of k/n)
of steep slopes for Ek − Fk; the triangle gives a sense of the length scale for variations that arise solely due
to randomness even in the absence of any actual underlying deviation between the subgroup and the full
population.
In cases for which the scores are nothing but the probabilities of success, the height of the triangle centered
at the origin should be 1/n times the standard deviation of the sum of independent Bernoulli variates with
success probabilities Si1 , Si2 , . . . , Sin , that is,
√∑n
k=1 Sik(1− Sik)/n. This height will be representative to
within a factor of
√
2 or so provided that the subgroup is a minority of the full population.
In cases for which there are many scores from the full population in the bin for each score from the
subgroup, that is, #{i : Bk−1 < Si ≤ Bk} is large for every k = 1, 2, . . . , n, the average of the outcomes for
each bin will be a good approximation to the average of the underlying probabilities of success for that bin,
that is, ∑
i:Bk−1<Si≤Bk Ci
#{i : Bk−1 < Si ≤ Bk} ≈
∑
i:Bk−1<Si≤Bk Pi
#{i : Bk−1 < Si ≤ Bk} = P˜ik , (12)
where Bk is from (8), P˜ik is from (11), and Pi is the probability that the outcome is a success, that is, the
probability that Ci = 1. In such cases, the height of the triangle at the origin should be 1/n times the
standard deviation of the sum of independent Bernoulli variates with success probabilities P˜i1 , P˜i2 , . . . , P˜in ,
that is,
√∑n
k=1 P˜ik(1− P˜ik)/n — and we may use (12) to approximate this height as
√∑n
k=1 C˜ik(1− C˜ik)/n,
where
C˜ik =
∑
i:Bk−1<Si≤Bk Ci
#{i : Bk−1 < Si ≤ Bk} (13)
for k = 1, 2, . . . , n. The triangles in the figures below all have this height, since the numerical results
reported in the following section pertain to the case in which there are quite a few scores from the full
population in the bin for each score from the subgroup.
[Rigorous justification of (12) is straightforward: the expected value of the left-hand side of (12) is the
right-hand side of (12), and 0 ≤ Pi ≤ 1 implies that Pi(1 − Pi) ≤ 1/4, so the standard deviation of the
left-hand side of (12) is √∑
i:Bk−1<Si≤Bk Pi(1− Pi)
#{i : Bk−1 < Si ≤ Bk} ≤
1
2
√
#{i : Bk−1 < Si ≤ Bk}
, (14)
which converges to 0 as #{i : Bk−1 < Si ≤ Bk} increases.]
3 Results
This section illustrates via several examples the previous section’s methods, together with the traditional
plots — so-called “reliability diagrams” — discussed in the introduction. The examples draw samples at
random from various statistical models so that the underlying “ground truth” is available. The figures display
the classical calibration plots (“reliability diagrams”) as well as both the plots of cumulative differences and
the exact expectations in the absense of noise from random sampling.
To generate the figures, we specify values for the scores S1, S2, . . . , Sm and for the indices i1, i2, . . . ,
in. We also select probabilities P1, P2, . . . , Pm and then independently draw the outcomes C1, C2, . . . , Cm
from the Bernoulli distributions with parameters P1, P2, . . . , Pm, respectively.
The top rows of the figures plot Ek − Fk from (6) and (7) as a function of k/n, with the rightmost plot
displaying its noiseless expected value rather than using the random observations C1, C2, . . . , Cm. In each
of these plots, the upper axis specifies k/n, while the lower axis specifies Sik for the corresponding value of
k. The middle two rows of the figures plot the pairs (X1, Y1), (X2, Y2), . . . , (X`, Y`) and (X˜1, Y˜1), (X˜2, Y˜2),
. . . , (X˜`, Y˜`) from (1), (2), (3), and (4), with the rightmost plots using an equal number of scores per bin.
The bottom rows of the figures plot the pairs (S1, P1), (S2, P2), . . . , (Sm, Pm) in gray, and plot the pairs
(Si1 , Pi1), (Si2 , Pi2), . . . , (Sin , Pin) in black, producing ground-truth diagrams that the middle two rows of
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plots are trying to estimate using only the observations C1, C2, . . . , Cm, without access to the underlying
probabilities P1, P2, . . . , Pm.
To give a sense of the uncertainties in the binned plots, we vary the number of bins and observe how
the plotted values vary. In the figures, we increase the number of bins in the third rows of plots beyond
the number of bins in the second rows of plots. Displaying the bin frequencies is another way to indicate
uncertainties, as suggested, for example, by [5]. Still other possibilities could use kernel density estimation,
as suggested, for example, by [1] and [7]. Such uncertainty estimates require selecting widths for the bins
or kernel smoothing; varying the widths (as done in the present paper) avoids having to make what would
otherwise be a rather arbitrary choice. A thorough survey of the various possibilities is available in Chapter 8
of [7].
As noted in the introduction, there are two canonical choices for the bins: (1) make the average of Sik
in each bin be approximately equidistant from the average of Sik in each neighboring bin or (2) make the
number of Sik in every bin (except perhaps for the last) be the same. The figures display both possibilities,
with the first on the left and the second on the right. Setting the number of bins together with either of
these choices fully specifies the bins. As discussed earlier, we vary the number of bins, since there is no
perfect setting — using fewer bins offers higher-confidence estimates, yet limits the resolution for detecting
deviations and for assessing how the deviations vary as a function of Sik .
For the examples, we consider full populations which are mixtures of many subgroups, including for each
example one specific subgroup that we analyze for deviations from the average over the full population. To
make the models realistic, we assign expected outcomes to the members of the full population such that the
expected outcomes span a continuous range which includes the expected outcomes attained by members of
the subgroup being analyzed for deviations. The reliability diagrams use gray points and gray connecting-
lines to indicate the full population, and solid black points and black connecting-lines to indicate the specific
subgroup under consideration.
For the first example, corresponding to Figure 1, we consider a mixture of subgroups with a reasonably
wide range of expected outcomes for most ranges of scores, except for a narrow notch around scores of 0.25
which lacks the significant subgroup deviation. We select for the specific subgroup analyzed for deviations a
subgroup with among the highest expected outcomes around every score. The scores are Sj = ((j−0.5)/m)2
for j = 1, 2, . . . , m, thus more concentrated near 0 than near 1. For the indices i1, i2, . . . , in of the subgroup,
we start with the integer multiples of 20 and then add three levels of refinement (each twice as fine and half
as wide as the previous level) centered at m/2, where m/2 corresponds to the middle of the notch. The total
number of scores considered is m = 50,000, and (following the refinement) the number of subgroup indices
is n = 5,000.
In the first example, the reliability diagram with 50 bins that each contain the same number of scores
from the subgroup is able to detect the notch; however, the oscillation of the bin frequencies for the subgroup
complicates disentangling real variations from statistical noise. The reliability diagrams that each have only
10 bins exhibit fewer random oscillations, but smear out the notch. The plot of cumulative deviation resolves
the notch nicely while displaying minimal random fluctuations across the full range of scores.
For the second example, corresponding to Figure 2, we consider a mixture of subgroups that includes
one whose expected outcomes oscillate smoothly between the minimum and the maximum of the expected
outcomes of all subgroups as a function of the score; we analyze that particular one subgroup for deviations
from the full population. The scores are Sj = (j − 0.5)/m for j = 1, 2, . . . , m, hence equispaced between 0
and 1. The total number of scores considered is m = 50,000. For the indices i1, i2, . . . , in of the subgroup,
we raise to the power 4/3 each positive integer, then round to the nearest integer, eliminate duplicate values,
and finally retain the lowest n = 3,300 resulting integers.
In the second example, distinguishing random fluctuations from real variations is difficult in the reliability
diagrams with 50 bins each. The reliability diagrams that each have only 10 bins could be misleading, as the
depicted variations in the subgroup’s outcomes are grossly lower than the actual underlying variations as a
function of score. The plot of cumulative deviation is far from perfect, yet captures the exact expectations
quite well qualitatively and tolerably well quantitatively.
For the third example, corresponding to Figure 3, we consider a mixture of subgroups similar to that
for the second example, but this time selecting for analysis a subgroup whose expected outcomes oscillate
in discrete steps between the minimum and the maximum of the expected outcomes of all subgroups as a
function of the score. The scores are Sj =
√
(j − 0.5)/m) for j = 1, 2, . . . , m, thus less concentrated near 0
5
than near 1. For the indices i1, i2, . . . , in of the subgroup, we generate a random permutation of the integers
1, 2, . . . , m, retain the first n, and then sort them. The total number of scores considered is m = 50,000,
and the number of subgroup indices is n = 2,500.
In the third example, the reliability diagrams fail to depict the underlying discontinuous jumps in the
subgroup’s expected outcomes as a function of the score. The plot of cumulative deviation succeeds in
resolving some of the corresponding cusps, but does exhibit significant random fluctuations nearly as high
as half the height of the triangle at the origin.
4 Discussion and conclusion
Plotting the cumulative differences between the outcomes for the subgroup and those for the full population
binned to the subgroup’s scores avoids the arbitrary selection of widths for bins or smoothing kernels that
the standard reliability diagrams and calibration plots require. The plot of cumulative differences displays
deviation directly as the slope of secant lines for the graph; the slope is easy to assess independently of any
irrelevant constant offset of a secant line. Detecting and quantifying the deviation encoded as slope is easy, as
is identifying the ranges of significant deviations. The cumulative plot provides a fully nonparametric means
of estimating the distribution of deviation, letting the data “speak for itself.” The figures illustrate how the
graph of cumulative differences automatically adapts its resolving power to the distributions of deviations
and scores, avoiding the artificial grids of bins or set-width convolutional kernels that are necessary in the
traditional methods.
The present paper focuses on deviations of a subgroup from the full population; comparing the subgroup
to the full population is always legitimate, as binning or interpolating from the scores of the full population
to those of the subgroup happens at a scale finer than the subgroup’s sampling, and there is always at
least one score in the full population corresponding to each score in the subgroup (namely, the same score).
In contrast, assessing deviations between two different subgroups can be problematic. Indeed, the ranges
of scores for the subgroups may not even overlap — the scores for one subgroup can all be significantly
less than all the scores for another subgroup, for instance. Binning or interpolating from one subgroup to
another can be ill-posed. And even when binning or interpolating from one subgroup to a second subgroup is
well-posed, binning or interpolating from that second subgroup to the first subgroup can be ill-posed — the
comparison may not be reflexive. In general, a partial ordering governs the comparisons — we can always
analyze deviations of any subgroup from any larger group containing the subgroup, but cannot always reliably
analyze deviations between two different subgroups of the same larger group. Applications demanding direct
comparison between different subgroups will require investigation beyond the scope of the present paper.
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Figure 1: n = 5,000
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Figure 2: n = 3,300
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