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Introduction
. 48 Phenotypic selection coefficients, i.e. selection differentials (Lush, 1937; Robertson, 1966) and gradients 49 (Lande, 1979; Lande & Arnold, 1983) , provide information on the strength, shape and direction of selection 50 on a particular trait (Phillips & Arnold, 1989) by linking relative fitness to trait values. Consequently, they 51 have been widely used to characterise selection (Kingsolver et al., 2001) and variation in selection (Morrissey 52 & Hadfield, 2012; Siepielski et al., 2013) . The use of selection gradients was popularised by Lande & Arnold 53 in their paper published in 1983 where they laid out a quantitative genetic framework for multivariate
Components of selection differentials 121
In this section the aim is to express the selection differential, S, in a way that includes the components of the 122 underlying absolute fitness function and the trait distribution. We do this for a very simple scenario using 123 a linear fitness function, to demonstrate the principle. This exercise highlights different pathways through 124 which the environment can alter selection estimates and provides key information required to develop analyses 125 assessing the individual importance of each component. 126 Phenotypic selection coefficients relate relative fitness, w, to a trait value, z. Relative fitness is calculated 127 as individual absolute fitness (i.e., the response variable in a fitness function), W , divided by the mean 128 absolute fitness,
(1)
The selection differential, S, is the change in population mean after a period of selection, z − z. It can also 130 be expressed as the covariance of relative fitness with the trait values (Robertson, 1966; Lande & Arnold, 131 1983; Lynch & Walsh, 1998) ,
Expressing this selection coefficient in terms of an (absolute) fitness function, W (z), gives 133 S = W −1 cov(W (z), z).
(3)
The selection differential takes into account all selection, both direct and indirect, acting on the trait (Lande 134 & Arnold, 1983) . 135 The direct selection gradient, β, is the average derivative of relative fitness with respect to phenotype. 136 In multivariate analyses there is an important distinction that the selection gradient is a measure only of 137 selection acting directly on the trait. However, in univariate form,
Therefore, the difference between the two selection coefficients for univariate analyses, as we are working 139 with here, is only in regards to scaling. The commonly used variance standardised selection gradient, β σ , 140 (Hereford et al., 2004) is equivalent to variance standardisation of the selection differential, S/σ z . The use 141 and interpretation of the direct selection gradients requires more consideration when multiple traits are being 142 considered simultaneously (Morrissey, 2014) . Therefore, selection differentials are used here as we believe this is a better general starting point if the methods are to later be extended to allow multivariate analysis. 144 Consider a very simple absolute fitness function, a linear function with an intercept (a) and slope (b) i.e.
145
E [W ] i = W (z) = a + bz i .
Mean absolute fitness is,
where the last term, +∞ −∞ zp(z)dz, is the mean phenotype, z, therefore in our simple model
because equation (5) is a linear function.
148
The covariance of absolute fitness with the trait can be expressed as a function of the trait variance and 149 the slope of the absolute fitness function,
Combining equations (3), (6) and (7), the selection differential can be expressed as
This formula for the selection differential in terms of the parameters of a linear fitness function is useful 152 for elucidating four ways in which ecological changes could alter selection differentials and other phenotypic 153 selection coefficients. Each variable and distribution of phenotype in equation (8) (Wade & Kalisz, 1990; MacColl, 2011) . Such interpretations 164 effectively assume all change occurs through parameter b. Almost certainly this is not the understanding 165 of the authors themselves but it has likely led to wider belief that difference in selection gradients can be 166 largely or solely attributed to changes in the trait fitness relationship. We hope to clarify that in fact a wider 167 range of possible explanations exists for any change seen in a selection differential estimate and each may 168 lead to very different ecological interpretations.
169
Taking the derivatives of S with respect to each of the parameters illustrates how each will change the 170 selection differential, under this linear fitness function, when all other factors are constant. These derivatives 171 are listed in Table ( 1) and depicted graphically in Figure (1) . As an example, in Figure (1 their first year and that were caught and measured during that August.
207
First year survival, our measure of absolute fitness (W ), was based on census, death and capture data.
208
Lambs were assigned as having survived the winter if they were still alive at the end of April the year after 209 their birth. Individuals whose survival over their first winter was uncertain, 122 (10.646%) females and 188 210 (18.431%) males, were removed from the data set. These individuals are either known to be dead but it 211 is not known whether or not they died prior to the end April or they have not been recorded dead but do 212 not appear in censuses after their first winter. An alternative data set where these lambs were included and 213 assumed to have died during their first winter was also compiled. All subsequent analyses were performed 214 on both data sets, the results from the alternative dataset are included as a supplemental analysis (S3), but 215 the main results reported were unchanged by the inclusion of these additional individuals.
216
The phenotype (z) used in the analyses was live body mass in August, measured to the nearest 0.1 kg 217 and mean centred across all years. In cases where an individual had been captured more than once in August 218 the entry on the day closest to the mean capture day across all 29 years, the 14 th , was kept. To account for 219 growth that occurred when individuals were caught on different days throughout August the mean centred 220 mass (z i ) was modelled against the day of August capture (Day), including year as a random effect (b t ) with error, i ;
Males increase in mass by 0.200 kg each day during August while females gained 0.158 kg each day. These 223 estimates were used to correct each individual's mass to that predicted for mean day of capture (the 14 th )
224
in August over the 29 years. This corrects for differing capture days without removing annual differences in 225 mass. These corrected mass estimates were used as the trait values in the following selection analyses.
226
The population size (E) used is representative of the core study population on the 1st of October each 227 year, it includes all females and males seen in censuses or caught in that year and all males seen or caught 228 before the 1 st of October i.e. it does not include males who only visit the study area for the rut. All lambs 229 that were born in the study area and not subsequently recorded as dead before this date are also included 230 in the total. Possibly the simplest way that ecology can be incorporated into selection analysis builds on the idea suggested 236 by Wade & Kalisz (1990) to estimate the covariance between, or regression of phenotypic selection coefficients 237 on, environmental variables. By calculating selection coefficient estimates for each year individually and 238 regressing these on the population size we quantify how selection on lamb August mass varies with population 239 size and calculate the proportion of the variation in selection that is attributable to changing population 240 size.
241
We calculated unstandardized annual selection differentials as the difference in mean trait value for 242 individuals alive before and after the period of selection. The standard errors associated with these un-243 standardized selection differentials was calculated as
, where σ 2 is the variance, n is the 244 number of individuals and the subscripts indicate whether the value is from before (t1) or after (t2) se-245 lection. Further details on this approach are provided in the supplementary material(S1). Due to small final dataset had the same survival outcome. In these cases either a selection coefficient is undefined, if all 251 individuals die, or the associated error cannot be calculated, if all individuals survive (due to there being no 252 variation in the relative fitness). We therefore did not include these years in the analysis, they were generally 253 years early in the study with very small sample sizes but also included male lambs born in 2001 when none 254 of the 41 individuals included in our dataset survived through the winter. Additionally in some years there 255 was only a single survivor. In these situations calculation of the standard error is complicated and any error 256 that could be estimated would be too large to add useful information to the analysis and so these were also 257 removed. To model the effect that the environment had on the strength of selection in each sex, we carried 258 out regression of the selection differentials against population size taking into consideration uncertainty in 259 the estimates. We used a diffuse inverse-gamma prior on the residual variance, using the parameters (V=1 260 and ν=0.002; DeVillemereuil, 2012).
whereŜ t is the selection differential estimate for each replicated period of selection, t, (e.g. year) and e t is 262 the value of the environmental variable. The measurement error associated with the selection differential 263 estimate is included as m t with a distribution m t ∼ N (0, SE 2 t ) and the residual error, t , is distributed as
The variance in selection attributed to the across year variance in the environmental variable, σ 2 e , is b 2 σ 2 e .
266
While the total variance in S is
The proportion of the total variation in selection attributed to the environmental component of the model
We can also calculate the proportion of variance in selection that would have been attributed to the environ- 
where σ 2 S is the variation in the calculated selection differentials, ignoring the associated error.
In this section we describe the estimation of three functions which can be combined to generate model-based 275 predictions of the selection differential, S, in any given environment, e. The sensitivity of the selection 276 differential to changes in the environment (equivalent to the slope of the regression line in the previous 277 section) is quantified and this sensitivity is then split into components acting through the four previously 278 identified pathways: A change in trait mean, trait variance, mean fitness or the relationship between the trait 279 and fitness. In order to implement the ideas demonstrated by equation (8), Table ( 1) and Figure (1 
where g is an inverse logit function and p( ) is a standard normal density function corresponding to the 299 fixed overdispersion term evaluated at .
300
The dependence of mass on population size was modelled, again with year as a random variable, as
Using the coefficients from this model we can construct a function predicting population mean mass from 302 population size as
This allows the prediction of the mean trait value in any given environment. Finally we estimated the log 
The measurement error associated with the log of the estimate of trait variance is included as m t with 311 a distribution m t ∼ N (0, SE 2 t ) and the residual error, t , is distributed as t ∼ N (0, σ 2 t ). The resulting coefficients can be used to construct a function for predicting σ 2 z (e);
This allows prediction of the trait variance in a given environment.
314
Using the equations (15), (17) and (19), the mean fitness in a given environment can be calculated as 
where p(z; e) is a normal probability density function with the mean and variance determined by the envi-
with N (z;z(e), σ 2 z (e)) representing the density of a normal distribution with mean,z(e), and variance, σ 2 z (e), 320 evaluated at z.
321
The selection differential (equation 3) in any given environment can then be expressed as
and therefore, 322
Calculating sensitivities
323
In a given environment, the sensitivity of the selection differential to the environmental variable is given by
In practice, setting h to a small number, relative to the range of the environmental variable, allows the 325 sensitivity of the selection differential to the environment to be accurately evaluated numerically. The (14), (16) and (18), to generate posterior distributions of the average sensitivity of S to e.
331
Partial sensitivities
332
In order to establish how sensitive selection is to each of the four paths we have identified through which the 333 environment can alter selection (Table 1, Figure 1) , we can perturb the model defined by equations (22) 
where the four vector components relate to the four paths: Equations (15), (17) and (19) can be altered to include this h vector. With resulting set of equations we can predict the mean absolute fitness in any given environment while allowing manipulation of one of the four vector component pathways at a time, holding the others constant:
The subtraction of B 6 (µ c h b ) from equation (25a) is an adjustment to correct for changes in the mean fitness 343 that are a consequence of a change in the fitness function slope rather than a direct change, where µ c is the 344 result of equation (25b) when h µ = 0. The selection differential can then be calculated as
where 346 p (z; e, h) = N z; z * (e, h) , σ 2 * z (e, h) .
The partial sensitivities are then 347 ∂S * (e) ∂e = lim
hj →0
where h j is the component of the h vector that is non-zero. 348 We averaged the partial sensitivities calculated at the observed population size each year over the observed 349 population sizes to allow calculation of the average proportion of the total sensitivity that can be attributed 350 to each of the fours components. As for the full sensitivities we integrated this analysis over the posterior 351 distribution of the models specified by equations (14), (16) and (18), to generate posterior distributions of each of the average partial sensitivities of S to e.
353
All analyses were carried out using the R statistical package (R Core Team, 2013) and all mixed models 354 (equations 9, 10, 14, 16 and 18) were fitted using the MCMCglmm package (Hadfield, 2010) .
355

Results
356
Regression of phenotypic selection coefficients on the environmental covariate survival when born into a low population size than they would in high population years. Overall, female 378 lambs ( Figure 3B ) are more likely to survive their first winter than males ( Figure 3A) . Their August mass 379 has a greater influence on their winter survival than males, with lighter males showing less variation in 380 survival across population sizes. The effect of mass on survival is more pronounced at large population sizes retained if we study fitness functions and distributions of phenotype in conjunction with the measures of 413 natural selection that are justified in evolutionary quantitative genetic theory.
414
The purpose of our illustrative example of these relationships (Table 1, Figure 1) is twofold. First, we 415 wish to make it clearer and more widely known that there is a much richer range of paths through which 416 biological variables could potentially explain any pattern observed in phenotypic selection coefficients. In 417 fact, not only are there explanations that are typically ignored, but these explanations can act simultaneously.
418
Two comparable replicates of selection could have the same values for selection differentials and gradients 419 (i.e. selection has the same evolutionary effect) but there still be differences in the nature of the selection 420 acting on the trait. For example, one replicate could have both a stronger trait-(absolute) fitness relationship, 421 and higher fitness. In this case consideration of only the selection gradients would fail to reveal interesting 422 aspects of the evolutionary ecology of the study system. Second, by putting these principles into a formal 423 mathematical structure, the theoretical component of our work points the way to implementing estimates of 424 fitness functions as part of formal methods for inference of selection. Previously known partial determinants 425 of phenotypic selection coefficients including a population's mean fitness (Wade & Kalisz, 1990) and the 426 distribution of phenotype (Wade & Kalisz, 1990; Steele et al., 2011; Haller & Hendry, 2014; Chevin & 427 Haller, 2014) have not, until now, been incorporated into approaches designed to increase understanding of 428 variation in selection.
429
It is important to note that the fact that changes in mean fitness, and in the distribution of phenotype, we would expect the evolutionary consequences, e.g., predictions of the breeders (Lush, 1937; Falconer & 435 Mackay, 1996) or Lande (Lande, 1979; Lande & Arnold, 1983 ) equations, of this lesser selection coefficient to 436 be smaller than usually estimated. There has been substantial discussion of the importance of understanding 437 the effects of ecological variables on the form of natural selection in the wild. However, the key point is that 438 ways of establishing the consequences of these effects have not been fully integrated into theory, methods, 439 and empirical studies of the variation of natural selection. Accordingly, methods have not previously been 440 developed to study the pathways by which ecological variables might affect fitness variation.
441
From an ecological perspective, having an understanding of variation in absolute fitness (e.g. survival 442 probability or reproductive success) under a fluctuating environment is crucial. Under a linear fitness func-443 tion, as shown in Figure (1) , when observed changes in selection are driven by an altered trait distribution 444 the survival probability of an individual of a particular phenotype is not going to change with the environ-these descriptors of the trait distribution (Figure 8 ). However, population size does substantially affect mean 479 fitness ( Figure 6 , Table 2 ), and consequently, mean fitness is the main variable through which density affects 480 selection in females (Figure 8) , and a major contributor in males (Figure 8) . Table 1 : Derivatives for the selection differential with respect each parameter which can alter its estimation
Absolute Fitness Component
Derivative of S with respect to the absolute fitness component
Change in parameter required to decrease S σ or β σ as depicted in Figure (1) shown at different population sizes. Realised survival is represented using points with higher transparency to represent individuals that did not survive their first winter. Fitness isoclines, showing the survival probabilities, are plotted using the intercepts and fixed factor coefficients shown in Table ( 1). In both sexes in years of low population size a much larger number of individuals are in the higher area of the fitness function meaning those with lower mass have a better chance of survival than they would in years of large population size. The apparent reduction in fitness at high mass and low population size seen in males compared to less extreme values is almost certainly due to limited data at the extremes of the dataset 
