Central potentials with closed cruise orbits  by Gorni, Gianluca & Zampieri, Gaetano
J. Differential Equations 246 (2009) 2226–2241Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Central potentials with closed cruise orbits✩
Gianluca Gorni a, Gaetano Zampieri b,∗
a Università di Udine, Dipartimento di Matematica e Informatica, via delle Scienze 208, 33100 Udine, Italy
b Università di Verona, Dipartimento di Informatica, strada Le Grazie 15, 37134 Verona, Italy
a r t i c l e i n f o a b s t r a c t
Article history:
Received 19 December 2007
Revised 16 July 2008
Available online 31 January 2009
A particle will be said to be in cruisemotion if it is nonholonomical-
ly constrained to have constant speed. When the particle is placed
in a central force ﬁeld, the resulting mechanical system is known
to be integrable. Cruise orbits in a central force ﬁeld may be closed
(periodic in time) or not, depending on the potential and on the
speed. Here we give a constructive characterization of all central
potentials for which all cruise motions of a given speed are closed.
As a consequence, we also give a new proof of the fact that for any
such potential the set of speeds for which all cruise motions are
closed has always empty interior.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
A classical basic problem in mechanics is the motion of a particle in a central force ﬁeld. We know
for example what kind of potentials and initial conditions lead to bound trajectories, or, even more
specially, to closed periodic trajectories.
Here we modify the system by imposing that the scalar speed of the particle be constant, using the
framework of nonholonomic mechanics. From an engineering point of view, imagine that the point is
actually a rocket that can give thrust at either end: the rocket is controlled so that it is always parallel
to the velocity vector, and that it gives instant by instant a forward or backward thrust to the exact
amount that will keep the speed constant.
We call this constant-speed situation “cruising,” or “cruise motion,” because it reminds us of some
models of automobiles that feature a “cruise control” state that automatically keeps the speed con-
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2,6], but for a single particle we feel that “cruise” is more appropriate.
A paper by Furta and Zampieri [3] already studied the global dynamics of cruise motions in a
central force ﬁeld. Introducing a certain change of space and time variables (reported in Section 2
here below) it was possible to isolate a manageable two-dimensional Hamiltonian subsystem. As a
consequence, conditions were given for orbital stability, and some basic examples were examined in
detail (Hooke, Newton, logarithmic and cubic potentials). Moreover, a negative Bertrand-like theorem
was proven: there is no potential for which there exists a whole nontrivial interval range of speeds
such that all motions with such speeds are stable and periodic (closed orbits).
In the present work we focus on the problem of closed cruise orbits. Section 2 provides the reader
with the basics of cruise motion theory, to make the reading more self-contained. Section 3 deﬁnes
the concept of involution associated to a function. In Section 4 using a new technique we will prove
our main result (Theorem 4.2), which is a constructive characterization of all the potentials for which
all cruise motions with the same given speed are closed, or, more generally, have the same apsis angle
(the angle between two consecutive extrema of the radius).
Section 5 will show how to use the constructive result to generate collections of easy examples of
potentials for which all cruise motions of a given speed are closed, with various choices of apsis an-
gles. In Section 6 we extract some necessary conditions from Theorem 4.2, that are used in Section 7
to give a different proof of the Bertrand-like theorem.
Among the examples of Section 5, one is worth singling out because of its very neat geometry:
under the potential ln(1+ r2) all nonradial cruise motions with speed 1 are exactly circular (see Fig. 7
on page 2238 for two sample orbits).
2. The equations of cruise motion
A central force ﬁeld in dimension n is assigned by giving a smooth potential scalar function U
deﬁned on an interval I ⊆ R+ , and then deﬁning the potential U (x) := U(‖x‖) and ﬁnally the force
ﬁeld −∇U .
A particle q(t) of mass m > 0 that moves freely in such force ﬁeld follows the equation mq¨ =
−∇U (q). Of course this way we do not expect the speed to be constant in general. To keep constant
speed we need the acceleration to be always orthogonal to the velocity. We have to modify the
equation of motion, and this can be achieved in more than one way. The nonholonomic way of doing
it is discussed in [3]: we will call cruise motions of speed v0 the motions q(t) for which there exists a
scalar “multiplier” λ(t) such that
⎧⎨
⎩
mq¨(t) + ∇U(q(t))=mλ(t)q˙(t),
1
2
m
∥∥q˙(t)∥∥2 = 1
2
mv20.
(1)
(For an introduction to general nonholonomic dynamics see for instance W.M. Oliva’s book [4, Chap-
ter 6].) The ﬁrst equation in (1) has a clear physical interpretation: we regulate the speed by adding
a boost mλ(t)q˙(t) in the direction of the velocity (see Fig. 1). The value of the multiplier can be
calculated easily: taking the time derivative of the second equation:
q˙(t) · q¨(t) = 0, (2)
and replacing q¨ with the value (−∇U + mλq˙)/m extracted from the ﬁrst equation, we get λ = (q˙ ·
∇U )/(m‖q˙‖2), so that the equations of motions become
mq¨(t) + ∇U(q(t))= ∇U (q(t)) · q˙(t)‖q˙(t)‖2 q˙(t), 12m
∥∥q˙(t)∥∥2 = 1
2
mv20. (3)
So, the boost turns out to be the orthogonal component of ∇U along the direction of q˙, and the
total force mq¨ is the component of −∇U orthogonal to the velocity q˙. This way the speed ‖q˙‖ is a
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ﬁrst integral of the ﬁrst equation of (3), so that the second equation needs only to be satisﬁed for a
single t .
Eqs. (3) are valid for any potential U . Let us now specialize them for the case of a central force
ﬁeld: if we write r = ‖q‖, so that r˙ = q · q˙/r, and keep into account that U (q) = U(r), ∇U (q) =
U ′(r)q/r, the equations of motion become
mq¨ + U
′(r)
r
q = U
′(r)r˙
‖q˙‖2 q˙,
1
2
m
∥∥q˙(t)∥∥2 = 1
2
mv20. (4)
This ﬁrst of these equations says in particular that the vectors q, q˙, q¨ are linearly dependent at all
times, from which follows that all cruise motions in a central force ﬁeld are planar. In dimension 3
this can be derived for example also from the fact that the cruise angular momentum
exp
(
−U(r)
mv20
)
q × q˙ (5)
is an additional constant of motion, as can be seen by taking the derivative with respect to t and
keeping into account that ‖q˙‖2 = v20 is constant.
We can then safely work in dimension 2. In polar coordinates let us write q, q˙ in terms of r and
of the two angles θ,ψ such that q = r(cos θ, sin θ), q˙ = v0(cosψ, sinψ). Incidentally, ψ˙/v0 is the
curvature of the cruise trajectory. Let us ﬁnd the equations of motion in the new coordinates. First
r˙ = q
r
· q˙ = (cos θ, sin θ) · v0(cosψ, sinψ) = v0 cos(ψ − θ). (6)
Next
v0(cosψ, sinψ) = q˙ = r˙(cos θ, sin θ) + rθ˙ (− sin θ, cos θ), (7)
whence, by taking the scalar product with (− sin θ, cos θ) we get
v0 sin(ψ − θ) = rθ˙ . (8)
Then,
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′
mr
q + U
′r˙
mv20
q˙
= −U
′
m
(cos θ, sin θ) + U
′r˙
mv0
(cosψ, sinψ), (9)
whence, by taking the scalar product with (− sinψ, cosψ) we get that
v0ψ˙ = U
′(r)
m
sin(ψ − θ). (10)
Altogether the equations in r, θ,ψ are
r˙ = v0 cos(ψ − θ), θ˙ = v0
r
sin(ψ − θ), ψ˙ = U
′(r)
mv0
sin(ψ − θ). (11)
In terms of r, θ,ψ the (scalar) cruise angular momentum can be expressed as
M = −v0r2θ˙ exp
(
−U(r)
mv20
)
= −mv
3
0rψ˙
U ′(r) exp
(
−U(r)
mv20
)
. (12)
It seems convenient to introduce the new variable φ := ψ−θ , in terms of which the equations become
r˙ = v0 cosφ, θ˙ = v0
r
sinφ, φ˙ =
(U ′(r)
mv0
− v0
r
)
sinφ. (13)
The equations for r˙ and φ˙ are independent of θ . The cruise angular momentum gives the following
constant of motion, which is also independent of θ :
H(r, φ) := r sinφ exp
(
−U(r)
mv20
)
. (14)
This expression vanishes along a trajectory only when sinφ ≡ 0, that is, only when the motion is
radial. For all other motions sinφ does not change sign, so that θ is strictly monotonic. Also, the
cruise angular momentum is the product of a function of φ with a function of r. For any trajectory
we can easily express sinφ as a function of r and replace into the equations of motion. In particular,
the equation for r˙ can be solved by separation of variables:
r˙ = ±v0
√
1− sin2 φ = ±v0
√√√√1−( H(r0, φ0)
r exp(−U(r)/(mv20))
)2
. (15)
A circular motion with radius rc corresponds to constant r(t) = rc , which happens when φ ≡ ±π/2,
φ˙ ≡ 0 and rcU ′(rc) = mv20. These are exactly the stationary points of the function H . Here we are
interested in the case when circular motions are stable. A suﬃcient condition for stability is that
r → H(r,π/2) has positive (resp. negative) derivative to the left (resp. the right) of rc , that is,
mv20 − rU ′(r)
{
> 0 if r < rc, (16)
< 0 if r > rc .
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Stability is also guaranteed if the Hessian matrix of H is either positive or negative deﬁnite at the
stationary point. The Hessian determinant of H at a stationary point can be written as
r
mv20e
2U(r)/(mv20)
(U ′(r) + rU ′′(r)). (17)
A suﬃcient condition for orbital stability is that U ′(r) + rU ′′(r) > 0.
Summing up, initial data rc , v0, φ = ±π/2 give a stable circular motion if
rcU ′(rc) =mv20 and rcU ′′(rc) +U ′(rc) > 0. (18)
This stability condition is remarkably different from the one that can be derived for the classical
unconstrained motion in a central ﬁeld, which is rcU ′′(rc) + 3U ′(rc) > 0. For example the Newtonian
potential U (r) = −c/r never satisﬁes condition (18), because we have rU ′′(r) + U ′(r) = −c/r2 < 0.
Actually, all circular motions are unstable for the cruise problem in a Newtonian central ﬁeld: by
changing ever so slightly the initial conditions we get cruise motions that either crash into the sun in
a ﬁnite time or that escape to inﬁnity. Fig. 2 shows some Newtonian cruise motions with the same
speed, one of which circular, and the (r, φ) phase portrait.
A borderline case is the logarithmic potential U (r) := log r, for which the expression rU ′′(r)+U ′(r)
vanishes identically. When mv20 = 1 for this potential all trajectories have φ˙ ≡ 0, and all motions are
logarithmic spirals or circles.
On the contrary, for Hooke’s elastic potential all circular motions are stable for both the free and
the cruise system. Fig. 3 shows three full oscillations of a sample cruise motion in an elastic potential
ﬁeld, and the (r, φ) phase portrait.
If our stability conditions are satisﬁed at a certain point rc , φ0 = ±π/2, for all initial conditions
suﬃciently close to it the couple (r(t),φ(t)) is periodic in t with some period T , and r(t) is alterna-
tively strictly increasing and decreasing in successive intervals of length T /2. Also, the function θ(t) is
the primitive of the periodic function (v0 sinφ(t))/r(t). The value θ(T ) can be called “angular period,”
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because the motion of the cruise particle in the time interval [nT , (n+ 1)T ] can be obtained from the
motion in [0, T ] by a rotation of angle nθ(T ). It is twice what is called “apsis angle,” which is the
angle between two consecutive apsides. The orbit is closed if and only if θ(T ) is a rational multiple
of 2π .
A Hamiltonian structure appears after some changes of variables. First we introduce two new
dependent variables and a potential
ξ = log r, φ = ψ − θ, V(ξ) := U(eξ )= U(r), (19)
in terms of which the equations become
ξ˙ = e−ξ v0 cosφ, φ˙ = e−ξ v0
(V ′(ξ)
mv20
− 1
)
sinφ, θ˙ = e−ξ v0 sinφ. (20)
Deﬁne H˜ as the opposite of the cruise angular momentum in the new variables:
H˜(ξ,φ) := −(sinφ)v0 exp
(
ξ − V(ξ)
mv20
)
. (21)
If we introduce a new time variable τ , deﬁned by
dτ
dt
= v0 exp
(
−2ξ + V(ξ)
mv20
)
(22)
the equations become Hamiltonian in the couple (ξ,φ) with Hamiltonian H˜:
ξ ′ = −∂ H˜
∂φ
, φ′ = ∂ H˜
∂ξ
, θ ′ = H˜ . (23)
In this formulation θ ′ is constant along each trajectory. In terms of V , the condition for a stable
circular motion of radius rc = eξc becomes
V ′(ξc) =mv20, V ′′(ξc) > 0. (24)
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Let f : [a,b] → R be a continuous function such that f (a) = f (b), which is strictly increasing on
[a, x0] and strictly decreasing on [x0,b] (or the other way round), for some x0 between a and b. For
each x ∈ [a,b] the set f −1( f (x)) is made of two points (just one point if x = x0): one of them is x
itself; let us call h(x) the other point, so that f −1( f (x)) = {x,h(x)}. The function h : [a,b] → [a,b] will
be called the involution associated with f . The concept was introduced by Zampieri in 1988 [5] in a
different context.
The following properties of h are easy to verify: h is indeed an involution (that is, h(h(x)) = x for
all x), h(x0) = x0, h : [a,b] → [a,b] is strictly decreasing, continuous and onto. In geometrical terms,
the graph of h is symmetric with respect to the diagonal, which it crosses in (x0, x0).
If f is of class C1 on [a,b] then h is C1 on [a,b] \ {x0}, but it is not necessarily differentiable in x0.
If f ′′(x0) exists and is nonzero, then h is C1 on all of [a,b], and h′(x0) = −1. A suﬃcient condition
for h to be Cn on [a,b] is that f ∈ Cn , f ′′(x0) = 0, and f (n+1)(x0) exists.
The successive derivatives of h in x0 can be calculated in terms of the derivatives of f this way:
differentiate the identity f (h(x)) = f (x), set x = x0, replace h(x0) = x0, f ′(x0) = 0, h′(x0) = −1 and
solve the resulting equation with respect to the derivatives of h. These are the ﬁrst few resulting
formulas:
h′′(x0) = −2 f
′′′(x0)
3 f ′′(x0)
, h′′′(x0) = −2 f
′′′(x0)2
3 f ′′(x0)2
,
h(4)(x0) = 60 f
′′(x0) f (3)(x0) f (4)(x0) − 80 f ′′′(x0)3 − 18 f ′′(x0)2 f (5)(x0)
45 f ′′(x0)3
,
h(5)(x0) = 2
(
90 f ′′(x0) f (3)(x0) f (4)(x0) − 80 f (3)(x0)3
− 27 f ′′(x0)2 f (5)(x0)
)
f (3)(x0)
/(
27 f ′′(x0)4
)
. (25)
Conversely, suppose we are given an involution h : [a,b] → [a,b] which is strictly decreasing and
such that h(x0) = x0; then all functions f of which h is the associated involution are of the form
f (x) := φ(x − h(x)), where φ : [a − b,b − a] → R is an arbitrary continuous even function which is
strictly monotonic on [0,b − a].
A strictly decreasing involution h : [a,b] → [a,b] such that h(x0) = x0 has not arbitrary derivatives.
By differentiating the identity h(h(x)) = x and replacing x = x0, h(x0) = x0, h′(x0) = −1, we obtain
relations that express the derivative h(n)(x0) of odd order in terms of the derivatives of lower even
order. The ﬁrst few relations are as follows:
h′(x0) = −1, h′′′(x0) = −3
2
h′′(x0)2,
h(5)(x0) = 15
2
h′′(x0)
(
2h′′(x0)3 − h(4)(x0)
)
,
h(7)(x0) = 7
4
(
270h(4)(x0)h
′′(x0)3 − 585h′′(x0)6 − 8h(6)(x0)h′′(x0) − 10h(4)(x0)2
)
. (26)
As an example that we will use later, take f (x) := xex for x < 0. This f is invertible for x  −1
and for x −1 separately, and the inverses are the two branches W−1 and W0 of the Lambert W -
function (also called omega or productlog function). The Lambert involution hW associated with f
and x0 = −1 can be expressed as
hW (x) :=
{
W0(xex) if x−1,
W−1(xex) if −1< x < 0. (27)
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4. Constant angular period for a given cruise speed
The differential system (23) can be written as
⎧⎨
⎩
ξ ′ = f (ξ) cosφ,
φ′ = − f ′(ξ) sinφ,
θ ′ = f (ξ) sinφ
(28)
where
f (ξ) := v0 exp
(
ξ − V(ξ)
mv20
)
(29)
is a C2 function on some interval of R. We are studying the orbits that lie close to a stable circular
orbit of radius rc = eξc . In terms of f the assumption is that
f ′(ξc) = 0, f ′′(ξc) < 0. (30)
As observed, f (ξ) sinφ is a ﬁrst integral of the system.
Theorem 4.1. Let f : [a,b] → R be a C1 function such that f (a) = f (b) > 0, f ′ > 0 on [a, ξc[, f ′ < 0 on
]ξc,b]. Then all (ξ,φ) solutions of system (28) for which H = f (ξ) sinφ ∈ [ f (a), f (ξc)] are periodic of pe-
riod T (H). Moreover, the following two conditions are equivalent:
(a) the quantity θ(T (H)) = HT(H) has the same value θ0 for all solutions;
(b) calling h : [a,b] → [a,b] the decreasing involution such that f (h(ξ)) = f (ξ), the following relation holds:
f (ξ) = f (ξc) sech ξ − h(ξ)
θ0/π
∀ξ ∈ [a,b]. (31)
Proof. Take k ∈ [ f (a), f (ξc)]. Let ξ1(k) ξ2(k) = h(ξ1(k)) be the two solutions of f (ξ) = k (see Fig. 4).
The set of the (ξ,φ) ∈ [a,b] × [0,π ] such that f (ξ) sinφ = k is diffeomorphic to a circle and it is the
union of the graphs of the two functions
ξ → π
2
±
(
π
2
− arcsin k
f (ξ)
)
, ξ ∈ [ξ1(k), ξ2(k)] (32)
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(see Fig. 5). Along this set cosφ = ±√1− (k/ f (ξ))2. The ﬁrst equation gives
ξ ′
f (ξ)
√
1− (k/ f (ξ))2 ≡ ±1. (33)
By symmetry the period of the solution is
T (k) = 2
ξ2(k)∫
ξ1(k)
dξ
f (ξ)
√
1− (k/ f (ξ))2 . (34)
Hence
kT (k) = 2
ξ2(k)∫
ξ1(k)
dξ
( f (ξ)/k)
√
1− (k/ f (ξ))2 = 2
ξ2(k)∫
ξ1(k)
dξ√
( f (ξ)/k)2 − 1 . (35)
Let us split the integration interval by the point ξc :
ξ2(k)∫
ξ1(k)
dξ√
( f (ξ)/k)2 − 1 =
ξc∫
ξ1(k)
dξ√
( f (ξ)/k)2 − 1 +
ξ2(k)∫
ξc
dξ√
( f (ξ)/k)2 − 1 . (36)
In the second interval we can make the change of variable ξ = h(x), so that
ξ2(k)∫
ξc
dξ√
( f (ξ)/k)2 − 1 =
h(ξ2(k))∫
ξc
h′(x)dx√
( f (h(x))/c)2 − 1
=
ξ1(k)∫
ξc
h′(x)dx√
( f (x)/k)2 − 1
= −
ξc∫
ξ (k)
h′(x)dx√
( f (x)/k)2 − 1 . (37)1
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kT (k) = 2
ξc∫
ξ1(k)
1− h′(ξ)√
( f (ξ)/k)2 − 1 dξ. (38)
Let a  x < ξ1(k) and let us multiply Eq. (38) by 1/
√
k2 − f (x)2 and integrate with respect to k
on [ f (x), f (ξc)]:
f (ξc)∫
f (x)
kT (k)√
k2 − f (x)2 dk =
f (ξc)∫
f (x)
1√
k2 − f (x)2
(
2
ξc∫
ξ1(k)
1− h′(ξ)√
( f (ξ)/k)2 − 1 dξ
)
dk. (39)
Since h′ < 0, the integrand on the right-hand side is positive and we can exchange the order of
integration:
f (ξc)∫
f (x)
kT (k)√
k2 − f (x)2 dk = 2
ξc∫
x
(
1− h′(ξ))
( f (ξ)∫
f (x)
1√
k2 − f (x)2√( f (ξ)/k)2 − 1 dk
)
dξ. (40)
The crucial fact here is that the inner integral in dk does not depend on either x or ξ , its value being
the constant π/2. Hence
f (ξc)∫
f (x)
kT (k)√
k2 − f (x)2 dk = 2
ξc∫
x
(
1− h′(ξ))π
2
dξ = π(h(x) − x). (41)
Suppose now that kT (k) does not depend on k and has value θ0. Then the integral on the left-hand
side of (41) becomes
f (ξc)∫
f (x)
θ0√
k2 − f (x)2 dk = θ0 sech
−1 f (x)
f (ξc)
. (42)
Combining (42) with (41) we arrive at formula (31). To prove the reverse, assume that (31) holds.
Notice that in (38) we can write
f (ξ)
k
= f (ξc) sech
ξ−h(ξ)
θ0/π
f (ξc) sech
ξ1(k)−h(ξ1(k))
θ0/π
. (43)
Hence, if in (38) we make the change of variable u = (ξ −h(ξ))/(θ0/π), u0 = (ξ1(k)−h(ξ1(k)))/(θ0/π)
we get
kT (k) = 2 θ0
π
0∫
u0
1√
(sechu/ sechu0)2 − 1
dξ = 2 θ0
π
· π
2
= θ0 (44)
independent of k, as desired. 
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tem (4), and suppose that the stability suﬃcient condition (16) is veriﬁed in a neighbourhood of r0 . Then the
following conditions are equivalent:
1. the angular period has the same value θ0 for all cruise motions with the same speed as the circular motion
and with initial data close enough to the one for the circular orbit;
2. there exists a decreasing involution h of a neighbourhood of ξc such that h(ξc) = ξc , and for all r near rc ,
or ξ near ξc , the following relations hold:
V(ξ) = V(ξc) +mv20
(
ξ − ξc + ln cosh ξ − h(ξ)
θ0/π
)
,
U(r) = U(rc) +mv20 ln
(
r
rc
cosh
ln r − h(ln r)
θ0/π
)
. (45)
The function h is actually the involution associated with the function ξ → ξ − V(ξ)/(mv20).
The function h has this dynamic interpretation: it maps ln rmin and ln rmax of each oscillating orbit
into each other.
Theorem 4.3 (Constructive result). Let rc, θ0, v0,m > 0 and h be a decreasing C1 involution of a neighbour-
hood of ln rc , that leaves ln rc ﬁxed. Deﬁne U by formula (45). Then U is C1 , rc is the radius of a circular orbit
for system (4), U ′′(rc) exists, the stability suﬃcient condition (16) is veriﬁed in a neighbourhood of r0 , and all
cruise motions with speed v0 close enough to the circular orbit have θ0 as angular period. If θ0/π is rational,
all such orbits are closed.
Another consequence of formula (41) is this expression for the limit angular period θlim for orbits
very close to the circular orbit:
θlim = lim
k→ f (ξc)−
kT (k) = lim
x→ξ−c
π(h(x) − x)
sech−1( f (x)/ f (ξc))
= π(h
′(ξc) − 1)
−√− f ′′(ξc)/ f (ξc) = 2π
√
− f (ξc)
f ′′(ξc)
. (46)
In terms of V or U the formula becomes
θlim = 2π
√
V ′(ξc)
V ′′(ξc) =
2π√
1+ rcU ′′(rc)U ′(rc)
. (47)
5. Examples of potentials with closed cruise orbits
The function h(x) := 2 ln rc − x is a decreasing involution of R with rc as ﬁxed point. Plugging this
into formula (45) we get the potential
U(r) = U(rc) +mv20 ln
(
r
rc
cosh
ln(r/rc)
θ0/π
)
. (48)
Take for simplicity rc = 1, U(rc) = 0, v0 = 1, m = 1. The potential becomes
U(r) = ln
(
r cosh
ln r
θ /π
)
. (49)0
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For these potentials the minimum and maximum radiuses of each orbit are reciprocal of each other.
To get closed orbits we have to choose θ0/π equal to a rational number p/q, for some p,q ∈ N,
p,q > 0. In this case the potential (except for an additive constant) can be rewritten as
U(r) = ln(r1−q/p + r1+q/p) . (50)
For example, if we take θ0 = π the potential simpliﬁes further:
U(r) = ln 1+ r
4
r
. (51)
This potential is repulsive for r < 1/ 4
√
3 and attractive elsewhere. All cruise motions with speed 1 in
this potential have angular period π , and they are periodic.
With the choice θ0 = 2π/3 the potential is
U(r) = ln 1+ r
6
r2
, (52)
for which two orbits are in Fig. 6. This potential is repulsive for r < 1/ 6
√
2.
With the choice θ0 = 2π the potential is attractive everywhere:
U(r) = ln(1+ r2). (53)
Two of its cruise motions are shown in Fig. 7. All cruise orbits with speed and mass 1 for this potential
are exact circles. In fact, from Eq. (12), the curvature ψ˙/v0 of the cruise motion can be written as
ψ˙
v0
= −MU
′(r)
mv40r
exp
U(r)
mv20
. (54)
Replacing U(r) = ln(1+ r2) and v0 =m = 1 we see that the curvature is constant along each solution.
With the choice θ0 = 3π the potential is attractive everywhere:
U(r) = ln(r5/3 + r1/3). (55)
2238 G. Gorni, G. Zampieri / J. Differential Equations 246 (2009) 2226–2241Fig. 7. Two closed cruise orbits for potential ln(1+ r2).
6. Necessary conditions
If we start from an involution h, it is easy to use the Characterization Theorem 4.2 to deﬁne a
potential with the desired property. The situation is different if we start from a given U or V and we
want to know if the condition is veriﬁed or not, because to calculate the involution h we must solve
the (usually) nonalgebraic equation ξ − V(ξ)/(mv20) = c with respect to ξ .
However, there is a simple procedure to extract practical necessary conditions on U ,V in terms of
their derivatives at the point rc, ξc . Suppose that V is C1, V ′′(ξc) exists and is > 0, and that V ′(ξc) =
mv20. Then we go back to Eq. (31), that we rewrite here:
f (ξ) = f (ξc) sech ξ − h(ξ)
θ0/π
∀ξ ∈ [a,b]; (56)
if we take its derivative at ξ = ξc , and recall that h′(ξc) = −1 and that, from Eq. (29),
f (ξc) = v0 exp
(
ξc − V(ξc)
mv20
)
, (57)
we get formula
f (ξc)
(
1− V
′(ξc)
mv20
)
= 0, (58)
which is nothing new. If we add more regularity of the potential and take the second derivative
of (56), and use relations (25) that express the derivatives of h in terms of f , and again formula (57),
we get
− f (ξc)V
′′(ξc)
V ′(ξc) = −
4π2 f (ξc)
θ20
, (59)
which is simply Eq. (47) for the value of θ0, under much more restrictive assumptions. Taking the
third derivative of (56) at ξc we obtain
− f (ξc)V
′′′(ξc)
V ′(ξc)
= − f (ξc)4π
2V ′′′(ξc)
θ2V ′′(ξ )
, (60)
0 c
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of (56), using again formulas (25), (57) and (47):
− f (ξc)V
′(ξc)V(4)(ξc) − 3V ′′(ξc)2
V ′(ξc)2 = −5 f (ξc)
V ′(ξc)V ′′′(ξc)2 − 3V ′′(ξc)3
3V ′(ξc)2V ′′(ξc) , (61)
which can be simpliﬁed to
3V ′(ξc)V ′′(ξc)V(4)(ξc) + 6V ′′(ξc)3 − 5V ′(ξc)V ′′′(ξc)2 = 0, (62)
which is the fourth-order necessary condition for Eq. (56). It is interesting that this condition does
not depend explicitly on the parameters m, v0. Eq. (62) is formula (5.36) in Furta and Zampieri [3],
obtained in a totally independent way.
Taking the ﬁfth derivative of (56) and using (25), (57) and (47) as before, we reobtain Eq. (62).
Going to the sixth derivative of (56) we get
f (ξc)
V ′(ξc)3
(
15V ′(ξc)V (4)(ξc)V ′′(ξc) − 15V ′′(ξc)3 + V ′(ξc)
(
10V (3)(ξc)
2 − V ′(ξc)V (6)(ξc)
))
= − f (ξc)
3V ′(ξc)3V ′′(ξc)3
(
183V ′′(ξc)6 − 175V ′(ξc)V (3)(ξc)2V ′′(ξc)3 + 21V ′(ξc)2V (3)(ξc)V (5)(ξc)V ′′(ξc)2
− 70V ′(ξc)2V (3)(ξc)2V (4)(ξc)V ′′(ξc) + 70V ′(ξc)2V (3)(ξc)4
)
. (63)
This relation can be somewhat simpliﬁed in the following way: multiply by 3V ′(ξc)3V ′′(ξc)3/ f (ξc),
add the resulting equation to the product of Eq. (62) with the ad hoc factor
4V ′(ξc)V (4)(ξc)V ′′(ξc) − 23V ′′(ξc)3 + 5V ′(ξc)V (3)(ξc)2 + 1
2
V ′(ξc)2V (6)(ξc), (64)
and ﬁnally collect and cancel out the common factor V ′(ξc)2/2. You will be left with the following
sixth-order necessary condition:
90V ′′′(ξc)4 − 5
(
30V ′′(ξc)V(4)(ξc) + V ′(ξc)V(6)(ξ)
)V ′′′(ξc)2 + 42V ′′(ξc)2V(5)(ξc)V ′′′(ξc)
+ 3(8V ′′(ξc)V(4)(ξc) + V ′(ξc)V(6)(ξc))V ′′(ξc)V(4)(ξc) = 0. (65)
Actually, to decide the cubic potential we will need the necessary condition that turns up at the eighth
derivative of (56):
172800V ′′(ξc)9 + 28350V ′(ξc)V(4)(ξc)V ′′(ξc)7
− 1890V ′(ξc)
(
163V ′′′(ξc)2 + 2V ′(ξc)V(6)(ξc)
)V ′′(ξc)6
+ 135V ′(ξc)2
(−35V(4)(ξc)2 + 364V ′′′(ξc)V(5)(ξc) + V ′(ξc)V(8)(ξc))V ′′(ξc)5
− 27V ′(ξc)2
(
7000V(4)(ξc)V ′′′(ξc)2 + 60V ′(ξc)V(7)(ξc)V ′′′(ξc) + 63V ′(ξc)V(5)(ξc)2
)V ′′(ξc)4
+ 105V ′(ξc)2V ′′′(ξc)
(
2275V ′′′(ξc)3 + 108V ′(ξc)V(6)(ξc)V ′′′(ξc) + 216V ′(ξc)V(4)(ξc)V(5)(ξc)
)V ′′(ξc)3
− 1260V ′(ξc)3V ′′′(ξc)2
(
45V(4)(ξc)2 + 56V ′′′(ξc)V(5)(ξc)
)V ′′(ξc)2
+ 197400V ′(ξc)3V ′′′(ξc)4V(4)(ξc)V ′′(ξc) − 106400V ′(ξc)3V ′′′(ξc)6 = 0. (66)
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such that the potential U(r) := arb has a stable circular cruise orbit of radius rc and speed v0 , and all neigh-
bouring cruise orbits of the same speed are closed.
Proof. As usual, an orbit is closed if the apsis angle is a rational multiple of π . But the apsis angle is
a continuous function of the initial data. If all neighbouring cruise orbits of a given speed are closed,
the apsis angle must be locally constant. In particular, all necessary conditions found so far in this
section must hold.
Take a power potential U(r) := arb with the corresponding V(ξ) := a(eξ )b = aebξ . Imposing the
fourth-order necessary condition (62) for constant apsis angle we get that
−2a3(b − 3)b6e3bξc = 0. (67)
If either a = 0 or b = 0 there are no circular orbits. If b = 3 and a < 0 there are circular orbits but
they are not stable. The only remaining candidate is the cubic potential b = 3, a > 0, which has the
stable circular orbit with ξc = (1/3) ln(mv20/(3a)), rc = 3
√
mv20/(3a), for any value of v0,m > 0.
However, we must reject the cubic potential too, because the limit angular period (47) is
θlim = 2π
√
V ′(ξc)
V ′′(ξc) = 2π
√
3ae3ξc
9ae3ξc
= 2π√
3
, (68)
which is not a rational multiple of π . 
Using the same arguments it is easy to prove the following:
Proposition 6.2 (Closed orbits condition). Suppose that rc = eξc is the radius of a stable circular cruise orbit
for a C2 potential U(r), V(ξ) = U(eξ ), and parameters v0,m > 0, with V ′′(ξc) > 0, and that all neighbouring
cruise orbits with the same v0,m are closed. Then√
V ′(ξc)
V ′′(ξc) ∈Q. (69)
We could also show that (69) corresponds to Barone–Cesar’s formula (1.4) in the paper [5].
Proposition 6.1 can also be obtained as a corollary of the following more powerful result:
Proposition 6.3 (Power potentials with constant apsis angle). There exist no parameters b, θ0 ∈ R,
a,m, v0, rc > 0 such that the potential U(r) := arb has a stable circular cruise orbit of radius rc and speed v0 ,
and all neighbouring cruise orbits of the same speed have the same angular period θ0 .
Proof. Using exactly the same reasoning as in Proposition 6.1, we are quickly left with the cubic
potential U(r) := ar3, a > 0, as the only possible candidate. A computation shows that the sixth-order
necessary condition (65) is identically veriﬁed when V(ξ) = ae3ξ , but the eighth-order condition (66)
becomes
669462604992a9e27ξc = 0, (70)
which is always false if a = 0. 
Example 6.4. The cubic potential U(r) = r3 (with its associated V(ξ) := U(eξ ) = e3ξ ) is an interesting
case study, already examined with different methods by Furta and Zampieri [3]. The angular period
θ has the constant limit 2π/
√
3 for small oscillations around a circular orbit, independent of the
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of rmin would be very “ﬂat” around rc . The involution h associated with f (ξ) = v0 exp(ξ − V(ξ)) can
be expressed in terms of the Lambert involution hW deﬁned in Section 3, formula (27):
rc = 3
√
mv20/3, ξc = log rc, h(ξ) = ξ −
e3ξ
mv20
− 1
3
hW
(
−3e
3ξ
mv20
)
. (71)
7. The Bertrand-like problem
Proposition 7.1. The power potentials U(r) := arb + c, for a,b > 0, c ∈R, and r spanning an interval I ⊂R+ ,
are the only C2 potentials for which
1. every r ∈ I is a radius of a cruise circular trajectory for some value of the parameters m, v0 > 0;
2. for all r ∈ I the stability condition rU ′′(r) +U ′(r) > 0 holds;
3. the limit angular period for small cruise oscillations around the circular orbit of radius r is the same,
independently of r ∈ I .
Proof. In terms of V(ξ) := U(eξ ), formula (47) for the limit angular period is
θlim = 2π
√
V ′(ξc)
V ′′(ξc) . (72)
If the value θlim is the same for all ξc then V satisﬁes the differential equation V ′′(ξ) =
θ2limV ′(ξ)/(4π2), whose general solution is V(ξ) = aeθ
2
limξ/(4π
2) + c. This V corresponds precisely to
the power potential U(r) = arb + c with b = θ2lim/(4π2) > 0. The inequality a > 0 is necessary for the
stability condition V ′′ > 0. 
Theorem 7.2 (Bertrand-like theorem). There exists no C2 potential on an interval I ⊂R+ such that
1. every r ∈ I is a radius of a cruise circular trajectory for some value of the parameters m, v0 > 0;
2. for all r ∈ I the stability condition rU ′′(r) +U ′(r) > 0 holds;
3. all cruise orbits with the same v0,m as, and close enough to, a circular orbit are closed.
Proof. As usual, the closed orbits condition implies that the limit angular period θlim must be a
constant rational multiple of π . By Proposition 7.1, U must be a power potential. But we have seen in
Proposition 6.1 that there are no power potential with the required property. 
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