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F.H. Ruymgaart 
SAMENVATTING 
Men wenst de uitwerking van een p-tal behandelingen te onderzoeken. 
Daartoe beschikt men over m onderling onafhankelijke p-dimensionale sto-
chastische vectoren. Van ieder der vectoren vertegenwoordigt de i-de com-
ponent de uitwerking van de i-de behandeling, Een verdelingsvrije statis-
tische procedure baseert men doorgaans op de methode van m rangschikkingen. 
In deze handleiding beschrijven we een tweetal op deze methode gebaseerde 
asymptotische procedures (m-+00), een voor het toetsen van de nulhypothese 
dat de behandelingen niet verschillen en een voor een meervoudige verge-
lijking van de behandelingen. Beide procedures blijven toepasbaar indien 
er vectoren met groepen onderling gelijke componenten (knopen) voorkomen. 
De nadruk ligt op toepassing in de praktijk; bewijzen worden niet gegeven. 
Dit rapport is bedoeld voor publicatie in een tijdschrift, 

I. HET PROBLEEM, NULHYPOTHESE EN ALTERNATIEF 
Men wenst de uitwerking van een p-tal behandelingswijzen te vergelij-
ken. Daartoe kiest men aselect uit m eventueel verschillende populaties 
een object en onderwerpt dit aan de eerste behandeling. Vervolgens kiest 
men uit ieder der m populaties aselect een tweede object en onderwerpt dit 
aan de tweede behandeling, enz. Tenslotte kiest men uit ieder der m popu-
laties aselect een p-de object en onderwerpt dit aan de p-de behandeling. 
Na afloop van de behandeling wordt aan ieder object een grootheid gemeten 
die geacht wordt het effect van de behandeling te weerspiegelen. Omdat het 
j-de element uit de i-de populatie een element is van een aselecte steek-
proef van de omvang p uit deze populatie, is de variabele die aan dit ele-
ment gemeten wordt een stochastische grootheid. Deze stochastische groot-
heid zullen wij met x .. noteren*) (i=l, ••• ,m;j=l, .•• ,p). Wij zeggen dat de 
-1.J 
grootheden x. 1, .•. ,x. de i-de regel vormen (i=I, ••• ,m). Gezien de proef-
-1. -1.p 
opzet bezitten de stochastische grootheden in iedere regel een simultane 
kansverdeling, zodat (x. 1, .•. ,x. ) voor iedere i een stochastische vector 
-1. -1.p 
is, Bovendien zullen we aannemen dat de stochastische vectoren 
(x 11 , .•. ,x1 ), ..• ,(x 1, .•• ,x ) stochastisch onafhankelijk zijn. Dit bete-
- - p -m -mp 
kent dat alle stochastische grootheden x 11 , ••• ,x 1 , .•• ,x 1, ... ,x een si-
- - p -m -mp 
multane kansverdeling bezitten. 
Alvorens tot een beschrijving van het probleem en de procedures te 
kunnen overgaan, moeten wij eerst wat notaties invoeren. De simultane ver-
delingsfunctie P(x. 1sx1, •.• ,x. sx) zullen we met F.(x1, .•• ,x) aangeven 
-1. -1.p p 1. p 
(-00<x 1<00 , ••• ,-00<x <00 ). De marginale verdelingsfuncties P(x .. sx) noteren we p ~] 
met F .. (x). Aan de F. worden geen gladheidseisen opgelegd. In het bijzonder 1.J ]. 
behoeven de F. niet continu te zijn, waardoor het mogelijk is dater onder 
]. 
de stochastische variabelen in de i-de regel met positieve kans gelijken 
voorkomen. Om de gedachten te bepalen zullen wij veronderstellen dat de in 
de i-de regel naar grootte geordende variabelen 
Stochastische grootheden worden onderstreept. 
2 




(4 I) (,. I +I) 
= x. ' < x. --1., = ••• 
(,. 1+-r. 2> 
= """'l.' --1., x. 
-1 -1 """'l. 
( ' . 1 +, . 2+ • • • +, • 1 + I ) 
--1., --1., -1,v.- () 
< x. -'l. = • • • = x.P • 
-1 --i 
< • • • < 
De i-de regel valt dus uiteen in v. knopen, de R.-de knoop telt -r. n waar-
v. """'l. --1.,~ 
nemingen (R.=I, ••• ,vi) en r;:!1 4 1 = p. Zowel bet aantal knopen als de om-
' . 
vangen der knopen zijn stocbastiscbe grootbeden. 
De in deze bandleiding bescbreven procedures zijn gebaseerd op bet 
over iedere knoop afzonderlijk gemiddeZde rangnummer R .. van x .. in de 
-1J -1J 
i-de regel (i=I, ••• ,m). Dit wordt a.ls volgt gedefinieerd: 
-r. I 
"""'l.' 




R •• = -----
-1J T, l 
-1, 
voor alle x .. in de 2-de knoop is R .. 
-1J -1J 
• • 9 • • 





= -· --,..:;.,;._ ----- ; 
..;..i' 2 
! 
k=,. I+ ••• +,. l+l 
k 
-1, --1.,~i-
voor alle x .. in de v.-de knoop is R .. = ------------
-iJ --,_ -1J T • 
"""'l.,~ 
Alle variabelen in een en dezelfde knoop krijgen dus een gelijk gemiddeld 
rangnummer, dat geen natuurlijk getal beboeft te zijn. Ongeacbt de waarden 
der , . R. geldt steeds 
-1, 
-I p -] p p I R •• = p I k = (p+l)/2. j=I -1J k=I 
Een knoop noemen we eigenZijk als zijn omvang grater dan I is. De i-de 
regel noemen we nutteZoos of nuttig al naar gelang v. = 1 (zodat de i-de 
"""'l. 
regel slecbts uit een enkele knoop bestaat) of v. > I. Indien v. =pen 
-1 """'l. 
dus ,. 1 = = ,. = I bevat de i-de regel in bet gebeel geen eigenliJ·-
-1, -1,p 
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ke knopen. In het laatste geval komt het gemiddelde rangnummer van x .. 
-l.J 
overeen met het rangnwnmer van x .. , hetgeen gedefinieerd is als het aantal 
-l.J 
variabelen in de i-de regel dat kleiner dan of gelijk aan x .. is. De col-
-1.J 
lectie rangnummers R. 1, .•• ,R. is dan een permutatie van de getallen 
-1 -1.p 





AANTAL EIGENLIJKE KNOPEN 
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OMVANG KNOPEN 
T. 1=3, T. 2=1, T. 3=1, T. 4=2 1., 1., 1., 1., 
GEMIDDELDE RANGNUMMERS 
In deze handleiding beschrijven we zowel een toetsings- als een meer-
voudige vergelijkingsprocedure voor het onderzoek naar de uitwerking der 
behandelingen. Het is duidelijk dat een nutteloze regel geen informatie 
geeft over het verschil in uitwerking der behandelingen. De statistische 
grootheden waarop de procedures gebaseerd zijn (zie (2,1) en (3.1)} leveren 
dan ook dezelfde waarden wanneer zij alleen over de nuttige regels bere-
kend worden als wanneer zij over alle regels berekend warden. Wij zullen 
daarom aannemen dat reeds alle nutteloze regels weggelaten zijn, dus dat 
van meet af aan aZZe m regeZs nuttig zijn. Deze aanname maakt hier en daar 
een eenvoudiger formulering mogelijk zonder dat aan algemeenheid wordt in-
geboet. 
Het toetsingsprobZeem is het toetsen van de nulhypothese H0 dater 
4 
geen verschil is in de uitwerking van de behandelingen tegen het alterna-
tief H1 dat de uitwerking van teruninste een behandeling stochastisch gro-
ter is dan die van een der overige. Formeel: 
De x. 1, ••• ,x. zijn verwisselbaar*), zodat o.a. 
-1. -1.p 
F. 1(x) = ••• = F. (x) voor alle x en alle i=l, ••• ,m. l. 1.p 
H1: Voor tenminste een paar j,k (met j,'k) geldt dat 
P(x .. >x.k) > ! voor alle i=l, ••• ,m (of< I voor alle 
-1.J -1. 
i= 1 , ••• ,m). 
Om de meervoudige vergelijkingsproaedure te kunnen beschrijven moeten 
wij het bovengenoemde alternatief inperken tot 
H' • I • Er bestaat een p-tal reele getallen e 1, ••• ,ep, niet alle 
gelijk, zodat de x. 1 + e 1, ••• ,x. + e verwisselbaar zijn; 
-1. -1.p p 
dit betekent o.a. dat Fi 1(x-e 1) = ••• = Fip(x-ep) voor alle 
x en alle i=l, •• ,m. 
De meervoudige vergelijkingsprocedure dient voor het opsporen van alle 
tweetallen ej, ek die als onderling verschillend kunnen worden aangewezen. 
Voor beide problemen bestaat een procedure gebaseerd op de toetsings-
grootheid van FRIEDMAN, de ontwerper van de besproken methode, De voor de 
procedures gebruikte statistische gro9theden zijn slechts functies van de 
gemiddelde rangnummers. Onder de nulhypothese H0 zijn de voorwaardelijke 
verdelingen der statistische grootheden, gegeven de omvangen der knopen, 
onafhankelijk van de onderliggende verdelingsfuncties F1, ••• ,Fm. Onder de 
nulhypothese H0 zijn de onvoorwaardelijke verdelingen der statistische 
E7n p-tal ~tochastische v~ri~belen +J'"""'~ heet ver'l»'i:sselbaar in-
, d1.en voor 1.edere permutat1.e 1. 1, ••• ,3,, van l, ••• ,p de s1.multane kans-
verdeling van de vector(?: , ••• ,z.), gelijk is aan die van de vector 
l. I l. 
(y 1, ••• ,.L,). In het bijzonder zijn Heze stochastische variabelen ver-
wisselbaar indien zij stochastisch onafhankelijk zijn en dezelfde ver-
deling bezitten; dus een steekproef uit de een of andere kansverdeling 
vormen. Ook voor steekproeven zonder teruglegging uit eindige popula-
ties geldt verwisselbaarheid. 
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grootheden slechts dan onafhankelijk van F1, ••• ,Fm als er in geen van de 
regels eigenlijke knopen optreden. (In dit geval neemt immers de vector 
van rangnummers R. 1, ••• ,R. iedere permutatie der getallen 1, ••• ,p met ge-
-1. -1.p 
lijke kans 1/p! aan.) WeZ geldt eahter dat de onvooruaardelijke kansverde-
Zing der statistisahe grootheden asyrrrptotisah, voor m ➔ ~, onder de nuZ-
hypothese H0 onafhankelijk is van de onderliggende kansverdelingen 
F1, •••• Fm' ongeaaht of deze aontinu zijn of niet. Om deze reden en ook 
omdat voorwaardelijke exacte verdelingen niet getabelleerd zijn zullen we 
ons tot asymptotisahe proaedures beperken. 
Laten we van de grote hoeveelbeid literatuur over dit onderwerp naast 
een artikel van BENARD & Van ELTEREN (1953) slechts enkele van de meest 
recente boeken vermelden. Zowel in bet boek van HAJEK & ~IDAK (1967) als 
in dat van HAJEK (1969) wordt de toets besproken. In bet eerste boek ligt 
de nadruk op de theorie. Het tweede is een inleiding in de theorie van de 
rangtoetsen die met het oog op toepassing in de praktijk geschreven is; er 
wordt dan ook veel aandacbt aan de bebandeling van knope.n gescbonken. 
Laten we tenslotte de boeken van MILLER (1966) en PURI & SEN (1971) ver-
melden, waarin niet alleen de toets maar ook de meervoudige vergelijking 
wordt behandeld. 
2. DE TOETSINGSPROCEDURE 
(2.1) 
De toets is gebaseerd op de toetsingsgrootheid 
.9m = 
12 m 1 
j=l 
-l ml 2 [m R •• - (p+l)/2] 
-l.J i=l 
m ~i 2 I I .!. · i <.!. · i - o 
i=l i=l 1 ' 1 ' p (p+ I) - .::.,_:.,___m~(.,....p __ ..,..1-:--) --
de door .9ui aangenomen waarde noteren we met Q. 
Men kan bewijzen dat onder de nulhypothese geldt: 
(2.2) 
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voor alle Q. Hierin stelt ~-I een stochastische grootheid voor, die een 
chi-kwadraat verdeling met p-1 vrijheidsgraden bezit. Hierop kan men een 
toetsingsprocedure baseren die asymptotisch, voor m +~,de onbetrouwbaar-
heidsdrempel a (O<a<I) bezit, door H0 ten gunste van H1 (of Hi) te verwer-
pen indien de aangenomen waarde Q voldoet aan 
(2.3) 2 P(Xp_ 1;::Q) ~ a. 
Voor een tabel van de kansverdeling van x!-I zie bijv. MOOD & GRAYBILL 
(1963; tabel III), OWEN (1962; paragraaf 3.1) en PEARSON & HARTLEY (1958; 
tabel 7). 
Indien er in geen van de regels eigenlijke knopen optreden is de noe-
mer van de toetsingsgrootheid ,9m in (2.1) gelijk aan p(p+l), zodat 
(2.4) 
l! ( m )2 12 2. 2 R •• j=I i=I -iJ 9in = _ _..__m_p_,(,...p-+"""I ),----- - 3m (p+ I ) • 
Onder de aanname dat H0 vervuld is, heeft men in dit geval de exacte rech-
ter overschrijdingskansen berekend voor kleine waarden van men p. Zie bijv. 
OWEN (1962; paragraaf 14.1) voor p = 3, m = 2(1)15 en p = 4, m = 2(1)8. 
Indien men de door~ aangenomen waarde Q vervangt door 
(2.5) Q, = mp(p+I)Q 12 ' 
kan men deze rechter overschrijdingskansen ook vinden in PEARSON & 
HARTLEY (1958; tabel 46) voor p = 3, m = 3(1)10 en p = 4, m = 3(1)6 en ten-
slotte p = 5, m = 3. Voor grote waarden van m kan men weer de boven be-
schreven asymptotische procedure toepassen, waarbij voor niet al te grote 
waarden van m toepassing van een continutteitscorrectie zin heeft. Men 
dient dan in (2.3) de door~ aangenomen waarde Q te vervangen door 
2 3 Q" = m (p -p)Q - 12m(p-l) 
m2(p3-p)+24 ' 
(2.6) 
zie bijv. KENDALL (1962). 
3. DE MEERVOUDIGE VERGELIJKINGSPROCEDURE 
(3. 1) 
Beschouw voor alle 1 ~ j < k ~ p de stochastische grootheden 
w . 
--m, J ,k 
r-:--1 m -1 I Vl2m I I m (R .. -R.k) 





en zij W. de door W . aangenomen waarde. J,k -m,J,k 
Men kan bewijzen dat onder de nulhypothese geldt: 
(3 .2) lim P( max {W . k} ~ wlHo) = P(p ~W), 
m-+00 l~j<k~p -m,J, ---P 
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voor alle W. Hierin is de stochastische grootheid p als volgt gedefinieerd. 
--p 
Zij u 1, ••• ,u een steekproef van de omvang p uit een standaardnormale ver-
- ---p 
deling en laat u(l)~u(Z)~ ... ~u(p) de naar grootte geordende variabelen 
voorstellen. Da: is; = u(p)-_ ~(l), de zgn. steekproefwijdte. Wij zullen 
--p - -
onze aandacht nu in het bijzonder op het alternatief H; richten en wijzen 
die tweetallen e.,e (jik) als verschillend aan, waarvoor 
J k 
(3.3) W. k::::: p J, p,a 
Hierin 1.s O <a< 1 en p het getal waarvoor p,a 
(3. 4) P(p 2'.p ) = a. 
--p p,a 
Daarbij wordt geconcludeerd tot ej > ek indien 
(3. 5) 
m m 
I RiJ' >1.· __ II Rik' i=l 
en omgekeerd. 
Uit (3.2) volgt dat onder de nulhypothese H0 de kans om ten onrechte 
tenminste een paar ej, ek als verschillend aan te wijzen asymptotisch, 
8 
~oor m + 00 , gelijk is aan a. Is H0 niet vervuld, zodat niet alle e1, ••• ,ep 
onderling gelijk zijn, dan is de kans om tenminste een tweetal e., e ten 
J k 
onrechte als verschillend aan te wijzen asymptotisch, voor m + 00 , niet gro-
ter dan onder H0, dus kleiner dan of gelijk aan a. 
Een tabel van de exacte kansverdeling van p kan men vinden in OWEN 
-p 
(1962; paragraaf 6.1) voor p = 2(1)20, p = 22(2)40 en p = 50(10)100 en in 
PEARSON & HARTLEY (1958; tabel 23, zie ook tabel 22) voor p = 2(1)20. De 
kansverdeling van de steekproefwijdte (Engels: range) van een steekproef 
uit de standaardnormale verdeling kan men opvatten als de kansverdeling van 
een bijzonder geval van de zgn. studentized range. Daarom kan men de kans-
verdeling van£ doorgaans ook vinden in tabellen van de kansverdeling van p 
de studentized range. Een dergelijke tabel kunnen we voor ons doel toepas-
sen door de parameter die het aantal vrijheidsgraden aangeeft van de 
chi-kwadraat grootheid, welke in de definitie van de studentized range 
optreedt, 00 te kiezen en door de tweede parameter gelijk aan p te stellen. 
(Zie bijv. MILLER (1966; tabel I) en MOOD & GRAYBILL (1963; tabel 
VI-VIII).) 
Indien er in geen van de regels eigenlijke knopen optreden kunnen wij 
de W . k schrijven als 
-m,J' 
(3. 6) w . 
-m,J ,k 
m 
riz I I (R .. -R.k) I i=l -iJ -i 
= ---:?"""";=o="'P'!i,'" __ _ 
Vmp(p+iJ 
aangezien in dit geval de noemer 1.n (3.1) gelijk is aan ✓p(p+l)', 
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