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General Introduction
The aim of this thesis is to develop a parallel finite element solver for a three-
dimensional (3-D) Stokes problem, by means of which numerical simulations of the
Earth’s mantle convection problem can be realized. A mathematical model of the
Earth’s mantle convection is described by the Rayleigh–Be´nard equations with an
infinite Prandtl number. These equations consist of the Stokes equations and the
convection-diffusion equation with their nonlinear coupling. From the geometrical
characteristics of the problems of the Earth’s mantle convection, we consider a
specific Stokes problem, that is, the Stokes equations in a spherical shell domain
with slip boundary conditions imposed.
Finite element methods ( FEM) [15, 5, 52] are widely used to solve elasticity
problems and flow problems. FEM has the following advantages: (i) It is applicable
to various domain shapes. (ii) It can treat many types of boundary conditions
simply. (iii) It is obtained by discretization of a weak form, and the existence and
uniqueness of a finite element solution is guaranteed in a mathematical framework
of variational problems. Furthermore, it is possible to obtain an error estimate of
the finite element solution. However, direct use of some techniques that are used
in conventional finite element codes causes some difficulties in construction of the
finite element solver for the Stokes problem.
For real 3-D computations, even with current computer resources, it is necessary
to develop an efficient algorithm for fast computation with small memory require-
ments. It is also desirable that the algorithm be consistent with the framework of
the finite element method and be easily implemented. The nature of easy imple-
mentation assists parallelization of the algorithm.
We describe five problems that may be caused by the techniques of conventional
finite element codes and our remedies for each problem in the following.
(i) The Stokes equations are treated with a weak form of the saddle-point type.
In the mixed finite element approximation, where the velocity and the pressure are
discretized simultaneously, it is necessary to use a pair of elements satisfying the
so-called inf-sup condition that ensures the solvability of the discretized equations
[23, 13, 10]. For this purpose, P2/P1 or iso-P2 P1/P1 elements [23, 13] are commonly
used. However, these elements require considerable memory to store the stiffness
matrix.
We use the same interpolation for both the velocity and pressure by P1 elements,
where unknowns are approximated by piecewise polynomials of degree 1. This pair
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of elements achieves the lowest computation cost, but it does not satisfy the inf-sup
condition. Therefore, we employ a stabilization technique, such as the Galerkin
least squares (GLS ) type [21, 27] or the penalty type [12].
(ii) Slip boundary conditions contain two types of boundary conditions: con-
ditions on normal components of the velocity are classified as ‘essential boundary
conditions’, and conditions on the shear stress as ‘natural boundary conditions’. To
impose a Dirichlet boundary condition (a type of essential boundary conditions), a
type of penalty method [25] is used, in which diagonal elements of the stiffness ma-
trices are replaced by a large number. This method is not directly applicable to the
slip boundary conditions, nor consistent with the framework of the finite element
method.
(iii) It is necessary to eliminate rigid body rotations and pressure lifting from
the solution of the Stokes problem. In conventional finite element codes, motions
at some nodes are fixed to eliminate rigid body rotations, and a temporary solution
is obtained [5]. To adjust the solution, another procedure that consists of restoring
data from the kernel of the stiffness matrix is necessary. This procedure requires
a condition on the kernel of the stiffness matrix. Unfortunately, in the case of
the Stokes equations in a spherical shell domain with slip boundary conditions,
this condition is not satisfied due to perturbations caused by the finite element
approximation.
For remedies of (ii) and (iii), we introduce a unified procedure to satisfy the
essential boundary conditions (e.g., a part of slip boundary conditions) and linear
constraints (e.g., rigid body rotations and pressure lifting). A finite element solution
is found in a subspace whose functions satisfy the essential boundary conditions and
linear constraints. We call the subspace the ‘solution space’. The finite element
equation is expressed by the discretized variational form in the solution space. This
equation is rewritten in a matrix form using the stiffness matrix, which is defined
independently on the all finite element nodes of the boundary conditions, and an
orthogonal projection onto the solution space. The linear system obtained is solved
in Krylov subspaces, which are included in the solution space.
(iv) A stiffness matrix obtained by a finite element discretization is symmetric,
although it contains negative eigenvalues and is indefinite. The conjugate gradient
(CG) method [26] is known as the simplest method of the Krylov subspace methods
that are suitable for solving linear equations with large-scale sparse matrices. The
CG method is commonly used for positive definite matrices, but it is not used for in-
definite matrices due to the possibility of ‘breakdown’. The SYMMLQ or MINRES
methods [34] with positive definite preconditioners or the generalized minimal resid-
ual (GMRES ) method [40] with some preconditioners can be used. However, the
GMRES method is designed for unsymmetric matrices and requires large memory
storage.
We verify that when a breakdown does not occur, the preconditioned CG (PCG)
method can find an appropriate solution in a Krylov subspace. From this investi-
gation, we can employ an indefinite symmetric matrix as a preconditioner, which
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improves the convergence of the CG method.
(v) To reduce memory requirements, some computational techniques were de-
veloped for domains having some form of symmetry or periodicity. When a domain
has a periodicity, Zienkiewicz [51] reduced the problem to one in a unit subdomain,
by assuming a periodic solution. When a domain has a symmetry, Bossavit [8] and
Bonnet [9] developed a strategy without assuming symmetry of the solution. In
their works, a continuous problem is reduced to a set of smaller problems. Here,
every sub-problem should have the same type of boundary conditions imposed. This
causes a restriction in the domain decomposition. For more drastic memory reduc-
tion, we require a more efficient algorithm.
We also use domain decomposition into congruent subdomains to reduce mem-
ory requirements. However, we decompose the stiffness matrix ignoring boundary
conditions. Therefore, we can use a larger number of subdomains and more flexible
decompositions than the previous methods. This idea can be adopted because, in our
solver, the stiffness matrix is defined on the all finite element nodes independently
of the boundary conditions, and because treatment of the boundary conditions is
achieved by the projection operation.
Finally, as the purpose for this thesis, we apply our parallel finite element solver
of the Stokes problem to the Earth’s mantle convection problem. Temperature-
dependent viscosity is considered because of the complex rheological characteristics
of the Earth’s mantle. Construction of the finite element scheme for the Rayleigh–
Be´nard equations, the mathematical justification of convergence of the scheme, and
some numerical results have been reported in our papers [43, 46, 47]. To treat
temperature-dependent viscosity, we extend the Stokes solver to the linear Stokes
equations with variable viscosity. Using this solver, we can implement our scheme
on parallel computers and obtain numerical results.
Organization of the thesis
In Chapter 1, stabilized finite element methods for the Stokes equations are reviewed.
First, we describe an abstract framework of the finite element method and present a
finite element equation in a discretized variational form. Second, we show stabilized
finite element methods of the GLS type and the penalty type with finite element
spaces where Dirichlet boundary conditions or slip boundary conditions are imposed.
In Chapter 2, we present a parallel solver for the Stokes equations. We construct
the solver using the P1 finite element approximation, a finite element equation with
the orthogonal projection onto the solution space, the preconditioned conjugate
gradient method for indefinite symmetric matrices, and domain decomposition into
congruent subdomains. Some numerical results are reported to show advantages of
the developed parallel Stokes solver.
In Chapter 3, we show an application of our parallel Stokes solver to the Earth’s
mantle convection problem. We review mathematical modeling of Earth’s man-
tle convection and present a finite element scheme with stabilization techniques.
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An extension of the Stokes solver from constant viscosity to variable viscosity is dis-
cussed. Numerical results of the evolution problem of the Earth’s mantle convection
are shown. Finally, the efficiencies of the parallel Stokes solver are presented.
4
Chapter 1
Stabilized Finite Element Method
for the Stokes Equations
1.1 Introduction
In this chapter, we review stabilized finite element methods for the Stokes equations.
The Stokes equations describe the motion of an incompressible fluid with slow flow
speed. The equations are treated with a weak form of the saddle-point type. Here,
an energy functional is minimized under the constraint of incompressibility. The
key point to ensure the existence and uniqueness of a solution of the Stokes problem
in the weak form is the so-called inf-sup condition [23, 13, 10]. Standard mixed
finite elements are used to discretize the weak form of the saddle-point type, where
P2/P1 or iso-P2 P1/P1 elements are commonly used. Here, velocity and pressure
variables are approximated by P2 element or iso-P2 P1 element, and by P1 element,
respectively. In the case of P2 element (piecewise quadratic element), a function is
approximated by a polynomial of degree 2 in every simplex element, and in the case
of P1 element (piecewise linear element) by a polynomial of degree 1. An iso-P2
P1 element is equal to a P1 element with half the size of simplexes and has the
same degrees of freedom as a P2 element. Such a combination of elements P2/P1
or iso-P2 P1/P1 satisfies the inf-sup condition that is independent of the mesh size
[23, 13].
Because we deal with 3-D problems, we should be attentive to computation
costs. Stiffness matrices generated using P2 element or iso-P2 P1 element for the
velocity have many nonzero components. This follows from the fact that ten nodes
are considered in the case of a P2 element or an iso-P2 P1 element, whereas four
nodes are used in the case of a P1 element. Therefore, there exist many nonzero
entries in each row of the stiffness matrix. Consequently, the stiffness matrices
require large memory storage. Construction and operations of the stiffness matrices
require many arithmetic operations. We employ the same interpolation for both
the velocity and pressure by a P1/P1 element. However, it is well known that a
P1/P1 combination does not satisfy the inf-sup condition. Therefore, we must use
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a stabilization technique of the Galerkin least squares (GLS ) type [21, 27] or the
penalty type [12]. In the GLS method, properly weighted least-squares terms of the
strong form of the differential equations are added to the original weak form. In the
penalty method, additional terms, similar to those in the GLS method are added.
The weight in the stabilizing terms is set to be proportional to squares of the mesh
size. With the stabilizing terms, the finite element equation concerning both the
velocity and pressure satisfies the inf-sup condition, and an error estimate of the
finite element solution is obtained.
It is also important to consider a numerical procedure to solve the finite element
equations. A finite element equation is expressed by a discretized variational formu-
lation in a subspace of the finite element space with total degrees of freedom. The
variational equation consists of a bilinear form that satisfies the inf-sup condition.
Essential boundary conditions including Dirichlet boundary conditions, and some
linear constraints including elimination of the rigid body rotations etc., are built into
the subspace. We call this subspace the ‘solution space’. A stiffness matrix is defined
from the bilinear form with total degrees of freedom. In general, the stiffness matrix
may be singular, even if the existence and uniqueness of the finite element solution
is guaranteed by satisfaction of the inf-sup condition. In conventional codes of finite
element methods, a regular coefficient matrix of the linear system is obtained by
fixing some data on finite element nodes and removing some rows and columns of
the stiffness matrix [5]. Then, the solution is adjusted by restoring data from the
kernel of the stiffness matrix. This procedure is feasible under an assumption that
the dimension of the image of the stiffness matrix is equal to the dimension of the
solution space. In general cases, this assumption may not be satisfied. For example,
perturbations due to approximations by the finite elements cause the inconvenience.
We derive a linear system by rewriting the discretized variational equation with
the stiffness matrix and an orthogonal projection onto the solution space. We use a
Krylov subspace method to solve this linear system. Krylov subspaces are generated
with the stiffness matrix multiplied by the projection matrices from both sides and
an initial residual, and are included in the solution space. We define regularity of
a matrix in a subspace to ensure the existence and uniqueness of a solution of the
finite element equation in the solution space. Using this formulation, we can avoid
singular linear systems that cause some difficulties in Krylov subspace methods
[32, 49].
Organization of this chapter
In Section 1.2, we describe the Stokes problems with Dirichlet boundary conditions
or slip boundary conditions. In Section 1.3, we first review an abstract formulation of
the finite element method. Second, we show an approximation property of the finite
element solution. Third, we present a discretized equation expressed by a stiffness
matrix with an orthogonal projection onto the solution space. In Section 1.4, we
show the existence and uniqueness of a solution of the Stokes problem with either
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boundary condition of two different types. In Section 1.5, we review the stabilization
techniques of the GLS type and the penalty type for the Stokes problem. Following
Franca–Stenberg [22], we show error estimates for both schemes.
Notations of vector and matrix
The kth component of the vector ~u ∈ RN is denoted by [~u]k, where N is a positive
integer, and the component at the (k, l) entry of matrix A ∈ RN×N is denoted
by [A]k l. We use the notation (~u, ~v)RN to represent the inner product of vectors
~u,~v ∈ RN . We also use the standard notation u · v to represent the inner product
of R3-valued functions u and v.
1.2 Stokes problem in 3-D domain with Dirichlet
or slip boundary conditions
Let Ω be a bounded domain in R3 and Γ be its boundary. Let n be the unit outer
normal to the boundary. We consider the Stokes equations of velocity u = (u1, u2, u3)
and pressure p satisfying
−2∇ ·D(u) +∇p = f in Ω , (1.1a)
∇ · u = 0 in Ω . (1.1b)


















We deal with the Stokes problem with either kind of the following boundary condi-
tions.
Problem 1.1 (Dirichlet Problem) Let Ω be a polyhedral bounded domain in R3.
We consider the Stokes equations (1.1a) and (1.1b) in Ω with Dirichlet boundary
conditions imposed on Γ,
u = g (1.2)
where g is a given R3-valued function on Γ with∫
Γ
g · n ds = 0 .
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Problem 1.2 (Slip Problem) Let Ω be a ball
Ω := {x ∈ R3 ; |x| < R2},
or a spherical shell domain
Ω := {x ∈ R3 ; R1 < |x| < R2},
where R1 and R2 are positive constants. We consider the Stokes equations (1.1a)
and (1.1b) in Ω with the slip boundary conditions imposed on Γ,
u · n = gn , (1.3a)
n× (D(u)n× n) = gt , (1.3b)
where gn is a given real-valued function on Γ with∫
Γ
gn ds = 0 ,
and gt is a given R3-valued function on Γ with
gt · n = 0 .
Our aim in this chapter is to review the framework of stabilized finite element
methods and linear solvers for the Stokes problem. For this purpose, we assume that
Ω is a polyhedral domain in Problem 1.1 to avoid complexities from approximation of
the smooth domain by polyhedral domains, while we treat a spherical shell domain
whose boundary is smooth in Problem 1.2. As in Problem 1.2, we can consider
general domains in case of Dirichlet boundary conditions [45].
1.3 Abstract framework of finite element method
1.3.1 A bilinear form and finite element equations
Let Z be a real Hilbert space with an inner product (·, ·)Z and its corresponding
norm || · ||Z . Let Y be a closed subspace of Z. Let α(·, ·) be a continuous bilinear
form on Z .
Assumption 1.1 The bilinear form α(·, ·) satisfies the inf-sup condition on Y , i.e.,













||u||Z ||v||Z ≥ α0 . (1.5)
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We consider a problem to find u ∈ Y satisfying
α(u, v) = (f, v)Z (1.6)
for all v ∈ Y , where f ∈ Z.
Lemma 1.1 Under Assumption 1.1, there exists a unique solution of (1.6).
Several proofs are found in [10, 13, 36].
Let h > 0 be a discretization parameter corresponding to a mesh size. For each h,
let Zh ⊂ Z and Yh ⊂ Y be finite-dimensional subspaces with Yh ⊂ Zh. We suppose
that αh(·, ·) is a continuous bilinear form on Z satisfying the following property.







||uh||Z ||vh||Z ≥ α1 . (1.7)
We call (1.7) ‘stability inequality’.
We consider a finite element problem to find uh ∈ Yh satisfying
αh(uh, vh) = (f, vh)Z , (1.8)
for all vh ∈ Yh, where f ∈ Z.
Lemma 1.2 Under Assumption 1.2, there exists a unique solution of (1.8).
Proof. Let A be a linear transformation from Yh to Yh defined by
(Auh, vh)Z = αh(uh, vh),
for all uh, vh ∈ Yh. The injectivity of A follows from (1.7). Since Yh is a finite-
dimensional vector space, the injectivity leads to the surjectivity of A. ¤






||uh||Z ||vh||Z ≥ α1 .
We make an assumption on the consistency of the finite element scheme:
Assumption 1.3 Let u ∈ Y and uh ∈ Yh be solutions of the variational problem
(1.6) and of the finite element problem (1.8), respectively. The bilinear form αh(·, ·)
satisfies
αh(u− uh, vh) = 0
for all vh ∈ Yh .
We make another assumption.
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Assumption 1.4 There exists a positive constant A1 such that for all positive num-
ber h, u ∈ Y , and vh ∈ Yh
αh(u, vh) ≤ A1||u||Z ||vh||Z .
We have an extension of Ce´a’s lemma [15, 10].
Theorem 1.1 Let u ∈ Y and uh ∈ Yh be solutions of the variational problem (1.6)
and the finite element problem (1.8), respectively.


















(ii) Under Assumptions 1.1, 1.2, and 1.3, the following estimate holds:
||u− uh||Z ≤ inf
vh∈Yh
(








(iii) Under Assumptions 1.1, 1.2, 1.3, and 1.4, the following estimate holds:





Proof. Let vh ∈ Yh. Then we have
||u− uh||Z ≤ ||u− vh||Z + ||uh − vh||Z




αh(uh − vh, wh)
||wh||Z












This inequality leads to the desired results. ¤
Let g ∈ Z and gh ∈ Zh. We define a subset Y (g) ⊂ Z and an affine finite element
space Yh(gh) ⊂ Zh by
Y (g) := {u ∈ Z ; u = v + g, v ∈ Y } ,
Yh(gh) := {uh ∈ Zh ; uh = vh + gh, vh ∈ Yh} .
Let f ∈ Z. We consider a problem to find u ∈ Y (g) satisfying
α(u, v) = (f, v)Z (1.9)
for all v ∈ Y .
Lemma 1.3 Under Assumption 1.1, there exists a unique solution of (1.9).
The result follows from the linearity of the bilinear form α(·, ·) and Lemma 1.1.
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Corresponding finite element problem is to find uh ∈ Yh(gh) satisfying
αh(uh, vh) = (f, vh)Z (1.10)
for all vh ∈ Yh.
Lemma 1.4 Under Assumption 1.2, there exists a unique solution of (1.10).
We make an assumption on the consistency in the same manner as Assumption 1.3:
Assumption 1.5 Let u ∈ Y (g) be a solution of the variational problem (1.9) and
uh ∈ Yh(gh) be of the finite element problem (1.10), respectively. The bilinear form
αh(·, ·) satisfies
αh(u− uh, vh) = 0
for all vh ∈ Yh .
Theorem 1.2 Let u ∈ Y (g) and uh ∈ Yh(gh) be solutions of the variational problem
(1.9) and of the finite element problem (1.10), respectively.




















(ii) Under Assumptions 1.1, 1.2, and 1.5, the following estimate holds:
||u− uh||Z ≤ inf
vh∈Yh(gh)
(








Proof. Let vh ∈ Yh(gh). Since uh− vh ∈ Yh, we obtain desired estimates in the same
manner as Theorem 1.1. ¤
These estimates are used to establish error estimates of stabilized finite element
approximations to the Stokes problem described in Section 1.5, Theorem 1.4.
1.3.2 Matrix formulation of finite element equation
Let nZ := dimZh. We define an index set ΛZ := {1, 2, . . . , nZ}. Let {ϕα}α∈ΛZ be
a finite element basis of Zh. We define a vector space ~Z by ~Z := RnZ . A finite







We prepare the following vector space and affine space:
~Y := {~y ∈ ~Z ;
∑
α∈ΛZ
[~y ]αϕα ∈ Yh} , (1.13)
~Y (g) := {~y ∈ ~Z ;
∑
α∈ΛZ
[~y ]αϕα ∈ Yh(g)} . (1.14)
Let P~Y be the orthogonal projection of
~Z onto ~Y ,
(P~Y ~u, ~v)RnZ = (~u, ~v)RnZ
for all ~v ∈ ~Y . Let A ∈ RnZ×nZ be a stiffness matrix and ~f ∈ RnZ be a load vector
defined by
[A]αβ := αh(ϕβ, ϕα) (α, β ∈ ΛZ) , (1.15)
[~f ]α := (f, ϕα)Z (α ∈ ΛZ) . (1.16)
The finite element equation (1.10) is expressed by a matrix formulation, which is to
find ~u ∈ ~Y (g) satisfying
(A~u, ~v)RnZ = (~f, ~v)RnZ (1.17)
for all ~v ∈ ~Y . Since (1.10) has a unique solution, (1.17) has a unique solution and
the solution is obtained by the following way. Let ~ug ∈ ~Y (g). We solve a problem
to find ~u0 ∈ ~Y satisfying
(A~u0, ~v)RnZ = (~f −A~ug, ~v)RnZ (1.18)
for all ~v ∈ ~Y . Then ~u0 + ~ug ∈ ~Y (g) and it satisfies (1.17). The equation (1.18) can
be written with the projection P~Y as follows,
P~YAP~Y ~u0 = P~Y (~f −A ~ug) . (1.19)
1.3.3 Regularity of a matrix in a subspace
We define regularity of a matrix in a subspace. Let A be an N ×N real matrix.
Definition 1.1 Let ~V be a subspace of RN with dim~V = m. We define an m×m
matrix Am by
[Am]i j := (A~v
(j), ~v (i))RN (1 ≤ i, j ≤ m),
where {~v (j)}mj=1 is a basis of ~V . A is called regular in ~V if Am is regular.
Let A be regular in ~V . We consider a variational problem to find ~x ∈ ~V satisfying
(A~x, ~y)RN = (
~b, ~y)RN (1.20)
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for all ~y ∈ ~V , where ~b ∈ RN . Let P~V be the orthogonal projection of RN onto ~V ,
(P~V ~u, ~v)RN = (~u, ~v)RN for all ~v ∈ ~V .
The variational problem (1.20) is equivalent to the problem to find ~x ∈ ~V satisfying
P~VAP~V ~x = P~V
~b . (1.21)
Proposition 1.1 Suppose that A be regular in ~V . Then the variational problem
(1.20) has the unique solution that is expressed by ~x = (P~VAP~V )
†P~V~b. Here M
† is
the pseudo-inverse (the Moore–Penrose inverse) [24] of a matrix M .
1.3.4 Solvers for finite element equation
Since the finite element equation (1.10) has a unique solution, the coefficient matrix
of the linear system (1.19), P~YAP~Y is regular in ~Y and (P~YAP~Y )†P~Y (~f −A ~ug)+~ug
is the solution of (1.17). We will make some comments on solvers of the linear
system (1.19).
Krylov subspace methods
We note that the linear system (1.19) is considered in the space ~Y and the matrix
P~YAP~Y is regular in ~Y . Krylov subspace methods are suitable for solving the
linear system. The main procedure of the Krylov subspace methods consists of
multiplications of the matrix by the vector. To obtain a product of the matrix
P~YAP~Y and a vector, it is sufficient to know the values of the stiffness matrix
A and the way of operation of the projection P~Y . We need not to know the exact
values of all entries of the matrix P~YAP~Y . In addition, we also need not to know any
information on the kernel of the stiffness matrixA. When the matrixA is symmetric,
the conjugate gradient (CG ) method [26] is used. Otherwise, the bi-conjugate
gradient (BiCG ) method [20], the generalized minimal residual (GMRES ) method
[40], or the generalized conjugate residual (GCR ) method [19] is used. We employ
the CG method to solve finite element equations of the Stokes problems. Details of
the CG method for a symmetric matrix are discussed in Section 2.3.
A solver by fixing some data on finite element nodes
In conventional codes of finite element methods [5], a regular coefficient matrix
of the linear system is obtained by fixing some data on finite element nodes and
removing some rows and columns of the stiffness matrix. Then, the solution is
adjusted by restoring data from the kernel of the stiffness matrix. This procedure
can be summarized as a general method to find a solution of the problem (1.18).
We will precisely show the method for the problem with a symmetric matrix A in
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Appendix A.1. This method is feasible under an assumption that the dimension of
the image of the stiffness matrix is equal to the dimension of the solution space. We
will show this condition is not satisfied in the Stokes equations in a spherical shell
domain with slip boundary conditions imposed: the Slip Problem, in Appendix A.2.
This is the reason why we use a Krylov subspace method.
1.4 A weak formulation of the Stokes problem
Bilinear forms and weak formulations
Let Hm(Ω) be the standard Sobolev space [15, 23] with a nonnegative integer m,
and its norm is denoted by || · ||m. When m = 0, it is written as L2(Ω). The symbols
L2(Ω)3 and H1(Ω)3 denote the R3-valued function spaces whose components belong
to L2(Ω) and H1(Ω), respectively. We use the same notation (·, · ; Ω) to represent
the inner products in both L2(Ω) and L2(Ω)3, i.e., for u, v ∈ L2(Ω)3 and p, q ∈ L2(Ω),
(u, v ; Ω) :=
∫
Ω
u · v dx ,
(p, q ; Ω) :=
∫
Ω
p q dx .
We also use the same notation for the norm || · ||0 in scalar- and vector-valued L2-
functions. We prepare the following bilinear forms: for u, v ∈ H1(Ω)3, q ∈ L2(Ω) ,
a(u, v ; Ω) := 2
∫
Ω
D(u) : D(v) dx,
b(v, q ; Ω) := −
∫
Ω
∇ · v q dx ,
where
D(u) : D(v) :=
∑
1≤i,j≤3
[D(u)]i j[D(v)]i j .
We omit Ω if there is no confusion, e.g., we use (·, ·) in place of (·, ·,Ω) and a(·, ·) in
place of a(·, · ; Ω). We prepare the following Hilbert spaces for both problems:
X := H1(Ω)3,
Q := L20(Ω) =
{
q ∈ L2(Ω) ; (q, 1) = 0} . (1.22)
We use L2(Ω)-norm for Q.
In the Dirichlet Problem we define a subset V (g) and a space V by
V (g) := {v ∈ X ; v = g on Γ} , (1.23)
V := V (0) . (1.24)
We note that V is equivalent to the space H10 (Ω)
3. We use H1(Ω)3-norm for V .
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A variational formulation for Problem 1.1 is to find (u, p) ∈ V (g)×Q satisfying
a(u, v) + b(v, p) = (f, v), (1.25a)
b(u, q) = 0 (1.25b)
for all (v, q) ∈ V ×Q.
We note that the Dirichlet boundary conditions (1.2) is a type of essential bound-
ary conditions, and it characterizes the subset V (g).
In the Slip Problem we define subsets W (gn) and V (gn) and spaces W and V by
W (gn) := {v ∈ X ; v · n = gn on Γ} ,
W := W (0),
V (gn) :=
{
v ∈ W (gn) ; (v, v(i)) = 0 (i = 1, 2, 3)
}
, (1.26)
V := V (0) , (1.27)
where v(i)(x) := e(i) × x, i = 1, 2, 3. Here e(i) is the unit vector to the xi-direction.
We use H1(Ω)3-norm for V .
A variational formulation for Problem 1.2 is to find (u, p) ∈ V (gn)×Q satisfying
a(u, v) + b(v, p) = (f, v) + 2
∫
Γ
gt · v ds, (1.28a)
b(u, q) = 0 (1.28b)
for all (v, q) ∈ V ×Q.
We note that (1.3a) is a type of essential boundary conditions, and it character-
izes the subset V (gn), and that (1.3b) is a type of natural boundary conditions, and
it is included in the right-hand term of (1.28a).
Existence and uniqueness of the solution
In the Dirichlet Problem we have two inequalities that ensure the existence and
uniqueness of a solution of the Stokes problem. We assumed that in Problem 1.1,
Ω is the polyhedral bounded domain.
Lemma 1.5 Let V and Q be spaces defined by (1.24) and (1.22), respectively.















The coerciveness follows from Korn’s inequality [18, 11], i.e., there exists a positive
constant c such that ∫
Ω
D(v) : D(v) dx+ ||v||20 ≥ c ||v||21
for all v ∈ H1(Ω)3, and Poincare´’s inequality [11]. A proof of the inf-sup condition
is found in [23].
In the Slip Problem the external force f ∈ L2(Ω)3 and the shear stress gt ∈
H1/2(Ω)3 are assumed to satisfy a constraint,∫
Ω
f · v(i)dx+ 2
∫
Γ
gt · v(i)ds = 0 (i = 1, 2, 3) , (1.29)
where v(i)(x) = e(i) × x.
Remark 1.2
(i) v(i), i = 1, 2, 3, is a rigid body rotation and satisfies a(v(i), v(i)) = 0. The bilinear
form a is not coercive on W .
(ii) We have
∇ · v(i) = 0 (i = 1, 2, 3) .
We have the same results as in Lemma 1.5.
Lemma 1.6 Let V and Q be spaces defined by (1.27) and (1.22), respectively.
(i) a(·, ·) is coercive on V .
(ii) b(·, ·) satisfies the inf-sup condition on Q× V .
Proof.We will prove the coerciveness of a(·, ·). Since the subspace {w ∈ W ; a(w,w) =
0} is equal to the subspace: span[v(1), v(2), v(3)], the coerciveness of a(·, ·) follows
from Korn’s inequality [18, 11], i.e., there exists a positive constant c such that
a(v, v) ≥ c||v||21
for all v ∈ H1(Ω)3/R, where R is the set of rigid body motions,
R := {v ∈ H1(Ω)3 ; v(x) = a+ b× x, (a, b ∈ R3) } .
We will prove the inf-sup condition. Let v be any function in H10 (Ω)
3. We
decompose v as follows




(i), ci = (v, v
(i))/(v(i), v(i)) .






||q||Q||v||V ≤ c infq∈Q supv∈V
b(v, q)
||q||Q||v||V .
The assertion follows from Lemma 1.5, (ii). ¤
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In both the Dirichlet Problem and Slip Problem, we define the following bilinear
form: for (u, p), (v, q) ∈ V ×Q ,
A(u, p ; v, q) := a(u, v) + b(v, p) + b(u, q) .
From Lemmas 1.5 and 1.6 we obtain the following result.





A(u, p ; v, q)
||(u, p)||V×Q||(v, q)||V×Q ≥ α .
Its proof is found in [10].
We note that the bilinear form A(· ; ·) is symmetric. The existence and uniqueness
of a solution of the Stokes problems follows from Lemma 1.7.
Theorem 1.3
(i) For every f ∈ L2(Ω)3 and g ∈ H3/2(Γ)3, there exists a unique solution of (1.25)
and it satisfies (1.1) and (1.2).
(ii) For every f ∈ L2(Ω)3 and gt ∈ H1/2(Γ)3 satisfying (1.29), and gn ∈ H3/2(Γ),
there exists a unique solution of (1.28) and it satisfies (1.1) and (1.3).
Here Hm−1/2(Γ) is a Sobolev space on the boundary to which the trace of a function
in Hm(Ω) belongs.
Remark 1.3 In Theorem 1.3, we consider a smooth solution whose regularity is
higher than a weak solution of the Stokes problem with a variational form. Such
higher regularity of the solution is required in stabilization techniques for finite
element approximations, which will be described in Section 1.5.
1.5 A P1/P1 finite element approximation with
stabilization technique of Galerkin least squares
type or penalty type
Because our problem is considered in three dimension, we should be attentive to
computation costs. We employ an economical element combination, P1/P1, where
both the velocity and pressure are approximated by piecewise polynomials of degree
1. Note that the number of degrees of freedom of P1 (linear tetrahedral element) in Ω¯
is smaller than that of P0 (constant tetrahedral element). While the P1/P1 element
for the Stokes equations may much reduce memory requirements in comparison with
other elements such as P2/P1 element and iso-P2 P1/P1 element, it does not satisfy
the inf-sup condition that allows to solve the discretized Stokes problem [23]. We,
therefore, employ a stabilization technique of the Galerkin least squares (GLS ) type
[21, 27] or the penalty type [12]. We note that in case of P1 element, the Douglas–
Wang method [17], which is also a stabilized finite element method, is equivalent to
the GLS method.
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Figure 1.1. Nodes of a P1 element in three dimension
P1 finite element spaces
In the Dirichlet Problem, let Th be a partition of Ω¯ by tetrahedra, where h is the
maximum diameter of tetrahedral elements. In the Slip Problem, let Ωh be a poly-
hedral approximation to Ω and Th be a partition of Ω¯h by tetrahedra. We consider
a regular family of partitions {Th}h↓0 [15], i.e., there exists a positive constant σ0
such that for all h > 0 every element K ∈ Th contains a sphere with diameter
ρK ≥ hK/σ0, where hK is the diameter of K. The boundary of Ωh is denoted by Γh.
Let L11(Ω) be the P1 finite element space defined by
L11(Ω) := {v ∈ C0(Ω¯) ; v|K ∈ P1(K), K ∈ Th} ,
where P1 is the set of polynomials of degree 1. Degrees of freedom of P1 element are
numbers of the vertices of tetrahedra. We call each vertex of the tetrahedra ‘node’.






1 [x]1 + a
(k)




ψ(k)(Pl) = δk l,
where {Pl}4l=1 are nodes of K. Figure 1.1 shows nodes of the P1 element in three
dimension.
In the Dirichlet Problem we introduce finite element spaces Xh, Vh, and Qh
corresponding to X, V , and Q, respectively,
Sh := L11(Ω) ,
Xh := Sh
3 ,
Vh(g) := {vh ∈ Xh ; vh(P ) = g(P ) (∀P )} , (1.30)
Vh := Vh(0) , (1.31)
Qh := {qh ∈ Sh ; (qh, 1) = 0} , (1.32)
where P stands for a node on Γ.
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Lemma 1.8 Let Vh and Qh be finite element spaces defined by (1.31) and (1.32),
respectively. If u ∈ H2(Ω)3 ∩H10 (Ω)3 and p ∈ H1(Ω) ∩ L20(Ω), interpolation errors
by Vh and Qh are estimated by
inf
vh∈Vh
||u− vh||1 ≤ c h ||u||2 ,
inf
qh∈Qh
||p− qh||0 ≤ c h ||p||1 ,
where each c is a constant independent of h. Here L20(Ω) is defined in (1.22).
In the Slip Problem we use finite element spaces W˜h, V˜h, and Q˜h corresponding to
W , V , and Q, respectively,






vh ∈ X˜h ; (vh · nΩ)(P ) = gn(P ) (∀P )
}
,
W˜h := W˜h(0) ,
V˜h(gn) :=
{
vh ∈ Wh(gn) ; (vh, v(i))h = 0 (i = 1, 2, 3)
}
, (1.33)
V˜h := V˜h(0) , (1.34)
Q˜h :=
{
qh ∈ S˜h ; (qh, 1)h = 0
}
, (1.35)
where P stands for a node on Γh, nΩ is the unit outer normal to Γ. Since we use
the P1 element, every node P on Γh is on Γ. Here every integral over Ω is replaced
by that over Ωh. We express such integrals by adding the subscript h. For example,
we use ah(·, ·) in place of a(·, · ; Ωh) and (·, ·)h in place of (·, · ; Ωh).
We note that the rigid body rotation v(i), i = 1, 2, 3, belongs to W˜h.
Remark 1.4 Verfu¨rth [48] introduced a Lagrange multiplier to impose the slip
boundary conditions. We simply impose the slip boundary conditions at nodes
by using the normal vector to the exact domain, which does not deteriorate the
convergence rate.
To describe stabilized finite element schemes we prepare a bilinear form for




h2K(∇p, ∇q ; K) ,
where hK is the diameter of K. We recall that (·, · ; K) is the L2-inner product on
element K. We define a semi-norm | · |h for H1(Ω) by
|q|h := d(q, q)1/2 .
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Lemma 1.9
(i) We have the following estimate:
|qh|h ≤ c||qh||0 (1.36)
for qh ∈ Sh, where c is a constant independent of h.
(ii) If p ∈ H1(Ω), an interpolation error is estimated by
inf
qh∈Sh
|p− qh|h ≤ c h ||p||1 , (1.37)
where c is a constant independent of h.
Stabilized finite element methods
We define the following bilinear forms: for (uh, ph), (vh, qh) ∈ Xh × Sh ,






2∇ ·D(uh) +∇ph, 2∇ ·D(vh) +∇qh ; K
)
,
APenaltyδ (uh, ph ; vh, qh) := a(uh, vh) + b(vh, ph) + b(uh, qh)− δd(ph, qh) ,
where each δ is a positive constant. Since uh and vh belong to the P1 finite element
space, ∇ ·D(uh) and ∇ ·D(vh) vanish. We have
APenaltyδ (uh, ph ; vh, qh) = A
GLS
δ (uh, ph ; vh, qh) ,
for all (uh, ph), (vh, qh) ∈ Xh×Sh. Therefore, we write the bilinear form without the
symbols “Penalty” or “GLS” as Aδ(uh, ph ; vh, qh).
In the Dirichlet Problem we define functionals FGLSδ and F
Penalty
δ on Xh × Sh by
FGLSδ (vh, qh) := (f, vh)− δ
∑
K∈Th
h2K(f,∇qh ; K) , (1.38)
FPenaltyδ (vh, qh) := (f, vh) . (1.39)
A stabilized finite element problem of the GLS type for (1.1) and (1.2) is to find
(uh, ph) ∈ Vh(g)×Qh satisfying
Aδ(uh, ph ; vh, qh) = F
GLS
δ (vh, qh) (1.40)
for all (vh, qh) ∈ Vh ×Qh, and that of the penalty type for (1.1) and (1.2) is to find
(uh, ph) ∈ Vh(g)×Qh satisfying
Aδ(uh, ph ; vh, qh) = F
Penalty
δ (vh, qh) (1.41)
for all (vh, qh) ∈ Vh ×Qh.
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In the Slip Problem we consider the same finite element approximations as (1.40)
and (1.41) to (1.1) and (1.3). Here we use bilinear forms ah(·, ·), bh(·, ·), dh(·, ·),
the inner product (·, ·)h on the domain approximated by the polyhedron: Ωh, and
functionals FGLSδ and F
Penalty
δ defined by
FGLSδ (vh, qh) := (f, vh)h + 2
∫
Γh
gt · vh ds− δ
∑
K∈Th
h2K(f,∇qh ; K) ,
FPenaltyδ (vh, qh) := (f, vh)h + 2
∫
Γh
gt · vh ds .
A solution should be found in V˜h(gn)× Q˜h.
Error estimates of finite element solutions
Following Franca–Stenberg [22], we will review error estimates for the GLS method
and the penalty method of the Stokes problems.
Lemma 1.10
(i) a(·, ·) is uniformly coercive i.e., there exists a positive constant α0 such that for






(ii) b(·, ·) satisfies the uniform weak inf-sup condition, i.e., there exist positive con-




||vh||1 ≥ β0||qh||0 − β1|qh|h .
Since Vh ⊂ V , (i) is trivial. A proof of the uniform weak inf-sup condition (ii) is
found in [22].
In the Slip Problem almost same results on the coerciveness and the uniform weak
inf-sup condition hold on function spaces V˜h defined in (1.34) and Q˜h defined in
(1.35).
Lemma 1.11











||vh||1 ≥ β0||qh||0 − β1|qh|h .
A proof of the uniform coerciveness of ah(·, ·) is found in [44] and a proof of the
uniform weak inf-sup condition of bh(·, ·) is found in [46].
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Proposition 1.2 We have
Aδ(vh, qh ; vh, −qh) ≥ α0||vh||21 + δ |qh|2h , (1.42)
for all vh ∈ Vh and qh ∈ Qh.
Lemma 1.12
(i) Aδ(·, · ; ·, ·) is uniformly bounded, i.e., there exists a positive constant A1 such
that for all positive h and (uh, ph), (vh, qh) ∈ Vh ×Qh that
Aδ(uh, ph ; vh, qh) ≤ A1||(uh, ph)||V×Q||(vh, qh)||V×Q .
(ii) Aδ(·, · ; ·, ·) satisfies a stability inequality, i.e., there exists a positive constant





Aδ(uh, ph ; vh, qh)
||(uh, ph)||V×Q||(vh, qh)||V×Q ≥ α1 .
Proof. The uniform boundedness (i) is easily obtained from the Schwarz inequality
and (1.36). The stability inequality (ii) follows from the uniform coerciveness of
a(·, ·), the uniform weak inf-sup condition of b(·, ·), the inequality (1.42), and the
uniform boundedness (i). A complete proof is found in [22]. ¤
Theorem 1.4
(i) There exists a unique solution (uh, ph) ∈ Vh(g) × Qh of the problem (1.40) or
(1.41) for all positive δ.
(ii) Let (u, p) ∈ H2(Ω)3 ×H1(Ω) be the solution of (1.1) and (1.2). Let (uh, ph) ∈
Vh(g) × Qh be the solution of the problem (1.40) or (1.41). There exists a positive
constant c such that for all positive h
||u− uh||1 + ||p− ph||0 ≤ c h{||u||2 + ||p||1} .
Proof. Existence of a unique solution of problem (1.40) or (1.41) follows from Lemma
1.12 (ii) and Lemma 1.4.
In case of the GLS type, let (uh, ph) ∈ Vh(g)×Qh be the solution of (1.40). Let
vh ∈ Vh(g) and qh ∈ Qh be arbitrary functions. We have a consistency property on
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the bilinear form AGLSδ (·, ·) as follows:
AGLSδ (u− uh, p− ph ; vh, qh)




h2K(2∇ ·D(u) +∇p, 2∇ ·D(vh) +∇qh ; K)
−
{




h2K(2∇ ·D(uh) +∇ph, 2∇ ·D(vh) +∇qh ; K)
}
= (f, vh)− δ
∑
K∈Th











h2K(2∇ ·D(u) +∇p− f, 2∇ ·D(vh) +∇qh ; K)
= 0 .
Here the last equality is obtained from the fact that (u, p) ∈ H2(Ω)3×H1(Ω) is the
solution of (1.1) and (1.2). Using the Schwarz inequality on the inner product on
each element K, we obtain
sup
(wh,rh)∈Vh×Qh
AGLSδ (u− vh, p− qh ; wh, rh)
||(wh, rh)||V×Q
≤ A2 (||(u− vh, p− qh)||V×Q + h||∇ ·D(u)||0 + |p− qh|h) , (1.43)
where A2 is dependent on δ, but independent of h. Combining Lemma 1.12 (ii) and













The assertion follows from Lemma 1.8 and Lemma 1.9 (ii).
In case of the penalty type, let (uh, ph) ∈ Vh(g) × Qh be the solution of (1.41).
Let vh ∈ Vh(g) and qh ∈ Qh be arbitrary functions. Then we have
Aδ(u− uh, p− ph ; vh, qh) = −δd(p, qh) .
Using the Schwarz inequality on the inner product on each element K, we obtain







where c0 > 0. Here the last inequality follows from the inequality (1.36). We have
sup
(wh,rh)∈Vh×Qh
Aδ(u− vh, p− qh ; wh, rh)
||(wh, rh)||V×Q ≤ A3 (||(u− vh, p− qh)||V×Q + |p− qh|h) ,
where A3 is dependent on δ, but independent of h. From Theorem 1.2 (i), we get







||(u− vh, p− qh)||V×Q + A3
α1
|p− qh|h + h c0
α1
||∇p||0 .
This estimate leads to the desired result. ¤
In the Slip Problem, a similar result as Theorem 1.4 holds.
Theorem 1.5
(i) There exists a positive constant h0 such that for all h ∈ (0, h0], problem (1.40)
or (1.41) has a unique solution (uh, ph) ∈ V˜h(gn)× Q˜h.
(ii) Let (u, p) ∈ H2(Ω)3 × H1(Ω) be the solution of (1.1) and (1.3). There exist
positive constants c and h0 such that for all h ∈ (0, h0]
||u− uh||1 + ||p− ph||0 ≤ c h{||u||2 + ||p||1} .
Remark 1.5 We note that the weak form of the Stokes equations is of a saddle-
point type, while the discretized variational problem with stabilization terms is
not. The stability inequality in Lemma 1.12 (ii) plays a key role to guarantee the
existence and uniqueness of the solution of the discretized variational problem.
1.6 Summary
In this chapter we have reviewed stabilized finite element methods for the Stokes
equations with Dirichlet boundary conditions or slip boundary conditions. Consider-
ing the cost of 3-D computation, we used P1/P1 finite element approximation to the
Stokes problem. Because P1/P1 combination does not satisfy the inf-sup condition,
a stabilization technique of the GLS type or the penalty type was used. We have
presented an abstract formulation of the finite element method including stabiliza-
tion techniques, and have shown a finite element equation by discretized variational
form in the solution space with stiffness matrix on the whole nodes. Unfortunately,
the conventional solver in finite element codes has application limitations to finite
element equations and is not applicable to general problems. Therefore, we use a
Krylov subspace method that is applicable to any cases of finite element equations
and is suitable for large-scale 3-D problems. We will show details of the solver for
the Stokes problems in the next chapter.
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Chapter 2





Because it is required to produce a finite element solution of a large-scale 3-D prob-
lem in reasonable computation time with current computer resources, the solver
should perform fast computation with small memory storage. Therefore, it is very
important to construct an efficient solver for the finite element equations. It is also
necessary that its algorithm should be simple for ease of implementation, and should
be applicable to various problems. In the Stokes problem, several types of boundary
conditions appear. An answer for fast computation is to use the conjugate gradient
(CG ) method [26], which has low computation cost and can be parallelized eas-
ily. We add projection operations to the CG method to treat boundary conditions
and linear constraints. The CG method with a projection also satisfies the require-
ment for ease of implementation. To reduce memory requirements, we use a domain
decomposition into congruent subdomains.
Conjugate gradient method with orthogonal projection














where stiffness matrices A and B correspond to bilinear forms a(·, ·) and b(·, ·),
respectively, and a load vector ~f corresponds to an external force. By elimination
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of velocity, we obtain a linear system of pressure
S~p = ~g ,
where S is a Schur complement defined by BA−1BT and ~g = BA−1 ~f . When the
kernel of the transposed matrix BT is an empty set, S is positive definite and the CG
method is applicable to the linear system. An efficient preconditioner is proposed in
[16]. This method is called the pressure-matrix method [36]. We implemented this
method on a parallel computer for 2-D problems [41]. The pressure-matrix method
is also applicable to finite element equations obtained using stabilization techniques.
However, there are two difficulties with this method. One is how to construct the
matrix A that is positive definite and the matrix B whose transposed matrix BT has
the zero-dimension kernel with low computational cost for various types of boundary
conditions. Unfortunately, in the problem considered in a spherical shell domain
with the slip boundary conditions imposed, the kernel of the coefficient matrix of
the Stokes problem has a dimension of four, corresponding to rigid body rotations
and pressure lifting. The other difficulty is that, in a solver that consists of nested
loops, an outer loop for pressure and an inner loop for velocity, execution of the
nested loop may be slower than a single loop combining velocity and pressure.
We present a solver for the Stokes problems in the framework described in Section
1.3.2, where a discretized variational equation in the solution space is considered.
Our solver deals with the discretized equations expressed with a stiffness matrix that
is defined on all finite element nodes independently of the boundary conditions, and
an orthogonal projection onto the solution space. In the solution space for the
Stokes equations in a spherical shell domain with slip boundary conditions imposed,
normal components of the velocity on the boundary nodes vanish and the rigid body
rotations and pressure lifting are eliminated. Unfortunately, the generalized solver
of conventional finite element codes, which is described precisely in Appendix A.1,
is not applicable to the Stokes problem with slip boundary conditions. The solver
can be applied under the condition that the dimension of the image of the matrix
should be equal to the dimension of the solution space. However, this condition is not
satisfied in the case of the Stokes problem with slip boundary conditions, because
of perturbation from approximations by finite elements. On the other hand, our
solver can deal with different types of boundary conditions in the same framework,
and can be applied to the Stokes problem with slip boundary conditions.
Because the coefficient matrix of the Stokes problem with both unknown ve-
locity and pressure is symmetric, although it is indefinite, we use the CG method.
We also employ a preconditioning technique to improve the convergence of the CG
method. Here an indefinite matrix is used as a preconditioning matrix. It is known
that some algorithms can solve linear systems with indefinite symmetric matrices.
The SYMMLQ and MINRES methods have been developed [34]; in these algorithms
some preconditioners with positive definite matrices are applicable. For linear sys-
tems with unsymmetric matrices, the CSBCG method [4] has been proposed as a
variant of the bi-conjugate gradient (BiCG ) method [20] to avoid a kind of ‘break-
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down’ in the execution of the method, and it is applicable to symmetric matrices.
Such breakdowns of the BiCG method were investigated by Saad [39] and Joubert
[31]. The CG method consists of the simplest procedure in the Krylov subspace
methods, however, it may stop without finding any solution of a linear equation
with an indefinite matrix. Following works of Saad and Joubert, we obtain a nec-
essary and sufficient condition for no-breakdown of the preconditioned CG (PCG)
method. We verify that when a breakdown does not occur, the PCG method can
find a solution in a Krylov subspace.
A domain decomposition into congruent subdomains
For domains having some form of symmetry or periodicity, several computational
techniques have been developed to reduce the memory requirements. When a do-
main has a form of periodicity, by assuming a periodic solution, Zienkiewicz [51]
reduced the problem to one in a unit subdomain. When a domain has a form of
symmetry, Bossavit [8] presented a strategy to reduce the size of a finite element
problem by the group representation theory. Bonnet [9] extended this to the bound-
ary integral equation method. In their approaches, no symmetry is assumed for the
solution, although there is a restriction in the domain decomposition. Every sub-
problem should have the same type of boundary conditions imposed. We assume
that a domain is decomposed into congruent subdomains that are images of a ref-
erence domain transformed by orthogonal matrices. Decompositions of the finite
element matrix are performed independently of the boundary conditions. There-
fore, more flexible decompositions can be adopted. Because the boundary condi-
tions are treated by the projection operation, this strategy of the decomposition can
be adopted. Unfortunately, multiplications of the orthogonal matrix at each nodal
point, which cause additional costs, are necessary to transform stiffness matrices for
velocity unknowns. If a domain has a form of symmetry, it can be decomposed into
congruent subdomains that are transformed by orthogonal matrices whose compo-
nents consist of −1, 0, and 1. Using this domain decomposition, the finite element
matrices in the transformed subdomains are expressed by a sub-matrix in the ref-
erence subdomain by renumbering indices and changing signs. By this property, a
finite element matrix in the whole domain can be produced from a sub-matrix in the
reference subdomain. Therefore, we can drastically reduce the memory requirements
using the domain decomposition into congruent subdomains.
Organization of this chapter
In Section 2.2, we present the finite element equation with an orthogonal projec-
tion for the Stokes problem with Dirichlet boundary conditions or slip boundary
conditions. Second, we show the construction of orthogonal projections for both
boundary conditions. In Section 2.3, we investigate the preconditioned conjugate
gradient ( PCG ) method for indefinite symmetric matrices. We will show that with
successful execution of the PCG method, a solution is obtained in a Krylov subspace.
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Then, we introduce a preconditioner to the finite element equations of the Stokes
problems and demonstrate the convergence of the PCG method by numerical exper-
iments. In Section 2.4, we show an algorithm to reduce the memory requirements
for the stiffness matrices using domain decomposition into congruent subdomains.
The properties of the transformation of the scalar- and vector-valued finite element
bases and the finite element matrices are presented. We show numerical results of
reducing the memory for stiffness matrix in a spherical shell domain. In Section 2.5,
we present a parallel computation algorithm for a multiplication of a matrix by a
vector using domain decomposition into congruent subdomains. We show that the
domain decomposition algorithm is useful not only in parallel computation with a
shared-memory parallel computer, but also in serial computations with workstations
and vector computers.
2.2 Finite element equation with orthogonal pro-
jection that deals with boundary conditions
and linear constraints
2.2.1 Finite element basis and finite element matrices
Finite element basis
Let nG be the number of nodes in Ω¯. We define an index set ΛG := {1, 2, . . . , nG}
and denote a node by Pµ for µ ∈ ΛG. Let ΛΓ ⊂ ΛG be an index set of node on the
boundary Γ :
Pµ ∈ Γ (µ ∈ ΛΓ) .
We set nΓ := #ΛΓ, where # stands for the total number of elements of the set. Let
ΛS be an index set defined by {1, 2, . . . , nS}, where nS = nG and {ψµ}µ∈ΛS be a
finite element basis of Sh (scalar-valued P1 finite element space, see Section 1.5 for
its definition). The finite element basis satisfies
ψµ(Pν) = δµ ν (µ, ν ∈ ΛG) , (2.1)
where δµ ν is the Kronecker delta. Let ΛX := {1, 2, . . . , nX} be an index set and
{ϕα}α∈ΛX be a finite element basis of Xh (vector-valued P1 finite element space).
We associate a pair [α0, k] of a node index and a component index with an index
α ∈ ΛX and identify them as
α = [α0, k] (α0 ∈ ΛG, k ∈ {1, 2, 3}) .
The basis of Xh satisfies
[ϕα(Pβ0)]l = δαβ (α, β = [β0, l] ∈ ΛX) .
We note that the vector-valued basis is expressed by the scalar-valued basis as
[ϕα]l = δk lψα0 (α = [α0, k] ∈ ΛX , l = 1, 2, 3) . (2.2)
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Finite element matrices
Let A, B, D, M1 and M0 be stiffness and mass matrices defined by
[A]αβ := a(ϕβ, ϕα ; Ω) (α, β ∈ ΛX) , (2.3a)
[B]µβ := b(ϕβ, ψµ ; Ω) (µ ∈ ΛS, β ∈ ΛX) , (2.3b)
[M1]αβ := (ϕβ, ϕα ; Ω) (α, β ∈ ΛX) , (2.3c)
[D]µ ν := d(ψν , ψµ ; Ω) (µ, ν ∈ ΛS) , (2.3d)
[M0]µ ν := (ψν , ψµ ; Ω) (µ, ν ∈ ΛS) . (2.3e)
We note that the sizes of matrices A, B,M1, D, andM0 are nX×nX , nS×nX , nX×
nX , nS × nS, and nS × nS, respectively. In the Slip Problem, the stiffness and mass
matrices are computed in Ωh. The stiffness and mass matrices are independent of
the boundary conditions, therefore each matrix is generated by the same procedure
in both the Dirichlet Problem and Slip Problem except for the difference of the
domains concerned, Ω and Ωh.
2.2.2 Solution space for a finite element equation
Case of Dirichlet boundary conditions
In the Dirichlet Problem we define an index set ΛD for the Dirichlet data on the
boundary by
ΛD := {β = [β0, β1] ∈ ΛX ; β0 ∈ ΛΓ, β1 ∈ {1, 2, 3}} .
We put nD := #ΛD = 3nΓ. We define an affine space ~V (g), and vector spaces ~V
and ~Q by
~V (g) := {~v ∈ RnX ; (~v, ~e (β))RnX = [g(Pβ0)]β1 ( β ∈ ΛD ) } ,
~V := ~V (0) ,
~Q := {~q ∈ RnS ; (~q, M0~1 )RnS = 0} ,
corresponding to the finite element affine space Vh(g) and the finite element spaces Vh
andQh, respectively. Dimensions of ~V and ~Q are denoted by nV and nQ, respectively.
We note that nV = nX − nD and nQ = nS − 1. Here ~e (β) ∈ RnX is a unit vector:
[~e (β)]γ = δβ γ, and ~1 = (1, 1, . . . , 1)
T . Let P~V and P ~Q be the orthogonal projections
defined by
(P~V ~u, ~v )RnX = (~u, ~v )RnX for all ~v ∈ ~V ,
(P ~Q~p, ~q )RnS = (~p, ~q )RnS for all ~q ∈ ~Q .
The projections are expressed as





P ~Q~p = ~p− (~p, ~m)RnS ~m ,
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where ~m := M0~1/||M0~1||RnS . For the GLS type method, we define load vectors
~f1 ∈ RnX and ~f2 ∈ RnS by




h2K(f,∇ψµ ; K) (µ ∈ ΛS) .
For the penalty type method we set ~f2 = 0.
Case of slip boundary conditions
In the Slip Problem we prepare vectors {~n(j)}j∈ΛΓ ⊂ RnX corresponding to the unit
outer normal nΩ ∈ R3 to the boundary and {~v(j)}j=1,2,3 ⊂ RnX corresponding to the
rigid body rotations defined by
[~n(j)]α := δj α0 [nΩ(Pj)]α1 (j ∈ ΛΓ , α = [α0, α1] ∈ ΛX) , (2.4)
[~v (j)]α := [v
(j)(Pα0)]α1 (j ∈ {1, 2, 3} , α = [α0, α1] ∈ ΛX) . (2.5)
We note that
(~n(i), ~n(j))RnX = δi j (i, j ∈ ΛΓ).
We define affine spaces ~W (gn), ~V (gn) and vector spaces ~W , ~V , and ~Q by
~W (gn) := {~v ∈ RnX ; (~v, ~n(j))RnX = gn(Pj) (j ∈ ΛΓ)} ,
~W := ~W (0) ,
~V (gn) := {~v ∈ ~W (gn) ; (M1~v, ~v(j))RnX = 0 (j ∈ {1, 2, 3})} ,
~V := ~V (0) ,
~Q := {~q ∈ RnS ; (M0~q, ~1)RnS = 0} .
Dimensions of ~V and ~Q are denoted by nV and nQ, respectively. We note that
nV = nX − nΓ − 3 and nQ = nS − 1. Let P~V and P ~Q be the orthogonal projections
defined by
(P~V ~u, ~v )RnX = (~u, ~v )RnX for all ~v ∈ ~V ,
(P ~Q~p, ~q )RnS = (~p, ~q )RnS for all ~q ∈ ~Q .
Let vectors {~w(j)}j=1,2,3 satisfy
span[{~n(i)}i∈ΛΓ , {~w(j)}j=1,2,3] = span[{~n(i)}i∈ΛΓ , {M1~v(j)}j=1,2,3] ,
(~w(j), ~n(i))RnX = 0 (j = 1, 2, 3, i ∈ ΛΓ) ,
(~w(j), ~w(i))RnX = δi j (i, j = 1, 2, 3) ,
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and let ~m := M0~1/||M0~1||RnS . Here {~w(j)}j=1,2,3 can be generated by the Gram–
Schmidt orthogonization process. Then the projections are expressed as









P ~Q~p = ~p− (~p, ~m)RnS ~m .
We define load vectors ~f1 ∈ RnX and ~f2 ∈ RnS for the GLS type method by
[~f1]α := (f, ϕα)h + 2
∫
Γh




h2K(f,∇ψµ ; K) (µ ∈ ΛS) .
For the penalty type method we set ~f2 = 0.
2.2.3 A Finite element equation of the Stokes problem
The stabilized finite element method (1.40) or (1.41) is equivalent to a problem to
find (~u, ~p ) ∈ ~V (g)× ~Q satisfying
(A~u, ~v )RnX + (B~v, ~p )RnS = (
~f1, ~v )RnX , (2.6a)
(B~u, ~q )RnS − δ(D~p, ~q )RnS = (~f2, ~q )RnS , (2.6b)
for all (~v, ~q ) ∈ ~V × ~Q. In the penalty method ~f2 = 0 . This pair of the equations
can be rewritten in a matrix form including the orthogonal projections, as to find





















where ~ug belongs to ~V (g). Then, (~u, ~p ) = (~u0 + ~ug, ~p ) is a solution of the problem
(2.6).
We define an (nX +nS)× (nX +nS) matrix A to represent the coefficient matrix

















(i) A is regular in ~V × ~Q.
(ii) It holds that
#{λi > 0} = nV ,
#{λi = 0} = (nX + nS)− (nV + nQ) ,
#{λi < 0} = nQ .
Here nV = nX−nD in the Dirichlet Problem, nV = nX−nΓ−3 in the Slip Problem,
and nQ = nS − 1 in both cases.
Proof. The statement (i) follows from the property of the linear system of finite
element equations in the abstract framework described in Section 1.3.4. We will
prove only (ii). Since A is regular in ~V and D is regular in ~Q, we have
(P~VAP~V )
†(P~VAP~V ) = P~V ,
(P ~QDP ~Q)























where In is the identity matrix in Rn and SD is a Schur complement matrix of A
defined as
SD := δP ~QDP ~Q + (P ~QBP~V )(P~VAP~V )
†(P~VB
TP ~Q) .
Since A is positive definite on ~V and D is positive definite on ~Q, SD is positive
definite on ~Q for δ > 0. The assertion follows from the Sylvester law of inertia [24].
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Remark 2.1 We employ a preconditioned conjugate gradient method to solve equa-
tion (2.7). The computation procedure of the CG method consists of scalar-vector
multiplication, matrix-vector multiplication, vector addition, and inner product of
vectors. Therefore it need not know exactly each entry of the matrix, in fact, it is
sufficient to get the values of matrix-vector products. Of course, we can get each
element of an (nV +nQ)× (nV +nQ) matrix from the matrix A with an appropriate
basis of R(A). We note that the obtained matrix is regular and we can use a direct
method to solve such a linear system with the matrix. However, that procedure is
very costly and not suitable for large-scale computation from the viewpoint of both
memory requirements and computation speed. In our approach, the stiffness matrix
is generated on all finite element nodes and operations of orthogonal projection are
performed by procedures of inner product. Therefore, our solver is simple and easy
to implement. Efficiency in the large-scale computing will be shown in Sections 2.5.2
and 3.7.
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Remark 2.2 We note that the generalized version of a finite element solver in con-
ventional codes, which is described as Algorithm A.1 in Appendix A.1, is applicable
to the finite element equation of the Dirichlet Problem, but it is not applicable to
the Slip Problem. Algorithm A.1 is feasible under an assumption on the dimen-
sion of the stiffness matrix. In the Slip Problem, this condition is not satisfied due
to the following reason. To satisfy the assumption, surface integrations of outer
normal components of finite element base functions should vanish. The spherical
shell domain is approximated by a polyhedral domain in the Slip Problem. Hence,
the integration is considered on the surface of the polyhedron that differs from the
smooth surface of the spherical shell domain. Due to this perturbation caused by the
approximation of the domain, the surface integrations of outer normal components
of the finite element base functions do not vanish. Details are shown in Appendix
A.2.
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2.3 Preconditioned conjugate gradient solver for
the Stokes equations
2.3.1 Preconditioned CG solver for indefinite linear systems
In this section we omit the symbol “~ ” from the vector and the subscript RN from
the inner product of vectors, i.e., we write u in place of ~u and (·, ·) in place of
(·, ·)RN .
Let A be an N ×N real symmetric matrix with dimR(A) =M , where 0 < M ≤
N . We note that A may be indefinite. i.e., it may have positive, zero, and negative
eigenvalues. Let b ∈ R(A). We consider the problem to find x ∈ R(A) satisfying
Ax = b . (2.8)
There exists a unique solution x = A†b ∈ R(A). Here A† is the pseudo-inverse (the
Moore–Penrose inverse) of A . Let P be the orthogonal projection of RN onto R(A),
(Pu, v) = (u, v) for all v ∈ R(A) .
Let Q be an N × N real symmetric matrix with R(Q) = R(A). We call Q ‘pre-
conditioner’. It is desirable that QA approximates P and AQ approximates P in
real computations. We study an algorithm to solve the linear system (2.8) with
preconditioner Q.
Algorithm 2.1 PCG Algorithm
x0 ∈ R(A) ,
r0 := b− Ax0 ,
p0 := Qr0 ,
do n = 0, 1, . . . , until rn = 0
αn := (Qrn, rn)/(Apn, pn) ,
xn+1 := xn + αnpn ,
rn+1 := rn − αnApn ,
βn := (Qrn+1, rn+1)/(Qrn, rn) ,
pn+1 := Qrn+1 + βnpn ,
enddo.
Usually the preconditioned CG method is used to solve a linear system with a
positive definite matrix. A preconditioning matrix Q is also selected as a positive
definite matrix. The convergence of the CG method for the positive definite matrix
is shown in many text books, e.g. in [2, 24]. For the linear system with the symmet-
ric matrix including positive and zero eigenvalues, behavior of the convergence of
the CG method is reported in [32]. For the linear system with the symmetric matrix
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including positive and negative eigenvalues, the SYMMLQ and MINRES methods
are developed [34], where preconditioners with positive definite matrices are appli-
cable. Algorithm 2.1 restricted to the symmetric positive definite matrices A and Q
is found in [3]. However, in our study, we apply the CG method with an indefinite
symmetric preconditioner to a linear system with an indefinite symmetric matrix.
The idea of use of indefinite matrix as a preconditioner is found in the paper on the
CSBCG method [4].
The preconditioned CG method for a general symmetric matrix is regarded as
a variant of the bi-conjugate gradient (BiCG ) method [20]. We recall the BiCG
method to solve Ax = b.
Algorithm 2.2 BiCG Algorithm
x0 : initial vector ,
r0 := b− Ax0 ,
r0
? : initial ‘shadow’ residual ,




do n = 0, 1, . . . , until rn = 0
αn := (rn, rn
?)/(Apn, pn
?) ,
xn+1 := xn + αnpn ,
rn+1 := rn − αnApn ,
r ?n+1 := rn
? − αnATpn? ,




pn+1 := rn+1 + βnpn ,





The procedure of the PCG Algorithm is equivalent to the BiCG method with selec-
tion of the initial ‘shadow’ residual r?0 = Q
†r0, for the linear system
QAx = Qb .




The linear system is rewritten by using the initial vector x0 and the initial
residual r0 as the problem to find y ∈ R(A) satisfying
Ay = b− Ax0 = r0 . (2.9)
A solution x0 + y is equal to the solution of (2.8). The Krylov subspace is defined
with A, b, and n by
Kn(A, b) := span[b, Ab, . . . , A
n−1b] .
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Let N1 be a number defined by
N1(QA,Qr0) := min {n ; Kn(QA,Qr0) = Kn+1(QA,Qr0)} .
Remark 2.3
(i) We note that
K1(QA,Qr0) ⊂ K2(QA,Qr0) ⊂ · · · ⊂ KN1(QA,Qr0) = KN1+1(QA,Qr0) = · · ·
and KN1(QA,Qr0) is the largest Krylov subspace generated by QA and Qr0.
(ii) We have the following relations in Krylov subspaces generated by AQ and r0 :
K1(AQ, r0) ⊂ K2(AQ, r0) ⊂ · · · ⊂ KN1(AQ, r0) = KN1+1(AQ, r0) = · · · .
Here KN1(AQ, r0) is the largest Krylov subspace.


















i−1r0 ∈ KN1−1(AQ, r0) .
This contradicts the fact that KN1(AQ, r0) is the largest Krylov subspace generated
by AQ and r0. ¤
Lemma 2.1 A solution of (2.9) is found in the largest Krylov subspace:
A†r0 ∈ KN1(QA,Qr0) .























∈ KN1(QA,Qr0) . ¤
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Lemma 2.2 Suppose that matrix A be regular in KN1(QA,Qr0). Let u ∈ KN1(QA,Qr0)
be a solution of the problem satisfying
(Au− r0, y) = 0 for all y ∈ KN1(QA,Qr0) . (2.10)
Then u satisfies
(Au− r0, y) = 0 for all y ∈ R(A).
Proof. A vector u1 = A
†r0 ∈ KN1(QA,Qr0) satisfies
(Au1 − r0, y) = 0 for all y ∈ R(A).
From KN1(QA,Qr0) ⊂ R(A), we have
(Au1 − r0, z) = 0 for all z ∈ KN1(QA,Qr0).
Since the problem (2.10) has a unique solution, we have u1 = u. ¤
The PCG Algorithm may stop without finding the solution of (2.9), A†r0, due
to division by zero. Since A and Q are indefinite, (Apn, pn) and (Qrn+1, rn+1) may
vanish. We call such a situation ‘breakdown’ of the PCG Algorithm. We are going to
show a necessary and sufficient condition for no-breakdown of the PCG Algorithm.
Lemma 2.3 Let n be a number equal to or smaller than N1(QA,Qr0). Assume that
for all number l (0 ≤ l < n),
(Apl, pl) 6= 0 and (Qrl, rl) 6= 0 .
Then for all number m (1 ≤ m ≤ n) the followings hold:
(a) (rm, z) = 0 for all z ∈ Km(QA,Qr0) ,
(b) (Apm, z) = 0 for all z ∈ Km(QA,Qr0) ,
(c) span[Qr0, Qr1, . . . Qrm] = span[p0, p1, . . . pm] = Km+1(QA,Qr0) .
Proof. We will prove it by induction. When n = 1, we can show (a), (b), and (c) as
follows. We first obtain (a),
(r1, Qr0) = (r0 − α0Ap0, Qr0)
= (r0, Qr0)− α0(Ap0, Qr0)





Second, we obtain (b), by virtue of symmetry of both A and Q,
(Ap1, Qr0) = (Qr1 + β0p0, Ap0)

















Here α0 6= 0 from the assumption with n = 1, i.e., (Ap0, p0) 6= 0 and (Qr0, r0) 6= 0.
Finally, we note that (c) follows from definitions of r1, p0, and p1, and that α0 6= 0.
We assume that when n = k, (a), (b), and (c) are valid. Since (c) holds when
m = k, any z ∈ Kk+1(QA,Qr0) is expressed by
z = z0 + γ1pk ,
where z0 ∈ Kk(QA,Qr0) and γ1 ∈ R . We first show that (a) holds for m = k + 1.
We note that rk+1 is orthogonal to both z0 and pk. In fact, we have, by virtue of
(a) and (b) when m = k,
(rk+1, z0) = (rk − αkApk, z0)
= (rk, z0)− αk(Apk, z0)
= 0 .
Further, we have, by virtue of (a) when m = k and (c) when m = k − 1,
(rk+1, pk) = (rk, pk)− αk(Apk, pk)
= (rk, pk)− (Qrk, rk)
(Apk, pk)
(Apk, pk)
= (rk, Qrk + βk−1pk−1)− (Qrk, rk)
= βk−1(rk, pk−1)
= 0 .
Second, we show that (b) holds for m = k + 1. We note that Apk+1 is orthogonal
to both z0 and pk. In fact, we have, by virtue of (a) when m = k + 1 and (b) when
m = k,
(Apk+1, z0) = (A(Qrk+1 + βkpk), z0)
= (rk+1, QAz0) + βk(Apk, z0)
= 0 .
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Further, we have, by virtue of (a) when m = k + 1 and (c) when m = k,















Finally, we note that (c) follows from definitions of rm+1 and pm+1 and that αm 6= 0.
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Lemma 2.4 Let n be a number that satisfies 0 ≤ n < N1. Then following two
statements are equivalent.
(a) (Apl, pl) 6= 0 and (Qrl, rl) 6= 0 (0 ≤ ∀l ≤ n) .
(b) A is regular in Kl+1(QA,Qr0) and Q is regular in Kl+1(AQ, r0) (0 ≤ ∀l ≤ n) .
Proof. We assume that (a) holds. Then, we have A is regular in Kl+1(QA,Qr0).





From Lemma 2.3, we have






αj(Apj, pk) = αk(Apk, pk) ,
for all k (0 ≤ k ≤ l). By the assumption (Apk, pk) 6= 0 for all k (0 ≤ k ≤ l), we get
y = 0 as a solution of the problem to find vector y ∈ Kl+1(QA,Qr0) satisfying
(Ay, z) = 0 for all z ∈ Kl+1(QA,Qr0) .
Therefore, we can obtain that A is regular in Kl+1(QA,Qr0). The regularity of Q
in Kl+1(AQ, r0) is obtained in the same manner.
We assume that (b) holds. We show that (a) holds by induction. When n = 0,
by definition of p0 = Qr0, we have (Ap0, p0) 6= 0. For 0 ≤ l ≤ n, we assume that (a)
and (b) are equivalent, and for l = n + 1, (b) holds. (Apn+1, pn+1) = 0 leads to a
contradiction as follows. Any z ∈ Kn+2(QA,Qr0) is expressed by
z = z0 + γ1pn+1 ,
where z0 ∈ Kn+1(QA,Qr0) and γ1 ∈ R. By Lemma 2.3 we would get
(Apn+1, z) = 0 for all z ∈ Kn+2(QA,Qr0) .
Since A is regular in Kn+2(QA,Qr0), we would obtain that pn+1 = 0. This contra-
dicts (c) with m = n + 1 in Lemma 2.3. We also find (Qrl, rl) 6= 0 in the same
manner. ¤
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Following Saad [39] and Joubert [31], we define moment matrices to describe a
necessary and sufficient condition for no-breakdown of the PCG Algorithm.
Definition 2.1 Let m be a number (1 ≤ m ≤ N1). We define m × m moment
matrices Am and Bm by
[Am]i j := ((QA)i+j−1Qr0, r0) (1 ≤ i, j ≤ m) ,
[Bm]i j := ((QA)i+j−2Qr0, r0) (1 ≤ i, j ≤ m) .
Let am := det Am and bm := det Bm.
Proposition 2.3 Let m be a number (1 ≤ m ≤ N1).
(i) am 6= 0 if and only if A is regular in Km(QA,Qr0) ,
(ii) bm 6= 0 if and only if Q is regular in Km(AQ, r0) .
Proof. Since {(QA)j−1Qr0}mj=1 is a basis of Km(QA,Qr0) for 1 ≤ m ≤ N1, we have
det[Qr0, (QA)Qr0, . . . , (QA)
m−1Qr0]TA[Qr0, (QA)Qr0, . . . , (QA)m−1Qr0] =
det
[{((QA)i+j−1Qr0, r0)}1≤i,j≤m] .
This relation means (i). We also obtain (ii) in the same manner. ¤
We get a necessary and sufficient condition for no-breakdown of the PCG Algorithm.
Theorem 2.1 Let x0 ∈ R(A). Suppose that am 6= 0 and bm 6= 0 for all m (1 ≤
m ≤ N1). Then the PCG Algorithm does not break down and xN1 is a solution of
Ax = b in R(A),
xN1 = A
†(b− Ax0) + x0 .
A sufficient condition of no-breakdown of the BiCG method is known.
Theorem 2.2 ( Joubert [31] ) Let A be an N ×N real regular matrix with at least
one real eigenvalue. Let N0 be a number defined by N0(A, y) = min {n ; Kn(A, y) =
Kn+1(A, y)} . Let k be a positive integer. Then
det[y, ATy, . . . (AT )m−1y]TAk[y, Ay, . . . Am−1y] 6= 0
for almost every vector y ∈ RN , where 1 ≤ m ≤ N0.
Theorem 2.3 Let Q be positive definite on R(Q). Then for almost every vector
x0 ∈ R(A), the PCG Algorithm does not break down.
Proof. There exists a Cholesky decomposition Q = W W T , whereW is a real matrix
and R(W ) = R(Q). We have
[Am]i j = ((W W TA)i+j−1W W T r0, r0)
= ((W TAW )i+j−1W T r0, W T r0) .
Since W TAW is real symmetric, all eigenvalues of W TAW are real. Using Theorem
2.2, we obtain the desired result. ¤
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2.3.2 Convergence history of preconditioned CG solver of
the Stokes equations
In this section, we will observe the convergence of the PCG Algorithm for the finite
element equations of the Dirichlet Problem by a numerical experiment.
In the PCG Algorithm, we have three requirements for the preconditioner Q.
The first requirement is that R(Q) = R(A), and the second is that both QA and
AQ should approximate P . The third is the following. Construction of Q and
multiplication of Q by a vector should be performed with low computation cost.
Incomplete Cholesky decomposition [24] is widely used as a perconditioner for the
CG method to solve a linear system with a positive definite matrix, because it meets
the second and third requirements. We add the orthogonal projection to a matrix
of incomplete Cholesky decomposition operation to meet the first requirement.
We recall the finite element equation of the Stokes problem with the Dirichlet






















, and ~ug belongs to ~V (g).
We present a practical version of the PCG Algorithm for the problem (2.8).
Algorithm 2.3
x0 ∈ R(A) ,
r0 := P (b− Ax0) ,
p0 := Qr0 ,
do n = 0, 1, . . . , until rn = 0
αn := (Qrn, rn)/(Apn, pn) ,
xn+1 := P (xn + αnpn) ,
rn+1 := P (rn − αnApn) ,
βn := (Qrn+1, rn+1)/(Qrn, rn) ,
pn+1 := P (Qrn+1 + βnpn) ,
enddo.
Here we apply projection P to updated vectors to keep them in R(A). In case of
the Stokes problem, R(A) is equal to the solution space ~V × ~Q. By this procedure
we can avoid instability caused by accumulations of round-off errors.
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where M˜ stands for an incomplete modified Cholesky decomposition of a matrixM ,
i.e., a product of a lower triangular matrix LM and a diagonal matrix DM is close
to the original matrix M ,
LMDMLM
T = M˜ ∼M .
We note that Q1 is positive definite on ~V × ~Q and Q2 is indefinite. We have
more freedom in construction of preconditioner in the class of indefinite symmetric
matrices than in the class of positive definite matrices.
We consider a test problem of the Dirichlet Problem, and set Ω := {x ∈ R3 ; 0.5 <
|x| < 1} . Suppose it has the solution:
u =
 sinx1 − x1 cosx2,2(sin x2 − x2 cosx3),
2 sin x3 − x3(cosx2 + cos x1)
 ,
p = sin x1 + sin x2 + sin x3 + c .
Dirichlet data are naturally chosen to be compatible with the solution. We employ
the stabilized finite element method of the penalty type (1.41) and set the stability
parameter δ to be 0.1.
Figure 2.1 shows a mesh of tetrahedra of a spherical shell domain with 117,540
nodes and 664,320 elements. An eighth part of the shell is cut off to show an
interior mesh. Table 2.1 shows degrees of freedom of the problem obtained from
discretization using the mesh. Table 2.2 shows an error of the finite element solu-
tion. Figures 2.2 and 2.3 show convergence histories of the PCG Algorithm with
preconditioner Q1 and Q2, respectively. In both cases of preconditioners, the PCG
Algorithm converges without breakdown. Some oscillation of residuals is observed
in both convergence histories. We note that, in the CG method for indefinite matri-
ces without any preconditioner, the convergence with similar oscillation is reported
[35]. After 200 times iteration we have obtained a numerical solution with relative
residual of 10−8. We can conclude that Algorithm 2.3 is very efficient to solve the
Stokes equations.
42
Figure 2.1. Mesh of tetrahedra of a spherical shell domain with 117,540 nodes and
664,320 elements
Table 2.1. Degrees of freedom of the Stokes problem
nX nS nX + nS nV + nQ
352,620 117,540 470,160 436,979
Table 2.2. Error of FEM solution
h ||u− uh||1/||u||1 ||p− ph||0/||p||0











































Figure 2.3. Convergence history of the PCG Algorithm with preconditioner Q2
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2.4 Domain decomposition into congruent subdo-
mains
In this section, we present a method to reduce memory requirements for finite ele-
ment matrices, which consists of domain decomposition into congruent subdomains.
2.4.1 A class of orthogonal transformations and domain de-
composition into congruent subdomains
LetR be an orthogonal matrix that is a product of a diagonal matrix S = diag{²k}1≤k≤3
with ²k = 1 or −1 and a permutation matrix P ,
R = S P . (2.11)
We call S ‘sign matrix’. Let F be an affine transformation in R3 defined by
F (x) := Rx+ c ,
where c ∈ R3 is a displacement vector. Let Ω be a domain in R3 and Ω′ be the image
of Ω by F . Let p and u be scalar- and vector-valued functions of x ∈ Ω, respectively.
We define the transformed scalar- and vector-valued functions of x′ := F (x) ∈ Ω′
by
p′ := p ◦ F−1 ,
u′ := R(u ◦ F−1) .
Let ∇′ be the nabla operator in x′ and D′(u′) be the tensor corresponding to D(u).
Lemma 2.5 We have
∇′ p′ = R∇ p , (2.12)
∇′ · u′ = ∇ · u , (2.13)
D′(u′) = RD(u)R−1 , (2.14)
D′(u′) : D′(v′) = D(u) : D(v) . (2.15)
Recall that
D(u) : D(v) =
∑
1≤i,j≤3
[D(u)]i j[D(v)]i j .




Ω¯(i), Ω(i) ∩ Ω(j) = ∅ (0 ≤ i < j < p) .
Here Ω¯ means the closure of Ω. We call Ω(0) ‘reference subdomain’.
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Assumption 2.1 Every Ω(i) (i = 1, 2, . . . , p−1) is an image of the reference subdo-
main Ω(0) by an affine transformation F (i) with an orthogonal matrix R(i) = S(i)P (i)
and a displacement c(i) ∈ R3. Here S(i) is a sign matrix,
[S(i)]k l := δk l²
(i)
k ,
and P (i) is a permutation matrix.
We set the sign matrix S(0) and the permutation matrix P (0) to be equal to the
identity matrix.
Let T (0)h be the partition of Ω¯(0) by tetrahedra. Let T (i)h be the partition of Ω¯(i),
which is obtained by the partition T (0)h and the affine transformation F (i) as follows
T (i)h = {K ′ ∈ Th ; K ′ = F (i)K, ∀K ∈ T (0)h } (1 ≤ i < p) .
Assumption 2.2 A union of partitions
⋃p−1
i=0 T (i)h is a partition of Ω¯.
We suppose that a domain Ω is decomposable into subdomains satisfying As-
sumption 2.1 and a partition of the domain satisfies Assumption 2.2.
Let Λ
(i)
G ⊂ ΛG (#Λ(i)G = n(0)G ) be an index set of the nodes in Ω¯(i) for i =






f (i)(µ(0)) = µ(i) (µ(0) ∈ Λ(0)G , µ(i) ∈ Λ(i)G )
by x(Pµ(i)) = F
(i)x(Pµ(0)). The bijection f
(0) is identical on Λ
(0)
S . We define an index





G (0 ≤ i < p) ,
Λ
(i)
X := {α ∈ ΛX ; α = [α0, k], α0 ∈ Λ(i)G , k ∈ {1, 2, 3}} (0 ≤ i < p).








G for i = 0, 1, . . . , p − 1, and Λ(0)X =
{1, 2, . . . , n(0)X (= 3n(0)G )}. We define a bijection f (i)X from Λ(0)X onto Λ(i)X by
f
(i)







(i)] (α(0) = [α
(0)
0 , k
(0)] ∈ Λ(0)X ) ,
for i = 0, 1, . . . , p− 1. Here σ(i) is a permutation defining P (i),
[P (i)]σ(i)(k) k = 1 .
We note that
[R(i)]σ(i)(k) l = ²
(i)
σ(i)(k)
δk l (k, l ∈ {1, 2, 3}) .
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2.4.2 Finite element bases and matrices in subdomains
We have relations between a finite element base function in the reference subdomain
and that in transformed subdomains in both scalar- and vector-valued cases. We
recall that {φµ}µ∈ΛS is a scalar-valued finite element basis of Sh and {ϕα}α∈ΛX is a
vector-valued finite element basis of Xh.
Lemma 2.6 Let µ(i) = f (i)(µ(0)) for µ(0) ∈ Λ(0)S and α(i) = [α(i)0 , k(i)] = f (i)X (α(0))
for α(0) = [α
(0)
0 , k
(0)] ∈ Λ(0)X , respectively. Then we have






R(i)(ϕα(0) ◦ F (i)
−1
) .
Proof. The relation between the scalar-valued base functions is trivial. We prove









































for n = 1, 2, 3. ¤
Let A(i), B(i), D(i), M
(i)
1 , and M
(i)
0 be stiffness sub-matrices and mass sub-matrices
in Ω(i) defined by
[A(i)]α(i) β(i) := a(ϕβ(i) , ϕα(i) ; Ω
(i)) (α(i), β(i) ∈ Λ(i)X ) , (2.16a)
[B(i)]µ(i) β(i) := b(ϕβ(i) , ψµ(i) ; Ω
(i)) (µ(i) ∈ Λ(i)S , β(i) ∈ Λ(i)X ) , (2.16b)
[M
(i)
1 ]α(i) β(i) := (ϕβ(i) , ϕα(i) ; Ω
(i)) (α(i), β(i) ∈ Λ(i)X ) , (2.16c)
[D(i)]µ(i) ν(i) := d(ψν(i) , ψµ(i) ; Ω
(i)) (µ(i), ν(i) ∈ Λ(i)S ) , (2.16d)
[M
(i)
0 ]µ(i) ν(i) := (ψν(i) , ψµ(i) ; Ω
(i)) (µ(i), ν(i) ∈ Λ(i)S ) . (2.16e)
We have relations on stiffness and mass matrices between the reference subdomain
and other subdomains.
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Theorem 2.4 Let α(0) = [α
(0)
0 , k
(0)] ∈ Λ(0)X , β(0) = [β(0)0 , l(0)] ∈ Λ(0)X , and µ(0), ν(0) ∈
Λ
(0)
S . We have














1 ]α(i) β(i) = [M
(0)
1 ]α(0) β(0) , (2.17c)
[D(i)]µ(i) ν(i) = [D
(0)]µ(0) ν(0) , (2.17d)
[M
(i)
0 ]µ(i) ν(i) = [M
(0)
0 ]µ(0) ν(0) , (2.17e)












(0)), µ(i) = f (i)(µ(0))
and ν(i) = f (i)(ν(0)).
Proof. We will prove the relation between the vector-valued stiffness matrices. We
obtain
































The relation between the vector-valued mass matrices is also obtained:
[M
(i)







































Relations between the scalar-valued stiffness and mass matrices are trivial. ¤
Transformation of finite element matrices are given by renumbering indices and
changing sings. We will introduce a strategy to restore values of the whole matrix
from values of the sub-matrix in the reference subdomain.
For µ ∈ ΛS and α ∈ ΛX we define I(µ) and I(α) by
I(µ) := {j ∈ {0, 1, . . . , p− 1} ; µ ∈ f (j)(Λ(0)S )},
I(α) := {j ∈ {0, 1, . . . , p− 1} ; α ∈ f (j)X (Λ(0)X )}.
For µ ∈ ΛS and j ∈ I(µ) we define µ˜(j) ∈ Λ(0)S as a unique element satisfying





































0 ]µ˜(j) ν˜(j) . (2.18e)





















Other relations are obtained similarly. ¤
Let u ∈ RnX be a given vector. The product of A and u is calculated in three




Step 1. Decompose the vectors into sub-vectors with signs: for j = 0, 1, . . . , p− 1,
[~v(j)]δ := ²
(j)
n [~u]f (j)X (δ)
(δ = [δ0, n] ∈ Λ(0)X ) , (2.19)
where f
(j)
X (δ) = δ
′ ∈ ΛX .
Step 2. Calculate matrix-vector products in subdomains : for j = 0, 1, . . . , p− 1,
~w(j) := A(0) ~v(j) . (2.20)








where α = [α0, k] ∈ ΛX and α˜(j) ∈ Λ(0)X .
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In this algorithm we only need to store A(0) and {²(j)k }k=1,2,3,j=0,...,p−1. Therefore,
memory requirement for a finite element solver is reduced drastically. The matrix-
vector multiplication is a main operation in the execution of the CG method.
2.4.3 Efficient memory reduction in a spherical shell domain
We consider a spherical shell domain
Ω := {x ∈ R3 ; R1 < |x| < R2} ,
which appears in the problem of Earth’s mantle convection. Details of the numerical
simulation of the problem are described in Section 3.
Proposition 2.4 An available number of subdomains produced by transformations
(2.11) is one of 2, 3, 4, 6, 8, 12, 16, 24, and 48.
Proof. The number of combination of three nonzero entries of such matrices is 6 and
the number of combination of signs at three entries is 23, because each entry can take
only −1 or 1. Hence, the maximum number of the subdomains is 48. Examples of
reference subdomains and generators of the orthogonal matrices are listed in Table
2.3. ¤
Figure 2.4 shows a partition of a spherical shell domain with data listed in Table
2.4 and a domain decomposition when p = 48. The reference subdomain is cut off
and every subdomain is shifted slightly to show the decomposition clearly.
From the relation between total matrices and sub-matrices, the size of memory
requirements in p subdomains would reduce to 1/p of that in a whole domain without
decomposition. In reality, however, we must keep additional storage in renumbering
the indices. We are going to see the practical reduction rates.
Since finite element matrices are sparse, it is efficient to store only nonzero
components. We employ the Compressed Row Storage (CRS) format[3]. Let A be
an nX × nX finite element matrix and nA be a number of nonzero components of
A. The CRS format uses three vectors ~vA ∈ RnA , ~cA ∈ NnA , and ~rA ∈ NnX+1.
Nonzero components of A are stored in ~vA, and information on rows and columns
in ~rA and ~cA, respectively. In detail, [~rA]i is set to be the total number of nonzero
components in rows of A with indices from 1 to i − 1. Let [A]i j be kth nonzero
component in ith row. Then we set [~vA]l = [A]i j and [~cA]l = j, where l = [~rA]i+k.
In usual computation, 8 and 4 bytes are necessary to store a real number with
double precision for values of the matrix and an integer for an index, respectively.
Therefore, to store the matrix A by the CRS format, 12nA + 4(nX + 1) bytes are
required.
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Table 2.3. Examples of decompositions of a spherical shell domain into congruent
subdomains (p : number of subdomains).
p reference subdomain generator of R(i)
2 Ω
(0)
2 := {x ∈ Ω ; x3 > 0} A3
3 Ω
(0)
3 := {x ∈ Ω ; x1 > x2, x1 > x3} B
4 Ω
(0)
4 := {x ∈ Ω ; x2 > 0, x3 > 0} A2, A3
6 Ω
(0)
6 := {x ∈ Ω ; x1 > |x2|, x1 > |x3|} A0, B
8 Ω
(0)
8 := {x ∈ Ω ; xi > 0 (i = 1, 2, 3)} A1, A2, A3
12 Ω
(0)
12 := {x ∈ Ω ; x1 > |x2|, x1 > |x3|, x2 > x3} A0, B, C
16 Ω
(0)




{x ∈ Ω ; xi > 0 (i = 1, 2, 3),
x1 > x2, x1 > x3}




{x ∈ Ω ; xi > 0 (i = 1, 2, 3),
x1 > x2, x1 > x3, x2 > x3}
A1, A2, A3, B, C
Matrices A0, A1, A2, A3, B, and C are defined by
A0 =
−1 0 00 −1 0
0 0 −1
 , A1 =
−1 0 00 1 0
0 0 1
 , A2 =




1 0 00 1 0
0 0 −1
 , B =
0 1 00 0 1
1 0 0
 , C =
1 0 00 0 1
0 1 0
 .
Table 2.4. Mesh data of a spherical shell domain (nG : numbers of nodes, nE : num-
bers of elements, nS : degrees of freedom of scalar-valued unknowns, nX : degrees
of freedom of scalar-valued unknowns)
nG nE nS nX
324,532 1,868,544 324,532 973,596
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0 are symmetric matrices, the numbers of their




























#{j ∈ Λ(0)S ; [M (0)0 ]i j 6= 0, j ≤ i} .









. In order to practice Algorithm
2.4, we need integer vectors to realize the bijections f (j), f
(j)
X and to store sings
{²(j)k }1≤k≤3 for each j. Therefore, we need the following amounts of memory in
bytes for p(≥ 2) :
mA(p) := 12nA(0) + 4(n
(0)
X + 1) + 4p(n
(0)
X + 3), (2.22a)
mB(p) := 12nB(0) + 4(n
(0)








X + 1) + 4p n
(0)
X , (2.22c)
mD(p) := 12nD(0) + 4(n
(0)
S + 1) + 4p n
(0)
S , (2.22d)
mM0(p) := 12nM(0) + 4(n
(0)
S + 1) + 4p n
(0)
S . (2.22e)
For p = 1, they are
mA(p) := 12nA + 4(nX + 1), (2.23a)
mB(p) := 12nB + 4(nS + 1), (2.23b)
mM1(p) := 12nM1 + 4(nX + 1), (2.23c)
mD(p) := 12nD + 4(nS + 1), (2.23d)
mM0(p) := 12nM0 + 4(nS + 1). (2.23e)
We note that mM0(p) = mD(p) for p ≥ 1. We evaluate reduction rate of memory
reqiurement for a matrix C by mC(p)/mC(1).
Now we employ the P1 element. In Table 2.4 we gave parameters for mesh
of tetrahedra of a spherical shell domain. Figure 2.5 shows the number of nodes
and the numbers of of nonzero components of the stiffness and mass matrices in
the reference subdomain against the number of subdomains. Figure 2.6 shows the
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sizes of memroy requirements for stiffness and mass matrices against the number
of the subdomains. The third terms of (2.22) show the memory requirements for





S increase slightly as the number of subdomains becomes large because
there are overlaps of nodes on the interface. Therefore reduction rate of memory
requirements does not vary linearly, which are observed most clearly in case of the
matrix B in Figure 2.6. With 48 subdomains, reduction rate for the matrix B is
1/17.8.
2.5 Parallel computation
2.5.1 Parallel computation of matrix-vector product
By Algorithm 2.4, a matrix-vector multiplication can be computed with work-vectors
in subdomains, and the sub-matrix in the reference subdomain. This algorithm is
not only efficient in reducing memory requirements but also in parallel computation.
We consider an implementation of Algorithm 2.4 on some parallel computers with
shared memory.




∂Ω(i) ∩ ∂Ω(j) , (2.24)
where ∂Ω(i) denotes the boundary of Ω(i). We decompose index set Λ
(i)
X into a union
of node indices in subdomain and that on the interface as follows. We define index
sets Λ
(i)





X, I := {α = [α0, α1] ∈ Λ(i)X ; Pα0 ∈ Ω(i) ∪ (∂Ω(i) \ F), α1 ∈ {1, 2, 3}} , (2.25)
Λ
(i)
X,B := {α = [α0, α1] ∈ Λ(i)X ; Pα0 ∈ ∂Ω(i) ∩ F , α1 ∈ {1, 2, 3}} , (2.26)














I(α) = {i} for α ∈ Λ(i)X, I ,
#I(α) > 1 for α ∈ Λ(i)X,B .







































Figure 2.5. Numbers of nonzero components of matrices and nodes in the reference
subdomain in case of the spherical shell domain ( A, B, M1, D denote the numbers of
nonzero components of the stiffness and mass matrices nA(0) , nB(0) , nM(0)1
, and nD(0) ,






























Figure 2.6. Memory requirements to store matrices in case of the spherical shell










(j)]α˜(j) (α = [α0, k] ∈ ΛX,B). (2.30)
Procedure (2.29) are executable independently among subdomains. For parallel








X,B ∩ Λ(j),PX,B = ∅ (0 ≤ i < j < P − 1) ,







while indices {Λ(i)X,B}0≤i<p−1 are overlapping.
Now we present a parallel version of Algorithm 2.4. We suppose that the number
of processors P is a divisor of subdomain number p. We put m := p/P .
Algorithm 2.5
parallel do r = 0, . . . , P − 1
do s = 0, . . . ,m− 1
j := r ×m+ s;
[~v (j)]δ := ²
(j)
n [~u]f (j)X (δ)
(δ = [δ0, n] ∈ Λ(0)X );















(j)]α˜(j) (α = [α0, k] ∈ Λ(r),PX,B );
enddo.
In Algorithm 2.5 “barrier” stands for a synchronization among parallel processes.
Every process will wait until completion of other processes. Since we use parallel
computers with shared memory, there is no requirement for data transfer, which is,
however, critical operation in parallel computers with distributed memory.
Remark 2.4 Since we take number P to be a divisor of p, Algorithm 2.5 has almost
perfect load balance.
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2.5.2 Parallel efficiency on shared-memory computer
We have implemented Algorithm 2.5 on two kinds of parallel computers with shared
memory using OpenMP parallel library [33]. We show results of parallel computa-
tion on Fujitsu GP7000F and Compaq GS320 in Computing and Communication
Center, Kyushu University. Both computers are equipped with 32 processors.
Let p be a processor number and let t(p) be elapsed time with p processors. We
evaluate speed-up ratio in parallel execution by t(1)/t(p) and parallel efficiency by
t(1)/(p t(p)), respectively.
In Figures 2.7 and 2.8 we give computation time for the matrix-vector multipli-
cation of a stiffness matrix in the Stokes problem by a vector corresponding to both
velocity and pressure unknowns. Stiffness matrix A is generated by using the finite
element mesh in Figure 2.4 with parameter listed in Table 2.4. Length of the vector
is nX + nS = 1, 298, 128. In the spherical shell domain, the maximum number of
subdomains is 48 from Proposition 2.4. In this computation, the domain is divided
into the union of 48 subdomains and numbers of processors is taken as divisors of 48
less than 32, i.e. 1, 2, 3, 4, 6, 8, 12, 16, or 24. Figure 2.7 shows that Algorithm 2.5
has very good parallel efficiency. In case of GP7000F, with 24 processors, speed-up
ratio is 18.1 and parallel efficiency is 75.4%.
2.5.3 Speed-up on a single processor
Matrix-vector multiplication with CRS format
We have employed the CRS format for sparse matrices to reduce memory require-
ments. The CRS format is not suitable for random memory access, and hence, it is
not good at computation. We will see performance of a multiplication of a matrix
by a vector using the CRS format on the workstations and present a strategy for
fast computation. Figure 2.9 shows a data structure of the CRS format in the C
language[30]. Figure 2.10 shows a program fragment in C to calculate
~w := A~v ,
where ~v, ~w ∈ RnX and A ∈ RnX×nX . Here A is symmetric and has nA nonzero
entries. In a multiplication of a matrix by a vector, indirect memory access is
required to read and to write components of ~v (v[ ]) and ~w (w[ ]). Table 2.5
shows elapsed time to complete a matrix-vector multiplication and obtained Mflops
in the computation. Here, the size of the vector is nX = 973, 596 and the size of
nonzero components of the matrix nA = 21, 909, 498. In total 88.612 million floating









P : number of CPUs
O(1/P)
Figure 2.7. Elapsed time in a matrix-vector multiplication by GP7000F
0.1
1





P : number of CPUs
O(1/P)
Figure 2.8. Elapsed time in a matrix-vector multiplication by GS320
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#define SIZE /****/







Figure 2.9. Data structure of the CRS format in the C language (SIZE denotes




for (i = 0; i < SIZE; i++) {
w_tmp = 0.0;
j_begin = aa.row[i];
j_end = aa.row[i + 1] - 1;
for (j = j_begin; j < j_end; j++) {
j_tmp = aa.index[j];
w_tmp += aa.value[j] * v[j_tmp];
w[j_tmp] += aa.value[j] * v[i];
}
j_tmp = aa.index[j_end];
w_tmp += aa.value[j_end] * v[j_tmp];
w[i] += w_tmp;
}
Figure 2.10. A matrix-vector multiplication with the CRS format in the C lan-
guage
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Table 2.5. Elapsed time and flops of a matrix-vector multiplication




Speed-up on a single processor with cache memory
To utilize a cache memory for speed-up of a multiplication of a matrix by a vector,
a blocking algorithm [1] is proposed for dense matrices. This algorithm is obtained
by applying stripe-mine-and-interchange to an inner loop of a matrix multiplication.
This algorithm exploits contiguous memory access in computation of a dense matrix.
However, a sparse matrix requires random memory access. Because we need to
calculate multiplications of a sparse matrix by vectors, we have to develop a new
algorithm.
In Algorithm 2.5, we need to calculate matrix-vector multiplications in m times.
To show simply an idea to utilize a cache memory in the processor, we set P to be
1, which means serial computation. In Figure 2.11 we show a program fragment in
C to realize the procedure
do j = 0, . . . , p− 1
~w(j) := A(0) ~v (j) ;
enddo .
The outmost loop is driven by the index q over subdomains. We exploit repeat
of memory accesses to aa.index[ ] and aa.value[ ] in the loop on the index q
to utilize a cache memory in the processor. We call the loop on the index q ‘q-
loop’. The program fragment can be rewritten with interchanges of the i-loop or
the j-loop and the q-loop. In Figure 2.12, the q-loops over subdomains are located
innermostly. We call the program fragment in Figure 2.11 ‘loop1’ and one in Figure
2.12 ‘loop2’. In loop2, the value of stiffness matrix aa_value is stored in a cache
memory and accessed m times during execution of the q-loop. Therefore, we can get
speed-up in loop2 compared to loop1. Table 2.6 shows elapsed times of loop1 and
loop2, and speed-up ratios with GP7000F and GS320, where p = 48, n
(0)
X = 22, 932
and n
(0)
A = 484, 533.
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Table 2.6. Elapsed time of matrix-vector multiplications with loop1 and loop2
computer elapsed time (sec.) speed-up
loop1 loop2
GP7000F 2.013 1.060 1.98
GS320 0.528 0.273 1.93
for (q = 0; q < SBDMN; q++) {
for (i = 0; i < SIZE1; i++) {
w_tmp = 0.0;
j_begin = aa.row[i];
j_end = aa.row[i + 1] - 1;
for (j = j_begin; j < j_end; j++) {
j_tmp = aa.index[j];
w_tmp += aa.value[j] * v[q][j_tmp];
w[q][j_tmp] += aa.value[j] * v[q][i];
}
j_tmp = aa.index[j_end];




Figure 2.11. Matrix-vector multiplications with congruent subdomains: loop1
(SBDMN denotes the number of subdomains p, and SIZE1 the number of index #Λ
(i)
X .)
Speed-up on a single vector processor
Matrix-vector multiplications with the CRS format in Figure 2.11 are not suitable
for vector processing. Because of sparseness of the matrix, the innermost loop is
too short to utilize vector registers. In addition, we have another difficulty on
vectorization of preconditioned CG methods. A most common preconditioner using
incomplete Cholesky decomposition [24] is not easily vectorized especially with the
matrix derived from finite element method with an unstructured mesh. There is
another kind of storage format for the sparse matrix, the JDS format [3]. The
JDS format is constructed from the CRS format by sorting the rows of the matrix
in decreasing order of nonzero elements and then extracting element from each
row of sorted data in the column-direction. Since length of the innermost loop in
matrix-vector multiplications with the JDS format is very long, the JDS format is
suitable for vector processing. However, the JDS format is not applicable to the
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for (i = 0; i < SIZE1; i++) {




j_end = aa.row[i + 1] - 1;
for (j = j_begin; j < j_end; j++) {
j_tmp = aa.index[j];
aa_value = aa.value[j];
for (q = 0; q < SBDMN; q++) {
w_tmp[q] += aa_value * v[j_tmp][q];




for (q = 0; q < SBDMN; q++) {




Figure 2.12. Matrix-vector multiplications with congruent subdomains: loop2
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Table 2.7. Vector performances of loop1 and loop2
loop elapsed time Mflops average ratio of
(sec.) vector length vector operation
loop1 2.572 36.2 21.1 94.14
loop2 0.216 431.6 367.6 99.81
preconditioning operation with incomplete Cholesky decomposition. To vectorize
the PCG Algorithm we exploit the loop that is obtained by domain decomposition.
This kind of technique for vectorization is found in [42]. By this strategy the length
of the innermost loop becomes p times large as loop1, where p is a number of
subdomains. In this approach, there is no difficulty to vectorize the procedure of
solving linear systems with lower and upper tridiagonal matrices in operation of
preconditioning matrix to the residual vectors. We show performance of vector
processing on NEC SX-5 in Cybermedia Center, Osaka University. Table 2.7 shows
elapsed time, flops, average vector length, and ratio of vector operations obtained
in the matrix-vector multiplications. Data of degrees of freedom are the same as in
Table 2.6. We observe that in loop2 the average vector length becomes longer and
ratio of vector operations becomes bigger than in loop1.
2.6 Summary
We have developed an economical solver with a simple structure for the Stokes
problem, which is convenient to implement. Especially, our solver is suitable for
large-scale computation.
We have derived a finite element equation expressed with a stiffness matrix
on the whole finite element nodes and the orthogonal projection onto the solution
space considering boundary conditions and linear constraints to eliminate rigid body
rotations and pressure lifting.
We used the CG method with preconditioners that consist of indefinite symmet-
ric matrices. The property of finite termination of the PCG method for a linear
system with an indefinite symmetric matrix was verified theoretically, and the con-
vergence property was observed by numerical experiments.
We have proposed an algorithm by domain decomposition into congruent subdo-
mains to reduce the memory requirements. We have obtained simple representations
of matrices that refer to sub-matrices in a reference domain. The algorithm pre-
sented has three advantages: (i) efficient reduction of the memory requirements,
(ii) almost optimal load balance in parallel computing, and (iii) efficient use of a
cache memory and of vector registers. We observed these advantages in numerical
experiments using an example of stiffness matrix obtained by P1 element with a
tetrahedral mesh of a spherical shell domain.
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In Chapter 3, we will present the performance of the parallel Stokes solver applied
to the problem of Earth’s mantle convection, where temperature-dependent viscosity
is considered and a more complicated mesh subdivision is employed.
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Chapter 3
Application to Earth’s mantle
convection problem
3.1 Introduction
In this chapter, we review a problem of the Earth’s mantle convection and we show
the performance of our parallel Stokes solver applied to this problem.
A problem of the Earth’s mantle convection is described by the Rayleigh–Be´nard
equations with an infinite Prandtl number. In geophysical models, some complex
rheology is considered. The viscosity of the mantle is strongly dependent on the
temperature. The corresponding mathematical model becomes a nonlinear system
of the Stokes equations and the convection-diffusion equation in a spherical shell
domain. These two equations are coupled by the viscosity, the buoyancy and the
convection terms. Many authors have performed numerical simulations to analyze
the phenomenon using the spectral method [7], the finite element method [6], and the
finite volume method [29, 37, 38]. In former two simulations the viscosity is assumed
to be constant, not temperature-dependent. To the best of our knowledge, however,
there is no literature discussing the convergence of the numerical solutions. We use
the finite element scheme, whose convergence property has been mathematically
justified [46, 47]. The domain of the Earth’s mantle convection is a spherical shell
domain; nevertheless, we can use Cartesian coordinates. This coordinate system is
free from singularities on the poles that appear in spherical coordinates [29, 38]. In
the finite element method, we can use a non-uniform mesh to capture the drastic
change of unknown variables in the boundary layers. There are two difficulties in
solving the finite element problem. The first is in solving a problem in a 3-D spherical
shell domain, for which large-scale computation is required. The second difficulty
is in treatment of temperature-dependent viscosity. For example, with a linearized
Arrhenius law [37, 38], the viscosity depends exponentially on the temperature,
which demands a robust Stokes solver. We developed a finite element scheme for
the isoviscosity [46] and performed numerical simulations [43], then we extended the
scheme to temperature-dependent viscosity [47]. In the simulation code, almost all
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the time is consumed in solving the Stokes problem. Consequently, it is important
to develop a fast Stokes solver. We present an extension of the parallel Stokes solver
developed in Chapter 2 to variable viscosity.
Organization of this chapter
In Section 3.2, we review a mathematical model of Earth’s mantle convection with
temperature-dependent viscosity in a 3-D spherical shell domain. In Section 3.3, we
present a finite element scheme for the Rayleigh–Be´nard equations with an infinite
Prandtl number using piecewise linear elements and stabilization techniques. We
use the same finite element spaces for the velocity and the pressure as described in
Section 1.5 to treat the Stokes problems with slip boundary conditions. In Section
3.4, we show the P1/P1 stabilized finite element method of penalty type for the
Stokes problem with variable viscosity. We present an error estimate of the finite
element solution. In Section 3.5, we review an error estimate of the total finite el-
ement scheme for the Rayleigh–Be´nard equations with an infinite Prandtl number.
In Section 3.6, we show finite element equations with stiffness and mass matrices
of the Stokes problem and the convection-diffusion problem in the framework of
Section 1.3. We present a strategy to reduce memory requirements in computation
of the Stokes problem with temperature-dependent viscosity using domain decom-
position into congruent subdomains. In Section 3.7, we give numerical results on
the evolution problems of Earth’s mantle convection phenomena with isoviscosity or
temperature-dependent viscosity. Finally, we observe the convergence of the PCG
method in the Stokes solver with temperature-dependent viscosity and give the par-
allel performance of the solver.
3.2 Mathematical model of Earth’s mantle con-
vection problem
In this section we review a mathematical model for the Earth’s mantle convection.
The mantle is considered to be an incompressible fluid in the spherical domain
between the Earth surface and its core surface. The core surface is hot and the
surface of the Earth is cold. Gravity directs to the center of the Earth. We suppose





+ (u · ∇)u
}
+∇p−∇ · [2µD(u)] = −ρge(r),
∇ · u = 0,
∂θ
∂t
+ u · ∇θ −∇ · (κ∇θ) = f,
where u is the velocity, p the pressure, θ the temperature, ρ the density, µ the
viscosity, g the gravity acceleration, e(r) the unit radial vector (e(r)(x) = x/|x|), κ
the thermal diffusivity, and f the heat source.
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The density ρ is, in general, a function of the temperature and the pressure. We,
however, introduce the Boussinesq approximation to ρ, i.e., ρ of the buoyancy term
is replaced by
ρ = ρ0{1− α(θ − θ0)} ,
where α is the thermal expansion coefficient, and ρ0 and θ0 are a representative
density and a representative temperature, respectively, and ρ of the inertia term is
replaced by ρ0. We note that the pressure p and a representative pressure p0 do not
appear in the buoyancy term. Besides, we assume that the others, g, κ, and α are
positive constants. In a model of rheology of the mantle, the viscosity µ is strongly
dependent on the temperature. Ratcliff et al. [37] pointed out the importance of
this complex rheology in the spherical shell domain with numerical experiments. So,
we treat µ as a function of the temperature θ in a mathematical model.
Through scaling x, t, u, p, θ, f , and µ by the magnitude d, d2/κ, κ/d, µ0κ/ρ0 d
2,







+ (u · ∇)u
}
+∇p−∇ · [2µ(θ)D(u)] = Raθe(r),
∇ · u = 0,
∂θ
∂t
+ u · ∇θ −∇2θ = f,
where d is the depth of mantle, ∆θ is the difference of temperature, µ0 is the










respectively. Since Pr is of order 1023 ∼ 1024 in the mantle convection, we omit the
inertia term. Scaling again t by 1/Ra and u, p, and f by Ra, we obtain
−∇ · [2µ(θ)D(u)] +∇p = θe(r), (3.1a)
∇ · u = 0, (3.1b)
∂θ
∂t
+ u · ∇θ − 1
Ra
∇2θ = f . (3.1c)
We assume that the viscosity µ = µ(θ) is a positive function of θ.
Equations (3.1) are considered in a spherical shell domain
Ω := {x ∈ R3 ; 0 < R1 < |x| < R2} .
In case of the Earth R1 = 11/9 and R2 = 20/9. Let Γ1 and Γ2 be inner and outer
boundaries and Γ be the whole boundary Γ1 ∪Γ2. The slip boundary conditions for
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u and the Dirichlet boundary conditions for θ are imposed on Γ :
u · n = 0 , (3.2a)
D(u)n× n = 0 , (3.2b)
θ = θΓ , (3.2c)
where n is the unit outer normal and θΓ is a given temperature on the boundary.
Initial condition for θ at t = 0,
θ = θ0 (3.3)
completes a mathematical model of the Earth’s mantle convection, where θ0 is a
given temperature.
3.3 P1/P1/P1 finite element scheme for the
Rayleigh–Be´nard equations with an infinite
Prandtl number
Here we present a finite element approximation to the problem (3.1), (3.2), and
(3.3). We employ a cheap element combination P1/P1/P1, that is, velocity, pres-
sure, and temperature are all approximated by piecewise linear elements. Consid-
ering again computation cost, we employ the stabilization of the penalty type for
the Stokes problem with temperature-dependent viscosity. Details of this method
are described in Section 3.4. Since Ra is high in our problem, the convection term
is dominant in (3.1c). It is well known that the classical Galerkin method to the
convection-dominant equation causes numerical instability. To solve the equation
without numerical instability under high Rayleigh numbers, we use the stream up-
wind Petrov/Galerkin ( SUPG ) method [14, 21]. We note that, in case of P1 element,
the GLS method [28, 21] to convection-diffusion problem (3.1c) with P1 element is
equivalent to the SUPG method.
Let Ωh be a polyhedral approximation to Ω and Th be a partition of Ω¯h by tetra-
hedra, where h is the maximum diameter of tetrahedral elements. The boundary
of Ωh is denoted by Γh. We consider a regular family of subdivisions {Th}, h ↓ 0,
satisfying the inverse assumption [15], i.e., there exists a positive constant τ such
that minK∈Th hK ≥ τh for all h > 0. We use the same finite element spaces Wh,
Vh, Qh as defined for the Stokes problem with slip boundary conditions in Section
1.5. We introduce a finite element affine space Ψh(θΓ) and a finite element space Ψh
defined by
Ψh(θΓ) := {ψh ∈ Sh ; ψh(P ) = θΓ(P ) (∀P ) } ,
Ψh := Ψh(0) ,
where P stands for a node on Γh.
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We prepare the following bilinear and trilinear forms: for u, v ∈ Xh, q ∈ Sh,
and θ, ψ ∈ Sh ,
ah(µ ; u, v) := 2
∫
Ωh
µD(u) : D(v) dx,
bh(v, q) := −
∫
Ωh










∇θ · ∇ψ dx,





(u · ∇)θ ψ dx−
∫
Ωh
(u · ∇)ψ θ dx
}
.
Let ∆t be a time increment. The total numbers of time steps [T/∆t] is denoted
by NT . The value of vh at t = n∆t, n ∈ [0, NT ] is denoted by vnh . Let Πh be an
interpolation operator from L2(Ω) to Sh.
We approximate the time derivative ∂θ/∂t at t = (n + 1)∆t by the difference
quotient D∆tθ
n := (θn+1 − θn)/∆t. A stabilized finite element method for (3.1),











h , vh)h , (3.4a)
bh(u
n
h, qh)− δdh(pnh, qh) = 0 , (3.4b)
(D∆tθ
n
h , ψh)h + c0h(θ
n+1












h · ∇θn+1h , unh · ∇ψh ; K)







h · ∇ψh ; K) , (3.4c)
for all (vh, qh, ψh) ∈ Vh ×Qh ×Ψh and n ∈ [0, NT ] with an initial condition
θ0h = Πhθ
0 .
A positive constant δ is a stability parameter for the Stokes equations and τK is also













where hK is the diameter of element K, UK = |uh(GK)|, and GK is the barycenter
of K.




h) of (3.4a) and (3.4b) is obtained, and
then with unh, a unique solution θ
n+1
h of (3.4c) is obtained. Hence, starting from the
initial value θ0h, we can obtain the finite element solution {(unh, pnh, θnh)}.
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3.4 Stokes problem with variable viscosity and
stabilized finite element approximation
We again assume that Ω be a polyhedral bounded domain for simplicity. We consider
the linear Stokes problem with variable viscosity to find u and p satisfying
−2∇ · [µ(x)D(u)] +∇p = f in Ω , (3.5a)
∇ · u = 0 in Ω , (3.5b)
with Dirichlet boundary conditions u = g on Γ,
∫
Γ
g · nds = 0. Here µ ∈ C1(Ω¯)
means the viscosity coefficient. We suppose that there exists a positive number µ0
such that
µ(x) ≥ µ0 (x ∈ Ω¯) . (3.6)
We define a bilinear form APenaltyδ (· ; ·) on Xh × Sh, which depends on the viscosity,
in the same manner of Section 1.5 by
APenaltyδ (µh ; uh, ph ; vh, qh) := a(µh ; uh, vh) + b(vh, ph) + b(uh, qh)
− δd(ph, qh) , (3.7)
where δ is a positive constant and µh is an interpolant of µ by P1 element. We recall
the functional on Xh × Sh defined by
FPenaltyδ (vh, qh) := (f, vh) . (1.39)
Since we consider the problem in the polyhedral bounded domain with Dirichlet
boundary conditions, we use the affine space for the velocity Vh(g) defined in (1.30)
and the function space for the pressure Qh defined in (1.32). Now we present
a finite element problem by a penalty-type stabilization. The problem is to find
(uh, ph) ∈ Vh(g)×Qh satisfying
APenaltyδ (µh ; uh, ph ; vh, qh) = F
Penalty
δ (vh, qh) (3.8)
for all (vh, qh) ∈ Vh ×Qh.
Remark 3.1 We can also consider a finite element approximation with a GLS-type
stabilization technique to (3.5) by using a bilinear form on Xh × Sh,




h2K(−2∇ · [µhD(uh)] +∇ph,−2∇ · [µhD(vh)] +∇qh ; K) ,
and a functional on Xh × Sh,
FGLSδ (vh, qh) := (f, vh)− δ
∑
K∈Th
h2K(f, −2∇ · [µhD(vh)] +∇qh ; K) .
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The bilinear form AGLSδ includes the term ∇· [µhD(uh)]. It does not vanish element-
wise for the P1 element unless µ is constant, which increases considerably the com-
putation cost in the 3-D problem. That is the reason why we use the penalty-type
stabilization.
Lemma 3.1 There exists a positive constant c0 such that for all positive number h
and all vh ∈ Vh
a(µh ; vh, vh) ≥ µ0c0||vh||21 .
A proof is obtained by the positiveness of the viscosity coefficient (3.6).
Proposition 3.1 We have
APenaltyδ (µh ; vh, qh ; vh, −qh) ≥ µ0c0||vh||21 + δ|qh|2h ,
for all vh ∈ Vh and qh ∈ Qh.
From Lemma 3.1 and Proposition 3.1, we have the following stability inequality on
APenaltyδ (· ; ·) as same as the constant viscous case in Section 1.5, Lemma 1.12.






APenaltyδ (uh, ph ; vh, qh)
||(uh, ph)||V×Q||(vh, qh)||V×Q ≥ α1 .
Lemma 3.3 Let (u, p) ∈ H2(Ω)3 ×H1(Ω) be a solution of the continuous problem
(3.5) and (uh, ph) ∈ Vh(g) × Qh be a solution of the finite element equation (3.8).
There exist constants c1 and c2 such that for all positive number h and (vh, qh) ∈
Vh ×Qh
|APenaltyδ (µh ; u− uh, p− ph ; vh, qh)| ≤ c1 h |µ|1,∞||u||1||vh||1 + c2h||p||1||qh||0.
Here, |µ|1,∞ := maxj supx∈Ω |∂jµ(x)|.




µh(D(u)−D(uh)) : D(vh) dx+ b(vh, p− ph) + b(u− uh, qh)


















(µ− µh)D(u) : D(vh) dx
∣∣∣
≤δ|d(p, qh)|+ 2 sup
x∈Ω
|µ(x)− µh(x)|||D(u)||0 ||D(vh)||0 .
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The assertion follows from the inequality (1.36) and an estimate
sup
x∈Ω
|µ(x)− µh(x)| ≤ c h |µ|1,∞ ,
which is obtained from the fact that µh is the P1-interpolant of µ. ¤
Using Lemmas 3.2 and 3.3, and Theorem 1.2 (i), we obtain the existence and unique-
ness of the finite element solution and its error estimate for the variable viscous case
in the same manner of the Theorem 1.4 (ii) for the constant viscous case.
Theorem 3.1
(i) There exists a unique solution (uh, ph) ∈ Vh(g)×Qh of (3.8) for all positive δ.
(ii) Let (u, p) ∈ H2(Ω)3×H1(Ω) be the solution of the problem (3.5). Let the unique
solution (uh, ph) ∈ Vh(g)×Qh of the problem (3.8). There exists a positive constant
c such that for all positive h
||u− uh||1 + ||p− ph||0 ≤ c h{||u||2 + ||p||1} .
We can consider the linear Stokes equations (3.5) with variable viscosity and
slip boundary conditions in a spherical shell domain. The function space V˜h defined
in (1.34) is used for the velocity, and Q˜h defined in (1.35) is used for the pressure.
Convergence of the finite element solution by the penalty-type stabilization is also
obtained.
Theorem 3.2
(i) There exists a positive constant h0 such that for all h ∈ (0, h0], problem (3.8) in
V˜h × Q˜h has a unique solution (uh, ph) ∈ V˜h × Q˜h.
(ii) Let (u, p) ∈ H2(Ω)3 × H1(Ω) be the solution of the Stokes problem with slip
boundary conditions. There exist positive constants c and h0 such that for all h ∈
(0, h0],
||u− uh||1 + ||p− ph||0 ≤ c h{||u||2 + ||p||1} .
3.5 Error estimate of the scheme for the Rayleigh–
Be´nard equations with an infinite Prandtl num-
ber
We will review an error estimate of the finite element scheme for the Rayleigh–
Be´nard equations with an infinite Prandtl number. It is known that the scheme
(3.4) is unconditionally stable and that the finite element solutions converge to the
exact one [47]. To describe the error estimate, we prepare a norm. Let X be a










for 1 ≤ q <∞ ,
max
0≤n≤NT
||vnh ||X for q =∞ .
Theorem 3.3 Let (u, p, θ) be a solution of (3.1), (3.2), and (3.3) such that
u ∈C([0, T ] ;H2(Ω)3) ∩H1(0, T ;H1(Ω)3),
p ∈C([0, T ] ;H1(Ω)),
θ ∈H1(0, T ;H2(Ω)) ∩H2(0, T ;L2(Ω)).
Suppose that the initial value θ0h satisfies
||θ0h − θ0||0 ≤ c h||θ0||1 .
Then there exist positive constants c∗ = c∗(T ; u, p, θ) and h0 such that for all ∆t > 0
and h ∈ (0, h0],
||θh − θ||`∞(L2) , || 1√
Ra
(θh − θ)||`2(H1) ,
||√τ uh · ∇(θh − θ)||`2(L2) , ||
√
τ (D∆t + uh · ∇)(θh − θ)||`2(L2) ,
||uh − u||`∞(H1) , and ||ph − p||`∞(L2) ≤ c∗ (∆t+ h) .
Here, in the third and the forth terms, the values of the sequence at the (n + 1)th
step are evaluated as
√
τ unh · ∇ψn+1h ,√
τ
{
(ψn+1h − ψnh)/∆t+ unh · ∇ψn+1h
}
,
where ψnh := θ
n







A proof in the case of isoviscosity is found in [46]. Using the error estimate for the
Stokes problem with variable viscosity in Theorem 3.2, we obtain the desired result
in case of temperature-dependent viscosity.
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3.6 Finite element equations in matrix form
We will represent the finite element equations of (3.4) in a matrix form. Let A(~θn)






h)D(ϕβ) : D(ϕα)dx (α, β ∈ ΛX) . (3.9)
Other stiffness matrices and mass matrices for the Stokes problem, B, M1, D, M0
are the same as (2.3b), (2.3c), (2.3d), and (2.3e). We define stiffness matrices for
the convection-diffusion equation by
[C0]µ ν := c0h(ψν , ψµ) (µ, ν ∈ ΛM) ,
[C1(~u
n)]µ ν := c1h(u
n














h · ∇ψν , unh · ∇ψµ ; K) (µ, ν ∈ ΛM) .
We recall the solution spaces for the Stokes equations,
~V := {~v ∈ RnX ; (~v, ~n(j))RnX = 0 (j ∈ ΛΓ), (M1~v, ~v (i))RnX = 0 (i ∈ {1, 2, 3})},
~Q := {~q ∈ RnS ; (M0~q, ~1 )RnS = 0} ,
where ΛΓ is the index set of the nodes of the boundary Γ, and ~n
(j) and ~v(i) are
defined in (2.4) and (2.5), respectively. We define an affine space ~Ψ(θΓ) and a vector
space ~Ψ by
~Ψ(θΓ) := {~ψ ∈ RnS ; (~ψ, ~e (j))RnS = θΓ(Pj) (j ∈ ΛΓ)} ,
~Ψ := ~Ψ(0) .
The finite element scheme (3.4) can be rewritten as the problem to find (~un, ~p n, ~θn+1) ∈
~V × ~Q× ~Ψ(θΓ) for n (0 ≤ n < NT ) satisfying,
(A(~θn)~un +BT~p n, ~v )RnX = (~g(
~θn), ~v )RnX for all ~v ∈ ~V , (3.10a)






















~θn , ~ψ )RnS+(M0 ~f
n+1 +D1(~u
n)~fn+1, ~ψ)RnS
for all ~ψ ∈ ~Ψ , (3.10c)
with initial temperature ~θ
0
. Here ~g(~θn) corresponds to the buoyancy term θnhe
(r)
h ,
and ~fn+1 to the heat source term fn+1h .
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The discretized Stokes problem (3.10a), (3.10b) is solved by the PCG Algorithm
(the CG method with an indefinite preconditioning matrix, described in Section
2.3). To obtain ~θ
n+1
as the solution of (3.10c), we use the GCR method [19].








h)D(ϕβ) : D(ϕα)dx (α, β ∈ Λ(i)X ) .
Remark 3.2 Since the viscosity function is interpolated by P1 element and ϕα is



























is equal to Πh(µ(θh)) at the barycenter of K. We recall that an element stiffness
matrix on K in case of isoviscosity is
{2D(ϕβ) : D(ϕα)vol(K)}αβ (α, β ∈ ΛK) ,
where ΛK is an index set defined by
ΛK := {α = [α0, α1] ∈ ΛX ; {Pα0} are nodes of K, α1 ∈ {1, 2, 3}} .
Total stiffness matrix can be generated through multiplying the element stiffness
matrix by mean value of the viscosity over every element. Therefore, keeping element
stiffness matrices we can reduce the computation cost in generating stiffness matrix
at each time step.
Remark 3.3 Since the viscosity varies in the domain, the stiffness matrix in ith
subdomain A(i) cannot be transformed from A(0) in the reference subdomain with
any modification of signs corresponding to the orthogonal transform R(i). We
can slightly reduce memory requirements with the CRS format even in case of
temperature-dependent viscosity. Under Assumption 2.2 nodes in subdomains are
transformed by the orthogonal transformation from ones in the reference subdo-
main, and then relative positions of neighbor nodes do not change. Therefore,
positions of non-zero element of the stiffness matrix in subdomains are common
up to renumbering indices. In case of isoviscosity, the size of memory require-
ments without domain decomposition mA(1) = 12nA + 4(nX + 1) is reduced to
mA(p) = 12nA(0) + 4(n
(0)
X + 1) + 4p(n
(0)
X + 3). In case of temperature-dependent
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viscosity it is reduced to mA(p) = 8nA + 4nA(0) + 4(n
(0)
X + 1) + 4p(n
(0)
X + 3). Figure
3.1 shows the sizes of memory requirements for stiffness matrix A in both cases of
isoviscosity and temperature-dependent viscosity. With 48 subdomains, reduction
rates for the matrix A, which is defined in Section 2.4.3, are 1/25.9 and 1/1.47 for
the isoviscous case and the temperature-dependent viscous case, respectively. Since
other stiffness matrices and mass matrices are the same as ones in the isoviscous



























Figure 3.1. Required memories to store stiffness matrix A in isoviscous and
temperature-dependent viscous cases
3.7 Numerical results on Earth’s mantle convec-
tion
3.7.1 Simulation of evolution problem of Earth’s mantle
convection
We present numerical results of the problem (3.1), (3.2), and (3.3). The temperature
θΓ on the boundary is given by
θΓ = 1 on Γ1, θΓ = 0 on Γ2.
We use a linearized Arrhenius law for the viscosity [37, 38],
µ(θ) = exp[−(θ − 1/2) log b].
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Here, b is a positive number describing the ratio of the maximum to minimum
viscosity. The viscosity µ is normalized at θ = 1/2. The heat source f = 0 and the
initial temperature θ0 is given by




3 (ϕ, ψ) , (3.11)








Y mn is the normalized spherical harmonic function of degree n and order m, and
² = 0.1. This initial condition was used in [38]. We set Ra = 7, 000, which is 10
times as large as the critical Rayleigh number 711.95 in the isoviscous case [50].
We performed numerical simulations for this problem by the stabilized finite
element scheme (3.4). Figure 3.2 shows the mesh and Table 3.1 shows discretization
parameters for the computation. An eighth part of the shell is cut off to show an
interior mesh. We employ a non-uniform mesh, keeping the diameters of the surface
triangles of tetrahedra on the inner and outer spheres nearly equal. Elements are
densely located near the boundaries to approximate well the temperature in the
boundary layers. The stability parameter for the Stokes equations is 0.5 × 10−2.
Figures 3.3 and 3.4 show evolutions of the isothermal surfaces with b = 1 and
b = 100, starting from the initial temperature (3.11). The isothermal surfaces
θh = 0.2, 0.5, and 0.8 are drawn from inner to outer of the spherical shell domain.
We can observe four ‘plumes’ in both cases of viscosities. In case of temperature-
dependent viscosity, the viscosity increases and the velocity decreases at the place
where the temperature is low. The plume heads, therefore, flatten much more than
in the isoviscosity case.
Ratcliff et al. [38] showed some temperature distributions at the steady state
with various pairs of Rayleigh number and viscosity ratio. To reduce computation
cost, they exploited symmetry of the steady solution and reduced the problem in
a half of the spherical shell domain assuming reflective boundary conditions on its
artificial boundary. Similar tendency of the shape of the plume heads at θ = 0.2
was reported. By our solver, we can obtain solutions of evolution problems of
the convection in the whole spherical shell domain, and besides, we can observe
influences of the temperature-dependent viscosity on the plumes clear than their
work.
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Figure 3.2. Non-uniform mesh concentrated near the boundary
Table 3.1. Discretization parameters ( nG : numbers of nodes, nE : numbers of
elements, nV : degrees of freedom of velocity, nQ : degrees of freedom of pressure)
nG nE nV nQ nV + nQ h ∆t
324,532 1,868,544 948,629 324,531 1,273,160 0.145 2.5
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t = 0 t = 75
t = 150 t = 225
t = 300 t = 375
Figure 3.3. Isothermal surfaces of θh in the case b = 1; t = 0, t = 75, t = 150,
t = 225, t = 300, and t = 375
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t = 0 t = 75
t = 150 t = 225
t = 300 t = 375
Figure 3.4. Isothermal surfaces of θh in the case b = 100; t = 0, t = 75, t = 150,
t = 225, t = 300, and t = 375
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3.7.2 Convergence of the Stokes solver with temperature-
dependent viscosity
We demonstrate the convergence of the PCG Algorithm to solve the Stokes problem
with temperature-dependent viscosity in the Earth’s mantle convection. Finite ele-
ment equations to be solved are (3.10a) and (3.10b) in the solution space with the






























Here M˜ stands for an incomplete Cholesky decomposition of a matrix M , and M̂
stands for a diagonal matrix with diagonal elements of M . Matrices with subscript
II correspond to the index set of inner nodes in a subdomain, e.g., Λ
(i)
X ,I defined in
(2.25). Matrices with subscript BB correspond to the index set of interface, e.g.,
ΛX ,B defined in (2.28).
Figures 3.5 and 3.6 show convergence histories of the PCG Algorithm with pre-
conditioner Q3 for the Stokes problem with b = 1 and b = 100, respectively. In both
cases of viscosity ratio, temperature distribution at t = 225 is used. In both cases,
the PCG Algorithm converges with relative residual 10−6 after smaller than 1,600
iterations for the problem with 1,273,160 degrees of freedom. As the viscosity ratio
becomes bigger, convergence of PCG Algorithm becomes slower slightly. Neverthe-
less we get the solution after a small number of iterations compared to the degrees
of freedom.
3.7.3 Parallel performance of the Stokes solver
Preconditioning operation by matrix Q3 can be performed in parallel. Figure 3.7
shows parallel performance of the Stokes solver with b = 100 using Fujitsu GP7000F.
Because the PCG Algorithm does not depend on the viscosity ratio, the same parallel
performance is obtained in the case of higher viscosity ratio. We can conclude that






















































P : number of CPUs
O(1/P)
Figure 3.7. Elapsed time in the Stokes solver with b = 100 by GP7000F
3.8 Summary
In this chapter, we have shown an application of the parallel Stokes solver to the
problem of the Earth’s mantle convection. We have reviewed a mathematical model
of the Earth’s mantle convection that is described by the Rayleigh–Be´nard equations
with an infinite Prandtl number and temperature-dependent viscosity. The system
of equations consists of the Stokes equations and the convection-diffusion equation.
We have presented a finite element approximation to the system using stabilization
techniques of the penalty type for the Stokes equations and the SUPG type for the
convection-diffusion equation.
We have extended the stabilized scheme of the penalty type to the Stokes equa-
tions with variable viscosity, and have obtained an error estimate. Because the
viscosity depends on the temperature distribution in the domain, the values of the
stiffness matrix corresponding to the strain rate tensor are different among the po-
sitions of a node in the reference subdomain and of the transformed nodes in the
subdomains. Nevertheless, the locations of the nonzero entries of the matrix are
common over the subdomains. Each entry of the stiffness matrix is generated from
mean values of the viscosity on the elements to which the node belongs, and element
stiffness matrices. We could reduce computation cost drastically by storing element
stiffness matrices only in the reference subdomain. We concluded that a memory
reduction technique using domain decomposition into congruent subdomains is ap-
plicable, with some modification, to the temperature-dependent viscosity case.
We have shown the convergence of the PCG method by numerical experiments.
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A preconditioner is constructed in block-wise fashion with sub-matrices whose in-
dices correspond to the nodes in the interior of subdomains and to the nodes on
the interface among subdomains. We observed the convergence of the PCG solver
with relative residual of 10−6 after fewer than 1,600 iterations for the problem with
more than one million degrees of freedom and a viscosity ratio of 100. This com-
putation required only 13 minutes using the parallel computer, Fujitsu GP7000F,
with 24 processors. Therefore, we can say that our parallel Stokes solver has the
capability to find a large-scale finite element solution of a 3-D geophysical problem
in acceptable computation time.
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Conclusion
We have developed a parallel finite element Stokes solver that can perform large-
scale 3-D computation, using current computer resources. For its application to the
Earth’s mantle convection, we considered the linear Stokes equations with variable
viscosity in a spherical shell domain with slip boundary conditions imposed. Our
solver consists of efficient algorithms to achieve fast computation, with minimal
memory requirements. These algorithms are consistent with the framework of the
finite element method, and are simple to implement on parallel computers.
In General Introduction to this thesis, we have described the problems that may
be caused by some techniques used in conventional finite element codes. We have
resolved these problems and developed four new techniques as follows.
(i) We have used the same interpolation for both velocity and pressure by P1
element, which is the most economical element from the viewpoint of memory con-
sumption. Because, as is well known, a combination of P1/P1 elements does not
satisfy the inf-sup condition, we have used a stabilization technique. Considering the
cost of computation in the case of variable viscosity, we have employed a penalty-
type stabilization technique. In the case of constant viscosity, some error estimates
for both the penalty-type and GLS-type schemes are known. In this thesis, we have
also obtained an error estimate for the penalty-type scheme for the Stokes problems
with variable viscosity.
(ii) We have introduced the solution space whose functions satisfy conditions on
the normal components of the velocity (a part of the slip boundary conditions), and
constraints to eliminate rigid body rotations and pressure lifting. We have written
the finite element equation in matrix form using the stiffness matrix, which is con-
structed by standard finite element base functions independently of the boundary
conditions, and an orthogonal projection onto the solution space. We have also
expressed the orthogonal projection by inner products of the unknown vector, and
vectors corresponding to the unit outer normal on the boundary, the rigid body
rotations, and the constant pressure. A finite element solver to find a solution in
the Krylov subspace by the CG method has been obtained. The idea of using a
combination of the stiffness matrix defined on the all finite element nodes, and the
orthogonal projection onto the solution space makes the finite element solver simple
and allows memory reduction and parallel computation by the domain decomposi-
tion in (iv). Our solver is consistent with the framework of finite element methods
and is applicable to finite element equations with general bilinear forms and with
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several types of boundary conditions imposed.
(iii) We have verified that the CG method with an indefinite symmetric precondi-
tioning matrix can be applied to linear systems with indefinite symmetric coefficient
matrices. We have shown that with successful execution of the preconditioned CG
(PCG) method, the linear system can be solved in a Krylov subspace. In addition,
we have shown a necessary and sufficient condition for no-breakdown of the PCG
method. We have also presented a practical version of the PCG method by adding
projection operations to avoid the accumulation of round-off errors.
(iv) We have presented a method to reduce memory requirements for finite el-
ement matrices by domain decomposition into congruent subdomains. If a domain
has a form of symmetry, it can be decomposed into subdomains that are trans-
formed from the reference subdomain by orthogonal matrices whose components
consist of −1, 0, and 1. Using this domain decomposition, the finite element matri-
ces in the subdomains are expressed by a sub-matrix in the reference domain with
a slight modification. The modification is performed by renumbering the indices
and changing signs corresponding to the orthogonal matrices. We have proposed
a strategy to reduce the memory requirements using domain decomposition into
congruent subdomains, and have also proposed a procedure to calculate the matrix-
vector product, using work-vectors in the subdomains and the sub-matrix in the
reference domain. In numerical experiments using an example of a stiffness matrix
obtained by P1 element with a tetrahedral mesh of the spherical shell domain and
the decomposition of the domain into 48 congruent subdomains, we observed three
advantages of our domain decomposition algorithm: (a) efficient reduction of mem-
ory requirements, (b) almost optimal load balance in parallel computing, and (c)
efficient use of a cache memory and of vector registers. In the case of the Stokes
equations with temperature-dependent viscosity, by applying our domain decompo-
sition algorithm to the element stiffness matrix, the calculation cost of the stiffness
matrix corresponding to the strain rate tensor was considerably reduced.
We observed the convergence property and parallel performance of our solver
to the linear Stokes equations with temperature-dependent viscosity. We have con-
structed the preconditioner with an incomplete Cholesky decomposition in block-
wise fashion and with multiplications of the orthogonal projections from both sides.
We have achieved the convergence of the PCG solver with a relative residual 10−6
after fewer than 1,600 iterations for a problem with more than one million degrees
of freedom and a viscosity ratio of 100. This computation required 13 minutes using
the parallel computer, Fujitsu GP7000F, with 24 processors. Using our solver, we
have obtained solutions of evolution problems of Earth’s mantle convection, and
have observed specific influences of the temperature-dependent viscosity on the flow
pattern.
We conclude that our parallel Stokes solver has opened a practical way to large-




A solver of finite element equation
in conventional finite element
codes and its limitations
A.1 A generalization of a conventional solver
We first recall the problem (1.18) to obtain a solution of the finite element equation
(1.10): to find ~u0 ∈ ~Y satisfying
(A~u0, ~v )RnZ = (~f −A~ug, ~v )RnZ , (1.18)
for a fixed ~ug ∈ ~Y (g). Here ~Y and ~Y (g) are the vector space and the affine space
defined in (1.13) and (1.14), respectively. A is the nZ × nZ matrix defined in (1.15)
and ~f is the nZ-vector defined in (1.16).
We will comment a method to find a solution of (1.18) when A is symmetric. It
is a generalization of solvers in conventional finite element codes [5]. In this method,
a regular coefficient matrix of the linear system is obtained by fixing some data on
finite element nodes and removing some rows and columns of the stiffness matrix.
Then, the solution is adjusted by restoring data from the kernel of the stiffness
matrix. We rewrite the right-hand term of (1.18). Let ~b ∈ RnZ . We consider a
problem to find ~u ∈ ~Y satisfying
(A~u, ~v )RnZ = (~b, ~v )RnZ , (A.1)
for all ~v ∈ ~Y . Let nY := dim ~Y . R(A) and N(A) denote the image and the kernel
of the matrix A, respectively.
We make an assumption on the matrix A.
Assumption A.1 The matrix A is symmetric with dimR(A) = nY .
Let P be an orthogonal projection of RnZ onto R(A).
We prepare subspaces ~V1 and ~V2 whose dimensions are nY , and suppose that
subspaces satisfy the following assumption.
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Assumption A.2 Both subspaces ~V1 and ~V2 satisfy
~Vi ∩N(A) = {0} (i = 1, 2) .
Proposition A.1 Under Assumptions A.1 and A.2, we have
~V ⊥i ∩R(A) = {0}
for i = 1, 2.
A proof is easily obtained by expanding ~V ⊥i and N(A) with their bases.
Lemma A.1 Under Assumptions A.1 and A.2, A is regular in both ~V1 and ~V2.
Proof. We will show the injectivity of A in ~Vi. Let ~u ∈ ~Vi satisfy
(A~u, ~v )RnZ = 0
for all ~v ∈ ~Vi. We have A~u ∈ ~V ⊥i ∩ R(A). By Proposition A.1, we obtain A~u = 0.
Therefore, we have ~u ∈ ~Vi ∩ N(A). Then the injectivity follows from Assumption
A.2. The injectivity leads to the surjectivity of A in ~Vi. ¤
Corollary A.1 Let i = 1 or i = 2. Under Assumptions A.1 and A.2, a problem to
find ~xi ∈ ~Vi satisfying
(A~xi, ~v )RnZ = (~b, ~v )RnZ (A.2)
for all ~v ∈ ~Vi has a unique solution.
Theorem A.1 Under Assumptions A.1 and A.2, suppose that ~xi ∈ ~Vi be the solu-
tion of (A.2) for i = 1, 2. For each i = 1, 2, let ~ri ∈ ~V ⊥i satisfy
(I − P )~ri = −(I − P )~b . (A.3)
Then we have
~x1 = ~x2 +A†(~r1 − ~r2) + ~c , (A.4)
where ~c ∈ N(A).
Proof. Since P is the orthogonal projection onto R(A), we have
(I − P )(A~xi −~b− ~ri) = (I − P )(A~xi −
{
P~b+ (I − P )~b
}
− ~ri)
= (I − P )(A~xi − P~b)− (I − P )2~b− (I − P )~ri
= 0 .
Consequently, we obtain
(A~xi −~b− ~ri, ~w)RnZ = 0 for all ~w ∈ N(A) ,
(A~xi −~b− ~ri, ~v )RnZ = 0 for all ~v ∈ ~Vi .
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Since N(A) ∩ ~Vi = {0} and dimN(A) + dim ~Vi = nZ , these two relations lead to
A~xi −~b = ~ri .
Then we get
A(~x1 − ~x2) = (~r1 − ~r2)
= P (~r1 − ~r2) + (I − P )(~r1 − ~r2)
= P (~r1 − ~r2) + (I − P )(−~b− (−~b))
= P (~r1 − ~r2) .
Since the last term belongs to R(A), we have
~x1 = ~x2 +A†(~r1 − ~r2) + ~c ,
where ~c ∈ N(A). ¤
Remark A.1 We can determine the vectors ~ri and ~c in Theorem A.1 as follows. We
put m := nZ−nY . Let {~w (1), . . . , ~w (m)} be a basis of N(A), and let {~v (1)i , . . . , ~v (m)i }
be a basis of ~V ⊥i for i = 1, 2, respectively. The vector ~ri ∈ ~V ⊥i that meets the






(k))RnZµl = −(~b, ~w (k))RnZ for all 1 ≤ k ≤ m.





Since ~x1 ∈ ~V1, the vector ~c (=
∑m
l=1 νl ~w
(l)) ∈ N(A) is obtained by solving the





1 )RnZ νl = −(A†(~r1 − ~r2) + ~x2, ~v (k)1 )RnZ for all 1 ≤ k ≤ m. (A.5)
Now we present a solver for (A.1), which is a generalized version of solvers used
in conventional finite element codes. We make an assumption on right-hand vector
~b.
Assumption A.3 The vector in the right-hand term of (A.1) satisfies
~b ∈ R(A) .
Let ~V1 be the solution space ~Y . We prepare ~V2 defined by
~V2 := {~v ∈ RnZ ; (~v, ~e (µ))RnZ = 0 (µ ∈ Λ0 )},
where ~e (µ) is a unit vector and Λ0 is an index set with #Λ0 = nZ − nY . Here #Λ
stands for the total number of elements of a set Λ. We note that Λ0 should be so
chosen as to let ~V2 satisfy Assumption A.2. We put Λ1 := ΛZ \ Λ0.
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Algorithm A.1
Step 1. Let A˜ be an nY × nY matrix defined by
[A˜]µ˜ ν˜ = (A~e (ν), ~e (µ))RnZ (µ, ν ∈ Λ1) .
Let ~g be an nY -vector defined by
[~g ]µ˜ = (~b, ~e
(µ))RnZ (µ ∈ Λ1) .
Here, µ˜ ∈ {1, . . . , nY } stands for an index renumbered from µ ∈ Λ1. We note
that A˜ is nothing but a reduced matrix of A, where rows and columns with
indices in Λ0 are removed.
Step 2. Find a solution ~y2 ∈ RnY satisfying
A˜~y2 = ~g
by a linear solver of an iterative method or a direct method.
Step 3. Find a solution ~c ∈ RnZ satisfying (A.5) with ~r1 = ~r2 = 0.
Step 4. Renumbering indices of the vector ~y2, we get ~x2 ∈ RnZ as follows,
[~x2]µ = [~y2]µ˜ (µ ∈ Λ1) ,
[~x2]µ = 0 (µ ∈ Λ0) .
A desired solution of (A.1) is obtained as
~u = ~x2 + ~c .
We note that under Assumption A.3, we need not to calculate A†(~r1 − ~r2) in Step
3.
In many cases of finite element equations, Assumption A.1 on the dimension of
the image of the stiffness matrix is satisfied. The condition is that the dimension of
the image of the stiffness matrix should be equal to the dimension of the solution
space. But, in general, Assumption A.1 is not satisfied. For example, perturbations
from discretizatations of the continuous problem cause the inconvenience. In Ap-
pendix A.2, we will show an example of finite element equation where Algorithm
A.1 is not applicable.
A.2 Limitations of a conventional solver in appli-
cation to the Stokes problems
We will show Algorithm A.1 in Appendix A.1, which is used in conventional finite
element codes, is applicable to the finite element equation of the Stokes problems
or not.
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Case of Dirichlet boundary conditions
In the Dirichlet Problem, it is required to remove pressure lifting. For simplicity, we
assume that g = 0, i.e., homogeneous Dirichlet data. Let ΛV := ΛX \ΛD and let nV
denote #ΛV . We prepare stiffness matrices A˜ and B˜ defined by
[A˜]α˜ β˜ := a(ϕβ, ϕα ; Ω) (α, β ∈ ΛV ) ,
[B˜]µ β˜ := b(ϕβ, ψµ ; Ω) (µ ∈ ΛS, β ∈ ΛV ) .
Here α˜ ∈ {1, . . . , nV } is an index renumbered from α ∈ ΛV . We note that the sizes
of matrices A˜ and B˜ are nV ×nV and nS×nV , respectively. We put nZ := nV +nS.







We define vectors ~b, ~m′ ∈ RnZ by
[~b ]i :=
{
0 (1 ≤ i ≤ nV )
1 (nV + 1 ≤ i ≤ nZ) ,
[~m′]i :=
{
0 (1 ≤ i ≤ nV )
[~m]i−nV (nV + 1 ≤ i ≤ nZ) .
A solution space ~Y ⊂ RnZ is defined by
~Y := {~u ∈ RnZ ; (~u, ~m′)RnZ = 0} .
A space ~V2 in Algorithm A.1 is defined by
~V2 := {~u ∈ RnZ ; (~u, ~e (nZ))RnZ = 0} .
Since the unit vector ~e (nZ) is not orthogonal to ~b, Assumption A.2 is satisfied.








∇ · ϕβ dx = −
∫
Γ
ϕβ · n ds








h2K(∇ 1,∇ψµ ; K)
= 0 (µ ∈ ΛS) .
We know the following fact about the kernel of the stiffness matrix K, N(K).
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Proposition A.2 In the Dirichlet Problem, we have
dimN(K) = 1 and ~b ∈ N(K) .
From Proposition A.2, we can verify that Assumption A.1 is satisfied. We note
that (~f2, ~1)RnS = 0 for both the GLS and penalty types. Therefore, Assumption A.3
is also satisfied. Hence, we can employ Algorithm A.1 to solve the finite element
equation of the Dirichlet Problem.
Case of Slip boundary conditions
In the Slip Problem, it is required to remove rigid body rotations and pressure lifting.
We only consider the homogeneous boundary data, gn = 0. Let ΛW := ΛX \ΛΓ and
let nW denote #ΛW . Let {ϕ˜α}α∈ΛW be a basis of ~W , where ϕ˜α(Pβ0) · nΩ(Pβ0) = 0
for β0 ∈ ΛΓ. This basis can be constructed as follows. Let k(α0) ∈ {1, 2, 3} be a
component index with which maxk |[nΩ(Pα0)]k| is attained for each α0 ∈ ΛΓ. Then
we define




where l ∈ {1, 2, 3} \ {k(α0)} for α0 ∈ ΛΓ. On inner nodes, we define
[ϕ˜][α0, l] := [ϕ][α0, l] (α0 ∈ ΛG \ ΛΓ, l ∈ {1, 2, 3}).
We recall that the rigid body rotation v(i) belongs to W˜h, i.e., v
(i)(Pα0) ·nΩ(Pα0) = 0
for α0 ∈ ΛΓ. Let {~v ′(i)}i=1,2,3 ⊂ RnW be vectors corresponding to the rigid body
rotations and the basis {ϕ˜α},∑
α∈ΛW
[~v ′(i)]αϕ˜α(x) = v(i)(x) .
We prepare stiffness matrices A˜ and B˜ and mass matrix M˜1 defined by
[A˜]α˜ β˜ := a(ϕ˜β, ϕ˜α ; Ωh) (α, β ∈ ΛW ) ,
[B˜]µ β˜ := b(ϕ˜β, ψµ ; Ωh) (µ ∈ ΛS, β ∈ ΛW ) ,
[M˜1]α˜ β˜ := (ϕ˜β, ϕ˜α ; Ωh) (α, β ∈ ΛW ) .
Here α˜ ∈ {1, . . . , nW} is an index renumbered from α ∈ ΛW . A stiffness matrix of













∈ RnW+nS ; ~u ∈ RnW , ~p ∈ RnS ,
(~u, M˜1~v
′(i))RnW = 0 (i = 1, 2, 3), (~p, ~m)Rns = 0} .
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We can see that
A˜~v ′(i) = 0 (i = 1, 2, 3) , (A.6)
B˜~v ′(i) = 0 (i = 1, 2, 3) . (A.7)
From Lemma 1.11, (i) and (A.6), we have N(A˜) = span[~v ′(1), ~v ′(2), ~v ′(3)] and A˜ is
positive definite on R(A˜). From (A.7), we have
R(B˜T ) ⊂ R(A˜) . (A.8)
For the vector corresponding to the constant pressure, we have
D~1 = 0 . (A.9)
On the other hand, B˜T~1 does not vanish due to the approximation of the smooth




∇ · ϕ˜β dx = −
∫
Γh
ϕ˜β · n ds 6= 0 (A.10)
for an index β ∈ ΛW corresponding to a node on Γh.
Proposition A.3 In the Slip Problem, we have
dimN(K) = 3 .















where S is defined by
S := δ D + B˜A˜†B˜T .
From positivity of A˜ on R(A˜), (A.8), and (A.10), we have
(B˜A˜†B˜T~1, ~1)RnS = (A˜
†B˜T~1, B˜T~1)RnS ≥ c||B˜T~1||
2
RnS > 0 ,
where c is a positive constant. Since D is positive definite on span[~1 ]⊥ and B˜A˜†B˜T
is semi-positive definite on RnS , S is positive definite. Combining dimN(A˜) = 3
and dimN(S) = 0, we get the desired result by virtue of the Sylvester law of inertia.
¤
From Proposition A.3, the dimension of R(K) does not coincide with dimension
of the solution space ~Y . Hence, Assumption A.1 is not satisfied. Consequently, we
cannot apply Algorithm A.1 to the finite element equation of the Slip Problem.
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