Abstract. Mining publicly available data for meaning and value is an important research direction within social media analysis. To automatically analyze collected textual data, a manual effort is needed for a successful machine learning algorithm to effectively classify text. This pertains to annotating the text adding labels to each data entry. Arabic is one of the languages that are growing rapidly in the research of sentiment analysis, despite limited resources and scares annotated corpora. In this paper, we review the annotation process carried out by those papers. A total of 27 papers were reviewed between the years of 2010 and 2016.
Introduction
Today, social media has become a key part of many people's life. Social media provides means of communication that allow people to share their sentiments, opinions, and thoughts. By mining the content of social media, targeting opinions, valuable trends and feedback about topics or products could be inferred.
One of the known techniques in mining and analyzing social media is Sentiment Analysis (SA). SA involves a number of areas, such as computational linguistics, natural language processing and text analytics. Its goal is to capture the user sentiment about many aspects, for instance to detect product preferences and guide company strategies [1] .
Whilst sentiment analysis is a current hot topic, especially for the English language, SA in Arabic text remains an inadequately researched area, due to the unique nature and structure of the Arabic language [2] . For instance, whist Modern Standard Arabic (MSA) is the formal Arabic language that is used in news and media, people in social media rarely use MSA in their daily interaction. Instead they use dialectal Arabic, which is different from a region to another even in the same country. This variety of forms of the Arabic dialectal written language, adds to the challenges of the Arabic SA [3] .
For the same reason, there is a lack of a resources and corpora for Arabic SA [3] , [4] , and this is the area this paper targets. In order to perform sentiment analysis, a crucial and potentially expensive, in that it is mostly manual, step is needed, which is corpus annotation. Leech [5] defined this step as assigning interpretative information to a document collection for mining use. Leech [5] coined the interpretative information as linguistic information and he distinguished between the corpus and interpretive information. The importance of the annotation process results from making a machine-readable version of the meta-data by annotating the corpus, for training a machine learning classifier [4] .
There are dissimilar levels of corpus annotation, i.e. syntactic annotation, which is the process of parsing every sentence in the corpus and labelling it with its structure grammar, semantic annotation and POS tagging that is, labelling every word in the corpus with its appropriate part of speech label. At the semantic level, several labels are used in the annotation process (positive, negative and neutral). Semantic annotation is used for sentiment mining purpose [6] . Positive and negative sentiments can occur within the same tweet, which is considered as a challenge to the annotation process [6] .
The two main approaches used to annotate a corpus, which are: the manual approach that depends on human labor, and the automatic approach that uses an annotation tool and crowdsourcing [6] . Each approach has its advantages and disadvantages. To assure the high quality of the manual annotation process, it should consider the precision, speed, and consistency when assigning annotators [5] . In addition, the annotation process needs clear guidelines, to ensure the consistency between annotators.
This report provides a comprehensive review of the annotation process for Arabic corpus, highlighting the gaps and similarities in the annotation process in the considered research. The report starts by reviewing the methodology that was used in this research. Next, it provides the annotation procedures. Finally, a conclusion is drawn.
Methodology
In this paper, we reviewed 56 papers on the topic of Arabic corpora annotation following the methodology in [7] , focusing on several angles, such as the research corpora type, annotation process, and verification methodology. The aim of this review is to highlight the gaps and similarities in the annotation process in the considered research. Starting with comprehensive searches in different electronic databases, such as Google Scholar, ERIC, Science Direct, Sage, and Springer Link. a total of 56 papers in annotation and sentiment analysis were collected, published between the years of 2010 and 2016. The search terms used in the search process were: "Annotation", "Arabic annotation", "sentiment analysis", "Twitter annotation", "Arabic sentiment analysis". The results are then filtered to 27 papers focusing on Arabic Sentiment Analysis including conference proceedings; peer-reviewed articles; conference workshops. Several papers concentrating on annotation different languages other than Arabic were eliminated.
Arabic Corpora Annotation for Sentiment Analysis
This section explains the different stages in the annotation process through the considered literature. The first subsection explains the different corpus types that are annotated by the authors. The second subsection explains the annotation processes and procedures with regards to the number of annotators' specialty and annotation type. The third subsection is on the verification process that proceeds the annotation to ensure the quality of annotation.
Corpus Type
Resources in Arabic language like corpora, lexicons and datasets is still scarce compared to other languages that have high user generated content in the web [8] [9] . Created an annotated corpus is a crucial step for sentiment analysis [26] . The quality of the annotation has a direct relation to the accuracy of the classifier. Several attempts have been made to accomplishing Arabic corpora annotation using different types of data during the period under consideration, from 2010-2016. The majority of papers focused on Twitter corpora, 15 papers as in Table 1 .
Other studies, 7 of them, annotated reviews and comments. Reviews were mainly from restaurants, movies, books, and products. Reviews were mainly from restaurants, movies, books, and products [6] , [9] , [10] and [11] . Comments are scraped from hotel reservation or TV programs' websites [12] , [13] and [14] . The rest of the literature used different kinds of websites mainly news [15] , [16] , and [12] ; chat [21] , web forum [21] Facebook [19] , and the Pen Arabic Tree Bank [31] .
Table 1 Reviewed corpora types

Corpora
Paper count Paper Twitter 15 [4] , [20] , [21] , [22] , [23] , [11] , [15] , [24] , [25] , [26] , [27] , [28] , [2] , [29] , [30] . [6] , [9] , [10] , [11] , [12] , [13] , [14] [21] [21] 
Annotation Process
In the collection of papers on Arabic corpus annotation we have studied, each research adopts a different way to annotate the dataset they are processing. In this section, we summarize these methods, including defining data such as, the number of annotators needed and the labels used in each research. Annotation can be done on different levels, such as sentence level, word level or both. Also, there are different ways that can be adopted for annotating a dataset; for example, the annotation can be done manually by a number of native speakers. This means they are asked to go through the data set and annotate each sentence or words (depending on the level of annotation). Then they have to assign a label for each sentence/word based on their sentiment to positive, negative, neutral, objective, mixed or other different labels, which also can be given to them beforehand. Another way to annotate a data set is to use the human resources that are available on the Internet, through what is called crowdsourcing. Among the papers we covered in this research, 85% of them annotated their dataset manually, and the remaining 15% used crowdsourcing tools.
Most papers under consideration used the manual annotation method, and most of those, 21 papers, annotated the corpora on a sentence level. That is 91% of the total number of the manually annotated corpora. While only two researches [32] and [22] conducted their annotation manually on a word level. The preference towards sentence level annotation is possibly due to it being simpler to do, and potentially deal with issues such as sarcasm and a mixture of differently charged words in the same sentence. Moreover, it is a speedier method, easier to process by human annotators.
The researchers on [33] and [16] used the manual annotation method with the help of tools that were used to facilitate the annotation process and to reduce time and workload for the annotators. The first research used the Amazon Mechanical Turk service using an API called Boto, to annotate the dataset manually [34] . And the second research developed their own tool which is named MANDIAC [16] . Another research [27] used the manual method involving five Arabic native speakers. Three of them were a linguistic specialist. Since in this research they built a lexicon for Arabic idioms and proverbs, therefore they needed a linguistic specialist to provide an accurate annotation for tweets that have idioms.
The annotation method using crowdsourcing tool on a sentence level, was implemented by researchers in [17] , [24] , [9] , and [25] . In [17] , [24] , and [25] the annotation was carried out by volunteers on the web. Annotators were asked to register their usernames and passwords. Then they annotated the set of tweets that were shown to them one by one. An interesting different way to annotate the dataset involves using games. In this research [9] , the players of the game were asked to annotate a set of sentences which are given to them, as they advanced with the level of the game. The next Table 2 summarizes the number of papers, and which type and level of annotation process it use.
Table 2 Annotation Types and levels
Annotation process type Paper Count Paper
Manually on a sentence level 21 [30] , [21] , [23] , [10] , [11] , [31] , [28] , [29] , [2] , [15] , [14] , [20] , [8] , [13] , [35] , [26] , [33] , [16] , [27] , [18] , [12] .
Manually on a word Level 2 [32] , [22] .
Crowdsourcing Tools on a sentence level 4 [17] , [24] , [9] , [25] .
The number of annotators also differ between researchs, out of the 27 papers under consideration, nine of which depend on a total of three native Arabic speakers to annotate their dataset [30] , [23] , [17] [10], [33] , [28] , [29] , [18] , [25] . Authors in [27] annotated their dataset with the help of five people. Moreover, five researches asked two people in [21] , [31] , [2] , [20] , [24] . This is depicted in Figure 1 which shows the number of annotators in all 27 researches covered in this paper, and the percentage of each category.
Figure 1
Number of annotators and its relation to the total number of search papers.
Authors in [11] used a site for reviewing books which is "Goodreads" [36] to help them with the annotation process where they collected 16486 users reviews and decided the polarity of the comment based on the number of stars given for a review. The rest of the 11 research papers either depended on reviews' corpora to rate movies, books or hotels or used crowdsourcing tools. Therefore, didn't mention the number of users helped with the annotation process. As of the factors that may had effects on emitting the number of annotators in those search papers, it can be due to the fact that the annotation process was done by random users on the web. Although it should have been mentioned in either case even if it was done by random users whose characteristics are not known. In [9] the authors developed a game; with the players annotating the data. The players could not move to the next level until all the team members agreed on the same result of annotation. This may seem to enforce the agreement brutally and hinder the game experience, by motivating the players to select whatever makes them agree with the other player to move into the next level.
Verification
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Others methods ranging from simple similarity index by counting the number of agreements to more elaborate and accurate methods that measure agreements that occur by chance only. For instance, The Kappa coefficient is used with categorical data to measure reliability between two observers assigning cases to a set of k categories [37] . Annotating observation is a tedious task that is prone to human biases and errors. In this subsection, we discuss the verification measures that adopted by the authors under consideration to this survey. Some studies implemented Kappa coefficient and others used manual ways, like deleting any data that has contradicting opinions, moderate the opinion with the help of another annotator, or promote discussion between the annotators. That is, in the case of a disagreement between two annotators, a third one is brought in, and the majority-voting principle is used to finalize the decision, as in [30] , [23] and [29] . The Majority-voting was also used to choose the final label in [17] , [25] and [24] . In [25] there are two groups of annotators: supervisor annotators, which are three and one of them is the paper author, and nonsupervisor annotators, which are the users of their tool. The observation was considered rated correctly if there was a match between the labels assigned by the supervisor annotators and the labels assigned by non-supervisor annotator. In [21] , [18] , [10] , [31] , [28] and [20] the authors used the Kappa coefficient to measure the inter-annotators agreements. The results of Kappa coefficient in [18] is 0.454, in [10] the average is 0.45, in [31] the generic set had an agreement of 0.321, while on the topic-specific set it was 0.397. In [28] it is about 0.96, in [20] the average is 0.51 and in [21] there are four data sets that listed Sequentially with their agreement results: DARDASHA has 0.89, TAGREED has 0.85, TAHRIR has 0.85, and MONTADA has 0.88. For conflict resolution, in [2] and [27] , if the annotators gave different labels, then they discuss and agree to choose one of them. If they could not choose one, then they ignore the observation which affects the size of the corpus. The authors in [15] deleted any review that had no specific orientation towards positive or negative.. In the research carried out by [17] the verification process was not mentioned, however, data has to be annotated by at least three users of their annotation tool and the user can delete any empty data, duplicated data or any data written using English letters. In [33] , they used a public tool for sets of three annotators, but if there was a conflict between them in annotating an observation, this observation is ignored. All papers that annotated their corpora based on the review rating, as in number or stars or points, like [11] , [8] and [35] did not mention the method of verification.
Conclusion
Arabic as a rich morphology language with scares resources and lack of corpora. This research provides a review on the recent annotation approaches carried out in the process of Arabic Sentiment Analysis for the creation of Arabic language corpora. The review covered studies started between the years 2010 and 2016, which resulted in 27 papers. In the reviewed papers annotation process is carried out via two main approaches: manual annotation and crowdsourcing. In this review 85% of the literature under consideration did the annotation manually, the remaining, used crowdsourcing tools. Moreover, the most annotated corpus was the micro-blogging platform Twitter 56%, other platforms %18 where covering Facebook, Newspapers and Penn Arabic Tree bank. While the rest of the corpus was reviews and comments 26%. There is a need to build and provide Arabic annotated corpora that researchers can use directly without the burden of going through the stage of annotation. This will provide more space to focus on other important research areas like building a better classifier that encompasses dialectal processing.
