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Anewmethodoftransformerfaultdiagnosisbasedonrelevancevectormachine(RVM)isproposed.Bayesianestimationisapplied
to support vector machine (SVM) in the novel algorithm, which made fault diagnosis system work more effectively. In the paper,
the analysis model is presented that the solutions of RVM have the feature of sparsity and RVM can obtain global solutions under
finite samples. The process of transformer fault diagnosis for four working statuses is given in experiments and simulations. The
results validated that this method has obvious advantages of diagnosis time and accuracy compared with backpropagation (BP)
neural networks and general SVM methods.
1. Introduction
Power transformer is one of the key equipment for electric
power transmission and distribution, which is a widely
distributed, complex, and expensive equipment in the power
system. Anditssafetysituationplays agreateffectonstability
and security level of power system. Therefore, it is of great
realistic significance to study the fault diagnosis technology
and raise the level of maintenance of power transformers.
Dissolvedgasanalysis(DGA)[1,2],whichprovidesoperation
information by detection of certain gases generated in an
oil-filled transformer, is the method widely adopted by the
utilities. The concentrations of the dissolved gases, their
generationrates,ratioofrespectivegases,ortotalcombustible
g a s e si nt h eo i la r et h ea t t r i b u t e su s e di nt h eD G Am e t h o dt o
interpret a malfunction. Accuracy and reliability of the DGA
data are influenced by many factors, so the DGA three-ratio
method and its improved ratio methods by classical IEC [3]
areconsideredthatlimitationsareobvious,suchthattheratio
crosses the coding boundary or codes change sharply [3, 4].
A n di tc a n n o to ff e rc o m p l e t e l yo b j e c t i v e ,a c c u r a t ed i a g n o s i s
forallthefaults,suchasthelowdiagnosticaccuracyforover-
heating fault. With the development of artificial intelligence,
some solutions [5, 6] based on neural networks are applied
to power transformer fault diagnosis process. Though some
improvedresultsinfaultsdiagnosiscanbeobtained,thiskind
of methods has some inherent disadvantages in application,
such as local optimization and danger of overfitting [7, 8].
Support vector machine (SVM) overcomes the drawbacks
of neural networks in aspects of convergence and real-
time application [9, 10]. In recent years, SVM methods
have been applied to fault diagnosis and identification of
powertransformers[11–13].However,theinputcharacteristic
information during the process of fault diagnosis is large
in order that SVM methods take heavy computation to
approximate the optimal solution and spend much time in
parameter searching [14, 15]. So they are difficult in real-time
monitoring and power transformer fault diagnosis.
According to practical situations that there are many
uncertainties in the running of transformers and there are
finitesamplesduringfaultdiagnosisprocess,relevancevector
machine is introduced to fault detection and identification
of power transformers. RVM, which applies Bayesian esti-
mation model to SVM algorithms [16, 17], can decrease
hyperparameters in diagnosis algorithms and bring good
adaptive ability in kernel function and model parameters
chosen. RVM is a machine learning methodology based on
sparseBayesianlearningtheoryproposedbyTippingin2000.
It absorbs the advantages of wonderful generalization and
precisionfromSVM;meanwhile,itovercomessomeinherent2 Mathematical Problems in Engineering
limitations of SVM and possesses advantageous features
such as high degree of sparsity, fewer kernel functions, and
low computation load. Particularly, the RVM classification
can provide posterior probabilities for class memberships,
which is suitable to analyse indeterminate problem in power
transformer fault diagnosis. By dissolved gas analysis of
power transformer oil, fault diagnosis models are established
b a s e do nR V Mi nt h ep a p e r .Th r o u g hf a u l td i a g n o s i sf o r
several kinds of power transformers, the proposed algorithm
is validated to be better than BP neural networks and general
SVM methods in the aspects of finite sample size, diagnosing
speed, and diagnosing accuracy. It provides a new way of
thinking for resolving the transformer fault diagnosis prob-
l e mi nr e a lt i m e .I nt h ef u t u r e ,t h er e s e a r c ho ft r a n s f o r m e r
diagnosis faults based on RVM is real-time implementation
for power transformer systems. Recently, data-driven fault
diagnosis methods become more popular in many industry
sectors [18–21]. So a combination of the proposed method
and data-driven methods is the future work to realize large-
scale real-time implementation in fault diagnosis of power
transformers.
The paper is organized as follows. In the next section, we
introduce RVM model of fault diagnosis. Diagnosis process
for power transformers is extended in Section 3,w h i c h
includes fault information preprocessing, diagnosis model
training, and fault identification for power transformers. In
Section 4, we give the experiment results in application and
offersomebenchmarkcomparisonwithleastsquaressupport
vector machine (LS-SVM) and BP neutral networks before
summarising in Section 5.
2. Analysis of RVM Model for Faults Diagnosis
RVM based on Bayesian learning framework introduces
Bayesian theory of Gaussian process in SVM. The results of
inference are shown in the form of probability density, and it
c a nb ew r i t t e na s
𝑦(𝑥) =
𝑛
∑
𝑗=1
ℎ𝑗𝜙𝑗 (𝑥) +ℎ 0, (1)
where𝜙𝑗(𝑥)isanonlinearkernelfunctionandℎ𝑗istheweight
of the model. For avoiding overfitting of traditional SVM,
based on Bayesian framework [22], maximum likelihood
method is applied to training of the model weight. RVM
defines the prior probability distribution as follows:
𝑝(ℎ 𝑗 |𝑎 𝑗)=(
𝑎𝑗
2𝜋
)
1/2
exp(−
1
2
𝑎𝑗ℎ
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𝑗), (2)
where𝑎𝑗 is hyperparameter of the prior distribution. Assum-
ingthatinputtrainingsamplesetis{𝑥𝑗,𝑘 𝑗}
𝑁
𝑗=1,ta r g etval ue𝑘𝑗
is independent, and input noise is Gaussian distribution with
variance 𝜎
2, the maximum likelihood function of training
sampling set correspondingly can be expressed as
𝑝(k | h,𝜎
2)=( 2 𝜋 𝜎
2)
−𝑁/2
exp(−
1
2𝜎2‖k − Φh‖
2), (3)
where k =[ 𝑘 1,...,𝑘 𝑁]
T, h =[ ℎ 1,...,ℎ 𝑁]
T,a n dΦ =[ 1 ,
Φ1(𝑥𝑗),...,Φ 𝑛(𝑥𝑗)]
T is the response of all kernel functions
with input 𝑥𝑗. The posterior distribution of the weight value
conditioned on the data is given by combining the likelihood
function (3)a n dt h ep r i o rp r o b a b i l i t yd i s t r i b u t i o n( 2)w i t h i n
Bayesian rule:
𝑝(h | k,a,𝜎
2)=
𝑝(k | h,𝜎
2)𝑝(h | a)
𝑝(k | a,𝜎 2)
, (4)
where a =[ 𝑎 1,...,𝑎 𝑛]
T denotes the vector of hyperparam-
eters. And the posterior probability distribution over the
weights is multivariate Gaussian distribution:
𝑝(h | k,a,𝜎
2)∼𝑁( 𝜇,Σ), (5)
whereΣ =( 𝜎
−2Φ
TΦ+A)
−1 is the posterior covariance of the
multivariate Gaussian distribution, A is defined as diagonal
matrix with the elements (𝑎1,...,𝑎 𝑛),a n d𝜇 =𝜎
−2ΣΦ
T is the
mean of the multivariate Gaussian distribution. Integrating
the distribution with respect to weight value, the likelihood
distribution of training value can be given by
𝑝(ℎ 𝑗 |𝑘 𝑗,𝑎 𝑗,𝜎
2)=∫𝑝(𝑘 𝑗 |ℎ 𝑗,𝜎
2)𝑝(ℎ 𝑗 |𝑎 𝑗)dℎ𝑗. (6)
Marginalize(6);marginallikelihooddistributionofhyperpa-
rameters can be written as
𝑝(k | a,𝜎
2)∼𝑁(0,C), (7)
where C =𝜎
2I + ΦA
−1Φ
T. Estimated values of weights
in RVM method are given by the means of the posterior
probability distribution. Maximum posterior estimation of
weights depended on hyperparameter a and noise variance
𝜎
2,a n de s t i m a t e dv a l u e sa and 𝜎
2 can be computed by
the maximum marginal likelihood distribution. Uncertainty
of diagnosis model prediction can be represented by the
uncertainty of optimum weight, which is shown in the
posterior distribution. If input x
∗ is given, the corresponding
probability distribution of output can be expressed as
𝑝(𝑘 𝑗 |𝑥
∗
𝑗,𝑎𝑗,𝜎
2)
= ∫𝑝(𝑘 𝑗 |𝑥
∗
𝑗,ℎ 𝑗,𝜎
2)𝑝(ℎ 𝑗 |𝑘 𝑗,𝑎𝑗,𝜎
2)d𝑘𝑗,
(8)
and this probability distribution is Gaussian distribution:
𝑝(k
∗ | x
∗,a,𝜎
2)∼𝑁( y
∗,𝜎
2∗). (9)
In (9), the predict mean and variance are, respectively,
y
∗ = 𝜇
TΦ(𝑥
∗),
𝜎
2∗ = 𝜎
2 + Φ
T (𝑥
∗)ΣΦ(𝑥
∗).
(10)
Using Bayesian theory to compute parameters of fault diag-
nosis model based on RVM, diagnosis parameters choice can
beoptimizedandapplicationrangeofthefaultsdiagnosiscan
be extended.Mathematical Problems in Engineering 3
3. Diagnosis Process of the Transformer
Based on RVM
Internal faults of transformers are classified into heat fault
and electrical fault. In this paper, RVM method was applied
to diagnose four types of working situations in power trans-
formers, which include high energy discharge, low energy
discharge, overheating, and normal condition operation.
After the following three steps: characteristic information
extraction by DGA, diagnosis model training, and faults
recognition, the fault of transformer can be identified accu-
rately.
3.1. Fault Information Preprocessing. Through DGA, concen-
trations of dissolved gases H2 (hydrogen), CH4 (methane),
C2 H6 (ethane),C2H4 (ethylene),andC2H2 (acetylene)could
be obtained. The information of concentration of the five
dissolvedgasescanbeusedtoverifythefourfaulttypesstated
above. So the ratio of each gas can be computed firstly by the
following method:
𝑥
𝑘 =
𝑐
𝑘
max5
𝑖=1 (𝑐𝑖)
, (11)
where 𝑘 = 1,2,...,5 is the index of each gas. 𝑐
𝑘 is the
concentration of gas in the unit ppm. Then, we can obtain
special character information by computing the maximum
concentration of the gas as 𝑥
6 = log10(max
5
𝑘=1(𝑥
𝑘)),w h i c hi s
usedforcrosswisecomparisonsforallgroupsoftestdata.The
six characteristics of data construct a six-dimension vector
x =[ 𝑥
1,𝑥
2,𝑥
3,𝑥
4,𝑥
5]
T. This fault character information
vector can be used to determine the working condition
of power transformer: high energy discharge, low energy
discharge, overheating, or normal condition.
3.2. Diagnosis ModelTraining. Afterfaultsfeatureextraction,
it is necessary for fault diagnosis that RVM classifiers are
trainedtoidentifyfourpossiblestates:highenergydischarge,
low energy discharge, overheating, and normal condition. So
three diagnosis RVMs should have been set up and trained
by all training samples. Each RVM corresponds to one of
the fault states in power transformers. Training samples are
sent into RVMs for training and identification. The output
is assigned to one if the data of identification result is larger
than zero. On the contrary, the output is zero if the data is
less than zero. Firstly, the RMV1 is trained to overheating
identification by the training sample set. Output of RVM1 for
overheating samples is set to one, and the output for other
fault states remains zero. Secondly, the RVM2 is trained to
separate high energy discharge from low energy discharge.
The output of RVM2 is set to one when the input is a high
energy discharge sample; otherwise output of RVM2 is zero.
Finally,RVM3forlowenergydischargeistrained.Inthesame
way,theoutputforlowenergydischargesamplesissettoone;
otherwiseoutputiszero.Thus,threeR VMscouldbeobtained
to realize binary classification to all the samples for faults
diagnosis. In the process, the kernel functions implicated in
t h et h r e eR V M sa r ea l lG a u s s i a nr a d i a lb a s i sf u n c t i o n s .Th e
flowchart of diagnosis model training was shown in Figure 1.
Training sample x
RVM1 RVM2 RVM3
Overheating
High energy
discharge
Low energy
discharge
0 10 1 01
Figure 1: The flowchart of diagnosis model training.
3.3. FaultIdentificationofPowerTransformers. Afterfeatures
extraction of DGA in Section 3.1, the test data with character
information are considered as identification samples, which
w o u l db ei n p u tt ot h eR V M se s t a b l i s h e df o rf a u l t sd i a g n o s i s .
The three RVMs are used to recognize the fault types. If the
output of RVM1 is larger than zero, we could consider that
the fault of power transformer is overheating. If the output
of RVM1 is less than zero, the sample continues to be sent to
RVM2 and RVM3 for recognizing the faults of high energy
discharge and low energy discharge in the same way. If the
outputs of the three RVMs are all less than zero, the power
transformer would be judged in normal working condition.
Thus,RVMclassifier identifiesthefourstatesoftransformers
after three times of identification process.
4. Experimental Results and Analysis of Faults
Diagnosis of Power Transformers
Sixty groups of historical data about gas concentrations in
certain power transformer were collected as the training
set. The data corresponding to actual fault conditions were
known. In the training dataset, there were four working
statesofthepowertransformer,whichwereoverheating,high
energy discharge, low energy discharge, and normal opera-
t i o n .E a c hs t a t eh a d1 5s a m p l e s .Th r e eR V M s( R V M 1 ,R V M 2 ,
a n dR V M 3 )w e r ec o n s t r u c t e db yt h es a m p l e sr e l a t e dt oe a c h
state in the training dataset, separately. And other 10 groups
ofsamplesoftherunningtransformerwereconsideredasthe
testdataset;thetestsamplesincluded3overheatingsamples,
2 high power discharge samples, 3 low power discharge
samples, and 2 normal operation samples; see Table 1.
The 10 groups of test data were sent to the three RVMs
for faults diagnosis after the preprocessing mentioned above.
The output of test data through RVM1 was [4.4361, 0.9235,
3.4215, −8.4312, −7.6557, −9.5236, −4.1404, −2.9146, −6.3237,
−8.3624]; then, we could modify the output result of RVM1
as[1,1,1,0,0,0,0,0,0,0],sothefir s tthr eesa m p lesinTable 1
were adjudged as overheating faults by RMV1. In the same
way, the test samples were sent to RVM2 for the identifi-
cation of high energy discharge fault. The output of RVM2
was [−3.7431, −17.2762, −4.0026, 12.7902, 9.2563, −12.5385,
−3.0571, −6.7612, −37.6247, −26.6382]. So the result of RVM2
was represented as [0,0,0,1,1,0,0,0,0,0]; samples numbers
4 and 5 were recognized as high energy discharge fault.
Finally, the test samples were sent to RVM3, and the outputs
were [−10.9261, −0.7481, −7,6892, −3.6297, −2.6589, 1.2792,4 Mathematical Problems in Engineering
Table 1: Sample group of dissolved gases.
No. Fault type Data of gas content (unit: ppm)
H2 CH4 C2H6 C2H4 C2H2
1O v e r h e a t i n g 7 4 5 2 3 1 4 2 1 2 0 0 6
2 Overheating 220 382 82 1019 17
3O v e r h e a t i n g 1 1 6 3 5 2 9 0 4 6 5 5
4 High energy discharge 295 51 12 117 124
5 High energy discharge 449 83 12 104 176
6 Low energy discharge 566 92 35 46 2
7 Low energy discharge 152 54 32 20 3
8 Low energy discharge 172 78 36 28 6
9N o f a u l t5 3 2 6 6
10 No fault 6 7 6 13 6
Table 2: Diagnosis comparison of the algorithms.
Diagnosis model Target error Training time (s) Test times (s) Accuracy diagnosis
BP neutral net 0.01 116.47 0.25 93%
LS-SVM 0.01 1.25 0.107 96%
Proposed RVM 0.01 0.714 0.05 100%
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Figure 2: Training time via different numbers of training samples.
3.4769, 4.2915, −6.4163, −5.4794]; the result through RVM3
was written as [0,0,0,0,0,1,1,1,0,0]; we could obtain the
decision that low energy discharge happened in samples
of numbers 6, 7, and 8. From the whole process of fault
diagnosis, we found that the output results of three RVMs
wereallzerosforthesamplesnumbers9and10,whichmeans
that the transformer was in normal condition. From the
results of the fault diagnosis by the proposed RVM method
in experiments, we concluded that it had the ability for fault
detection and identification of power transformers and the
identification rate was high.
For evaluation of the proposed fault diagnosis model,
we compared three learning models: the proposed RVM, BP
neutral network and LS-SVM. There were 6 six input nodes,
44 hidden nodes, and 4 output nodes in BP neutral network,
in which target error is 0.01. For LS-SVM, target error is
0.01 with the Gaussian radial basis function as the kernel
function. Test parameters included training time, test time,
and diagnosis accuracy of three methods in the condition
of the same training samples. The test samples were 50
groups of historical data samples of the power transformer.
The performance of testing was shown in Table 2.I ti s
shown in Table 2 that the faults diagnosis models of LS-
S V Ma n dp r o p o s e dR V Ma l g o r i t h m sa r es u p e r i o rt ot h o s e
of BP neutral network in the aspects of training time, test
time, and diagnosis accuracy under the same target error.
Furthermore, because of application of Bayesian probabil-
ity model in the proposed RVM algorithm, the number
of hyperparameters decreases. So test time and diagnosis
a c c u r a c yo ft h ep r o p o s e da l g o r i t h ma r eb e t t e rc o m p a r e dt o
those of conventional LS-SVM algorithm. It is more suitable
to practical application. Next, the performance of training
t i m e ,d i a g n o s ea c c u r a c y ,a n dt e s tt i m eo fL S - S V Ma n dt h e
proposed RVM are illuminated. Figures 2 and 3 show the
performance of training time and diagnose accuracy in
different numbers of training samples. The range of training
samples number is from 25 to 200. From Figure 2,w ec a n
find that training time obviously become, longer for both
of fault diagnosis models with the training sample number
increasing. However, training time of the proposed optimum
RVM model is much less than that of LS-SVM. In Figure 3,
the testing diagnosis accuracy reaches 100% for the proposed
method when the number of training samples is larger than
25. The proposed method is also superior to LS-SVM in test
time see (Figure 4), in which the training sample number
is 200. All the performance described above proves that the
p r o p o s e dR V Ma l g o r i t h mh a sa d v a n t a g e si nt h ea s p e c t so f
globaloptimizationandsparsityofthesolution.Ithasawider
range of adaptability than that of conventional SVM model.Mathematical Problems in Engineering 5
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samples.
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Figure 4: Test time via different numbers of test samples.
From the results of the faults diagnosis model by the
RVM algorithm in the experiments, we can conclude that
t h ep r o p o s e dm e t h o dc a no u t p u tt h ep r o b a b i l i t yo fw o r k i n g
statesofpowertransformers,whichsupplymoreusefulinfor-
mation for transformer overhaul. The method is superior
to conventional diagnosis methods in diagnosis accuracy,
response time, and sample number.
5. Conclusion
The novel fault diagnosis model based on RVM for power
transformers is proposed in the paper. Bayesian learning
framework applied in the model makes hyperparameters
d e c r e a s ea n di m p r o v e st h es p a r s i t yo ft h es o l u t i o n s .I t
overcomes the limitations of some traditional algorithms
a n de n h a n c e sa p p l i c a b i l i t yo ff a u l td i a g n o s i s .Th ep r o p o s e d
method uses three RVMs to identify the faults of power
transforms and brings about good results. The probability
statistics of characteristics of the diagnosis model provide
the advantages of small sampling, high sparsity, and low
computation load. Compared to BP neutral network and LS-
SVM, the test time of fault diagnosis is shorter and accuracy
of fault diagnosis is much higher. The results of experiments
and simulations validate that this diagnosis method is suit-
able for real-time surveillance and identification of power
transformers fault. The study of this issue is quite significant
for transformers fault diagnosis application. The future work
is to realize real-time implementation in power transformer
systems by the proposed method.
Acknowledgments
This research has been supported by the National Natural
Science Foundation of China (no. 61201410) and the Natural
ScienceFundofJiangsuProvince(11KJB470002).Theauthors
are grateful to their colleagues from College of Information
and Telecommunication in Harbin Engineering University
for providing helpful comments.
References
[1] R. Zhang, R. Guo, H. Li, and Z. Yan, “Feature selection of DGA
data based on transformer fault classification,” High Voltage
Engineering,v o l .4 ,n o .3 1 ,p p .3 2 – 3 3 ,2 0 0 5 .
[2] S. Singh and M. Bandyopadhyay, “Dissolved gas analysis tech-
nique for incipient fault diagnosis in power transformers: a
bibliographic survey,” IEEE Electrical Insulation Magazine,v o l .
2 6 ,n o .6 ,p p .4 1 – 4 6 ,2 0 1 0 .
[3] M. Duval and A. dePablo, “Interpretation of gas-in-oil analysis
u s i n gn e wI E Cp u b l i c a t i o n6 0 5 9 9a n dI E CT C1 0d a t a b a s e s , ”
IEEE Electrical Insulation Magazine,v o l .1 7 ,n o .2 ,p p .3 1 – 4 1 ,
2001.
[4] “IEEE guide for the interpretation of gases generated in oil-
immersed transformers,” IEEE Standard C57.104-2008, 2009.
[ 5 ] M .H u i ,C .Ek a n a y ak e ,a n dT .K .S ah a ,“ P o w e rtr a n s f o rm e rf a ul t
diagnosis under measurement originated uncertainties,” IEEE
Transactions on Dielectrics and Electrical Insulation,v o l .1 9 ,n o .
6, 1982.
[ 6 ]A .R .H o o s h m a n d ,M .P a r a s t e g a r i ,a n dZ .F o r g h a n i ,“ A d a p t i v e
neuro-fuzzy inference system approach for simultaneous diag-
n o s i so ft h et y p ea n dl o c a t i o no ff a u l t si np o w e rt r a n s f o r m e r s , ”
IEEE Electrical Insulation Magazine,v o l .2 8 ,n o .5 ,p p .3 2 – 4 2 ,
2012.
[7] B. Li, G. Godi, and M.-Y. Chow, “Detection of common motor
bearing faults using frequency domain vibration signals and a
neuralnetworkbasedapproach,”inProceedingsoftheAmerican
Control Conference, pp. 2032–2036, June 1998.
[8] S. Yin, D a t a - D r i v e nD e s i g no fF a u l tD i a g n o s i sS y s t e m s ,F o r t s -
chritt-Berichte, Dsseldorf, Germany, 2012.
[ 9 ]X .G .Z h a n g ,“ I n t r o d u c t i o nt os t a t i s t i c a ll e a r n i n gt h e o r ya n d
support vector machines,” Acta Automatica Sinica,v o l .2 6 ,n o .
1 ,p p .3 2 – 4 2 ,2 0 0 0 .
[10] S. Souahlia, K. Bacha, and A. Chaari, “SVM-based decision for
power transformers fault diagnosis using Rogers and Doernen-
burg ratios DGA,” in Proceedings of the 10th IEEE International
Multi-Conference on Systems, Signals & Devices (SSD ’13),v o l .1 ,
pp. 1–6, Hammamet, Tunisia, March 2013.6 Mathematical Problems in Engineering
[11] V. Miranda, A. R. G. Castro, and S. Lima, “Diagnosing Faults in
power transformers with autoassociative neural networks and
mean shift,” IEEE Transactions on Power Delivery,v o l .2 7 ,n o .3 ,
pp. 1350–1357, 2012.
[12] D.-H.Liu,J.-P.Bian,andX.-Y.Sun,“Thestudyoffaultdiagnosis
model of DGA for oil-immersed transformer based on fuzzy
means Kernel clustering and SVM multi-class object simplified
structure,” in Proceedings of the 7th International Conference on
Machine Learning and Cybernetics (ICMLC ’08),p p .1 5 0 5 – 1 5 0 9 ,
July 2008.
[13] L. V. Ganyun, C. Haozhong, Z. Haibao, and D. Lixin, “Fault
diagnosis of power transformer based on multi-layer SVM
classifier,” Electric Power Systems Research,v o l .7 4 ,n o .1 ,p p .1 – 7 ,
2005.
[14] V.N.Vapnik,TheNatureofStatisticalLearningTheory,Springer ,
New York, NY, USA, 1995.
[15] S. Wen-gang, “Support vector machines based approach for
fault diagnosis of valves in reciprocating pumps,” Journal of
Mechanical Strength,v o l .2 4 ,n o .3 ,p p .3 6 2 – 3 6 4 ,2 0 0 2 .
[16] M. E.Tipping, “Sparsebayesian learning and therelevance vec-
tor machine,” Journal of Machine Learning Research,v o l .1 ,n o .
3, pp. 211–244, 2001.
[17] M.E.Tipping,TheRelevanceVectorMachine,vol.12ofAdvances
in Neural Information Proceeding Systems, MIT Press, Cam-
bridge, Mass, USA, 2000.
[18] S.Yin,X.Yang,andH.R.Karimi,“Data-drivenadaptiveobserv-
er for fault diagnosis,” Mathematical Problems in Engineering,
v o l .2 0 1 2 ,A r t i c l eI D8 3 2 8 3 6 ,2 1p a g e s ,2 0 1 2 .
[19] S.Y in,S.X.Ding,A.H.A.Sari,andH.H ao ,“Da ta-drivenmon-
itoring for stochastic systems and its application on batch proc-
ess,” International Journal of Systems Science,v o l .4 4 ,n o .7 ,p p .
1366–1376, 2013.
[20] S. Yin, S. Ding, A. Haghani, H. Hao, and P. Zhang, “A com-
parison study of basic data-driven fault diagnosis and process
monitoring methods on the benchmark Tennessee Eastman
process,” Journal of Process Control,v o l .2 2 ,n o .9 ,p p .1 5 6 7 – 1 5 8 1 ,
2012.
[21] S. Yin, S. Ding, and H. Luo, “Real-time implementation of fault
tolerant control system with performance optimization,” IEEE
Transactions on Industrial Electronics,v o l .6 1 ,n o .5 ,p p .2 4 0 2 –
2411, 2013.
[22] D. J. MacKay, “Bayesian interpolation,” Neural Compution,v o l .
4, no. 3, pp. 415–447, 1992.Submit your manuscripts at
http://www.hindawi.com
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014
Mathematics
Journal of
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014
Mathematical Problems 
in Engineering
Hindawi Publishing Corporation
http://www.hindawi.com
Differential Equations
International Journal of
Volume 2014
Applied Mathematics
Journal of
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014
Probability and Statistics
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014
Journal of
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014
Mathematical Physics
Advances in
Complex Analysis
Journal of
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014
Optimization
Journal of
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014
Combinatorics
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014
International Journal of
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014
Operations Research
Advances in
Journal of
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014
Function Spaces
Abstract and 
Applied Analysis
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014
International 
Journal of 
Mathematics and 
Mathematical 
Sciences
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014
The Scientific 
World Journal
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014
Algebra
Discrete Dynamics in 
Nature and Society
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014
Decision Sciences
Advances in
Discrete Mathematics
Journal of
Hindawi Publishing Corporation
http://www.hindawi.com
Volume 2014 Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014
Stochastic Analysis
International Journal of