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Вступ 
Метод найменших модулів оцінювання па-
раметра є серйозним конкурентом методу най-
менших квадратів завдяки його властивості ро-
бастності, тобто такій, коли оцінка найменших 
модулів (о. н. м.) не сильно реагує на наявність 
аномальних значень (викидів) спостережуваної 
траєкторії випадкового процесу, за якою ви-
значається оцінка [1—3]. 
У дослідженні [3] виявлено властивість 
конзистентності о. н. м. параметрів нелінійної 
моделі регресії з незалежними однаково роз-
поділеними похибками спостережень, а в мо-
нографії [2] знайдено умови конзистентності 
о. н. м. параметрів у моделях із слабкозалеж-
ним випадковим шумом. Останнім часом ін-
тенсивно вивчаються і широко застосовуються 
в різних галузях знань статистичні моделі з 
сильнозалежним випадковим шумом, тобто 
такі, коваріаційна функція (к. ф.) яких неін-
тегровна на дійсній осі R 1 (див., наприклад, 
[4, 5]). 
Постановка задачі 
Метою даної статті є отримання достатніх 
умов конзистентності о. н. м. параметра нелі-
нійної моделі регресії (в застосуваннях — мо-
дель “сигнал плюс шум”) з неперервним ча-
сом та сильнозалежним випадковим шумом.  
Модель регресії і основні позначення 
Розглянемо модель регресії 
( ) ( , ) ( ),X t g t t= θ + ε  0t ≥ , 
де ( , )g t τ  — дійсна, неперервна за сукупністю 
змінних ( , ) [0, ] ct τ ∈ +∞ × Θ  функція; qRΘ ⊂  — 
відкрита обмежена множина, яка містить в собі 
істинне значення параметра θ ; cΘ  — замикан-
ня в qR множини Θ , а випадковий шум задо-
вольняє умову: 
1) ( ),tε  1t R∈ , є дійсним неперервним у 
середньоквадратичному вимірним стаціонар-
ним процесом, заданим на ймовірнісному про-
сторі ( , , )F PΩ , (0) 0Eε = . 
Означення 1. Стаціонарний процес ( ),tε  
1t R∈ , (0) 0Eε =  називається сильнозалежним 
випадковим процесом, якщо його к. ф. вира-
жається такою формулою: 
(| |)
( ) ( ) (0) ,
| |
L t
B t E t
t α
= ε ε =  (0,1)α ∈ , 
де ( ) 0,L t ≥  0t ≥ , — повільно змінювана на не-
скінченності функція (див., наприклад, [6]). 
Додатково до умови 1) додамо таке при-
пущення: 
2) ( ),tε  1t R∈ , є гауссівським сильноза-
лежним випадковим процесом, (0) 1B = . 
Означення 2. О. н. м. параметра θ ∈ Θ , 
отриманою за спостереженням випадкового 
процесу ( ),X t  [0, ]t T∈ , називається випадко-
вий вектор T
∨





= τ , 
0
( ) ( ) ( , )
T
TR X t g t dtτ = − τ∫ . 
Припускаючи, що функція регресії диферен-
ційовна по 1( ,..., )qτ = τ τ , а її частинні похідні 
локально інтегровні з квадратом по t, позначаємо 
( , ) ( , ),i
i




 cτ ∈ Θ , 
2 2
0
( ) ( , )
T
iT id g t dtθ = θ∫ , 0,ε >  0R > , 
2 2( ) diag{ ( ), 1,..., }T iTd d i qθ = θ = . 
Будемо вважати, що 




θ >  1,...,i q= . 
Ці границі, зокрема, можуть дорівнювати +∞ . 
Позначимо далі 
1/2 ( )( )Tu T d
−= θ τ − θ , cτ ∈ Θ , 
1/2( ) ( )( )c cT TU T d
−θ = θ Θ − θ , 
( ) { : || || }qv r x R x r= ∈ < , 
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1/2 1( , ) ( , ( ) )Ts t u g t T d u
−= θ + θ , 
( )
1 2 1 2
0
( , ) | ( , ) ( , ) | ,
T
j j
T u u s t u s t u dtΦ = −∫  
1 2, ( )
c
Tu u U∈ θ , 1,2j = , 
1 / 2 1( ) ( ( ) ),T T TR u R T d u
−= θ + θ%  ( )cTu U∈ θ , 
| (0) | ,jj Eμ = ε  1j ≥ , 
1/ 2( ) ( )( )TT Tu T d
∨∨ −θ = θ θ − θ . 
Вважатимемо, що наступні умови викону-
ватимуться для достатньо великих Т : 
3) для будь-яких 0,ε >  0R >  існує δ =  





, ( ) ( )
|| ||












4) для будь-якого 0R >  існує така конс-
танта ( )k k R= < ∞ , що 
1 (2)











5) для будь-якого 0ρ >  існує таке число 
( ) 0a ρ > (умова контрасту), що 
1
1( )\ ( )




T ER u a−
∈ θ ρ
≥ μ + ρ% , 
причому існує таке 0 0ρ > , що 0 0 1 0( )a q aρ = μ + , 
де 0 02, 0q a>  >  — деякі числа. 
У даній статті наводиться достатня умова 
конзистентності о. н. м. параметра нелінійної 
моделі регресії з неперервним часом та сильно-
залежним випадковим шумом. 
Основний результат 
Сформулюємо основний результат дослід-
жень. 
Теорема. Нехай виконано умови 1)—5). То-
ді для будь-якого 0ρ >  маємо 
{|| ( ) || } ( ( ))P u O B TT
∨
 θ ≥ ρ =  при T → ∞ . 
Довед ення .  Покладемо ( , ) ( )T Tb u R uθ = −%   
( )TER u− % . Очевидно, що 
1
0
( ,0) | ( ) |
T
Tb t dt Tθ = ε − μ∫ . 
За означенням оцінки T
∨
θ  маємо  
1( ) ( ,0)TT TR b T
∨
θ ≤ θ + μ%  м.н. 
(м. н.) — майже напевно). 
Тоді 
1
( )\ ( )





P u P T R u
∨ −
∈ θ ρ
θ ≥ ρ ≤ ≤%  
1
1( ,0) }.TT b
−≤ θ + μ  
За умови контрасту 5) отримаємо 
1 1
1( )\ ( )
{ inf ( ) ( ,0) }
c
T
T Tu U v
P T R u T b− −
∈ θ ρ
≤ θ + μ ≤%  
1 1
( )\ ( )
{ ( ,0) inf ( )
c
T
T Tu U v
P T b T ER u− −
∈ θ ρ
≤ θ + −%  
1 1
( )\ ( )
( ) inf ( )} { ( ,0)
c
T
T Tu U v
a T R u P T b− −
∈ θ ρ
− ρ ≥ ≤ θ ≥%  
1
( )\ ( )




a P T R u−
∈ θ ρ
≥ − γ ρ + −%  
1 (1) (2)
( )\ ( )




T ER u a P P−
∈ θ ρ
− ≤ −γ ρ = +%  
де (0,1)γ ∈  — деяке число. 
За нерівністю Чебишева маємо 
(1) 2 1 2((1 ) ( )) ( ( ,0))TP a E T b
− −≤ − γ ρ θ , 
1 2 2
0 0
( ( ,0)) cov(| ( ) | , | ( ) |)
T T
TE T b T t s dtds
− −θ = ε ε∫ ∫ . 
(1)
 
Розглянемо розклад функції | |x  за полі-
номами Чебишева—Ерміта в гільбертовому прос-
торі 12( , ( ) )L R x dxϕ  (тут 
2
21/2( ) (2 )
x
x e−−ϕ = π  — 
стандартна гауссівська густина): 
0










= ∑ , 
 
1
| | ( ) ( ) , 0.m m
R
C x H x x dx m= ϕ  ≥∫  
(2)
 
Завдяки співвідношенню (див., наприклад, [2]) 
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( ( )) ( ( )) ! ( )k mm k mEH t H s m B t sε ε = δ − , (3) 













ε ε = −∑ . (4) 
































≤ −⎜ ⎟⎜ ⎟
⎝ ⎠














= ε = − μ∑  
З іншого боку, за властивістю інтеграла від по-
вільно змінюваної функції (див., зокрема, [6, 
7]) при T → ∞  матимемо 
1 1
2
0 0 0 0
( ) ( ( ))
T T
T B t s dtds B T t s dtds− − = − =∫ ∫ ∫ ∫  
1 1 1 1
0 0 0 0
( | |) ( )
| | | |
L T t s dtds L T
T dtds









− α − α
 
тобто 
 (1) ( ( )).P B T= Ο         (5) 
Очевидно, що 
 (2) 1
( )\ ( )





P P T b u a−
∈ θ ρ




( ,0) | ( ) | ( )
T
T Tu t dt R uΦ − ε ≤ ≤∫ %  
 (1)
0
( ,0) | ( ) |
T
T u t dt≤ Φ + ε∫ , (7) 
(1) (1)
1 1( ,0) ( ) ( ,0) ,T T Tu T ER u u TΦ − μ ≤ ≤ Φ + μ
%   (8) 
то, додаючи ліву частину нерівності (7) та пра-




( , ) ( )
T
TT b u T t dt
− −θ ≥ − ε − μ∫    (9) 
Разом з (6) нерівність (9) призводить до оцінки 
 (2) 1 1
0
{ | ( ) | ( )}.
T
P P T t dt a−≤ ε + μ ≥ γ ρ∫   (10) 





γ =  де 0,ρ  0q  — 
числа з умови 5). Тоді (10) набуває вигляду 
 (2) 1 0
0
2
( ,0) ( ( )),T
a
P P T b O B T
q
−⎧ ⎫⎪ ⎪≤ θ ≥ =⎨ ⎬
⎪ ⎪⎩ ⎭
 (11) 
як це випливає з попередніх оцінок.  






( ) ( ( )\ ( ))
1
( ) ( )
{ || ( ) || }
{ ( ,0) (1 ) ( )}
{ inf ( , ) ( )}












P T b a
P T b u a




∈ θ ρ ρ
−
∈ θ ρ
ρ > θ θ ≥ ρ ≤
≤ θ ≥ − γ ρ +
+ θ ≤ − γ ρ ≤







де (0,1)γ ∈%  — деяке число. 
Нехай (1) ( ) 0,..., ( )
s cF F v⊂ ρ  — замкнені мно-
жини, діаметри яких не перевищують δ , що 
відповідає за умовою 3) числам 0,R = ρ  









cv . Виберемо точки ( ) ( ) ( ),i i cTu F U∈ θI  
1,..., .i s=  Тоді матимемо 
−
∈ θ ρ





( ) ( )





P P T b u a  
−
∈ θ=
≤ θ − θ +∑









u u U Fi
P T b u b u  
−+ θ ≥ γ ρ%1 ( )| ( , ) | ( )}.iTT b u a  
Зауважимо, що  
θ − θ ≤ − +% %1 2 1 2| ( , ) ( , ) | | ( ) ( ) |T T T Tb u b u R u R u  
+ − ≤ Φ% % (1)1 2 1 2| ( ) ( ) | 2 ( , ).T T TE R u R u u u  
Тому за умовою 3) маємо 




≤ θ ≥ − β γ ρ∑ %(3) 1 ( )
1





P P T b u a   (12) 
Оцінимо кожний доданок суми (12) окре-
мо. Позначимо 
ε = ε − Δ
Δ = −
( ( ), , ) | ( ) ( , ) |,
( , ) ( , ) ( ,0).
Q t t u t t u
t u s t u s t
 
За нерівністю Чебишева маємо 
−
− −
θ ≥ − β γ ρ ≤




2 2 2 ( )
{ | ( , ) | (1 ) ( )}





P T b u a
a T Db u
 
− θ =2 2 ( )( , )iTT Db u  
−= ε ε∫ ∫2 ( ) ( )
0 0
cov( ( ( ), , ), ( ( ), , )) .
T T
i iT Q t t u Q s s u dtds  
Оскільки 
ε = ε − Δ =2 2( ( ), , ) ( (0) ( , ))EQ t t u E t u  
= + Δ ≤ < + ∞21 ( , ) Tt u C  
рівномірно по [0, ],t T∈  ( )iu F∈ , то в гільбер-
















( , ) ( , , ) ( ) ( ) ,m m
R
C t u Q w t u H w w dw= ϕ∫  0.m ≥  
Аналогічно попереднім міркуванням маємо 














Таким чином, враховуючи, що (0) 1B = , 
отримуємо 




= − ≤∑ ∫ ∫2 ( ) ( )
1 0 0
1












≤ − ≤∑ ∫ ∫2 2 ( )
1 0 0
1


























T B t s dtds
m
 
2 2 ( )
0 0
(1 ( , )) ( )
T T
iT t u B t s dtds−≤ + Δ − =∫ ∫  
 1 2( ) ( ).I T I T= +  (13) 
При отриманні останньої нерівності ми скори-

















≤ ε2 ( )( (0), , ).iEQ t u  
Як вже було з’ясовано раніше, 
 =1 ( ( )).I O B T    (14) 
Маємо далі (за умови 4)). 
− −= Δ − ≤∫ ∫1 2 ( ) 12
0 0
( ) ( , )( ( ) )
T T
iI T T t u T B t s ds dt  
− −
−





T u T B s ds  
 −≤ ρ ∫10
0
2 ( ) ( )
T
k T B s ds . (15) 
З іншого боку (див., наприклад, [6]), при 
T → ∞  маємо 




( ) ( ) ( ( )).
T
T B s ds B Ts ds O B T   (16) 
З (12), (13) випливає, що  
=(3) ( ( ))P O B T . 
Разом з (5) і (11) це доводить теорему. 
Висновки 
Отримання достатніх умов конзистентнос-
ті о. н. м. параметрів нелінійної моделі регресії 
з неперервним часом та сильнозалежним випад-
ковим шумом надає можливість зробити наступ-
ний важливий крок у вивченні асимптотич- 
них властивостей о. н. м., а саме знайти асимп-
тотичний розподіл цієї оцінки у випадку силь-
нозалежного випадкового шуму. 
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А.А. Ананьева, А.В. Иванов 
КОНЗИСТЕНТНОСТЬ ОЦЕНКИ НАИМЕНЬШИХ 
МОДУЛЕЙ ПАРАМЕТРА НЕЛИНЕЙНОЙ РЕГ-
РЕССИИ 
Получены достаточные условия конзистентности 
оценки наименьших модулей параметра не-
линейной модели регрессии с непрерывным 
временем и сильнозависимым гауссовским ста-
ционарным шумом. 
О.О. Ananyeva, О.V. Ivanov 
CONSISTENCY OF THE LEAST MODULI ESTI-
MATOR IN THE NONLINEAR REGRESSION 
MODEL 
In this paper, we obtain the sufficient conditions of 
the least moduli estimator consistency of a parame-
ter of the nonlinear regression model with continu-
ous time and strong dependent Gaussian stationary 
noise. 
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