Solutions Homework 13 by Alberici, Diego
HOMEWORK 13, CALCULUS AND LINEAR ALGEBRA, 2015/2016
Assigned 03/04/2016, due 03/10/2016, collected from 2pm to 2.15pm sharp!
Name and Family Name (CAPITAL LETTERS):
MATRICOLA N.:
Exercise 1
Consider the discrete probability space with set of elementary events Ω = {A,B,C,D} and probability
measure given by pA = 1/3, pB = 1/4, pC = 1/3. For a given parameter a ∈ R consider the random variable
f defined as fA = 1, fB = −4, fC = 2 and fD = a.
a) Compute the expected value and the variance of f
b) Minimize the variance of f with respect the parameter a.
Solution: First of all observe that pD = 1/12 since pA + pB + pC + pD = 1.
a)
E[f ] = fA pA + fB pB + fC pC + fD pD =
1
3
− 1 + 2
3
+
a
12
=
a
12
E[f2] = f2A pA + f
2
B pB + f
2
C pC + f
2
D pD =
1
3
+ 4 +
4
3
+
a2
12
=
68 + a2
12
Var[f ] = E[f2]− (E[f ])2 = 68 + a
2
12
− a
2
144
=
816 + 11a2
144
b) Var[f ] depends on the parameter a ∈ R. Compute its derivative:
d
da
Var[f ] =
22a
144
.
The minimum of Var[f ] is attained when its derivative is zero, that is for a = 0 .
Exercise 2
Consider the discrete probability space of a dice (6 faces) roll. Let us denote by A the event ”the result is
even” and B the event ”the result is less or equal to 2”.
a) Write A and B as union of elementary events
b) Compute the probabilities of the events A and B
c) Are A and B independent events?
Solution:
a) The elementary events are the possible results of the dice roll: 1, 2, 3, 4, 5, 6. A = {2} ∪ {4} ∪ {6},
-B = {1} ∪ {2}.
b) Each elementary event has equal probability (fair dice). Hence each elementary event has probability
1
6 , since the probabilities of the elementary events must sum up to one. Moreover the probability of a
union of elementary events is the sum of their probabilities. Therefore: P (A) = P (2) +P (4) +P (6) =
1
6 +
1
6 +
1
6 =
1
2 , P (B) = P (1) + P (2) =
1
6 +
1
6 =
1
3 .
c) A ∩ B = {2}, hence P (A ∩ B) = 16 . On the other hand P (A)P (B) = 12 13 = 16 . Therefore A, B are
independent events since P (A ∩B) = P (A)P (B).
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Exercise 3
Let X be a random variable with binomial distribution with parameters n number of trial and p probability
of success. Prove that
a) E(X) = np
b) Var(X) = np(1− p) (Hint. Start computing E[X(X − 1)] )
Solution: Set pin(k) := P (X = k) = n!k! (n−k)! p
k (1 − p)n−k for all k = 0, 1, . . . , n. Recall that∑n
k=0 pin(k) = 1.
a)
E[X] =
n∑
k=0
k pin(k) =
n∑
k=0
k
n!
k! (n− k)! p
k (1− p)n−k =
n∑
k=1
n!
(k − 1)! (n− k)! p
k (1− p)n−k =
=
n−1∑
t=0
n!
t! (n− t− 1)! p
t+1 (1− p)n−t−1 = n p
n−1∑
t=0
(n− 1)!
t! (n− t− 1)! p
t (1− p)n−t−1 = n p
n−1∑
t=0
pin−1(t) = n p .
b)
E[X(X − 1)] =
n∑
k=0
k(k − 1)pin(k) =
n∑
k=0
k(k − 1) n!
k! (n− k)! p
k (1− p)n−k =
n∑
k=2
n!
(k − 2)! (n− k)! p
k (1− p)n−k =
=
n−2∑
t=0
n!
t! (n− t− 2)! p
t+2 (1− p)n−t−2 = n(n− 1) p2
n−2∑
t=0
(n− 2)!
t! (n− t− 2)! p
t (1− p)n−t−2 = n(n− 1) p2
n−2∑
t=0
pin−2(t) = n(n− 1) p2 .
Therefore:
Var[X] = E[X2]− (E[X])2 = E[X(X − 1)] +E[X]− (E[X])2 = n(n− 1)p2 + np− n2p2 = np(1− p) .
Exercise 4
Let X be a random variable with binomial distribution with parameters n = 100 number of trial and p = 1/3
probability of success. Find a value of δ > 0 such that P
(
| X100 − 1/3| ≥ δ
)
≤ 10−4. Justify the answer.
Solution: Recall that the Chebyshev’s inequality applied to the binomial distribution gives:
P
(
|X
n
− p| ≥ δ
)
≤ p(1− p)
nδ2
.
Therefore you can choose δ > 0 such that
p(1− p)
nδ2
≤ 10−4 ⇐⇒
1
3
2
3
100δ2
≤ 10−4 ⇐⇒ δ2 ≥ 2
9
102 ⇐⇒ δ ≥ 10
√
2
3
.
2
