Real options are now widely used for the analysis of irreversible decisions under uncertainty.
Introduction
Real option theory is a relatively new approach to investment evaluation which stresses the irreversibility of decisions and the uncertainty of the surrounding economic environment (see, for example, McDonald and Siegel, 1986; Pindyck, 1991; Trigeorgis, 1993; Dixit and Pindyck, 1994 . For recent applications and selective reviews with a focus in energy markets see Kumbaroğlu et al., 2008, and Rodríguez, 2008) . According to the traditional Discounted Cash Flow analysis, an investment should be undertaken only if it has a positive net present value (NPV). However, it can be shown that this approach undervalues investments in the presence of uncertainty and flexibility. For example, most investments in innovative projects have a negative value since they give access to a range of future options the value of which cannot be captured by NPV analysis. These options may include, for instance, delaying investment until more information has arrived or abandoning the project if market conditions turn out to be unfavourable.
There is an impressive body of theoretical work in the field of real options which deals mainly with identifying and specifying the options embedded in one or more investment proposals and solving the underlying valuation problem. However, in contrast to the financial options literature, empirical applications of real options analysis are rare. This could be due to the fact that relevant data for estimating the required parameters are not readily available. In particular, as with financial options, the volatility level (σ) is an unobservable key parameter which influences significantly the outcome of the investment evaluation process. Volatility is even more important for real options due to the fact that they usually have relatively longer durations. Although a variety of alternative approaches exist for approximating volatility (see Mills and Markellos, 2008 , for an up-to-date review and references), as argued by Knight and Satchell (1997) , historical volatility is the natural way to proceed when dealing with real options. Following this approach, volatility can be estimated using the instantaneous standard deviation of historic changes in project value. However, such data are seldom available given that when valuing the option to invest the project does not yet exist. Even if an approximation is derived by using the values of comparable projects, few observations are available meaning that the sampling error of volatility is likely to be high. An alternative method calls for approximating project volatility based on the historical variability of some proxy variable.
Theoretical justification to this method is lent by Davis (1998) who demonstrates that the volatility of project values can be directly linked to the volatility of the unit price of project output, which is either revealed in the prices of traded commodity options or can be calculated from published historic series, via a positive elasticity term. For example, McDonald and Siegel (1986) take σ to be equal to the average annualised standard deviation of unlevered equity in the United States, which is about 0.20. Brennan and Schwartz (1985) value a copper mine via a real options approach using a volatility estimate that is based on the historical standard deviation of copper prices. Although the use of a proxy variable may mean that more data become available, there are still constraints on the available data span (e.g., structural breaks).
The problem of volatility missestimation has been well researched in the context of financial options (see Dotsis and Markellos, 2007 , for a partial review of this literature).
However, little has been said about the impact of volatility estimation risk for real options analysis. Knight and Satchell (1997) first conjectured that the data limitations involved in real options analysis may mean that estimation risk is a particularly relevant problem. Earlier applications in the literature had demonstrated how the miss-estimation of volatility gives rise to substantial errors in the option price and the associated threshold, respectively. For example, Trigeorgis (1990) showed that a 50% increase in σ causes a 40% increase in option value. To overcome this problem it has been suggested that a range of volatility values or sensitivity analysis should be used when calculating the value of the option (see, for example, Rodríguez, 2008) . However, real option investment analysis has not been formally examined yet from the perspective of estimation risk, whereby the model is valid but the input parameters are uncertain (see Derman, 1996; Gibson et al., 1999) .
The present paper investigates the implications of volatility estimation risk for real option analysis. More specifically, we study the option to invest in the context of McDonald and Siegel (1986) and derive the bias induced by estimation risk in the critical project value as well as the confidence intervals for that value. The analysis is undertaken in both finite samples and asymptotically. We show that although the resulting biases are small, the width of the confidence interval for the critical project value is substantial for small samples and positively asymmetric. As a result, an investor that does not take into consideration estimation risk will incorrectly tend to accept projects easier since the hurdle is lower. In order to demonstrate the empirical implications of our analysis we examine an offshore oil tract investment problem that has been previously studied by Paddock et al. (1988) . Our results suggest that for a given volatility level, the range of the confidence intervals of options values is wide and a decreasing function of moneyness relative to point estimates.
The material is organized as following. The next section develops the methodology with respect to the impact of estimation risk on real options in finite and large samples.
Section 3 discusses the empirical application while the final section concludes the paper.
Methodology
The methodology in this paper draws from the previous research on the impact of volatility estimation risk on financial options. Boyle and Anathanarayanan (1977) first derived nonsymmetric option price confidence intervals on the basis of a chi-square distribution for historical variance and proposed a Bayesian approach for reducing variance estimation error.
By numerically integrating the Black-Scholes option pricing formula (BSF) over the chisquared probability density function of the variance estimate, assuming that the true variance is known, they concluded that, in general, the average option price does not equal the true value. However, they also showed that differences become negligible even for moderate samples. Lo (1986) developed the most general framework based on asymptotic theory for estimating and testing contingent-claim asset pricing models, such as the BSF. A computational advantage of this approach is that the limiting distribution of the contingent claim can be derived regardless of whether the claim is priced in closed form or numerically. Ncube and Satchell (1997) demonstrated that the asymptotic approach of Lo (1986) is inappropriate if the constant volatility model is to be regarded as an approximation to a slowly changing time varying volatility model. They also emphasised that the true confidence intervals are non-symmetric and that the option-priced distribution derived from the asymptotic approach violates no arbitrage constraints since it yields negative option prices. Dotsis and Markellos (2007) showed that volatility estimation risk can introduce significant biases in option prices when volatility follows a GARCH process. As Phillips and Yu (2005) , they proposed a jackknife approach for bias reduction.
Following the classical approach of McDonald and Siegel (1986) , we study the option to invest under the assumption that the value of the project evolves according to a geometric Brownian motion (for a description see also Dixit and Pindyck, 1994, pp. 136-191) . In this context, we can derive the critical project value V* (optimal threshold) above which one should invest. It can be shown that when there is the option to defer investment, uncertainty and irreversibility drive a wedge between the critical value V* and the investment cost. Thus, the traditional NPV rule should be modified as following: one should invest in the project if the project value exceeds the investment cost by an amount equal to the value of the option to defer investment.
Finite Sample Approach
In the simple case where the investment cost is assumed to be constant, the optimal investment rule takes the form of a critical value V*, such as it is optimal to invest once V≥V*, where V is the value of the project. McDonald and Siegel (1986) showed that:
where I is the cost of investment,
r is the risk free rate and σ 2 is the variance of the project value. The closed form solution of the optimal threshold V* is derived by assuming that the relevant option is perpetual.
Suppose that we observe n+1 historical observations of the project's value. The sample historical variance s 2 is given by:
( ) 
where Γ () is the Gamma function.
Since the sample variance is regarded as a random variable, V* can also be considered as random variable with the first two moments given by:
It can be shown that V* is a strictly increasing and concave function with respect to variance.
On the basis of Jensen's inequality, we know that
We initially make the simplifying assumption that the true variance is known. As shown in Table 1 , the bias is negative for various levels of "true" variance and sample sizes, respectively. However, the magnitude of the bias is negligible even when a sample size as small as 5 observations is employed. On the basis of the standard errors, we can observe that the optimal threshold exhibits large variation, even for large samples.
[Insert Table 1 Here]
In order to relax the unrealistic assumption that the "true" variance is known, we can employ chi-squared confidence intervals of the sample variance: 2 2 2 2 2 1, 2 1,1 2
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where α is the significance level. Since V* is a strictly increasing function of the variance rate, the corresponding confidence interval can be calculated as (see also Ncube and Satchell, 1997): Table 2 reports the 95% confidence intervals along with the ratio of the range of the confidence interval to a point estimate V* equal to 57.789. We assume here that the estimated variance is 6.25%. The results indicate that optimal decision making, even when reasonably large sample sizes are available, is perplexed by the fact that critical project value confidence intervals are considerably wide and asymmetric. In order to incorporate the uncertainty in volatility estimation, the upper bound of the confidence interval could be used in place of the point estimate. In this manner, the severity of the investment decision rule will depend on the amount of volatility estimation risk. Using a point estimate will make the decision rule too optimistic since it will essentially lower the critical value above which investment should be undertaken. In statistical terms, the true critical project value is unknown and lies within the confidence interval with a probability that corresponds to the level of significance. In other words, the estimation risk means that we have a region of critical project values, which is determined by the confidence interval, rather than a point estimate. The relationship between volatility estimation risk and critical project value is highly nonlinear and far from straightforward. As the sampling distribution of project value is positively skewed in finite samples, standard sensitivity analysis which assumes symmetry in the underlying confidence intervals will be invalid.
Note that at this point little can be said about whether immediate exercise of the option is optimal or not. The reason is that we do not know the current project value, V 0 . If, for example, the option is deep-in-the money, e.g., V 0 = 100, obviously the width of the confidence interval has a small impact on the optimal exercise policy, since even for very small samples of say 20 observations or more it is optimal to invest immediately. If V 0 = 70, then, ignoring estimation risk, one would invest immediately given that V 0 >V*. However, note that such a decision would be suboptimal for samples smaller than 70 observations, given that the upper value of the confidence interval is higher than V 0 .
[Insert Table 2 Here]
Asymptotic Approach
Under the finite sample distribution of volatility estimates the distribution of critical projects values and option values can only be obtained by using numerical integration. This problem becomes more intense when option values are not know in closed form but have to be calculated numerically, as it is typical in the real options theory. Lo (1986) shows how to easily construct sampling distribution of non-linear functions, such as option prices, on the basis of asymptotic theory.
Under a geometric Brownian motion, the maximum likelihood estimator of σ 2 is given by:
Standard results show that 2 ML σ has the following asymptotic distribution:
Taking a first order Taylor approximation, the asymptotic distribution of the optimal threshold is given by:
Once the asymptotic distribution is known, confidence intervals and hypothesis tests can be constructed using the statistic ( ) 
where z denotes the a/2 quantile of a standard normal distribution. Table 3 reports the asymptotic confidence intervals of the optimal threshold for various sample sizes.
Unsurprisingly, the asymptotic approach yields poor approximations for small sample sizes compared to the finite sample results. For sample sizes larger than 70 observations, the confidence intervals provided by the two approaches converge.
[Insert Table 3 Here]
Empirical Example: Real Option Valuation of an Oil Tract
Paddock et al. (1988) treated the valuation of an offshore oil tract as a three-stage investment problem comprising of the exploration, development and extraction of oil. Given that the development stage requires the largest capital expenditures, we focus here on the valuation of the undeveloped reserve and the decision as to when to develop. We must also account for the fact that the option to develop the reserve is not a perpetual one since the Government subjects the leaseholder to relinquishment requirements that dictate how long a company can wait before beginning exploration and development. Given that the firm can begin development at any time before expiration of the lease, the undeveloped reserve is similar to an American call option on a dividend-paying stock. More specifically, this analogy can be drawn considering that the stock price is the value of the developed reserve, the exercise price is the cost of development, the time to expiration is the relinquishment requirements, the stock price volatility is the volatility of the value of the developed reserve, and, the dividend is the net production revenue minus depletion. Paddock et al. (1988) obtained the following partial differential equation (pde) for the value of an undeveloped reserve, F(V,t):
with the following boundary conditions:
where V is the value of a unit developed reserve, D is the per-barrel cost of developing the reserve, σ is volatility of the value of the developed reserve, r is the risk-free rate, T is the time to maturity and δ is the payout rate of the producing developed reserve. Since the option to develop the reserve expires at time T, the value of the option depends on t, and, the above pde can be solved only numerically. The authors assumed δ equal to 0.041 and used the variance of crude oil prices as a proxy for estimating the variance of developed reserves.
Using monthly data for the period 1974-1980, a total of 72 monthly observations, they found an annualized variance of the real refiner cost of imported crude oil of 0.02019 or σ = 14.2%.
The risk-free rate was assumed to be 1.25% and the time to development equal to 5 years. In order to examine how the option value changes with time to maturity, volatility and moneyness, respectively, they performed a comparative static analysis. Table 4 shows the option value estimates reported in Paddock et al. (1988) along with the corresponding asymptotic confidence intervals we calculate numerically using equation (10). Though the confidence intervals could also be constructed using equation (7), the advantage of the asymptotic approach is that it allows a simple derivation of the sampling errors and hence facilitates formal hypothesis testing. For all project configurations considered here the true option value lies within a wide range. Estimation risk induces large uncertainty into options prices and consequently makes true project values difficult to be accurately measured.
Moreover, it can be seen that the range of the confidence interval relative to the point estimate is a decreasing function of moneyness. That is, the uncertainty is larger for out of the money options.
[Insert Table 4 Here]
Conclusions
This paper examined the impact of volatility estimation risk for real option analysis. Using a framework that has been developed in the financial option literature, we inferred the distribution of the optimal investment threshold both in finite samples and asymptotically.
Although we assumed the classical framework of assumptions proposed by McDonald and Siegel (1986) for the real option investment problem, our analysis can be modified easily in order to be applied in other pricing contexts. We show that an investor that does not take into consideration estimation risk may undertake projects more often or sooner than he should. In an empirical application using a previous study on the valuation of an undeveloped oil reserve, we demonstrated that the uncertainty of the volatility estimate can induce wide confidence intervals for the true value of the investment. Overall, the results in this paper indicate that incorrectly ignoring volatility estimation risk may have a considerable impact on optimal decision making when a real option decision making approach is used.
It is interesting to note that the construction of confidence intervals for optimal investment rules has also a solid decision theoretic interpretation. Bewley (1988) and Garlappi et al (2007) showed that the choice of significance levels is implicitly connected to uncertainty aversion. 1 An investor that displays high aversion to parameter uncertainty will choose small significance levels and hence his investment decision will be based on wide confidence intervals. An interesting route for future research could study the effect of estimation risk on investment decisions and utility when investors are ambiguity averse.
Finally, along the lines of Rodríguez (2008) , it would be interesting to investigate the effect of estimation risk in problem parameters other than volatility. Table 2 . Finite sample confidence intervals of optimal threshold (V*) when variance is unknown. Calculations assume that I = 10, r = 0.02, δ = 0.01, s 2 = 0.0625, and V*=57.789. % Range is defined as the ratio of the range of the confidence interval to the point estimate of V*.
