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Abstract
Linear functions have gained great attention in the run time analysis of evolu-
tionary computation methods. The corresponding investigations have provided
many effective tools for analyzing more complex problems. So far, the runtime
analysis of evolutionary algorithms has mainly focused on unconstrained pro-
blems, but problems occurring in applications frequently involve constraints.
Therefore, there is a strong need to extend the methods for analyzing uncon-
strained problems to a setting involving constraints.
In this paper, we consider the behavior of the classical (1+1) evolutionary
algorithm on linear functions under linear constraint. We show tight bounds
in the case where the constraint is given by the OneMax function and the
objective function is given by either the OneMax or the BinVal function. For
the general case we present upper and lower bounds.
Keywords: run time analysis, evolutionary algorithm, knapsack, constraints
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1. Introduction
Evolutionary algorithms have been used in a wide range of application domains
such as water distribution network [37, 40], renewable energy [30], supply chain
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management [29], and software engineering [15, 26]. Their easy application and
adaptation to a wide range of engineering problems qualifies them for research
even without a deep algorithmic background.
Although evolutionary computation is very popular in a large variety of
application domains, the theoretical understanding lags behind its practical
success. Over the last 20 years a lot of progress in understanding evolutionary
computing techniques has been achieved by studying the run time behavior of
evolutionary algorithms that are simpler than the ones used in practice, but still
capture the main aspects of the algorithms [1, 19, 33].
At the heart of these investigations have been studies of the behavior of the
(1+1) evolutionary algorithm ((1+1) EA) on the class of linear pseudo-Boolean
functions [9]. Initially, they considered OneMax [31] as the simplest linear
function, and later generalized to the whole class of linear functions. It has been
shown in [9] that the (1+1) EA optimizes them in expected time Θ(n log n).
Further works gave simpler proofs, and a more precise analysis revealed the lea-
ding constants and lower order terms hidden in the Θ-notation [6, 18, 39]. Linear
functions have been explored also in dynamic [24] and stochastic settings [8, 14].
The insights gained this way provided strong tools that facilitated the analysis
of other evolutionary computing techniques beyond simple EAs, such as par-
ticle swarm optimization [38], ant colony optimization [25], and estimation of
distribution algorithms [5]. Most recently, generational genetic algorithms [3]
and steady-stage genetic algorithms [4] have been added.
All the mentioned results on the analysis of evolutionary computation techni-
ques for linear pseudo-Boolean functions are considering the problem without
any constraints. However, problems occurring in the real-world are often con-
strained as resources are limited. It is quite surprising that the impact of adding
a constraint to linear pseudo-Boolean functions has so far been mainly ignored
in the literature. Investigating such problems allows us to build on existing
techniques and extend them to the often more realistic setting incorporating
constraints. From a technical perspective, this might point out difficulties where
current techniques are not sufficient for the analysis of the constraint setting and
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therefore set challenges in developing new appropriate methods.
Maximizing a linear function under a linear constraint means, in the most
general case, that the search space is split by a hyperplane and only the points in
one of the half spaces are allowed to serve as solutions. In the Boolean domain,
this is equivalent to the well-known NP-hard knapsack problem. Beyond the
worst case, the knapsack problem has been well-studied from an average case
and smooth complexity perspective and it has been found that this problem can
be solved in (expected) polynomial time for a wide range of these settings [2, 36].
Regarding evolutionary computation, it has been shown that the expected
optimization time of the (1+1) EA on a specific deceptive knapsack instance is
exponential [41]. To identify tractable instances, we investigate several subclas-
ses of linear functions under linear constraints; most notably, when the con-
straint is given by OneMax, merely restricting the number of 1-bits in the
string. We call this a uniform constraint. The goal of our investigations is
to gain an understanding on the working principles of the (1+1) EA for these
subclasses. The reader should note that all instances under investigation can be
solved to optimality in polynomial time by deterministic (greedy) algorithms.
Our findings are summarized in Table 1. We start our study by considering
the OneMax objective together with a uniform constraint of B (only strings
with at most B 1-bits are feasible) and show that the (1+1) EA is able to find
an optimal solution efficiently. Namely, it solves the problem in time O(n log n),
but depending on B potentially much faster. Note that OneMax with uniform
constraints has many global optima: any bit string with B 1-bits is optimal. We
modify OneMax by increasing the weight of B bit positions to 1 + ε, for a very
small value of ε. This ensures that there is only one global optimum. We show
that this function requires at most a quadratic number of fitness evaluations
in expectation to be optimized. With a similar technique we show a run time
bound of O(n2) for BinVal under any uniform constraint B. BinVal has only
one global optimum, but the values of the different bits is now much more
important. We sidestep the occurring issues with a careful drift analysis and
show that the drift strongly depends on the number of non-optimal bits outside
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the B positions of highest weight.
Investigating more general functions under uniform constraint, we show that
a general upper bound of O(n3) holds for all linear objective functions and
possible choices of B. Furthermore, we show that there exist linear functions
and values of B such that an optimization time of Ω(n2) cannot be avoided. We
conjecture a general upper bound of O(n2) for all linear functions, independently
of B. However, for now we content ourselves with showing this bound for
BinVal and the (1 + ε)-test function mentioned above.
We proceed in Section 2 by introducing the algorithm and the class of con-
strained optimization problems that is subject to our investigations. We consi-
der uniform constraints in Section 3 and linear constraints in Section 4. Finally,


















































































































































































































































































































































































































































































































































































































































































































2. Problems and Techniques
In this article we give bounds on the expected run time of the (1+1) evolutionary
algorithm on pseudo-Boolean optimization problems whose collection of feasible
solutions is restricted by a linear constraint. For the analysis we make extensive
use of various tools commonly known as drift analysis.
2.1. Constrained Optimization Problems
We consider as search space the set {0, 1}n of all bit strings x = x1x2 . . . xn of





The weights wi are positive reals, w.l.o.g. not smaller than 1; scaling them
by min1≤i≤n wi does not alter the acceptance behavior of the (1+1) EA (see
Algorithm 1 below). We denote by wmax = maxi wi the maximal weight. The





where the weights bi are positive reals and B is a positive upper bound. We say
the function f is under uniform constraint if all bi are equal to 1; otherwise,
we say that it is under linear constraint. An optimal solution is then a feasible
search point of maximum f -value.
In order to analyze pseudo-Boolean functions, we fix some notation regarding
bit strings. The number of 1-bits in x is denoted |x|1 =
∑n
i=1 xi, we sometimes
also use the term Hamming weight ; |x|0 = n− |x|1 is the number of 0-bits.
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Algorithm 1: (1+1) EA
1 Choose x ∈ {0, 1}n uniformly at random;
2 while stopping criterion not met do
3 y ← flip each bit of x independently with probability 1/n;
4 if z(y) ≥ z(x) then x← y;
In order to optimize f under the constraint b(x) ≤ B we employ the (1+1) EA,
see Algorithm 1. Here, x denotes the best search point found so far. We use
symbol x′ for the (possibly mutated) offspring after selection; x(0) denotes the
initial bit string drawn in Line 1. The constrained aspect of the optimization is
handled by a penalty approach. Let 1b>B denote the characteristic function of
the infeasible region. We define an auxiliary function z as
z(x) = f(x)− 1b>B(x) · (nwmax + 1)(b(x)−B + 1).
This definition serves two purposes. First, z(x) is negative iff x is infeasible.
Second, while still in the infeasible region, the z-value increases when the extend
of the constraint violation b(x) − B is reduced. This way the search is guided
towards the feasible region. The (1+1) EA accepts an offspring iff its z-value is
not worse than that of its parent. In particular, Algorithm 1 will never adopt
an infeasible solution in Line 4 after sampling the first feasible bit string.
The introduced fitness function uses a classical penalty approach where solu-
tions are penalized with respect to their constraint violation. It should be noted
that giving each infeasible solution the same large penalty would lead to large
plateaus that are hard to escape from. In order to illustrate this, consider the
case where B is small, i.e.‘ B = 1. This implies that a solution is only feasible
if exactly one bit is set to one and all solutions with more than one bit set to 1
are infeasible. The set of infeasible solutions forms a large plateau and the set
of feasible solutions almost forms a needle in the haystack. The classical needle
in the haystack function called Needle differs from our setting by having exactly
one optimal search with all other search points attaining the same non-optimal
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fitness value. It is well known that the (1+1) EA has an expected optimization
time of Ω(2n) on Needle as the black box complexity of Needle is Ω(2n) in the
unrestricted black-model [7, 10]. We refer the reader to [20] for a more detailed
discussions on runtime analysis of evolutionary algorithms on plateau functions.
We study the number of iterations the (1+1) EA needs until it samples
an optimal solution for the first time. This is called the optimization time of
the algorithm; we usually denote this random variable as T . The expected
value of this variable E[T ] is called the expected optimization time. We would
like to point out that, unless explicitly stated otherwise, all asymptotic bounds
are in terms of both n and B simultaneously. More formally, we compute the
univariate asymptotics of the expected optimization time with respect to n for
any positive, non-decreasing function B = B(n).
During the analysis in the sections below we frequently bound an expected
value by some conditional expectation. The justification is the following easy
observation from the law of total expectation.
Lemma 1. Suppose X is a discrete random variable taking values in R+0 and
E is an event in the same probability space such that 0 < Pr[E ] < 1. Then,
E[X] ≥ E[X | E ] Pr[E ]. If additionally X > 0 implies E, equality holds.
Proof. The conditional expectation E[X | ¬E ] exists and is non-negative. Thus,
E[X] = E[X | E ] Pr[E ] + E[X | ¬E ] Pr[¬E ] ≥ E[X | E ] Pr[E ].
If the second condition is met, then E[X | ¬E ] = 0.
2.2. Drift Analysis
In order to give bounds on the optimization time we apply drift analysis. For a
general overview of the applications of drift analysis to evolutionary algorithms,
including historical remarks, we direct the reader to [28]. The main idea of
this approach is to define a potential function that maps the inner state of the
algorithm to the real axis, allowing us to evaluate the expected progress between
8
consecutive rounds. Usually the potential is chosen such that its minimization
corresponds to maximizing the fitness of the current solution. The potential
reaching its minimal value is then equivalent to the bit string being optimal.
Depending on the type of expected potential decrease, the drift, we apply one
of several drift theorems with the following being arguably the most general.
Theorem 2 (Variable Drift Theorem [11, 21, 35]). Let (X(t))t≥0 be sequence
of random variables ranging over S ∪ {0}, where S = [smin, smax] ( R+ is a
positive interval. Furthermore, let T be the random variable denoting the first
point in time t ≥ 0 for which X(t) = 0. Suppose that there exists a monotonically
increasing function h : [smin, smax]→ R+ such that 1/h is integrable, and for all




∣∣∣ X(t) = s] ≥ h(s).












If the drift function h satisfies additional conditions, tighter upper bounds as
well as lower bounds can be asserted.
Theorem 3 (Additive Drift Theorem [17]). Let (X(t))t≥0, S, smin, and T be
as above. Suppose that there exists a positive real number δ > 0 such that,
E[X(t) −X(t+1) | T > t] ≥ δ.
Then, for all s0 ∈ S,




If E[X(t) −X(t+1) | T > t] ≤ δ, then E[T | X(0) = s0] ≥ (s0 − smin)/δ.
Theorem 4 (Tail bound to the Additive Drift Theorem for lower bounds [23]).
In addition to the prerequisites of the second clause of Theorem 3, assume that
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the random variables (X(t))t≥0 each have finite expectation. Suppose that there
exists a real number γ > 0 such that for all t < T ,
|X(t) −X(t+1)| < γ.
Then, for all s0 ∈ S and every r ≥ 2(s0 − smin)/δ,







Theorem 5 (Multiplicative Drift Theorem for upper bounds [6]). Let (X(t))t≥0,
S, smin, and T be as in Theorem 2. Suppose there exists a real number δ > 0
such that for all s ∈ S and t < T ,
E[X(t) −X(t+1) | X(t) = s] ≥ δs.
Then, for all s0 ∈ S,
E[T | X(0) = s0] ≤
ln(s0)− ln(smin) + 1
δ
.
Theorem 6 (Multiplicative Drift Theorem for lower bounds [39]). The random
process (X(t))t≥0 now only takes values in S, excluding 0. Additionally, we
require smin = 1 and X
(t+1) ≤ X(t) for all t. The target value s∗ > 0 is now
arbitrary and T is the stopping time for the event X(t) ≤ s∗. Suppose there exist
real numbers 1 ≥ δ, β > 0 such that for all s ∈ S and t < T ,
(i) E[X(t) −X(t+1) | X(t) = s] ≤ δs;
(ii) Pr[X(t) −X(t+1) ≥ βs | X(t) = s 6= 1] ≤ βδ/ ln s.
Then, for all s0 ∈ S,









We start with investigating uniform constraints, i.e., bi = 1 for all 1 ≤ i ≤ n.
This effectively restricts the total number of 1-bits in a feasible solution. Hence,
we assume the weight bound B to be an integer between 1 and n.
In the following lemma we derive a general bound on the time the (1+1) EA
needs to sample a feasible solution on any pseudo-Boolean function under uni-
form constraint. This will ease the later analysis. We reduce the problem at





We would like to point out that in this article run time estimates of the form
O(n log(n/B)) are to be read as O(n) if B = n.
Lemma 7. Consider the (1+1) EA optimizing a linear function under uniform
constraint B. Then, the expected number of iterations until a feasible solution
is sampled for the first time is O(n log(n/B)).
Proof. If the initial bit string is feasible, we are done. This includes the
special case of B = n. In the infeasible range the (1+1) EA always prefers
bit strings with fewer 1-bits. Hence, the optimization process is the same as
that of the (1+1) EA on an unconstrained OneMax function (considered as a
minimization problem), see e.g. [6, 39]. A mutant is adopted as offspring if and
only if its Hamming weight is not larger than that of its parent. In particular,
flipping a single 1-bit and nothing else improves on the potential and gives the













This bound is a multiplicative of the current potential. The maximum potential
of any infeasible solution is n. Invoking the Multiplicative Drift Theorem for
upper bounds (Theorem 5) with δ = 1/en, s0 = n, and smin = B gives an
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expected waiting time of








until the number of 1-bits is reduced below the cardinality constraint B.
Above lemma can easily be extended to arbitrary non-linear (non-negative)
pseudo-Boolean functions. Since for those functions the notion of wmax is un-
defined, the auxiliary function z of Algorithm 1 must be set such that infeasible
solutions correspond to negative z-values.
As we will see in the next section, the bound established in Lemma 7 is not
always tight. The importance of this result lies elsewhere. It will often allow us
to assume that the optimization starts with a feasible solution without affecting
the asymptotic run time.
3.1. OneMax
In the infeasible region of the search space any pseudo-Boolean function under
uniform constraint behaves like a OneMax problem. To complement this, we
now examine the optimization process of the (1+1) EA on OneMax as the
objective function. The run time turns out to be heavily dependent on the
relative size of the cardinality bound B in terms of the length n of the bit
string. The next theorem shows that the time needed is never worse than in the
unconstrained case. Moreover, OneMax can be maximized even in sub-linear
time if B is close to n/2.
The analysis benefits extensively from symmetries inherent to the underlying
random process. OneMax is invariant under permutations and the standard
bit mutation operator of the (1+1) EA is indifferent towards the position and
the value of the bits. Additionally, the number of 1-bits and the number of
0-bits in the initial solution are identically distributed and this distribution is
symmetric around its mean value n/2.
We use the following lemma by Oliveto and Witt to bound the probability
that a binomial variable deviates moderately from its expectation [34].
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Lemma 8 (Lemma 6 in [34]). Let X be the sum of n i.i.d. Bernoulli trials with
success probability p and ` the minimum of pn and (1− p)n. Then,
Pr
[






Theorem 9. Let Bmin denote the minimum of B and n − B. The expected










Similar to Lemma 7, the bound is to be read as Θ(n log n) if B = n.
Proof. In this proof we identify the three main quantities that affect the run
time of the (1+1) EA on constrained OneMax: the expected drift, the distance
between the initial number of 1-bits and the cardinality bound B, and the
distance from B to the central value n/2. Intuitively, the distance of the initial
solution to B marks the ground we have to cover until we reach an optimal
solution, and the drift is the speed we travel. The difference |B−n/2| partitions
the range of all possible values of B into regions corresponding to different






∣∣B − n2 ∣∣ < √n;
Θ









Observe that this indeed gives the claimed bound.
The first part of this proof is presented as a series of claims giving bounds on
the expected drift and distance. While the drift can be inferred from standard
arguments (Claim 1 below), the analysis of the influence of the two distance me-
asures is more involved. The initial bit string has an expected Hamming weight
of n/2. We show that the initial solution also has an expected lack/surplus
of at least
√
n 1-bits compared to any optimal solution (Claims 2 & 4). This
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gap grows linearly when B moves further away from the center (Claim 3). The
second part of the proof then derives bounds on the optimization time.
First, if the cardinality bound is set to the extreme value of B = n, the pro-
blem is equal to unconstrained OneMax (as a maximization problem). Hence,
the well-known Θ(n log n) bound carries over to this setting, see [9]. We assume
B < n in the following. Note that the upper bound holds independently of
the value of B. We find a feasible solution in time O(n log n) (Lemma 7) and
improve it until B bits are set to 1. This can be done in an additional phase
of O(n log n) rounds by a Coupon Collector’s argument. We now show that the
optimization succeeds much faster if B is close to n/2.
For the drift analysis it is convenient to use either |x|1 = OneMax(x) itself
or |x|0 = n − |x|1 as the potential function, depending on whether the current
search string is feasible or not. Our first claim bounds the expected drift with
respect to this potential. The results are well-known, we only state them here
for completeness. A detailed discussion can be found in [6] and [39].






∣∣ |x|1 ≤ B] ≤ |x|0
n
.
Similarly, if x is infeasible, E[ |x|1 − |x′|1 | |x|1 > B] = Θ(|x|1/n). C
Next, we give estimates on the second of the above quantities, the distance
from the initial number of 1-bits |x(0)|1 to the constraint B. Let
dB(x
(0)) = |B − |x(0)|1|
denote this random variable. Furthermore, we use
Bcen = |B − n/2|
for the absolute difference between B and the central value, the third quantity.
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Assume B ≤ n/2 for the moment. Then, |x(0)|1 ≥ (n +
√




n/2. The random weight |x(0)|1 is the sum of n i.i.d. equiprobable












If B > n/2, we apply the same argument to the random variable |x(0)|0 (having
the same distribution) and the event |x(0)|0 ≥ (n+
√













For the next claim, recall that Bcen stands for |B − n/2|.









Variable |x(0)|1 has n/2 also as its median. Hence, if B ≤ n/2, with probability
Pr[|x(0)|1 ≥ n/2] ≥ 1/2 the distance is at least Bcen. The same holds if B > n/2,
as Pr[|x(0)|1 ≤ n/2] ≥ 1/2. The lower bound now follows from Lemma 1. C











The triangle inequality yields dB(x
(0)) ≤ Bcen +
∣∣∣|x(0)|1 − n/2∣∣∣. From the











The latter expected value is known as the mean deviation of a binomially distri-









































)2 = e2π√n. C
Claims 2, 3 and 4 together show that if Bcen <
√




n); otherwise, it is Θ(Bcen). The next claim
states a useful technical property of the first feasible solution sampled during
the optimization, as described in Lemma 7.
Claim 5. If the optimization started in the infeasible region, the first feasible
solution found by the (1+1) EA has Hamming weight at least B − lnn with
probability superpolynomially close to 1.
Consider the iteration in which the optimization process enters the feasible
region. In order to jump from more than B bits set to 1 to less than B− lnn, at
least lnn bits must flip at once. We get the following bound on the probability,
Pr
[
|x′|1 < B − lnn























In the remainder of this proof we infer bounds on the expected optimization
time from the claims above. We commence with proving an universal lower
bound. Recall that T is the random variable denoting the number of rounds the
(1+1) EA needs to sample an optimal solution for the first time. We consider
its expected value E[T | dB(x(0))] conditional on the random distance of the
initial solution to the bound B. Observe that this makes E[T | dB(x(0))] itself
a random variable, and we have E[T ] = E[ E[T | dB(x(0))] ]. Claim 1 states that
the drift during the whole optimization is at most 1, regardless of feasibility.
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∣∣∣ dB(x(0))] ≥ dB(x(0)).
We bound the expectation of the derived variable and, in turn, the expected
optimization time with the help of Claim 2,





∣∣∣ dB(x(0))]] ≥ E[dB(x(0))] = Ω(√n).
Note that this bound holds for any uniform constraint B.
According to Chernoff bounds, the initial solution has at least n/3 and at
most 2n/3 bits set to 1 with probability 1 − 2−Ω(n). We have already seen an
upper bound of O(n log n) on the expected optimization time, independently of
B. Hence, conditioning on the initial solution x(0) containing a linear number
of both 1-bits and 0-bits affects the expected run time only by a sub-constant
number of steps. We omit this condition in the notation below.
Assume Bcen <
√
n. While the currently best search point is infeasible, its
Hamming weight cannot increase. However, undershooting the target cardi-
nality bound B by more than lnn is also unlikely (Claim 5). Conversely, the
weight cannot decrease while the search point is feasible. In summary, we can
safely assume that the maintained solution x observes n/3 ≤ |x|1 ≤ 2n/3 during
the whole optimization. By Claim 1, the expected drift is at least 1/3e. The




∣∣∣ dB(x(0))] ≤ 3e · dB(x(0)).
Applying Claim 4 and the assumption Bcen <
√
n gives













If Bcen is between
√
n and 7n/16, the expected optimization time is in
Θ(Bcen). The argument is the same as above, but utilizes Claim 3 in place
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of Claim 2. The main observation is that the drift is still constant in this range
of B. Note that now Bcen +
√
n = O(Bcen).
Finally, we turn the discussion to the case in which the distance Bcen is larger
than 7n/16. The main difference is that the expected drift towards the can now
become sub-constant during the optimization. If the bound B is close to 1,
the (1+1) EA must remove almost all 1-bits to even find a feasible solution,
let alone an optimal one. Conversely, if B is close to n, the number of 0-bits
are almost eliminated. Both events result in a very small drift towards any
optimum, cp. Claim 1. We use a multiplicative drift argument to handle this.
First, assume B ≥ 15n/16, that is, Bmin = min(B,n − B) ≤ n/16. The
initial assumption B < n ensures that Bmin is positive. By the same Chernoff
argument as above, the initial solution is feasible (with probability exponentially
close to 1). We use the number of 0-bits as the potential. In order to optimize
OneMax, the (1+1) EA has to reduce the potential from at most n down to
Bmin. The expected drift is at least |x|0/en, the Multiplicative Drift Theorem
for upper bounds (Theorem 5) thus yields

















To prove the lower bound, we want to apply Theorem 6. We have to check
its various prerequisites. Again by Chernoff bounds, we can assume that the
initial solution is not only feasible but has at least Bmin + n/9 bits set to 0.
This implies that the number of 0-bits cannot increase during the optimization.
We only measure the time until it falls below Bmin + lnn. Suppose the current
potential is |x|0 = s, and define δ = 1/n, β = 1/2. Then, the expected drift
is at most s/n = δs (Claim 1). Furthermore, large jumps are unlikely. More
formally, in order to have a progress of at least s/2 = βs, between s/2 and s
























Since n ≥ s ≥ Bmin + lnn > lnn, we obtain
Pr
[
|x|0 − |x′|0 ≥
s
2











This results in the following lower bound on the expected optimization time,
















Observe that Bmin ≤ n/16 implies Bmin + lnn ≤
√
nBmin/9, provided that n is
large enough. From there, we arrive at ln(Bmin + lnn) ≤ (ln(n/9) + lnBmin)/2.
Substituting this into our estimate yields



















which is Ω(n log(n/Bmin)), matching the upper bound.
The proof of the run time bounds in case of B ≤ n/16 is similar, but somehow
simpler. Now Bmin is equal to B. For the analysis we invert the roles of 0-
and 1-bits. With probability exponentially close to 1 the initial solution is
infeasible and has a linear surplus of 1-bits. A reduction below Bmin + lnn is
necessary to optimize the bit string. By the same series of arguments as above,
this needs an expected number of Ω(n log(n/B)) iterations. In order to derive
the upper bound, we argue that the search for a feasible solution, which takes
time O(n log(n/B)) in expectation (Lemma 7), dominates the run time. Once
the (1+1) EA enters the feasible region, we only need to collect lnn additional
1-bits with probability superpolynomially close to 1, as proven in Claim 5. Since
B ≤ n/16, the currently best solution x has potential |x|0 ≥ 15n/16. Thus, we
are again in the realm of constant drift. Joining the two phases gives
















We now move to the more general case of linear objective functions under uni-
form constraints. The weights wi ≥ 1 can be chosen arbitrarily, whereas the
weights bi of the constraint are still all equal to 1. For OneMax the introduction
of a cardinality bound never worsened the run time of the (1+1) EA. Contrary
to that, uniform constraints increase the optimization time on linear functions
in general. There exists a family of linear functions and corresponding bounds
B such that their optimization needs at least quadratic time. The reason is that
the collection of additional 1-bits stalls once the Hamming weight of the current
solution equals B. From there, progress is only possible by swapping a 1-bit to
a position with larger weight. This requires a simultaneous flip of both bits.
Theorem 10. There is a linear function f and a bound B such that the opti-
mization time of the (1+1) EA on f under uniform constraint B is in Ω(n2),
not only in expectation but even with high probability.1
Proof. Let ε > 0 be an arbitrary positive real number, possibly even dependent








The slight weight increase in the first B bits results in f having a unique global
optimum at x∗ = 13n/40n/4. The main idea of this proof is to show that, during
the optimization, the (1+1) EA likely samples a point with constant Hamming
distance dH from the optimum and exactly B 1-bits. Then, the only way to
reach the optimum is to exchange a 0 in the first 3n/4 bit positions, we call this
the first block, with a 1 in the last n/4 bits, the second block. This event has at
least a quadratic waiting time.
First, we prove that the (1+1) EA, prior to finding the optimum x∗, with
1We use the term with high probability for a success probability of at least 1 − 1/nc for
some constant c > 0.
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high probability either samples a search point with Hamming distance between
4 and 8 from x∗ or runs for Ω(n2) iterations regardless. In a second step, we
show that, given a feasible solution with constant distance, Algorithm 1 first
finds a non-optimal bit string with exactly B 1-bits. A union bound over the
polynomially small error probabilities for these events then implies the theorem.
By Chernoff bounds the initial solution has no more than 2n/3 1-bits with
probability exponentially close to 1. We thus assume a linear Hamming dis-
tance from x∗. In order to maximize function f the (1+1) EA must decrease
this distance below any positive constant. We claim that the algorithm does
not jump directly from an individual with distance greater than 8 to one with
distance less than 4. To this end, let d > 8 be the number of wrongly set bits
of the current search point x. We pessimistically assume that every mutation
decreasing the distance is accepted. For this malicious mutation to occur, at
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The last estimate is due to the observation that the upper bound is maximal
for d = 9. Hence, there exists a constant c > 0 such that this jump does not
occur in the first cn2 iterations with probability at least 1− 1/n4.
We now assume that Algorithm 1 just sampled a feasible solution x with
4 ≤ dH(x, x∗) ≤ 8 and continue the analysis from this point. If x has exactly
B bits set to 1, the theorem follows immediately. The reason is as follows. Due
to the Hamming distance, x can have at most 8 0-bits in the first block and at
most 8 1-bits in the second block. Every mutation must flip at least one pair of
these misplaced 0s and 1s simultaneously to improve on the fitness value. The
probability for this to happen is at most 64/n2.
We are left with the case in which x has Hamming distance between 4 and
8, and strictly less than B 1-bits. Consider a run of the (1+1) EA for lnn
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steps. We want to show that during this phase the maintained solution collects
B 1-bits in total but still does not reach x∗, with high probability. We employ
drift analysis with the number of 1s as the potential. Observe that we have
|x|1 ≥ B−8 = 3n/4−8 due to the Hamming distance requirement. A standard
argument provides a lower bound of 1/4e on the expected drift since x has
more than n/4 bits set to 0 and flipping any of them is accepted as a fitness
increase. Furthermore, no mutation increasing the number of 1s by more than 8
is accepted as this would violate the constraint. We apply the tail bound to the
Additive Drift Theorem given in Theorem 4 with parameters δ = 1/4e, γ = 8,
and r = lnn. This gives the following lower bound on the probability that the







= 1− exp(−Ω(log n)) = 1− 1
nΩ(1)
.
We can safely assume that the Hamming distance to the optimum does not grow
beyond 8 during these r iterations; otherwise, the same argument as above gives
a quadratic lower bound on the run time. On the other hand, in order to reach
x∗ prematurely in this phase all d ≥ 4 wrong bits must have to flip at least once.
Finally, we have to prove that this does not happen with high probability. A
specific bit position does not flip during r rounds with probability (1 − 1/n)r.
Hence, the d bits flip with probability (1 − (1 − 1/n)r)d. Using Bernoulli’s
inequality, the probability that the (1+1) EA does not sample the optimum




















This completes the proof.
Next, we give a general upper bound on the run time of the (1+1) EA on
arbitrary linear functions under uniform constraint. For this we use a method
based on the expected gain in weight of bits, inspired by [32]. Recall that wmax
denotes the maximal bit-weight of the objective function.
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Theorem 11. The expected optimization time of the (1+1) EA on any linear
function under uniform constraint B is O(n2 log(Bwmax)).
Proof. It is sufficient to start the analysis with a feasible solution, by Lemma 7.
In particular, the (1+1) EA will never sample an infeasible solution during the
remainder of the optimization process. W.l.o.g. the weights of the objective
function f are in descending order, i.e., wmax = w1 ≥ w2 ≥ · · · ≥ wn. The
maximum value of f under uniform constraint B is thus fmax =
∑B
i=1 wi. To any
feasible search point x we assign a potential value g(x) = fmax−f(x). Function
g is non-negative and attains its minimum 0 just in case f(x) is optimal.
We again refer to the first B bits as the first block and the last n−B bits as









Intuitively, loss(x) measures the total weight of the missing bits in the first
block, while surplus(x) is the sum of weights of the superfluous bits in the
second block. The potential function g can be reformulated as
g(x) = loss(x)− surplus(x).
Assume that the currently best solution x is non-optimal. Let k ≥ 1 denote
the number of 0-bits in the first block of x. We pessimistically assume that
|x|1 has already reached the cardinality bound B. In this case the expected
drift in the above potential is minimal. (For solutions with Hamming weight
strictly smaller than B a mutation flipping a single 0-bit is enough to improve
on the fitness value.) Necessarily, there are also exactly k 1-bits in the second
block. By E1,2 we denote the event that one 0 in the first block, one 1 in the
second, and no other position flips in this round. Using Lemma 1, we bound
the expected drift in g by the conditional drift under condition E1,2. Any of the
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k 0s in the first block are equally likely to flip and together they make up for
the whole value of loss(x). Thus, the average potential decrease by flipping one
of them is loss(x)/k. The same argument for the second block gives an average
increase of the potential of surplus(x). These two effects counteract each other.
However, the resulting drift is still large enough as
E[g(x)− g(x′)] ≥ E[g(x)− g(x′)
















Since the potential is at most fmax, Theorem 5 implies
E[T ] ≤ en2 (ln(fmax) + 1) ≤ en2 (ln(Bwmax) + 1).




ves as an extreme example of a linear function where every weight is strictly
larger than the sum of all smaller weights. Further increasing the weight diffe-
rences does not change the acceptance behavior of the (1+1) EA. Hence, we
can assume wmax ≤ 2n for any linear function and Theorem 11 gives a worst-
case expected optimization time of O(n3). However, we suspect the log-factor
appearing in above bound to be an artefact of the analysis and consequently
conjecture that every linear function can be optimized in time O(n2), for all
choices of B. This is supported by the observation that very different classes of
linear functions adhere to this bound. As a first example we return to the class
of functions used in Theorem 10. The case of BinVal is treated in Section 3.3.
A clarifying remark may be advised here. The next two theorems show,
for two classes of functions, a universal quadratic upper bound in n for any
uniform constraint B. In contrast, Theorem 10 shows a quadratic lower bound
only for specific choices of B. Although Theorems 10 & 12 share the same class
of functions, this does not imply a tight bound with respect to both n and B.2
2Θ(n2) for all B is easily refuted: the case B = n has optimization time O(n logn) [9].
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Theorem 12. Let B be an arbitrary integer between 1 and n, and 0 < ε < 1/B








under uniform constraint B is O(n2) in expectation.
Proof. Assume that the optimization starts in the feasible region. By Lemma 7,
this does not affect the asymptotic bound. The key observation of this proof
is that any mutation of a feasible solution that reduces the number of 1-bits is
rejected, implying a behavior similar to that on OneMax. For the offspring to
be accepted, the fitness cannot be worse than that of the parent. Hence, any net
loss of 1-bits from the last n−B bits (the second block) must be compensated
by the same number of 1s in the first B positions (the first block). Note that
due to ε < 1/B fewer 1-bits do not suffice. Conversely, if a mutation reduces
the number of 1s in the first block, only a strictly larger increase in the second
block can make up for this since ε > 0.
Theorem 9 implies that Algorithm 1 samples a solution x with |x|1 = B in
expected time O(n log n). By the discussion above, the algorithm stays at the
cardinality bound during the rest of the optimization. We define the potential
function as the number of 0-bits in the first block, i.e., g(x) = B−
∑B
i=1 xi. Since
the string x∗ = 1B0n−B is the unique maximum of f , g(x) = 0 is equivalent to
optimality. While being at the cardinality bound, the second block must have
exactly g(x) bits set to 1. Focusing on mutations which flip a single 0-bit in the
first block and a single 1-bit in the second block, we get











Let T ′ denote the random number of iterations until the (1+1) EA reaches
the optimum x∗ starting from a solution with B 1-bits. The Variable Drift
Theorem (Theorem 2) applied to the drift function h(s) = s2/en2, starting
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potential s0 = B, and minimum smin = 1 yields















Combining this with the bound on the time to find a solution with exactly B
1-bits gives the theorem.
3.3. BinVal
The next theorem states a quadratic optimization time also for the BinVal
function under uniform constraint. BinVal is defined by assigning to a bit





The weights on the various positions differ by orders of magnitude. As a con-
sequence, the offspring has a higher BinVal-fitness if and only if the left-most
flipping bit is a 0-bit, cf. [9].
Theorem 13. For arbitrary values of B, the expected optimization time of the
(1+1) EA on BinVal under uniform constraint B is in O(n2).
When proving Theorem 13 we will face the following situation: As explained
above the offspring will be accepted if the left-most flipping bit was a 0-bit and
the amount of 1-bits in the offspring is at most B. Therefore, if the amount
of 1-bits in the parent is less than B and the left-most flipping bit is the only
flipping 0-bit, the mutation will be accepted. However, if the amount of 1-bits
in the parent is B, then we have to have at least one flipping 1-bit in order to
have a feasible offspring. Exactly this situation will be reached asymptotically
fast due to Lemma 7 when compared to the desired optimization time in O(n2).
Inspired by the proof in [6] of the Linear Function problem we are going
to study this situation. Employing for a bit string x a potential function g(x)
allows us to measure the expected progress made when comparing parent and
offspring: the expected drift. The left-most flipping 0-bit will yield a positive
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drift, however the condition of additional flipping 1-bits will yield a negative
drift. This condition is necessary, as the drift under the event of exactly B
1-bits is a lower bound of the general drift. We condition the left-most flipping
to be a 0-bit at position i. By studying the drift in the substring of bits with
index larger than i we will measure the negative drift. After a careful study of
both expressions we will observe that the positive drift outweighs the negative
yielding a lower bound on the expected drift. Finally, we will derive the desired
runtime by applying the Variable Drift Theorem 2 on said lower bound.
Proof. We assume to have a feasible solution x with at most B 1-bits for
our analysis, since the time until the (1+1) EA samples one is asymptotically
smaller than the desired optimization time in O(n2) due to Lemma 7. In order
to apply a drift theorem we have to construct a suitable potential function for
x. We observe that the optimal bit string for BinVal is 1B0n−B with B ones in
the first entries followed by n−B zeros in the last entries. Thus, the constraint
B influences the optimization time. We take this into account by rewarding
1-bits only in the first B positions of the bit string. We do not regard the last
n−B positions at all in order to simplify the analysis.










whose minimum of 0 is reached by the optimal bit string 1B0n−B . In fact, every
other bit string minimizing g(x) is a non-feasible solution due to the constraint
of at most B 1-bits. We recall that for a best-so-far solution x the offspring of
x under the (1+1) EA is denoted x′. By bounding the expected drift, i.e. the
expected change E[g(x)−g(x′)], we are going to obtain the claimed runtime via
the Variable Drift Theorem 2.
Due to the exponential behavior of BinVal the offspring x′ will be rejected
if the leftmost flipping bit is a 1-bit, whereas it may be accepted if the leftmost
flipping bit is a 0-bit. Let L0 be the set of indices i ∈ [1, B], whose bit xi
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is 0. Further, let A be the event that the leftmost flipping bit of x is a 0-bit
with index in [1, B]. A decomposes into the events (Ai)i∈L0 fixing the leftmost
flipping bit to be at position i. From the law of total expectation, we get
E[g(x)− g(x′)] = E[g(x)− g(x′) | A] Pr[A] =
∑
i∈L0
E[g(x)− g(x′) | Ai] Pr[Ai].
For i ∈ L0 the probability for Ai is at least the probability that only the i-th
bit flips. This implies
∑
i∈L0
E[g(x)− g(x′) | Ai] Pr[Ai] ≥
∑
i∈L0












E[g(x)− g(x′) | Ai].
We will now focus on the expected drift under the condition Ai holds. If we
have not yet reached the bound of B 1-bits we observe that already one flipping
0-bit contributes to the drift without affecting the probability of a flipping 1-bit.
However, when we reach the bound every flipping 0-bit must be adjoined to at
least one flipping 1-bit in order to obtain an accepted offspring. Hence, since
every flipping 1-bit with index in [1, B] reduces the drift, we pessimistically
assume the case of B 1-bits from this point onwards.
Let Xi be the random variable denoting the number of flipping 1-bits with
index strictly larger than i. Since the leftmost flipping bit must be a 0-bit, the
offspring is accepted if and only if the condition (Xi ≥ 1) holds. Thus, Lemma 1
with the event E = (Xi ≥ 1) yields
E[g(x)− g(x′) | Ai] = E[g(x)− g(x′) | Ai, (Xi ≥ 1)] Pr[Xi ≥ 1]. (2)
Regarding the drift E[g(x) − g(x′) | Ai, (Xi ≥ 1)], flipping the 0-bit at
position i ≤ B contributes a positive change of 2(1 − 1/n)i. We assume pes-
simistically that there are no further flipping 0-bits. The positive change is
counteracted by a negative change, which is caused by the flipping 1-bits. We
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denote by x[i,j] the substring of x constrained to the entries with indices in the
interval [i, j]. The potential function constrained to the substring x[i,j] denoted
by g(x[i,j]) enables us to study the drift in x[i,j]. The drift in the substring
x[i+1,B] cannot be positive due to the condition (Xi ≥ 1) and we deduce








+ E[g(x[i+1,B])− g(x′[i+1,B]) | Xi ≥ 1]
)
Pr[Xi ≥ 1].
We study the negative change in [i+ 1, B] first. Let l(i) denote the number
of 1-bits with index in [i + 1, B]. In order to apply Lemma 1 we observe the
random variable −(g(x[i+1,B]) − g(x′[i+1,B])) with the event E = (Xi ≥ 1). As
required this random variable assumes values in R+0 and (Xi ≥ 1) has to hold
in order for −(g(x[i+1,B])− g(x′[i+1,B])) to be positive. This yields
E[−(g(x[i+1,B])− g(x′[i+1,B])) | Xi ≥ 1] Pr[Xi ≥ 1]
= E[−(g(x[i+1,B])− g(x′[i+1,B]))].
Due to the linearity of expectation this also holds for the random variable
g(x[i+1,B])− g(x′[i+1,B]). Regarding a lower bound we already assumed no flip-
ping 0-bits in the constrained bit string. Each bit flips independently with
probability 1/n and by the equality for a partial geometric series we deduce






















What is left is to derive an explicit expression for Pr[Xi ≥ 1]: the probability
that at least one 1-bit with index larger than i flips. This probability depends
on the number l(i) as well as on the number of 1-bits with index in [B + 1, n]
denoted by r. The probability that in one mutation step a single bit does not
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flip is 1− 1/n, which yields






We combine the derived expressions (2), (3), (4), and (5) to the bound



















Since we have B 1-bits and have not yet reached the optimum, there has to be
at least one 1-bit with index in [B+ 1, n] implying r ≥ 1. Therefore, we observe
a positive drift. Let f(r, l, n) be the last factor of (6). For the case r = 1 this
factor is equal to 1/n. In order to bound f(r, l(i), n) for r ≥ 2 we observe that
the drift decreases if l(i) increases. Since l(i) ≤ B − i, this yields






























For r ≥ 2 this factor is positive, we apply the well-known bound (1 + x)n ≤
1/(1− nx) (for n ∈ N and x ∈ [−1, 0]) and derive




































Regarding the last inequality, the expression holds if r/(r + n) ≥ (r + 4)/4n,
which is equivalent to r(3n − r − 4) ≥ 4n. By the partial derivative of the left
side with respect to r we observe for n ≥ 5 a positive growth due to r ≤ n.
Therefore, the left side is minimal if r is minimal. Since we assumed 2 ≤ r, we
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obtain 6n− 6 ≥ 4n, which holds for n ≥ 3 justifying the last inequality in (7)
For the case r ≥ 2 we obtain the drift for the event Ai by (7), B ≤ n − 1
and the usual bound (1− 1/n)n−1 ≤ e−1






















This drift turns out to be valid for the case r = 1 as well. Here, we observe
that i ≤ n− 1 since B ≤ n− 1. More precisely, if the leftmost flipping 0-bit is
the last bit for the case of exactly B 1-bits, the mutation will never be accepted.
We observe for r = 1,

















With the expected drift under the event Ai at hand, we now turn towards
deriving the total drift. In order to obtain a bound on the total drift, due to (1)
we need to sum up the E[g(x)−g(x′) | Ai] with indices in L0 – the set of indices
in [1, B] whose bit is a 0-bit. Since we derived a bound for E[g(x)− g(x′) | Ai]
not conditional on the index i, it suffices to deduce the cardinality of L0. We
assumed to be in the case with B 1-bits, hence each 1-bit with index in [B+1, n]
yields a 0-bit with index in [1, B]. Thus, the cardinality of L0 is r and we obtain















We expressed the drift in terms of r. However, the Variable Drift Theorem 2
requires a bound depending on the current potential g(x). We observe that
g(x) and r correlate by g(x) =
∑
i∈L0 2 (1− 1/n)
i ≤ 2|L0| = 2r. Therefore, the
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expected drift is







We apply the Variable Drift Theorem 2 on function h with the initial potential
s0 ≤ 2B and smin = 1 to obtain 3

















This establishes the theorem.
4. Linear Constraint
In this section we investigate linear functions under general linear constraints.
That means that we can choose the weights bi > 0 of the constraint function
arbitrarily. The resulting optimization problem is capable of encoding the
NP-complete KnapSack problem, cf. [22], thus we do not expect a polyno-
mial run time of the (1+1) EA. In fact, we show that already the optimization
time (the number of iterations until optimality) is exponential in general.
He, Mitavskiy, and Zhou have shown the existence of trap-like problem in-
stances fitting the general KnapSack formulation which cannot be solved effi-
ciently by simple evolutionary computation methods [16]. The algorithms get
trapped in a local optimum that has a large Hamming distance to any glo-
bally optimal solution. The class of instances investigated in [16] consists of
n− 1 items having weight and profit 1 and a single item having a large weight
and profit. In contrast, we show that even in the case of OneMax as the ob-
jective function–assigning the same profit to all objects–there are instances the
(1+1) EA cannot optimize efficiently. Note that this case can easily be solved
by a greedy algorithm.
3We note that the Drift depends on the current potential quadratically. Hence, we cannot
apply the Multiplicative Drift Theorem 5.
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Theorem 14. There is a linear function b and a real B > 0 such that the opti-
mization time of the (1+1) EA on OneMax under linear constraint b(x) ≤ B
is exponential, not only in expectation but even with overwhelming probability.4








together with the boundB = 2n2/3. This choice ensures that every string x with
Hamming weight |x|1 < 2n/3 is feasible, while the others are infeasible. The
sole exception is the optimal (feasible) solution x∗ = 12n/30n/3. In other words,
the collection of strings with exactly 2n/3− 1 bits set to 1 form a large plateau
of equal, sub-optimal fitness. We condition the following analysis on the initial
solution being feasible, which happens with overwhelming probability due to
Chernoff bounds. Hence, the (1+1) EA never adopts an infeasible search point.
We prove an unbiasedness property [27] of the underlying random process.
Informally, as long as the optimum has not been found, the probability of a
bit string to be sampled in round t depends only on the number of the bits
set to 1, not on their position. To state this more formally, we need some
additional notation highlighting the effect of selection in the optimization. Let
(X(t))t≥0 be the series of random variables with values in {0, 1}n denoting the
search points adopted by the (1+1) EA after the selection step in round t.
Further, define Y (t) as the offspring (of individual X(t−1)) created in round t > 0
before any selection takes place. For a permutation π : {1, . . . n}  {1, . . . n},
let π(x) = xπ(1)xπ(2) . . . xπ(n) be the string obtained from x by deranging its
positions according to π.
While the optimum x∗ has not yet been found, the search behaves like the
(1+1) EA on constrained OneMax with a cardinality bound of 2n/3, cp. The-
orem 9. We claim that the random process (Y (t))t is unbiased towards the
4We use the term with overwhelming probability for a success probability of at least
1 − 1/2cn for some constant c > 0.
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position of the 1-bits. In full detail, we want to prove that, for any t > 0,
permutation π, and bit string y ∈ {0, 1}n,
Pr[Y (t) = y | X(t−1) 6= x∗] = Pr[Y (t) = π(y) | X(t−1) 6= x∗].
We do this by induction over t. Lehre and Witt [27] have characterized
the standard bit mutation of the (1+1) EA as an unary, unbiased variation
operator. In particular, it is invariant under permutation,
Pr[Y (t) = y | X(t−1) = x] = Pr[Y (t) = π(y) | X(t−1) = π(x)].
The initial solution X(0) is uniformly distributed over {0, 1}n, that means,
Pr[X(0) = x] = Pr[X(0) = π(x)]. Together with the unbiasedness condition, this
proves the claim for t = 1.
If t > 1, the search point X(t−1) is equal to the offspring Y (t
∗), where t∗ < t
is the the round in which it has been selected. By the induction hypothesis
the claim holds for t∗. The selection itself is also unbiased as the objective
function OneMax (with the additional rejection rule) is invariant under bit
permutation. Hence, we can express Pr[Y (t) = y | X(t−1) 6= x∗] as the following
sum of conditional probabilities. Hereby, observe that the condition X(t−1) 6= x∗
is implicitly fulfilled for all strings x such that |x|1 < 2n/3.
Pr[Y (t) = y | X(t−1) 6= x∗]
=
∑
x : |x|1< 23n
Pr[Y (t) = y | X(t−1) = x] Pr[X(t−1) = x]
=
∑
x : |x|1< 23n
Pr[Y (t) = π(y) | X(t−1) = π(x)] Pr[X(t−1) = π(x)]






bit strings with Hamming weight exactly 2n/3, but only one
of them is optimal. The above claim implies that for any t > 0 the probability
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of finding x∗ in round t is at most






which yields an exponential waiting time. Moreover, a simple union bound over
t shows that for a suitably small constant c > 0 the probability of finding the
optimum within the first 2cn iterations is exponentially small.
5. Conclusion
Studying the run time behavior of linear functions has provided many new tools
for analyzing evolutionary computing techniques and set the basis for run time
studies for more complex problems. With this paper, we have contributed to the
area of run time analysis of evolutionary computing by studying classes of linear
functions under a linear constraint. This setting, in its most general sense, is
equivalent to the KnapSack problem. Central to the area of run time analysis
is the linear function OneMax. We have focused our attention on problem
classes where the objective function or the constraint is given by OneMax as
well.
Our theoretical investigations show that the (1+1) EA can handle uniform
constraints efficiently, but fails for more general constraints even on OneMax.
The latter includes instances that are easily solved by a greedy algorithm. The
constraint handling we employed directs the search within the infeasible region
towards the feasible region by adding a penalty dependent on the distance to
the constraint. However, the search within the feasible region is not guided by
any knowledge about the constraint. Therefore, it is interesting to investigate
whether additional information can help direct the search such that OneMax
with non-uniform constraint can be handled efficiently.
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