Abstruct-We consider the problem of estimating the order of a stationary ergodic Markov chain. Our focus is on estimators which satisfy a generalized Neyman-Pearson criterion of optimality. Specifically, the optimal estimator minimizes the probability of underestimation among all estimators with probability of overestimation not exceeding a given value. Our main result identifies the best exponent of asymptotically exponential decay of the probability of underestimation. We further construct a consistent estimator, based on Kullback-Leibler divergences, which achieves the best exponent. We also present a consistent estimator involving a recursively computable statistic based on appropriate mixture distributions; this estimator also achieves the best exponent for underestimation probability.
to be compared remain unspecified. The independent work of is also based, in its simplest form, on a comparison of the differences Nk -Hk, with a prespecified threshold, where ko is a known upper bound on the order. The analysis in [4] shows the optimality of the resulting estimator in a given class. However, this estimator may, under adverse specifications, be inconsistent with the probability of Underestimation of the order approaching unity. Such a tendency to underestimate is undesirable in several applications, e.g., universal data compression based on models for the data. If the estimate exceeds the "true" model order, models of higher orders will be permitted in describing the observed data, and these will include the true data-generating mechanism. Then, even though the redundancy of the resulting code for the data may not be optimal (as a consequence of order overestimation), its normalized value with respect to the number of observations tends to zero with probability one. On the other hand, order underestimation would lead to a restriction to lower order models in describing the data. Since the true distribution is now precluded from consideration, the average normalized redundancy does not vanish with increasing data size. It is, therefore, often desirable to seek consistent order estimators, which additionally afford minimal probability of underestimation.
Our results are in the spirit of and provide, under more general conditions, a complete characterization of the consistency properties and error exponent of a class of estimators. By considering a wider class of estimators than in [4], we identify consistent estimators, based on Kullback-Leibler divergences, for which the probability of underestimation is additionally guaranteed to decay exponentially with the optimal exponent. These consistency and optimality properties are shown to be shared by estimators based on mixture distributions (cf., e.g., [lo] , [ll] ). The latter estimators offer a computational advantage in that the statistic involved can be updated recursively. Furthermore, they exhibit interesting connections with the MDL estimator [5] , [7] .
In Section 11, relevant results are compiled on the cardinalities and probabilities of Markov types. The order estimator is proposed in Section 111, where its overestimation and underestimation probabilities are overbounded in Theorem 1, which also addresses the issue of consistency. The optimality of the estimator, with respect to a generalized Neyman-Pearson criterion, is proved in Theorem 2. Section 111 concludes by establishing a connection with the results of [4] . In Section IV, we present the mixture-based estimator, prove its optimality and consistency in Theorem 3, and conclude with remarks on its relationship with the MDL estimator [ 5 ] , [7] . Let M I , be the set of all Markov measures of memory k thus generated. Note that this construction yields an increasing sequence Mk of slets of measures.
Define the order of P E Mko as the smallest constant
It is convenient to define a mutually disjoint sequence of sets Pk as follows:
Pi :=:Mi Pk :=zM~,\Mk-l, I < 5 5 ko.
The set of Markov measures of order 5 coincides with Pk.
We denote by 01, the subset of Q k which is in one-to-one correspondence with the elements of Pk. Let IQ be the set of sequences zn E X" of (common) koth Markov type Q, i.e.,
Let 1 7 1 denote the cardinality of 7~. Further, let P ( 7 Q ) := CP(z").
IQ
The following bounds are obtained from [13] .
n-TkO (n + 1)-Moreover, for p E up=, 0 k , and the corresponding
where P is defined by (1).
Lemma 1 (Gutman [13] ): For every koth Markov type Q
We remark that our choice of the notion of Markov type as defined above enables us to readily exploit the bounds in [13] . An alternative notion of Markov type, namely circular type (cf., [12] ), exists and will indeed be briefly used in the proofs of Lemma 2 and Theorem 2 below. In this section, we present an estimator which satisfies a generalized Neymm-Pearson criterion of optimality. Namely, the estimator minimizes the probability of underestimation among all estimators whosc probability of overestimation lies below a prespecified level.
t 2 1) generated by an unknown measure P € p k , 1 I k 5 ko. Based on a sample xn E X", we wish to construct an estimator, namely a decision rule, in, of the order of P. This is equivalent to solving the following multiple composite hypothesis testing problem:
We observe the process {Xt,
For a given a E (0, l), consider the class of estimators k,:X" 4 (1, ..., ICo} for which, for P E Pk, 1 I :
We seek in this class an estimator f, such that for each
We remark that there are basic differences between this approach and that in [4] . These are best discerned in the light of the optimality properties of the estimator in which is described next.
E X", n > 1, let Q denote the koth Markov type of the sample.
De$nition: Given
f,(zn) = IC iff both (5a) and (5b) hold.
i,(x") = 50 if either condition above is not satisfied; where
and 6 > 0 is any positive constant.
0
The decision rule above is motivated as follows. Observe that if the sample is generated by a Markov measure of order k corresponding to a t.p.m. p E @ k , its koth Markov type Q (as also its kth Markov type, defined analogously) is eventually trapped in a "divergence neighborhood" of p . This basic fact is reflected in rule (5b), where the choice of a shrinking neighborhood is essential for enabling the eventual exclusion of Q from shrinking neighborhoods of lower order measures, thereby rendering underestimation unlikely. On the other hand, the choice of a neighborhood of constant size in (5) would, in some cases, lead to underestimation as discussed at the end of this section. Rule (5a) controls the likelihood of overestimation. Overestimation would require the eventual exclusion of Q from the neighborhood of p , which is contrary to our earlier observation. Indeed, a neighborhood whose size is either constant or shrinking slowly at an appropriate rate in (5), will result in a diminishing overestimation probability.
As will be seen below, it turns out that in can be expressed in an alternative form which is a slight modification of the estimator proposed in [4] .
The estimator f, of (5) is a solution to the multiple composite hypothesis testing problem stated above as shown in Theorems 1 and 2 below.
where
p'EO&l
Corollary: The estimator f, is strongly consistent for every
0
The proof of Theorem 1 requires the following technical lemma which generalizes a result of Anantharam [14] . Let 
where the circular type of zn is obtained as the koth type of
with the counting procedure commencing at the first symbol.
Denote the set of all koth circular types with denominator n by G(n). Let For a given sequence xn, the corresponding types Q and Q satisfy IQ -QI = O ( n -l ) from which it follows in a standard manner that
Thus it suffices to prove that 
for n 2 W ( q , p ) . from which the desired result follows. 0
The proof of the Corollary is straightforward. The rates of decay of the overestimation and underestimation probabilities are the critical quantities. Strong consistency follows by an application of the Borel-Cantelli lemma.
The exponent in the underestimation probability in Theorem 1 is optimal as is shown in Theorem 2: Let 0 < a < 1 be given. Let k , be an estimator such that for all P E Pk, 1 5 k 5 ko
Then for every t > 0, for all P E Pk, 1 < IC 5 ICo, and for n 2 N2(a, e, P)
Remarks:
i) We emphasize that the conclusion of Theorem 2 holds only if the hypothesis is met for all P E lJk<ko Pk; the hypothesis is not required to be uniform in PT However, Theorem 2 does not imply that if (6) holds only for a particular P , then (7) is valid for the same P. ii) Theorems 1 and 2 constitute, in effect, an extension of Stein's Lemma (cf. e.g., [15] ) to the Markov order estimation problem. Proof Loosely speaking, the proof consists of two steps.
The first step involves a Claim that any estimator k, which meets the hypothesis (6) on the probability of overestimation must possess the following property: For a fixed k , and for every IC' < IC, and for every t.p.m. p' of order k', there must exist at least one Markov type Qp, which is "close" to p', and is such that sequences zn of type Q p t occupy a sizable fraction of the decision region { z": k , (2") = k'}. The second step then uses the assertion of the Claim to bound below the underestimation probability in terms of the probabilities of these fractions of the decision regions. Formally, assume for the time being the following 
where Q$' is the type in the Claim. Since every sequence in 7 ("1 has the same P probability, it follows from (8) and
Lemma 1 that for n 2 N ( a , k')
Note that N ( a , k') does not depend on p'. Since the previous bound holds for all p' E 8 1 1
and IC' < IC, we obtain that
To obtain the desired exponent, it suffices to establish in (9) that for all n 2 N~( u , E , p ) . To this end, first note that there exists p , E ok, such that
D(P* I I D)
D ( o u I I P ) .
( 1 1 
The previous assumptions yield that infinitely often in n (Lo.
where superscript c denotes complement. Next exp [ -n ( T k o + l + 6 ) " " " 1 n where (10) follows from (1 1)- ( 13) . for all n large (not depending on 6). Substitution in (16) (5) possesses, by Theorem lb), an exponent of underestimation probability which coincides with the best exponent prescribed by Theorem 2, it is optimal in the sense of (4) over the class of estimators given by (3).
ii) Our approach based on the method of Markov types (as an extension of "i.i.d. types" (cf.
[16])) provides polynomial terms (cf. Lemma I above) which, together with the choice of the threshold E , in (5), enables us to simultaneously control the overestimation probability of f, in Theorem la), and determine the best underestimation error exponent in Theorem 2. In particular, the substantiation of the Claim in the proof of Theorem 2 relies critically on the exact behavior of the polynomial terms (cf. (16) and the subsequent analysis). Large deviations theorems for general Markov processes (cf. e.g., [ 171) do not provide these crucial polynomial terms.
The following Proposition 1 and its corollary show that the overestimation probability of an order estimator cannot decay exponentially for E' E Pk without rendering it inconsistent for some P E PZ, i > IC.
Proposition I : Let ko = 2. Let 0 < , O < 1 be given. Let IC, be an estimator such that
IC']) < a for all n sufficiently large.
n n for some P E PI, where X(P) > 0. Then there exists p E P 2
(18)
Corollary: Let k, be an estimator such that, for a given k ,
n n where x ( P ) > 0 for all P E Pk. Then there exists f ' E Pz,
Iim P(kn(xn) < IC) = 1. Consider the simple binary hypothesis testing problem of deciding between P and P with the decision rule which coincides with k,, i.e., the decision for a given sample xn is P (resp., p ) iff IC, (%, ) = 1 (resp., 2). Now suppose the negation of (18), i.e., that there exists ,O' E (0, 1) such that that D(PlIP) < X P ) .
where the first inequality is a consequence of Stein's lemma (cf. [15, p. 81, Exercise 3.4.181 , with a simple modification to take into account the different orders of P and p ) for the problem of testing P versus p with the decision rule above.
This contradicts (17), completing the proof of the Proposition. The corollary follows in a straightforward manner. with this property has positive Lebesgue measure in Q 2 .
We conclude this section with a comparison of IC, with the order estimator of . To this end, the rules (5) specifying f, can be equivalently expressed in the form Next, observe that (19) where Q k is the kth Markov type of xn defined in analogy with the koth Markov type Q. We thus have the alternative expression f , = min (1 5 k 5 I C~;
Merhav-Gutman-Ziv [4] seek an estimator which minimizes P(kL(Xn) < k ) for all P E Pk, 1 < IC < ko, over the class of estimators IC; which satisfy for each P E %$, 1 5
where X > 0 is a given number. They propose as a solution the estimator IC: [4, p. 1015, eq. (S) ] which, in our notation, is expressed as
(22)
The only apparent difference between in and IC: is in the choice of the thresholds; the constant threshold X in (22) is replaced by a decaying threshold t , in (20). However, this difference in thresholds leads to significant differences in the behavior of the two estimators. In [4, p. 1016, Theorem 11, the authors assert that k: is optimal in that -1 1
(23)
for all P E ?k, 1 5 k 5 ko, in the class of estimators kk satisfying (21). However, a scrutiny of the proof reveals that they have instead established this optimality for the much more restricted class of estimators kh for which
n l i k s k o p e p I , n Next, since k: satisfies (21), note that the Corollary to Proposition 1 above renders it inconsistent, as observed in [4, p. 1017, Remark l(b)]. The authoIa further atite in [4, p. 1017, Remark l(a)] that there exists P E P k (depending on A), 1 5 k 5 ko, for which P(kz(X") < k ) decays exponentially; the exponent is not explicitly given. Note that the previous remark does not contradict our Proposition 1.
Thus it appears that a restriction to the class of estimators specified in [4] by (21) (or, accurately, (24)) leads to an estimator k;, which is optimal in the sense of (23); however, in general, k;l will underestimate with probability one. By widening our search over the larger class of estimators specified by (3), it is possible to find a consistent estimator in, as a slight modification of k:, which additionally has an optimally decaying probability of underestimation.
Iv. MIXTURES FOR OPTIMAL ORDER ESTIMATION
In this section, we present an alternative optimal estimator based on mixture distributions. This approach is appealing in that the statistic involved can be updated recursively. Furthermore, it affords a connection with the Minimum Description Length (MDL) [5] , [7] and other penalized maximumlikelihood techniques.
We introduce the notion of a mixture distribution for Pk, 1 5 k 5 ko, as follows. Let v k be the density on m k (the set of all rk x T t.p.m.'s) obtained as the product of rk independent Dirichlet priors applied to the rows of each t.p.m. Namely, for
where r denotes the gamma function. The corresponding mixture distribution iLI, on A'", n 2 1, is defined by
where P is as defined in Section 11. Observe that Mk(xn) > 0 for all xn E X".
As stated above, the mixture distribution Mk can be updated recursively. Namely, as shown in [lo] , [ll] , [18] , the mixtures The close relationship between the mixture Mk and the penalized likelihood for q k is indicated by the following lemma. Let
be the maximum likelihood of zn E X". Lemma 3 ([lo] . [ I l l , [18/) 
0
The left inequality in the lemma is trivial. The right inequality, whose proof is omitted, follows in a straightforward manner from results in [lo] , [ll] , [18] , which were used to develop bounds on the pointwise redundancy of a universal code for noiseless data compression. Observe that the righthand side in Lemma 3 corresponds to the description length to be minimized in Rissanen's MDL principle (cf. [7] Theorem 3 below shows that the previous estimator is similar in behavior to the divergence based estimator of (5) with the exception that its overestimation probability may decay at a slower than polynomial rate in n. However, k:
retains the optimality properties of in in the sense of satisfying (3) and (4), and achieving the optimal exponent of decay for the probability of underestimation. This is shown by the following Theorem 3: For each P E P k , 1 5 k 5 ko a) P(lim,kF(X") > k ) = 0. b) For each 7 > 0, and n 2 N ( 7 , p ) Corollary: The estimator is strongly consistent.
Proof of Theorem 3:
where the second equality follows from (19) . In analogy with the set Bt, used in the proof of Theorem lb), we define Then (30)-(32) yield, for n 2 iV '(7, p ) , that
(28) where the previous inequality follows similarly as in the proof of Theorem lb). Finally
From [19] it is known that for k' > k
) = 1 whence for n 2 "'(17, p ) , from which the desired result follows.
The-Corollary follows by a standard application of the 
for all n 2 N ( k ) by Lemma 3, where
> 0.
n
The remainder of the proof is similar to that of Tlheorem lb). To see this, first note that ( l / n ) l o g P k ( P ) = -H ( Q k ) where Qn. i n the kth Markov type of ~n defined in a manner analogous to the k,jth type in Section 11. Thus defined as follows:
As is evident from its proof, Theorem 3 and its corollary apply to k,MDL as well.
ii) It is worth noting the effect, on the asymptotic performance of k:, of the additive compensation term { [ T ' ( T -1)]/2}logn in (27). First a deletion of this term from both sides of (27) does not affect the asymptotic probability of underestimation, i.e., Theorem 3b) still holds. Next, a polynomial decay (in n) of overestimation probability can be achieved by suitably augmenting the penalty term in (27). Specifically, consider the estimator if defined by modifying (27) with an increased penalty term of
below shows that the overestimation probability of &? decays as n-*; its underestimation probability, of course, is given by Theorem 3b). (Clearly, remark ii) applies to k;IDL as well.) iii) There exist alternative mixture-based estimators which are comparable in performance to i,". For instance, consider the estimator proposed in [S, eq. (3.7)] which, given a sample xn E X", yields the estimate k iff k is the largest integer in {1, ..., ko} such that (with the convention Mo(xn) = 1). This estimator asymptotically performs similarly to &? above.
We conclude this section by considering the overestimation probability for the estimator i," of remark ii) above.
Theorem 4: For each P E Pk, 1 5 k < 50, it holds that P(~$'(x") > IC) 5 n-', n 2 ~( k ) .
Pro03
Fix P E Pk and k' > IC. Then
P ( i ? ( X ; " ) = IC')
X" for all n 2 N ( k ) , where the second inequality is a consequence of Lemma 3. Since for a l l r > 2, 15 k < ICo the assertion of the theorem readily follows.
0

V. DISCUSSION
The estimator in of (5) relies in an essential way on the Markov order being bounded by a known integer ko. If the order is bounded but 760 is unknown, our approach is not directly applicable. For this case, Merhav-Gutman-Ziv propose an alternative estimator k: [4, p. 1016, eq. (14) ] defined similarly as but with H ( Q ) in (22) replaced by the normalized Lempel-Ziv codeword length. It is shown in [4] that k r shares the asymptotic properties of k;. It can be additionally shown that replacing the constant threshold X in k r by the decaying threshold E , of in in (5) will render the former consistent.
If the maximum allowable order ko is not fixed but allowed to vary with the sample size n, we conjecture that a suitable modification of in will still yield the asymptotic performance given by Theorem 1, provided ko(n) grows no faster than Next, we tum to the problem of estimating consistently the order of a hidden Markov source (HMS). In [8], a strongly consistent estimator based on mixture distributions (cf. Remark iii) of Section IV) is presented with an exponentially decaying underestimation probability, but the corresponding exponent is not explicitly determined. The optimal error exponent for HMS order is as yet unknown, and the approach of this paper, relying on Markov types, does not directly extend to the HMS. However, recent work by in developing the notion of "generalized types" for finite-state processes, offers some hope in this direction. 
