We investigate the impact of noise processes on high-precision pulsar timing. Our analysis focuses on the measurability of the second spin frequency derivative ν. This ν can be induced by several factors including the radial velocity of a pulsar. We use Bayesian methods to model the pulsar times-of-arrival in the presence of red timing noise and dispersion measure variations, modelling the noise processes as power laws. Using simulated times-of-arrival that both include red noise, dispersion measure variations and non-zero ν values, we find that we are able to recover the injected ν, even when the noise model used to inject and recover the input parameters are different. Using simulations, we show that the measurement uncertainty on ν decreases with the timing baseline T as T γ , where γ = −7/2 + α/2 for power law noise models with shallow power law indices α (0 < α < 4). For steep power law indices (α > 8), the measurement uncertainty reduces with T −1/2 . We applied this method to times-of-arrival from the European Pulsar Timing Array and the Parkes Pulsar Timing Array and determined ν probability density functions for 49 millisecond pulsars. We find a statistically significant ν value for PSR B1937+21 and consider possible options for its origin. Significant (95 per cent C.L.) values for ν are also measured for PSRs J0621+1002 and J1022+1001, thus future studies should consider including it in their ephemerides. For binary pulsars with small orbital eccentricities, like PSR J1909−3744, extended ELL1 models should be used to overcome computational issues. The impacts of our results on the detection of gravitational waves are also discussed.
INTRODUCTION
Rapidly rotating millisecond pulsars (MSPs) are recognised as excellent celestial clocks. Pulsar timing is the technique of measuring the times of arrival (TOAs) of pulses and using them to form a timing model, which accounts for rotational, astrometric and, if applicable, orbital parameters of a pulsar and models the observed change in arrival time.
Pulsar timing has become an important tool in pulsar research and has been used for many applications, such as measuring or constraining gravitational radiation of close binary systems (Weisberg & Taylor 1981; Weisberg & Huang 2016) , testing theories of gravity (Archibald et al. 2018) , studying the ephemeris of, and identifying potentially unknown objects in, our Solar System (Champion et al. 2010;  E-mail: xiao-jin.liu@postgrad.manchester.ac.uk Guo et al. 2018; Arzoumanian et al. 2018b) , and investigating interstellar plasma (You et al. 2007; Keith et al. 2013) , only to name a few.
One of the key applications of pulsar timing is detecting nanohertz gravitational waves of various origins (Jaffe & Backer 2003; Wyithe & Loeb 2003; Zhao 2011; Madison et al. 2017) , by observing many MSPs comprehensively (Foster & Backer 1990) . These MSPs form a pulsar timing array (PTA). Several PTAs have been set up to target nanohertz gravitational waves, including the European Pulsar Timing Array (EPTA, Desvignes et al. 2016) , the Parkes Pulsar Timing Array (PPTA, Reardon et al. 2016) , the North American Nanohertz Observatory for Gravitational Waves (NANOGrav, Arzoumanian et al. 2018b ) and the synergetic project of the International Pulsar Timing Array (IPTA, Verbiest et al. 2016; Lentati et al. 2016) .
These PTAs are working on many different approaches, from improving hardware through to improving techniques to improve the timing precision and thus increase the sensitivity to gravitational waves. One of these investigations was presented in Liu et al. (2018) , in which we considered the impact of unmodelled effects of pulsar motion in our Galaxy on high precision timing. We proposed that the radial velocity of an MSP may contribute significantly to the spin frequency second derivative, ν. Depending on the properties of an MSP, including the radial velocity, ν could range from 10 −31 s −3 to 10 −28 s −3 . As such, this term may induce noticeable timing residuals and affect the precision of PTAs in the long run (also see Bisnovatyi-Kogan & Postnov 1993; van Straten 2003) . Assuming no correlations in the TOA residuals (thus only white timing noise in the timing data) and even cadence, Liu et al. (2018) showed that the measurement error of ν decreases as T −7/2 , where T is the timing baseline. Furthermore, ν larger than 2 × 10 −29 s −3 could be detected with good confidence for the MSPs in the three PTAs (Liu et al. 2018) . As a by-product, this detection may measure the radial velocity, which is important for studying the Galactic orbit (Freire et al. 2011; Antoniadis et al. 2012; Bassa et al. 2016 ) and the formation of MSPs (Tauris & Bailes 1996) . The assumption of no correlation in the timing residuals is usually not valid, as two kinds of correlations: the dispersion measure (DM) variations (You et al. 2007 ) and observing frequency independent correlated noise, which we term "red noise" throughout this paper, have been observed in many MSPs (e.g. Lentati et al. 2016) . The variations in DM are caused by the change of plasma density along the line of sight due to the turbulent motion of the interstellar medium and the relative motion of the interstellar medium and the pulsar (Rickett 1977; Foster & Cordes 1990; Armstrong et al. 1995) . The physical origin of red noise is not well understood, although theories relating to rotational instability, magnetospheric changes and unmodelled pulsar companions have been proposed, see Caballero et al. (2016) for a summary. If they are not properly dealt with, these correlations can cause serious biases on the estimation of model parameters and their errors (Coles et al. 2011 ). Parameter and uncertainty estimation thus need to incorporate analyses on DM variation and red noise.
In this paper, we aim to measure ν and estimate its measurement error by incorporating white noise and processes of correlation from DM variations and red noise. The structure of this paper is as follows. We introduce the method we used in Section 2. We then describe the noise models we applied to test the method in Section 3. The timing data we used are introduced in Section 4. We present and discuss the results in Section 5, and finally summarize our conclusions in Section 6.
METHOD
To solve for red and white noise parameters at the same time as the pulsar parameters, and to provide a robust method to estimate ν in the presence of correlated noise, we use a Bayesian method (Lentati et al. 2014) . We make use of the Enhanced Numerical Toolbox Enabling a Robust PulsaR Inference SuitE 1 (enterprise) to construct the models for DM variations and red noise, combined with tempo2 2 Edwards et al. 2006) to determine the parameters of pulsar timing models. Sampling of the parameter space is done using parallel tempering Markov-chain Monte Carlo using the publicly available python implementation PTMCMCSampler 3 (Ellis & van Haasteren 2017) .
We model the TOAs using the pulsar rotational spin, astrometric and orbital parameters of the pulsar specified in the pulsar timing models provided with the data set (Desvignes et al. 2016; Reardon et al. 2016) , plus a noise model generated by enterprise. For efficiency of computation, enterprise uses the linearised model of tempo2 to analytically marginalise over the pulsar timing parameters, except for ν. The noise model is a combination of white noise parameters for each instrument, a power law red noise model and a power law DM variation model. These noise models are described in detail in Lentati et al. (2014) . We assumed uniform flat priors for all noise and DM variation parameters, with a range covering typical values for millisecond pulsars.
For each pulsar and data set we used PTMCMCSampler to estimate the posterior distribution of the model parameters by computing 10 6 iterations of the Markov chain. After discarding 25% as a burn-in and thinning the chain by a factor of 10, we had 7.5 × 10 4 samples of the posterior distribution. In this paper we consider only the posterior distribution of ν, marginalising over the remaining parameters. As there is a covariance between ν and the red noise parameters, the posterior distribution of ν typically has a wider tail than a Gaussian distribution. Therefore we present the results as the 95 per cent confidence interval in addition to the mean and standard deviation.
SIMULATIONS
In order to assess the effectiveness of our method for recovering a ν in the timing data, we first apply the method to the data in which a ν of known value, ν in , was added to a simulation of 1000 realisations of TOAs from PSR J0437−4715. Each realisation of the simulation consists of 512 TOAs chosen to have zero residual relative to the timing ephemeris, roughly evenly spaced across a time-span of 15 years, with TOAs at alternating observing frequencies of 1432 MHz and 610 MHz. Uniform Gaussian white noise with zero mean and σ = 30 ns was added to each TOA. To these residuals we then add DM variations and red noise as described in the following sections.
The frequency second derivative
We added ν in to the mock TOAs by adding in the pulsar ephemeris a value of ν in = 1.4×10 −28 s −3 , which is larger than the typical value for this pulsar due to the radial velocity (Liu et al. 2018) and makes the fitting results statistically more significant. The black, dashed line in Fig. 1 shows the expected timing signal of ν in .
The DM variations
Assuming Kolmogorov turbulence in the interstellar plasma, the power spectrum of the DM variations can be modeled by a power law (Keith et al. 2013 )
where P( f ) is the power density at the DM fluctuation frequency f , and in unit of yr 3 , τ is the time lag and D(τ) is the structure function, which is the autocorrelation of time delays caused by DM. We used a value of D(τ) = 1.6 µs 2 for a lag of τ = 1000 days taken from PSR J0437−4715 (Keith et al. 2013, table 2) . To generate the time series of DM variations, we Fourier transformed a set of complex Gaussian numbers with both the real and imaginary parts having zero mean and unit variance. The modulus of the complex numbers was then scaled by P( f ) to reflect the amplitude of the DM variations. To avoid the loss of power in the low frequency part of the spectrum during the Fourier transformation, we generated time series that are at least 100 times longer than the desired length. This long time series can then be cut into 15-year segments which are used as a separate realisation of the DM variations. All of these treatments have been well integrated into the tempo2 plug-in addDmVar, which was used to inject the signals of DM variation into the mock TOAs. The top panel of Fig. 1 shows five representative examples of DM variations generated by our simulation.
The red noise model
The power law parameterization of red noise is ubiquitous among the analysis of timing noise (e.g. Caballero et al. 2016; Reardon et al. 2016; Arzoumanian et al. 2018a , and this work). However, the underlying process behind the red noise model is unknown and may not be best described by a power law. If the red noise model used in the analysis does not match the underlying one, parameter and error estimation may become inaccurate. In order to assess the impact of this on our work, we simulate two commonly used red-noise models to produce two different sets of mock TOAs, and analyze both with the same method.
Firstly, we used the model described by Coles et al. (2011) which parameterizes the power spectrum of the red noise by a power law given by
where P 0 is the amplitude of power, f c the corner frequency and α the power law index. In the simulations we set P 0 = 10 −25 yr 3 , f c = 0.01 yr −1 and α = 3, which are typical values for the red noise models of pulsars in the PPTA data set (Reardon et al. 2016, table 2) . The middle panel of Fig. 1 shows five representative examples of power law red noise generated by our simulation. The power law red noise was added into the mock TOAs by using the tempo2 plug-in addRedNoise.
For the second noise model, we generate red noise in the time domain using the squared exponential kernel commonly used for Gaussian process regression (e.g. Rasmussen & Williams 2005) . This states that the covariance between two data points at times t 1 and t 2 is given by
where A is a constant describing the strength of the correlation and l is the time-scale of correlation. We used A = 0.05 µs 2 and l = 1000 days to give a similar magnitude of red noise to that in the power law model. To simulate this noise, a covariance matrix, C, was computed using Eqn. 3, and was then decomposed to a lower triangular matrix L by the Cholesky decomposition C = LL . Finally the red noise is given by Lw, where w is a vector of Gaussian white noise with unit variance. This is the inverse of the process used to whiten the correlated data described by Coles et al. (2011) . The bottom panel of Fig. 1 shows five representative examples of squared exponential kernel noise generated by our simulation.
Validity of the method
We normalized the mean of ν of each realisation by the corresponding uncertainty, togram of the normalized quantity was then plotted and fitted with a normal distribution. For the power law case, as can be seen from Fig. 2 , the normalized ν can approximately be fitted with a normal distribution with zero mean and a small σ of 0.65. The general consistency between the histogram and the normal distribution proves the validity of our analysis method, although the standard deviation differs from σ = 1 of the ideal case which suggests a slight overestimation of the measurement errors.
For the second case, where the data are simulated using the squared exponential kernel, but fit assuming a power law process, the results are not so well fit by a normal distribution due to a small number of outliers (∼ 1 per cent of the simulations) with ( ν − ν in )/σ( ν) > 5. Using the power law model to fit for squared exponential kernel noise is not guaranteed to give correct answers, but as the small number of outliers show, this method can recover the injected ν very well. The outliers may be a compound effect of the mismatch between the noise models and the very smooth noise generated by the squared exponential kernel. We also find that for these outliers, the red noise generated by the squared exponential kernel is very similar to the signal of ν, with little power at higher frequencies, and so not well modelled by the power law noise model. This leads the algorithm to attribute most of the noise power to ν and significantly underestimate the associated error. When these outliers are removed, the measurements are well fit by a normal distribution with mean of −0.01 and standard deviation of 0.67, consistent with the results from the power law red noise.
For each realisation of the two red-noise models, we also computed the confidence interval of 95 per cent confidence level (C.L.). We then counted the number of intervals that contain ν in and calculated the ratio of this number to the total number of intervals. In the simulation of power law noise, the ratio is 98.7 per cent, while in the simulation of squared exponential kernel noise, the ratio is 96.7 per cent 4 .
Both ratios are a little higher than the ideal value of 95 per cent.
In summary, we find that our method returns reasonable estimates of ν and its error, though the error may be over estimated by up to a factor of 2. We also find that the method is robust against a mismatch between the red noise models (in this case, using a power law noise model to fit for squared exponential noise), although we observed a small number of outliers (∼ 1 per cent). This analysis does not exhaust all possible models for pulsar red noise, however, it gives us confidence in the robustness of our measurement and error estimates.
TIMING DATA
We applied the method described in Section 2 to the timing data from the EPTA (Desvignes et al. 2016) and PPTA data releases (Reardon et al. 2016) separately. We did not include the data set from NANOGrav (Arzoumanian et al. 2018a) , as this data set has a comparable time span but much larger number of TOAs, which can increase the sensitivity to ν but would make the fitting process computationally more expensive and require a different treatment. Our analyses thus included 49 MSPs, among which 13 MSPs have timing data from both the EPTA and PPTA (as seen in Table 1) .
We also included additional timing data of two pulsars, PSRs B1855+09 and B1937+21, consisting of observations recorded by the Arecibo radio telescope between ∼ 1986 and 1993 (Kaspi et al. 1994) . For both pulsars, in addition to the analysis of the EPTA and PPTA data sets, a joint analysis was carried out by combining the data from Kaspi et al. (1994) with those from the EPTA.
RESULTS AND DISCUSSIONS

ν in real timing data
After marginalizing all the other variables like white noise, red noise and DM variations, we show in Fig. 3 the normalized probability density functions (PDFs) of ν for the pulsars observed by the EPTA and PPTA. In Fig. 3 , the PDFs shown by the blue, dotted line are obtained by using the EPTA data, while those shown by the black, solid line are from the PPTA data. For the pulsars with data from both PTAs, the PDFs are generally consistent, although they may be different in peak position and/or width, which is directly affected by the timing precision, cadence, time span and noise level of the pulsar.
One can see that the PDFs of most MSPs are approximately symmetric and normal. The most probable value of ν, which is the value that corresponds to the peak of a PDF, is thus generally consistent with the mean value. Using  Fig. 3 , we find that the most probable value of ν of only two MSPs, PSRs J1024−0719 and B1937+21, deviate from zero significantly, although PSRs J0621+1002 and J1022+1001 also seem to have non-zero ν.
We compute the standard deviation of each PDF and treat this as an estimate of the measurement uncertainty, σ( ν), see Table 1 . This treatment thus assumes that all the PDFs are normal distributions. Of all the 49 MSPs, PSR J1022+1001 has the smallest measurement uncertainty, . The probability density function of ν of the 49 pulsars listed in the EPTA and PPTA data release. The horizontal axes are for ν in units of 10 −27 s −3 , while the vertical axes are for the normalised probability density. The blue, dotted curves are produced from the EPTA data release (Desvignes et al. 2016) , while the black, solid ones from the PPTA (Reardon et al. 2016) . Pulsars with data from both the EPTA and PPTA have two PDFs. Table 1 . Characterisations of ν, red noise and timing baseline of the EPTA and PPTA MSPs: The confidence interval with 95 per cent C.L., mean, standard deviation (assuming a normal distribution), significance of ν, predicted v due to radial velocity ( ν ), power index of red noise (α) used in the computations, current timing baseline (T 0 ). The predicted total timing baselines to measure ν for the MSPs in the EPTA and PPTA are labeled by T 1 (assuming white noise) and T 2 (using the listed red noise parameters in the column of α). Symbols E and P in the last column are for EPTA and PPTA respectively. The pulsars observed by both PTAs have two sets of values, each for one PTA. ν with † was computed from an observed radial velocity (Liu et al. 2018, 
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E which is σ( ν) = 6 × 10 −29 s −3 . Except for the case of PSR J0437−4715, this value is still a few times larger than the largest possible ν which could be induced by the radial velocity of this sample of pulsars (Liu et al. 2018) . The values of σ( ν) in Table 1 are generally larger than those predicted in Liu et al. (2018) , where white noise, even cadence and constant timing precision were assumed. We think that the increase of σ( ν) is mainly caused by the inclusion of red noise and DM variations, although the uneven cadence and varying precision of each TOA also contribute. We thus need to check previous significant detections of ν in the references (see Table 2 ), which did not account for either DM variations or red noise.
To quantify the detection significance of ν, it is convenient to use as an indicator the significance, which is defined here as the ratio of the mean to σ( ν). In Table 1 , the significance of all but two MSPs (PSRs J0621+1002, J1022+1001, J1024−0719 and B1937+21) are smaller than 2, and we consider these statistically insignificant. It is therefore more meaningful to use the confidence interval to constrain ν. The confidence intervals with 95 per cent C.L. are given in Table 1 .
Let us further consider our statistically significant measurements. We will also consider previously published significant measurements of ν (PSRs J1012+5307, J1024−0719, B1821−24A, B1855+09 and B1937+21). According to van Straten (2003, section 3.3.3) and Liu et al. (2018, section 4) , PSRs J0437−4715 may also have a high and measurable ν. We present the properties of the PDFs of these pulsars in Table 2. PSRs J0613−0200 and J1909−3744 are also discussed due to their unusual characteristics.
PSR J0437−4715
In the absence of red noise, PSR J0437−4715 would have a detectable ν if its radial velocity exceeds 33 km s −1 (Liu et al. 2018) . We find that the measurement uncertainty of ν increases by a factor 40 when contributions from DM variations and timing noise are taken into account. Hence ν is undetectable at present. The current constraint on ν is (−4.3, 2.4)×10 −28 s −3 (95 per cent C.L.), it thus constrains the radial velocity to (−527, 294) km s −1 .
PSR J0613−0200
A glitch of 0.82 nHz in the spin frequency and −1.6 × 10 −19 Hz s −1 in the spin frequency derivative at MJD 50888 ± 30 has been reported by McKee et al. (2016) for PSR J0613−0200, but the earliest EPTA data in this analysis were taken a few days after the glitch and the earliest PPTA data ∼ 600 days after. McKee et al. do not find any evidence of a glitch recovery in this pulsar, as may be expected given its age (Lyne et al. 1995) . We also see no evidence for a glitch recovery, thus our constraint on ν can be directly used to constrain the magnitude of ν of other origins.
PSR J0621+1002
This pulsar has a ν in the range of (−5.1, −0.6) × 10 −27 s −3 (95 per cent C.L.), although contributions from the pulsar radial velocity, the radiation braking and the Galactic potential Table 2 . The MSPs with potentially significant ν and their statistical quantities. Columns are confidence interval with 95 per cent C.L., mean value, standard deviation (assuming a normal PDF) and significance (only value much larger than 1 is listed). Symbols E and P in the last column refer to the EPTA and PPTA data set respectively, and EK represents the data combining those from the EPTA and Kaspi et al. (1994) . Lines labelled with E, P or EK are new results obtained by this paper. The remaining references are: (1) Lange et al. (2001) , (2) Bassa et al. (2016) , (3) Kaplan et al. (2016) , (4) Cognard et al. (1996) , (5) Johnson et al. (2013) , (6) Kaspi et al. (1994) . (Liu et al. 2018 ) cannot explain a ν of such large magnitude. Since the power spectrum of the red noise for this object is relatively shallow (α=2.4, Desvignes et al. 2016 ) and the current timing baseline is relatively short (∼ 12 years), σ( ν) will further decrease by a noticeable amount when the timing baseline increases (see Section 5.2) at which we will probably be able to reject or accept the detection.
PSR J1012+5307
For the ν of PSR J1012+5307, Lange et al. (2001) reported a value of (−9.8 ± 2.1) × 10 −27 s −3 , but Lazaridis et al. (2009) did not measure the ν. Our analysis gives a tight constraint of (−2.1, 3.4) × 10 −28 s −3 with 95 per cent C.L.. We thus can not confirm the measurement. Note that the power index of red noise in this pulsar is very small (Table 1) , but it is still difficult to measure the predicted ν = (1.3 ± 0.2) × 10 −30 s −3 (Lange et al. 2001; Liu et al. 2018) in the near future. The resultant constraint on the radial velocity will still be loose, although a measurement of (44 ± 8) km s −1 (Callanan et al. 1998 ) was made by using the white dwarf companion of the pulsar.
PSR J1022+1001
According to our analysis of the EPTA data, PSR J1022+1001 has a ν in (−2.6, −0.4) × 10 −28 s −3 (95 per cent C.L.). This pulsar has been observed by both the EPTA and PPTA, however, the timing baseline of the EPTA data set is 17.5 years, about twice that of the PPTA. This difference is probably the main reason that the ν of the EPTA data set has a much narrower PDF than that of the PPTA data. The red noise of this pulsar has a small power spectrum index of 1.6 (Caballero et al. 2016) , suggesting further noticeable decrease of σ( ν) and leading to an increased ability to detect ν when the timing baseline increases.
PSR J1024−0719
This pulsar was reported to have significant ν ≈ −4 × 10 −27 s −3 , which can be explained by the gravitational jerk caused by a remote companion in a wide binary system (Bassa et al. 2016; Kaplan et al. 2016) . The reported values are confirmed by our result, ν = (−3.93 ± 0.46) × 10 −27 s −3 , from the PPTA data with high significance (> 8). They are also consistent with the constraint from the EPTA data, see Table 2 . The consistency between the literature and our results confirms the validity of our method in fitting for ν.
However, the measurement uncertainty reported by Bassa et al. (2016) , σ( ν) = 2 × 10 −29 s −3 , is one order of magnitude smaller than what we obtained. We note that the data set used in Bassa et al. (2016) spans ∼ 22 years, about 5 years longer than the EPTA data set and 7 years longer than the PPTA data set. More importantly, the timing cadence in the data set of Bassa et al. (2016) are much higher than that of the EPTA data, which have only four TOAs in the first 3 years and a long gap in the following 6 years. In addition, Bassa et al. (2016) included a DM variation model but no treatment of red noise. Both the better data quality and the lack of red noise analysis in the fitting process are responsible for the small σ( ν) reported by Bassa et al. (2016) .
PSR B1821−24A
The constraint on ν for PSR B1821−24A gives (29.42 ± 15.75) × 10 −27 s −3 , which has significance less than 2σ, while two previous results strongly supported a non-zero value with ν = (−175 ± 7) × 10 −27 s −3 (Cognard et al. 1996) and ν = (−26.49 ± 0.05) × 10 −27 s −3 (Johnson et al. 2013) . PSR B1821−24A has an usually high apparent ν, which may be significantly affected by the potential of its host cluster M28 (NGC 6626). The pulsar is only 10 .9 from the cluster centre, using the cluster position from Harris (1996 Harris ( , 2010 and the pulsar position from Reardon et al. (2016) . Using a velocity dispersion of 12.6 km s −1 , a core size of 0.13 pc, and a distance of 5.5 kpc for M28 (Baumgardt & Hilker 2018 , table 2), we followed Freire et al. (2017, equation 5) and computed the contribution to ν from the acceleration caused by the cluster potential. This factor contributes at most 15 per cent to the observed ν, i.e. the intrinsic ν can be at most 15 per cent larger or smaller. We thus confirmed the statement by Johnson et al. (2013) that the apparent spindown rate is affected only slightly by the cluster potential.
To explain the origin of the possibly high ν, we estimated the six different contributions to the apparent ν presented by Liu et al. (2018, equation 6) . Using the apparent ν as the intrinsic spin down, the first contribution is due to radiation braking and assuming a braking index of 3 gives ν = 3 ν 2 /ν ≈ 3 × 10 −28 s −3 . The second contribution, caused by the intrinsic spin-down and the proper motion, depends on the measurement of the currently unknown proper motion. Using the proper motion of M28 from Casetti-Dinescu et al. (2013, table 5 ) instead, we obtained an estimate of ∼ 10 −31 s −3 . We set an upper limit of ∼ 10 −29 s −3 on the absolute value of the third term (Galactic acceleration term) of equation 6 in Liu et al. (2018) by accounting for the acceleration caused by the cluster potential. The last three corrections in the equation are induced by the spatial motion or the Galactic jerk. Using a mean radial velocity of 11.0 km s −1 for the cluster and an escape velocity of 49.5 km s −1 (Baumgardt & Hilker 2018, table 2) , the pulsar radial velocity should be less than 60 km s −1 if it is bound to the cluster. We then followed the numerical method in Liu et al. (2018, section 3 .2) and found these three terms are on order of 10 −31 s −3 or smaller. They are thus insufficient to explain a ν as high as 10 −27 s −3 .
Two remaining possible origins are the jerk caused by the cluster potential (Phinney 1992 (Phinney , 1993 Prager et al. 2017; Freire et al. 2017 ) and that by a passing cluster star (Phinney 1992 (Phinney , 1993 Freire et al. 2017) . Following Freire et al. (2017, equation 10 ) and using a maximum velocity of 49.5 km s −1 (Baumgardt & Hilker 2018 , table 2), we find that the upper limit on | ν| from the cluster jerk is 3×10 −25 s −3 . According to Phinney (1992, equation 3. 3) and Prager et al. (2017, equation 58) , the characteristic contribution from a neighbouring star can be estimated from the local mass density and from the relative velocity between the pulsar and the star. As the pulsar is close to the cluster centre (the angular distance to the cluster centre is only 2.2 times the angular core size), we adopted the core density of 2.6 × 10 7 M pc −3 (Baumgardt & Hilker 2018, table 2) as the local density. Using the escape velocity mentioned before, the maximum characteristic ν can be produced is ∼ 6.4 × 10 −24 s −3 . Therefore, both factors can lead to a ν on order of 10 −27 s −3 , depending on the geometry of the system. As both contributions vary with a timescale of ∼ 100 years or longer, it is not likely to observe a significant change in ν in one to two decades. We suspected the two different values reported by Cognard et al. (1996) and Johnson et al. (2013) were caused by imperfect treatments of the timing data. Their significantly smaller error bars are probably due to the timing results not considering a noise model.
PSR B1855+09
Using the EPTA data, we confirmed the conclusion of Kaspi et al. (1994) that no significant ν is detected in PSR B1855+09. Furthermore, by combining the data from Kaspi et al. (1994) and the EPTA, we reduced the uncertainty σ( ν), by a factor of ∼ 10, from 9 × 10 −28 s −3 to 8×10 −29 s −3 thus narrowed down the confidence interval with 95 per cent C.L. to (−2.6, 0.4) × 10 −28 s −3 , which is still much larger than the predicted value of | ν| ∼ 10 −31 s −3 that can be caused by radial velocity, Galactic acceleration and jerk (Liu et al. 2018, figure 1) .
PSR J1909−3744
The analysis failed due to a numerical instability when we attempted to obtain the PDF of ν of PSR J1909−3744 using the timing data and pulsar parameters from the PPTA. We determined that the numerical instability was due to the choice of binary model in the PPTA parameter files. Since the small eccentricity of the orbit is on order of ∼ 10 −7 , it is beneficial to use the ELL1 binary model to alleviate the strong correlation between longitude and reference epoch of orbital passage (Lange et al. 2001 ). To make a successful analysis of PSR J1909−3744, we replaced all the binary parameters with those from the EPTA 5 . We kept using other pulsar parameters and timing data from the PPTA. The resultant PDF of ν is consistent with that of the EPTA and both PDFs indicate non-detection of ν. We thus strongly recommend the use of the extended ELL1 binary model parameterisation (e.g. Edwards et al. 2006; Susobhanan et al. 2018) for PSR J1909−3744 and other highly circular binaries for the purpose of correct timing analysis. This avoids the risk of numerical instabilities in, for example, constraining the strength of gravitational-wave background.
PSR B1937+21
This pulsar is very interesting due to the obvious longtimescale structure in the residuals, although the uncertainty of each timing residual is very small (Reardon et al. 2016; Desvignes et al. 2016; Arzoumanian et al. 2018a ). The similar residual structure was interpreted by Kaspi et al. (1994) as an effect of red noise, while Shannon et al. (2013) attempted to explain it with an asteroid belt.
We fitted the timing data from the EPTA and the PPTA to a timing model which included ν. Both data sets consistently give a high ν of ∼ 9 × 10 −27 s −3 with a high significance of ∼ 4, see Table 2 . Using our new measurement uncertainty, the value of ν is consistent with that obtained by Kaspi et al. (1994) within 3σ, however, our σ( ν) is ∼ 5 times larger than that in Kaspi et al. (1994) . This increase of uncertainty could be caused by our inclusion of DM variations and red noise in our analysis.
To see if σ( ν) can be reduced when the timing baseline is longer, we did a further fitting for ν by combining the data from Kaspi et al. (1994) and the EPTA, extending the baseline from 24.1 years to 29.5 years. A ν and significance consistent with those using EPTA or PPTA data separately were recovered, while σ( ν) surprisingly increased.
The unusual increase of σ( ν) contradicts the general expectation that the measurement error should decrease with longer data sets (see Section 5.2). The reason is still unknown.
Since the independent constraint from the PPTA, the EPTA and the combined data gave consistent ν and σ( ν), the ν of ∼ 9 × 10 −27 s −3 is very possibly a real signal, although a physical explanation is required to support or verify this idea. A remote companion with an orbital period much larger than the current timing span may be responsible for such a ν, as in the case of PSR J1024−0719 (Bassa et al. 2016; Kaplan et al. 2016) . To investigate this hypothesis, we firstly obtained the frequency derivatives by fitting the timing data of PSR B1937+21, with a polynomial series of spin frequency derivatives up to ν (8) to capture both red noise and the real frequency derivatives. The DM variations were also included with the parameters obtained by enterprise analysis and fitted in tempo2. As a result, derivatives with high significance up to ν (5) were obtained. We then followed the method of Bassa et al. (2016, section 4.5) and used the expression in Appendix A to find the possible orbital parameters that give bound (circular or elliptic) orbits and satisfy the five frequency derivatives. As the dynamical contribution to ν from the presumed binary component is unknown, we assumed it to be a fraction of the apparent ν with the fraction in the interval of [−1, 1] . No suitable solutions were found for these cases. We thus conclude that a remote bound companion can not explain the value of ν.
Scaling relation of σ( ν)
The relation between σ( ν) and the timing baseline is important when assessing the possibility of measuring ν. Liu et al. (2018) gave the analytical expression for the case of white noise. Here, we include red noise and re-compute σ( ν) by means of simulation. We firstly simulated TOAs with an equally separated sampling of 14 days and a white noise level of σ w = 1 µs. The timing baseline, T, was allowed to span from 1 to 50 years and the reference epoch for the spin parameters was chosen to be the mid point. We then modelled the red noise using a power law spectrum in Eqn. 2. In the power law, we set f c to be 1/(100 yr), where 100 yr was chosen to be much larger than the timing baseline. The spectrum is pivoted at a frequency f yr = 1 yr −1 with the amplitude of the white noise, i.e. P( f yr ) = P w , where P w is the power spectral density of the white noise. The spectral index was allowed to vary from 0 (white noise) to 10, which is sufficient to cover Caballero et al. 2016; Arzoumanian et al. 2018a ). Finally, we followed the semi-analytical method outlined in Appendix B to obtain σ( ν). Fig. 4 shows σ( ν) with respect to different values of T. The data corresponding to each value of α were fitted with a relation of the form log 10 (σ( ν)/s −3 ) = γ log 10 (T/yr) + b, where γ and b are determined by fitting the data in Fig. 4 and γ indicates the speed with which σ( ν) decreases with T. We then fitted the γ value of each α in Fig. 5 and obtained the scaling law for α ∈ [0, ∞) σ( ν)
where K is a function of spin frequency, observation cadence, white noise level, the amplitude and the corner frequency of the red noise. When 0 ≤ α ≤ 4, γ is linearly proportional to α with γ = −3.5 + 0.5α. In the limit of very steep red noise, Fig. 4 suggests different trends on short and long timing baselines. For short timing baselines, where T is much smaller than the correlation length scale of the red noise, σ( ν) is dominated by correlated noise on timescales much longer than the timing baseline, therefore does not vary significantly with T. On timing baselines where T is larger than the red noise correlation length scale, the number of independent estimates of ν increases linearly, but slowly, with time, so σ( ν) decreases as T −1/2 . According to Eqn. 4, for the same observational settings of a particular pulsar, the red noise makes σ( ν) increase rapidly with α, compared to the case of white noise. Using this relation, we can predict σ( ν) for a longer timing baseline, if the other observational factors, like the cadence and the white noise level, remain unchanged.
Time to detect ν induced by radial velocity
The measurement of ν due to the radial velocity of a pulsar and the measurement of the velocity itself were considered by Liu et al. (2018) . Here we update the predictions for measuring ν , the ν induced by the radial velocity, by considering the effects of red noise. According to Eqn. 4, the time span to achieve a measurement uncertainty of σ( ν) is
where σ 0 ( ν) and T 0 are the current uncertainty and timing baseline. For a 5σ detection, σ( ν) = | ν |/5. The value of ν depends on the radial velocity. Only four of the 49 MSPs have a measured radial velocity (Table 1) . For these four MSPs, we used the measurements to compute the corresponding ν , while for the remaining pulsars we used an assumed and adequate value of 50 km s −1 . The value of power index of red noise was taken from Caballero et al. (2016) or Reardon et al. (2016) . In the case of no reported value, we considered two special cases: no red noise, i.e. α = 0 and a typical power spectrum index of red noise with α = 3. Using the uncertainty of ν and the current time span in Table 1 , we list the predicted timing baseline required to make a significant measurement in the columns labelled with T 1 and T 2 . The value of T 1 corresponds to the case where only white noise is important, while T 2 is calculated using the α listed in the table. A white noise only value is calculated whenever there is no previously published α. In both cases, the shortest timing baseline required is on the order of 100 years, thus for this sample of pulsars a detection is unlikely in the near future.
ν and gravitational wave detection
According to the detection status of ν, the MSPs can be divided into three categories. In the first category, an MSP, like PSR J1024−0719, has a confirmed ν, which can increase the timing residuals in a cubic pattern. Modeling the confirmed ν in the pulsar ephemeris is helpful to reduce the rms residuals, improve its timing precision and minimize the impact on signals from gravitational waves. The second category contains the MSPs that are on the verge of ν detection (or non-detection), including PSRs J0621+1002, J1022+1001, B1821−24A and B1937+21. For these MSPs, the current imprint of ν is not clearly distinguishable from that of red noise. Extending the timing baseline may reduce σ( ν) and constrain ν better. In addition, investigating potential sources that can cause high ν, such as unidentified remote companions, and computing the corresponding range of such ν are helpful to accept or reject a ν. In the third category (most pulsars in the IPTA are in this category), the ν is currently undetectable due to the very small ν as predicted by the theory (Liu et al. 2018) . The rms residuals caused by ν are thus very small and the resultant impact on gravitational waves can be neglected.
CONCLUSIONS
We have searched for the unmodelled ν in a pulsar ephemeris by using a Bayesian approach. We included models of red noise and DM variations and adopted enterprise to efficiently sample the possible parameter spaces. Our method was validated by the successful recovery of ν from the simulations. The robustness of the method was also tested by fitting for the red noise of squared exponential kernel with a power law model, although tests using more types of red noise model are necessary to obtain general conclusions. We further note that the methodology described in this paper provides an approach that could be used more generally when undertaking studies to determine whether additional timing parameters need to be included in the timing analysis.
After searching the timing data of 49 millisecond pulsars in the EPTA and PPTA, we obtained the marginalised probability density function of ν (Fig. 3) . We thus confirmed the detection of ν in PSR J1024−0719 and found a statistically significant ν in PSR B1937+21. Neither the spin-down due to the braking process nor a remote binary companion can explain the ν of PSR B1937+21.
By computing the measurement error of ν for power law red noise with different power indices of α, we found that the error increases rapidly by σ( ν) ∝ T γ , where T is the timing baseline and γ = −6/[1 + exp (α/2.74)] − 1/2. Our results thus quantitatively support the idea that red noise plays an important role in error estimation. Using these error estimates, we further predicted the timescale to measure the ν caused by the radial velocities of pulsars. For the pulsars we considered, it needs a timing baseline of ∼ 100 years or longer to detect the ν or the radial velocity, significantly longer than in the case of white noise.
Our research has revealed that ν does not generally make a significant contribution to the arrival times (if there is any) of the MSPs observed by the EPTA and the PPTA. However, a few MSPs (e.g. PSR B1937+21) have statistically significant ν which require physical explanations to confirm or interpret the results. There is also a group of MSPs, like PSRs J0621+1002, J1022+1001 and B1821−24A, exhibiting mildly significant ν, which may become more significant as the timing baseline and accuracy increase. For these pulsars the inclusion of ν in the timing solutions should be revisited.
