Abstract -Motivated by applications in cryptology K. Wei introduced in 1991 the concept of a generalized Hamming weight for a linear block code. In this paper we deflne generalized Hamming weights for the class of convolutional codes and we derive several of their basic properties.
I. INTRODUCTION
An important set of code parameters defined for a linear block code are the so called generalized Hamming weights first introduced by Wei in [l] . By definition the r-th generalized Hamming weight dr(C) of a linear block code C is equal to the smallest support of any r-dimensional subcode of C. In particular &(C) = 0 and dl (C) is equal to the distance of C.
In this way every [n, k] linear block code has associated a whole weight hierarchy
(1)
In this correspondence we will study the weight hierarchy of a convolutional code. After formally introducing this concept we will derive in the next section several of the basic properties. In particular we will show that the generalized Hamming weights form an infinite strictly increasing sequence di(C) of positive integers. The main result (Theorem 4) is a generalized Griesmer bound.
DEFINITIONS
Let F, be the Galois field of q elements, F,[D] be the polynomial ring over F, and F,(D) the ring of rational functions. In the following it will be convenient to view elements of F , ( D ) as infinite (periodic) power series of the form CEO x , D i , xi E F,. Let C be a rate k / n convolutional code represented through a non-catastrophic encoder G(D). Without loss of generality we will assume that the matrix G ( D ) which is defined over F, [D] is in row proper form, in other words we will assume that the "high order coefficient matrix" has full row rank. We also will assume that G(D) has ordered row (Kronecker) indices
where the indices vi are formally defined through:
We will denote the memory, complexity and constraint length of a convolutional code by m, c, and Q respectively. In terms of the Kronecker indices we have: m = VI , c = E;=, vi and
In an obvious way we can view C also as an (infinite di- Note that the generalized Hamming weights are well defined for any positive integer T and not just for T = 0,. . . , k as it is the c a e for block codes. Also note that if U is one dimensional and U E U is any nonzero codeword then Ix(U)l is nothing else than the usual Hamming weight W(U) of the codeword U . In particular it follows in analogy to the block code case that d l ( C ) is equal to the free distance of C.
BASIC PROPERTIES.
Lemma 2 
