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Abstract-In this paper, we obtain asymptotic formulas for eigenvalues of the periodic and the 
semiperiodic boundary value problems associated with a Hill’s equation having piecewise constant 
and alternating coefficient. As a corollary, it is shown that the lengths of instability intervals of the 
considered Hill’s equation tend to infinity. @ 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
A differential equation of the form 
-y” = Xp(x)y (-m <x < co), (1.1) 
where X is a complex parameter and p(x) is a periodic function of x with the period w > 0, 
P(X + w) = P(X) (-m <x < oo), 
is known as an equation of the Hill type. In most investigations on Hill’s equation, the function 
p is assumed to be nonnegative (see [l-6]). In this paper, we are concerned with the case when 
p is alternating. So we will assume that p is a real-valued piecewise continuous function with 
period w > 0 and there are open intervals ai and a, in [0, w] such that 
P(X) > 0, for x E ar and P(X) < 0, for x E as. (1.2) 
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Let us consider the so-called periodic 
-y" = Xp(x)y (OIx<w), 
Y(O) = Y(W)? Y’(O) = Y’(W) 
(1.3) 
and the semiperiodic (or antiperiodic) 
-y” = Xp(x)y (0 5 x I w), (14 
y(O) = -Y(W), Y’(0) = -Y’(W) 
boundary value problems associated with equation (1.1). 
Those values of complex parameters X for which problem (1.3) or (1.4) has a nontrivial solution 
y(z, X) are called eigenvalues. 
Let Q(z, X) and (p(z, X) denote the solutions of equation (1.1) satisfying the initial conditions 
qo, A) = 1, I3’(0, A) = 0, 44 4 = 0, cp’(0, A) = 1. (1.5) 
Define the function 
as the Hill discriminant of equation (1.1). Then the eigenvalues of the periodic problem (1.3) 
coincide with the roots X of F(X) - 2 = 0 ( c h aracteristic equation of the periodic problem) and 
the eigenvalues of the semiperiodic problem (1.4) coincide with the roots of F(X) + 2 = 0. 
As it is known ([7, Chapter VIII]), under condition (1.2) each of problems (1.3) and (1.4) has 
a countably infinite number of real eigenvalues with accumulation points at both foe and --co. 
The eigenvalues & (Ic E Z) of the periodic problem (1.3) and the eigenvalues &+r (Ic E Z) of 
the semiperiodic problem (1.4) occur in the order 
If X lies in any of the open intervals (II;, ~2) (n E Z), then all nontrivial solutions of (1.1) are 
unbounded in (-00, co). These intervals are called the instability intervals of equation (1.1). If X 
lies in any of the open complementary intervals (,u,‘_ i, ,u;) (n E Z), then all solutions of (1.1) 
are bounded in (--03, oo), and these intervals are called the stability intervals of (1.1). 
In the theory of periodic differential equations, it is of considerable interest to study the 
asymptotic behavior of the lengths 
In = Pu,+ - PLn (n E z) (1.7) 
of the instability intervals (~11, ~2) as n -+ fco. To this end, the eigenvalues p,f of the periodic 
and semiperiodic boundary value problems (1.3) and (1.4) must be investigated. 
In this paper, we study the case in which the coefficient p of (1.1) is a piecewise constant and 
alternating function of the form 
P(X) = 
{ 
1, ifO<x<a, 
-1, ifa<x<w, (14 
where a is a fixed point between 0 and w : 0 < a < w. Over the whole axis -co < x < co, p is to 
be continued as a periodic function of period w. 
In the case of a positive piecewise constant function p equation (1.1) was studied earlier in [4,5]. 
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2. INVESTIGATION OF EIGENVALUES 
In equation (l.l), we put X = s2 and assume that the coefficient p has form (1.8). Then it is 
easily verified that the solutions ‘3(x, A) and cp(x, A) of (1.1) satisfying the initial conditions (1.5) 
have the form 
0(x, A) = 
cos sx, O<x<a, 
cos sa cash s(x - a) - sin sa sinh s(x - u), a < x < w, 
OlxFa, 
cash s(x - a) + cos sa 
sinh s(x - u) 
s 1 
a<xlw. 
Substituting these into (1.6), we find the following explicit formula for the Hill discriminant: 
F(X) = 2 cos sa cash s(w - u). 
We want to investigate the zeros of the functions F(X) - 2 and F(X) + 2 
From (2.1)) we have 
2 s(w -a) @+(A) Ef F(X) - 2 = -8 sin’ T sinh 2 - 4sin2 T + 4sinh2 v, 
where X = s2. Setting 
sa w-a 
- = TZ and ---=a 
2 a 
imply 
27r 
s=-z 
a ’ 
x=s2= - 
( > 
2r 2z2 ) 
a 
and 
a+(x) = a+ sz2 ( > = m4, 
where 
Q:(z) = -8 sin2 7rz sinh2 cy7-r~ - 4 sin2 xz + 4 sinh2 o?rz. 
(2.1) 
(24 
(2.3) 
(2.4) 
(2.5) 
Further, for any positive integer m define the rectangular contour I’m as the boundary of the 
region 
z~c:/Re z]<m+i, ]Imz]<l 
a! 
We will use the following well-known theorem (see, for example, [8, p. 1161). 
ROUCHI%‘S THEOREM. If f and g are analytic functions inside and on a closed contour I, and 
]g(z)] < If(z)] on r, then f and f + g have the same number of zeros inside I. 
We apply the Rouchit theorem by putting 
r=rm, f(z) = -8 sin2 nz sinh2 LYTZ, g(z) = -4sin2 nz + 4sinh2 onz. 
Thus, @f(z) = f(z) +g(z) and the inequality [g(z)] < If(z)] ’ is e q uivalent to the inequality 
1 1 1 --- 
2 sin2 7rz sinh2 anz 
< 1. (2.6) 
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LEMMA 2.1. There exists a positive integer mo such that inequality (2.6) holds for all .z E Irn 
and all m _> mo. 
PROOF. For an arbitrary z = e + ir (a, 7 E R) the formulas 
(sin7rz(’ = i {e271T - 2 cos 27ro + e-2aT} , (2.7) 
1 sinh cyxz(’ = a { eaaa” - 2 cos 2a7rr + e-20irra} (2.8) 
hold. 
On the vertical sides of Im, we have z = e + ir, e = %(m + l/2), and therefore, by (2.7),(2.8), 
1 sin KzI = cash 7r7 2 1, 1 sinh cy7rTTzI > sinh an (m + i) . 
so, 
1 1 1 1 - -- 
2 sin2 n.2 sinh2 crr.z sinh2 cxn (m + l/2) ’ 
and hence, inequality (2.6) h Id o s on the vertical sides of Irn for all m 1 ml, where ml is a 
sufficiently large positive integer. 
Now we consider the horizontal sides of Im. For each z = e + ir, we have from (2.7), 
and hence, 
1 sinrzl > ferlTl 1 - e-2?rlTl . 
( > 
Therefore, we have for r = k(l/cr)(m + l/2) an d a sufficiently large positive integer mz, 
1 
) sinnzl > -2e111T1, Vm>mz. 
Further, for z = e f (i/a)(m + l/2), we have from (2.8), 
I sinh (YXZI = cash cx7re > 1. 
So, on the horizontal sides of rrn we have, for m 2 mz, 
1 1 --_ 
2 sin2 rz 
Thus, if we let mc = max{mi,mz}, then (2.6) will hold for all z E 1‘, and all m > mc. The 
lemma is proved. 
Using Lemma 2.1 and applying the Rouche theorem, we conclude that for m 2 mo the number 
of zeros of @r(z) lying inside r m is the same as that for sin2 7rz sinh2 cxrz. The latter function 
has zeros inside rrn at the points 
0, +1, &2,. . . ) fm, *il *iz 
a’ 
Ikim 
cl’“” a’ 
where i denotes the imaginary unit. Note that zero is a root of multiplicity four and each nonzero 
root is double. Therefore, @t(z) must have 8m + 4 zeros inside rm (m > mo). Since, by (2.5), 
@F(z) is an even function, we can denote the zeros of @t(z) lying inside I’, by 
fz12,, fZfZm,. . . , *zT2, fzf,, &zi, *zo+, ztz,, &z2f,. . .) ZtZTT,, *z,+,. 
We note that since the eigenvalues of the periodic problem (1.3) are real (see the Introduction), 
by (2.3) and (2.4), th e zeros of Q?(z) are either real or pure imaginary. 
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LEMMA 2.2. For m 2 mo + 1, the function QT (2) has exactly two zeros in the region 
D,= ZEC:m-;<Rez<m+;, lIInzl<~ TJl+$ 
1 
, 
ff ( )I 
and exactly two zeros in the region 
K,= 
1 1 
zEC:/Rez(<mf- - 
2’ Q 
Therefore, for m > mo + 1, we have 
PROOF. It is evident from the proof of Lemma 2.1 that inequality (2.6) holds also on the bound- 
aries of the regions D, and K,,, for m > mo + 1. Consequently, by the Rouch~ theorem, the 
function (at (2) has in the D, and K,, as many zeros as the function f(z) = -8 sin2 7~ sinh2 CUT~TZ: 
i.e., exactly two zeros in D, and exactly two zeros in K, (the function f(z) has a double zero 
inside D, at the point z = m, and a double zero inside K,, at the point 2 = i(m/cY)). The 
lemma is proved. 
Putting s$ = (27r/a)~,“,, where k E Z, we have by (2.9), 
+ 
‘2k = 
2kT + 2htk 
a ’ 
fork>mo+l, 
It Salt = i 
-2kr + 2htk 
w-a ’ 
for k I -(mo + 1): 
where 
7l -- 
2 
< hfk < ; ((kj 2 mo + 1). 
To analyze the quantities h:k, we note that the numbers szk are the zeros of function (2.2). 
Therefore, h2k and h,& are for k > m. + 1 the roots of the equation 
2 sin2 t sinh2 a( k-ir + t) + sin2 t - sinh2 a( k7r + t) = 0, (2.10) 
and for k 5 -(mo + 1) the roots of the equation 
k7r - t 
2 sin2 t sinh2 - + sin2 t - sinh2 - k7i-t =o, (2.11) 
Q cy 
Equation (2.10) is equivalent to the union of equations 
sint= \i,x (2.12) 
and 
sint = -ix, 
and equation (2.11) is equivalent to the union of equations 
(2.13) 
sin t = 
sinh2((k7r - t)/a) 
1 + 2sinh2((k7r - t)/ol) 
(2.14) 
and 
sint = -/x. (2.15) 
It is clear that each root of (2.12) and (2.14) lying in (-7r/2,7r/2) 1s nonnegative and each root 
of (2.13) and (2.15) lying in (-7r/2,7r/2) is nonpositive. 
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LEMMA 2.3. For Jkj 2 mo+l, each of equations (2.12) and (2.14) has exactly one root in [0, r/2), 
and each of equations (2.13) and (2.15) has exactly one root in (-7r/2,0]. 
PROOF. The function 
*(t)=sint-/x 
is continuous on the segment 0 5 t 5 7r/2 and besides $(O) < 0, 4(~/2) > 0. Therefore, $(t) 
vanishes at least at one point in [O,n/2). 
Similarly, it follows that equation (2.13) has at least one root in (-7r/2,0]. 
In order that one of equations (2.12) and (2.13) h ave more than one root, it is necessary that 
the function @t(z) have more than two zeros in the region D,. But the latter is impossible in 
view of Lemma 2.2 if k > mo + 1. 
Analogously, we can prove that for k 5 -me - 1, equation (2.14) has exactly one root in 
[0,7r/2) and equation (2.15) has exactly one root in (-7r/2,0]. The lemma is proved. 
Let r& E [0,~/2) d enote the root of equation (2.12) if k 1 me + 1, and the root of equa- 
tion (2.14) if k 5 -(me + 1). Also, let -rTk E (-r/2,0] denote the root of (2.13) if k 2 mo + 1, 
and the root of (2.15) if k 5 -(me + 1). Then 0 < r$ < 7r/2 for all Ik( > me + 1, and h& = &r,f, 
if k 2 me + 1, and h$ = rrtk if k 5 -(mc + 1). Thus, th e eigenvalues of the periodic boundary 
value problem have the form 
pfk= (s;k)2= (2krt2r$)2, k>me+l, 
& = (s;k)2 = _ ( 2k”,‘F:“)2, k I -(mo + I), 
where 0 < rzk < (r/2) (Ik] 2 me + 1) and 
sinr$ = J sinh2 o( kr 31 T,‘,) 1 + 2 sinh2 cx (kr f rtk) ’ kLmo+l, 
sinrckz/s-, k<-(mo+l). 
(2.16) 
(2.17) 
We can analogously investigate the eigenvalues of the semiperiodic boundary value problem, 
that is, the zeros of the function 
sf - @-(A) F(X) + 2 = 8 cos2 z ___ 4w a) - - 2 
cash 2 
2 
4cos2 y 4cosh2 q + 4, (2.18) 
where X = s2. Setting sa = 27rz and w - a = au, we get 
where 
@L(z) = 8 cos2 rz cosh2 CX~Z - 4 cos2 rz - 4 cosh2 CX~Z + 4. 
Applying the Rouchk theorem to the function Q;(z) = f(z) + g(z) and the contour r;, where 
f (2) = 8 cos2 TZ cosh2 CYTZ, g(z) = -4 cos2 nz - 4 cosh2 cr7r.z + 4, 
and r; is the boundary of the region 
zEC:]Rez]<m+l, ]Imz]<i(m+l) 
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we conclude that @r ( ) z an d cos’ 7rz cosh2 CYVTZ have the same number of zeros inside I’; if m 2 mo, 
where mo is a sufficiently large positive integer. Since the function cos2 r’z cosh2 CYT.Z has double 
zeros inside I?; at the points 
where k = 0, fl, f2,. , fm, -m - 1, the function @c(z) will have 8(m + 1) zeros inside r;. 
Denote them by 
*Zr(2m+q’ *‘Z?(2m+l)’ 1 xk.zIl, *zf,, iz;, ztz1+, . ) fz;m+l, iz,+,+,. 
Further, setting .s&+~ = (27r/a)~&+~, where k E Z, we can for the eigenvalues @&+I = (s&+~)~, 
k E Z of the semiperiodic boundary value problem obtain the formulas 
(2k + 1)7r h2r&+, 2 
&c+1 = a 
b 
k1mo+l, 
&+1 = - 
(2k + 1)” Yt 2r;k+1 
w-a k 5 -(mo + l), 
where 0 5 T.$+~ < (r/2) (lkl 2 mo + 1) and 
(2.19) 
cos r f 2!c+1 = 1 - cosh2((k7r + 7r/2 F &+,)/cx) 
1 -2cosh2((k~+rr/2+-&+,)/a,) 
k 5 -(mo + 1). (2.20) 
Thus, we have proved the following theorem. 
THEOREM 2.4. The eigenvalues {&} of the periodic and the eigenvalues {P&+~} of the semiperi- 
odic boundary value problems have the form 
pL,i = (““:““)2, for 71 > mo + 1, 
&=-(nLy:)2, ferns-(mofl), 
where 0 5 r$ < (7r/2) (InI > mo + 1) and equations (2.16), (2.17), (2.19), and (2.20) hold. 
3. THE LENGTHS OF INSTABILITY INTERVALS 
THEOREM 3.1. The length In = & - p; of the instability interval (,uL,, &) tends to infinity as 
n+ztcm. 
PROOF. From Theorem 2.4, it follows that 
L = 2 (rn’ +r;) + f (r-;’ - r”2) , 
-r,L = - (w4nl)2 (rn’ + r;) - (w :a)2 ( CL2 - G2 > > for n < -(mo + 1) 
326 G. SH. GUSEINOV AND I. Y. KARACA 
Therefore, for proof of the theorem, it will be sufficient to show that the sequence {rz} does not 
tend to zero as n -+ &oo. Consider the case n = 2k and k -+ 00. Let us assume the contrary. 
Let r& ---f 0 as’k -+ co. Then the equation 
.2 + sin rzk 
sinh2 a (kr + &> = 1 _ 2 sin2 r+ 
2k 
arising from (2.16), gives 
lim sinh Q! (kr + rzk) = 0, 
k-cc 
which is a contradiction. The case k --) -oo and the case n = 2k+l (k --+ &o) can be considered 
analogously. The theorem is proved. 
REFERENCES 
1. F. Axes and G.Sh. Guseinov, On the expansions in eigenfunctions of Hill’s operator, Turkish J. Math. 25, 
323-337, (2001). 
2. M.S.P. E&ham, The Spectral Theory of Periodic Difierential Equations, Scottish Academic Press, Edin- 
burgh, (1973). 
3. M.S.P. Eastham, Results and Problems in the Spectral Theory of Periodic Differential Equations, Lecture 
Notes in Mathematics, Volume 448, pp. 126-135, Springer-Verlag, New York, (1975). 
4. G.Sh. Guseinov and I. Yaslan, On Hill’s equation with piecewise constant coefficient, Turkish J. Math. 21, 
461-474, (1997). 
5. H. Hochstadt, A special Hill’s equation with discontinuous coefficients, Amer. Math. Monthly 70, 18-26, 
(1963). 
6. W. Magnus and S. Winkler, Hill’s Equation, Wiley, New York, (1966). 
7. V.A. Yakubovich and V.M. Starzhinsky, Linear Differential Equations with Periodic Coefficients, Nauka, 
Moscow, (1972); English Transl., Wiley, New York, (1980). 
8. E.C. Titchmarsh, The Theory of Functions, Oxford Univ. Press, London, (1964). 
