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1. Introduction
Cet article fait suite aux articles [C-M1], [C-M2]. Nous poursuivons le
programme de Philippe Robba ([R1], [R2], [R3], [R4], [R5], [R6], [R7], [R-C])
sur le the´ore`me de l’indice pour les e´quations diffe´rentielles p-adiques.
Dans les articles pre´ce´dents nous avons de´fini les exposants de la mon-
odromie locale p-adique d’un module diffe´rentiel ayant la proprie´te´ de Robba
dans une couronne, montre´ le the´ore`me de de´composition en modules de rang
un dans le cas mode´re´, montre´ le the´ore`me d’existence de type de Riemann
et de´fini la cate´gorie des coefficients p-adiques mode´re´ment ramifie´s sur les
courbes. Dans cet article nous montrons le the´ore`me de de´composition selon
les pentes p-adiques, pour les modules diffe´rentiels solubles, sur l’anneau des
fonctions analytiques au bord. Ceci termine la de´termination de la structure
d’un point singulier d’une e´quation diffe´rentielle p-adique et ses conse´quences:
de´monstration du the´ore`me de l’indice, de´monstration de la formule de l’indice
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et de´finition de la cate´gorie des coefficients p-adiques sur les courbes avec les
proprie´te´s de finitude requises.
Soient p > 0 un nombre premier, Qp le comple´te´ du corps des nombres ra-
tionnels Q pour la valeur absolue p-adique, Zp l’adhe´rence de Z, Cp le comple´te´
d’une cloˆture alge´brique de Qp et K une extension finie de Qp. Soit RK(1)
l’anneau des se´ries de Laurent a` coefficients dans le corps K qui convergent
dans une couronne |x| ∈]1 − ε, 1[, pour ε > 0 non pre´cise´. Appelons module
diffe´rentiel sur RK(1), un RK(1)-module libre de type fini muni d’une conne-
xion. Soit M un module diffe´rentiel sur RK(1) soluble en 1: c’est-a`-dire dont
la fonction rayon de convergence R(M, ρ) tend vers 1 avec ρ. Nous montrons
le the´ore`me:
The´ore`me 6.1-14. Sous les conditions pre´ce´dentes M est extension,
dans la cate´gorie abe´lienne des modules diffe´rentiels sur l ’anneau des fonc-
tions analytiques au bord, de sa partie mode´re´e M≤0 par sa partie de pentes
strictement positives M>0:
0→M>0 →M→M
≤0 → 0.
La partie mode´re´e M≤0 a la proprie´te´ de Robba au bord: son rayon de
convergence est maximum pour tout ρ ∈]1 − ε, 1[ pour un ε > 0 assez petit
alors que la partie de pentes strictement positives M>0 est injective au bord:
ses solutions locales au point ge´ne´rique tρ ont toutes un rayon de convergence
strictement plus petit que ρ pour tout ρ ∈]1− ε, 1[ pour un ε > 0 assez petit.
On de´finit les exposants de la monodromie locale p-adique de M comme ceux
de sa partie mode´re´e de´finis dans [C-M1], [C-M2]. L’obstruction a` l’existence de
l’indice se de´finit alors a` l’aide des exposants de la monodromie locale p-adique
de M.
En fait nous montrons que M admet une filtration de´croissante par des
modules diffe´rentiels M>γ solubles au bord, indexe´e par les nombres re´els
γ ≥ 0, dont les sauts sont des nombres rationnels. Nous de´finissons ainsi le
polygone de Newton p-adique de M et nous montrons que les sommets de ce
polygone sont a` coordonne´es entie`res, c’est l’analogue p-adique du the´ore`me
de Hasse-Arf. Le the´ore`me de de´composition de la partie mode´re´e [C-M2] joue
alors le roˆle p-adique du the´ore`me de Grothendieck de la quasi-unipotence de
la monodromie ℓ-adique.
Le the´ore`me de de´composition 6.1-14 est inde´pendant du the´ore`me de
de´composition de Dwork-Robba [D-R1] sur le corps des e´le´ments analytiques
au bord. Il s’apparente plutoˆt au premier the´ore`me de de´composition de Robba
[R1], mais en famille. Cependant il y a deux diffe´rences dans sa de´monstration.
D’une part, l’anneau structural n’e´tant plus un corps value´ complet, la the´orie
des espaces norme´s est insuffisante et nous utilisons de fac¸on essentielle la
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the´orie des espaces vectoriels topologiques localement convexes sur un corps
value´ complet telle qu’elle est expose´e dans le livre de A. Grothendieck [G1].
D’autre part, les hypothe`ses du the´ore`me des homomorphismes le plus ge´ne´ral
([G1, Chap. IV]) n’e´tant pas satisfaites, nous faisons appel a` la the´orie des
e´quations diffe´rentielles p-adiques proprement dite a` travers la structure de
Frobenius de Christol-Dwork [C-D2] pour les modules diffe´rentiels ayant un
grand rayon de convergence, sans eˆtre maximum, sur une couronne de diame`tre
non nul.
Nous utilisons le the´ore`me de l’indice pour montrer enfin une de nos prin-
cipales motivations. Soient X une varie´te´ alge´brique affine non singulie`re sur
le corps re´siduel de l’anneau des entiers d’un sous corps a` valuation discre`te K
de Cp et Bi,p(X) ses nombres de Betti p-adiques de´finis comme les dimensions
de ses K-espaces de cohomologie de de Rham p-adiques de´finis par Monsky-
Washnitzer [M-W]:
The´ore`me 7.6-1. Les nombres de Betti Bi,p(X) sont finis pour tout i.
En particulier les polynoˆmes caracte´ristiques de l’endomorphisme de Frobe-
nius ope´rant sur les espaces de cohomologies p-adiques Pi,p(X) qui e´taient
de´finis comme des se´ries entie`res par P. Monsky [Mo2] sont des e´le´ments de
K[T ] et peuvent se preˆter aux comparaisons avec leurs analogues l-adiques.
La re´duction [Me4] rame`ne le The´ore`me 7.6-1 a` la finitude de la cohomologie
p-adique des modules exponentiels MTeich(f¯),n,m, e´tudie´s dans [Me4], qui est
conse´quence du the´ore`me de l’indice.
La meˆme me´thode de re´duction ([Me4, 4.2.5]) rame`ne les proprie´te´s de
purete´ des racines inverses des polynoˆmes Pi,p(X) a` la purete´ des valeurs pro-
pres de l’endomorphisme de Frobenius ope´rant sur les espaces de cohomologie
p-adique des modules exponentiels MTeich(f¯),n,m avec la minoration requise du
poids.
L’autre motivation, intimement lie´e a` la pre´ce´dente [M-N2], est la con-
struction de la cate´gorie des coefficients p-adiques au sens de Grothendieck
([G3], [G4], [G5]) que nous re´alisons dans [C-M4] pour les courbes en utilisant
tous nos re´sultats. La cate´gorie des coefficients p-adiques sur les courbes a
toutes les proprie´te´s de finitude et tous les invariants de la cate´gorie des coeffi-
cients ℓ-adiques pour ℓ 6= p devrait permettre de de´montrer par voie p-adique
les proprie´te´s de purete´ des ze´ros et des poˆles de la fonction zeˆta sur les corps
finis ([Me4, 4.2.5, 4.2.6]).
Les modules exponentiels MTeich(f¯),n,m nous ont servi de guide tout au
long de ce travail. Ils fournissent des exemples d’e´quations provenant de la
ge´ome´trie ou` le the´ore`me de transfert pour les singularite´s irre´gulie`res n’a
pas lieu: la de´composition formelle de Turrittin est distincte en ge´ne´ral de la
de´composition p-adique du The´ore`me 6.1-14. Des contre exemples au principe
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de transfert pour les singularite´s irre´gulie`res se trouvent aussi dans [Re]. Ils
fournissent de meˆme des exemples de modules rationnels solubles au point
ge´ne´rique pour lesquels la de´composition du The´ore`me 6.1-14 n’a pas lieu sur
le corps des e´le´ments analytiques au bord ainsi que des exemples de modules
de rang > 1 irre´ductibles et inde´composables par ramification.
Voici le contenu de ce travail. Nous de´finissons pour tout nombre re´el
γ ≥ 0 dans le paragraphe 2 la topologie localement convexe me´trisable Tγ sur
l’anneau des ope´rateurs diffe´rentiels d’ordre fini a` coefficients dans l’anneau
des fonctions analytiques dans une couronne et la topologie localement convexe
quotient Tγ,Q sur les modules de type fini, qui n’est pas en ge´ne´rale se´pare´e.
Nous montrons dans le paragraphe 3, que l’adhe´rence de ze´ro et le se´pare´
associe´ d’un module diffe´rentiel pour cette topologie sont encore des mod-
ules diffe´rentiels, du moins quand le corps de base est maximalement complet.
Nous montrons dans le paragraphe 4 que la fonction rayon de convergence d’un
module diffe´rentiel soluble en r est de la forme ρ(ρ/r)pt(M) pour un nombre
rationnel pt(M) ≥ 0 et pour ρ ∈ [r− ε, r[, ε > 0 assez petit et nous de´finissons
ainsi sa plus grande pente p-adique. Etant donne´ un module diffe´rentiel sol-
uble muni d’une base, nous construisons, dans le paragraphe 5, une suite
d’ope´rateurs diffe´rentiels dont les matrices dans cette base sont minore´es et
majore´es. Nous utilisons dans le paragraphe 6 tous les re´sultats pre´ce´dents
pour montrer le the´ore`me de de´composition selon la plus grande pente des
modules diffe´rentiels solubles quand le corps de base est localement compact.
Nous de´finissons la filtration M>γ , nous e´tudions ses proprie´te´s fonctorielles
et nous de´finissons le polygone de Newton Newton(M, p) p-adique. Nous mon-
trons dans le paragraphe 7 que le the´ore`me de de´composition des modules ayant
la proprie´te´ de Robba [C-M2] a de´ja` lieu sur le corps de base, le the´ore`me de
l’existence de l’indice local sous l’hypothe`se (NL), pour les diffe´rences des ex-
posants et pour les exposants. Nous en de´duisons l’existence de l’indice local
pour les ope´rateurs ayant une structure de Frobenius et le the´ore`me de finitude
des nombres de Betti p-adiques d’une varie´te´ alge´brique affine non singulie`re
sur un corps fini ou sur sa cloˆture alge´brique. Nous de´finissons dans le para-
graphe 8 l’indice ge´ne´ralise´ local et nous e´tudions ses proprie´te´s. Nous mon-
trons la formule de l’indice local conjecture´e par Robba [R5] qui fait apparaˆıtre
l’irre´gularite´ p-adique, quand elle est finie, comme la hauteur du polygone de
Newton p-adique. Nous en de´duisons l’inte´gralite´ des sommets du polygone de
Newton p-adique et la formule de l’indice globale pour les modules alge´briques.
En utilisant toute la structure p-adique d’un point singulier d’une e´quation
diffe´rentielle, nous montrons dans [C-M4] le the´ore`me d’existence de re´seaux
sous certaines conditions portant sur les exposants de la monodromie des
RK(1)-modules diffe´rentiels et nous en de´duisons le the´ore`me d’alge´brisation
d’une classe de fibre´s analytiques p-adiques qui nous permettent de construire
la cate´gorie des coefficients p-adiques sur une courbe, contenant la cate´gorie
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des coefficients p-adiques mode´re´ment ramifie´s ([C-M2, 6.3]) et qui est sta-
ble par immersion ouverte. L’article [C-M4] constituait a` l’origine l’important
paragraphe 9 de cet article sous le titre: La cate´gorie des coefficients p-adiques
en dimension un. Suivant la recommendation du referee nous avons pre´fe´rer le
comple´ter sur quelques points de fondement pour le publier se´pare´ment.
Nous souhaitons a` l’occasion de cet article rendre hommage a` Bernard
Dwork. La structure locale p-adique d’un point singulier d’une e´quation
diffe´rentielle obtenue dans ce travail, qui est au coeur de la de´finition de la
cate´gorie des coefficients p-adiques, nous voudrions insister aupre`s du lecteur
sur ce point la`, est l’aboutissement des ide´es tre`s originales de B. Dwork.
Outre l’introduction des me´thodes p-adiques [D] dans la the´orie de la coho-
mologie des varie´te´s alge´briques, il a mis en e´vidence les points clefs de la
the´orie des e´quations diffe´rentielles p-adiques, rayon de convergence au point
ge´ne´rique d’un disque, structures de Frobenius, principe du transfert, proprie´te´
(NL) des exposants. Du reste il a conjecture´ de`s le Colloquium de Bombay
de 1968 le the´ore`me de l’indice: “ Conjecture. A linear differential operator in
one variable with polynomial coefficients operating on functions holomorphic in
an “open” disk has finite cokernel... ” ([D5, §4, p. 88]). La de´monstration du
the´ore`me de l’indice a e´te´ la principale motivation dans la the´orie des e´quations
diffe´rentielles p-adiques ces 25 dernie`res anne´es.
Nous remercions une fois de plus Alberto Arabia pour l’aide conside´rable
a` tous les niveaux et l’encouragement qu’il nous a apporte´s tout au long de ce
travail.
Notations
Nous utilisons les notations des articles ([C-M1], [C-M2]) que nous avons
reprises pour la plupart des articles de P. Robba. Soient un nombre premier
p > 0 etK un corps de caracte´ristique nulle muni d’une valeur absolue p-adique
|.| pour laquelle il est complet. Pour tout intervalle I de nombres re´els positifs
on note C(I) la couronne des nombres x du comple´te´ de la cloˆture alge´brique
de K tels que |x| ∈ I, AK(I) l’espace vectoriel sur K des se´ries de Laurent∑
k∈Z akx
k a` coefficients dans K qui convergent pour tout x dans la couronne
C(I). On note ∆k := 1k!
dk
dxk
et π une solution de l’e´quation πp−1 + p = 0.
On rappelle le re´sultat suivant: Pour tout intervalle I la couronne C(I) est
une varie´te´ analytique rigide de Stein: pour tout faisceau analytique cohe´rent F
on a le the´ore`me B de Cartan: l’espace de cohomologie cohe´rente H1(C(I),F)
a` valeurs dans le faisceau F est nul [Ki]. Pour un intervalle ferme´ c’est le
the´ore`me d’acyclicite´ de Tate.
Nous appelons une fois pour toute module diffe´rentiel sur un anneau
diffe´rentiel un module libre de type fini sur cet anneau muni d’une connex-
ion.
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Pour simplifier les de´monstrations dans cet article nous faisons, a` partir
du paragraphe 6, l’hypothe`se de locale compacite´ sur le corps de base. Mais
le lecteur pourra ve´rifier a` partir des remarques 6.1-20 et 8.2-10 que tous les
re´sultats de cet article s’e´tendent au cas d’un corps maximalement complet
quelconque, en particulier au cas d’un corps a` valuation discre`te, ce qui est
explicite´ dans [C-M4].
2. Topologies localement convexes Tγ sur les anneaux
d’ope´rateurs diffe´rentiels AK(I)[
d
dx ], RK(r)[
d
dx ]
2.1. Topologies localement convexe sur les anneaux AK(I),RK(r),H
†
K(r).
Pour un nombre re´el r > 0, on e´crit AK(r) pour AK([0, r[). Pour un nombre
ρ ∈ I et pour une fonction f(x) =
∑
k∈Z akx
k de AK(I) on note
|f |ρ := sup
k
|ak|ρ
k
la norme de la convergence uniforme sur le cercle de rayon ρ. En vertu de
la logarithme-convexite´ des normes | − |ρ, la topologie sur AK(I) de´finie par
la famille des normes | − |ρ est celle de la convergence uniforme sur les sous-
couronnes ferme´es. L’espace AK(I) muni de la famille des normes |− |ρ est un
espace de type F c’est-a`-dire un espace localement convexe me´trique complet.
On note RK(r) l’espace des fonctions analytiques au bord, re´union des espaces
AK([r − ε, r[) pour un ε > 0. On de´finit l’espace H
†
K(r) par la suite exacte:
0→ AK(r)→RK(r)→H
†
K(r)→ 0.
Rappelons ([G1, Chap. IV §1]) qu’on dit qu’une topologie localement convexe
se´pare´e sur un espace vectoriel est de type LF si c’est une limite inductive
de´nombrable de topologies de type F . Si on note HK(∞, r) l’espace des fonc-
tions analytiques, a` coefficients dans K, dans le disque ferme´ D(∞, r+) nulles
a` l’infini, l’espace H†K(r) est limite inductive des espaces HK(∞, r − ε). De
plus l’injection de H†K(r) dans HK(∞, r) est continue. La topologie limite
inductive sur H†K(r) est se´pare´e, c’est donc une topologie de type LF . C’est
aussi un espace DF ([G1, Chap. IV §3], [M-S]). L’espace RK(r) muni de la
topologie localement convexe limite inductive des espaces AK([r − ε, r[) est
somme directe topologique de AK(r) et de H
†
K(r):
RK(r) = AK(r)⊕H
†
K(r).
L’espace RK(r) est alors un espace LF .
2.2. Topologies localement convexes Tγ sur les anneaux AK(I)[
d
dx ],
RK(r)[
d
dx ]. Pour tout nombre re´el γ ≥ 0 nous allons munir les espaces des
ope´rateurs diffe´rentiels AK(I)[
d
dx ], RK(r)[
d
dx ] d’une topologie localement con-
vexe se´pare´e Tγ .
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Si P (x, ddx) =
∑
k ak(x)∆
k est un ope´rateur diffe´rentiel d’ordre fini a` co-
efficients dans l’anneau AK(I) on pose pour tout ρ de l’intervalle I
|P |γ,ρ := sup
k
|ak|ρ ρ
−(γ+1)k.
De´finition 2.2-1. Pour un nombre re´el γ ≥ 0 on de´finit la topologie Tγ
sur l’espace AK(I)[
d
dx ] comme la topologie de´finie par la famille des normes
|−|γ,ρ ρ ∈ I et la topologie Tγ sur l’espace RK(r)[
d
dx ] comme la topologie limite
inductive des espaces me´triques AK([r − ε, r[)[
d
dx ].
En particulier l’espace AK(r)[
d
dx ] est muni d’une topologie d’espace
me´trique donc se´pare´e. L’espace H†K(r)[
d
dx ] est muni d’une topologie naturelle
limite inductive d’espaces me´triques HK(∞, r − ε)[
d
dx ]. L’injection de l’espace
H†K(r)[
d
dx ] dans l’espace H(∞, r)[
d
dx ] est continue. Comme ce dernier espace
est norme´ donc se´pare´ il en re´sulte que l’espace H†K(r)[
d
dx ] est se´pare´ pour la
topologie Tγ pour tout re´el γ ≥ 0. Finalement l’isomorphisme topologique:
RK(r)[
d
dx
] = AK(r)[
d
dx
]⊕H†K(r)[
d
dx
]
montre que la topologie Tγ sur l’espace RK(r)[
d
dx ] est se´pare´e pour tout re´el
γ ≥ 0.
Attention. L’espace AK(I)[
d
dx ] muni de la famille des normes | − |γ,ρ
devient un espace me´trique qui n’est pas complet, ni meˆme limite inductive
de complets, tout le proble`me est la`. En effet si on note AK(I)[
d
dx ]m l’espace
des ope´rateurs diffe´rentiels d’ordre au plus m muni de la topologie induite par
T0, la topologie limite inductive sur l’espace lim
→
AK(I)[
d
dx ]m est stricte et donc
ses parties borne´es sont forme´es d’ope´rateurs diffe´rentiels d’ordre borne´ ([G1,
Chap. IV, Prop. 3]). Si la topologie T0 e´tait LF elle serait e´quivalente en
vertu du the´ore`me des homomorphismes ([G1, Chap. IV, The´ore`me 2]) a` la
topologie pre´ce´dente. Mais les ope´rateurs xm∆m,m ∈ N, forment une partie
borne´e pour la topologie T0, ce qui est contradictoire. Donc la topologie T0 sur
AK(I)[
d
dx ] n’est pas LF . Un argument similaire vaut pout toute topologie Tγ .
Contrairement au the´ore`me de de´composition de Robba [R1] ou` l’anneau
de base des fonctions est un corps value´ complet, les hypothe`ses du the´ore`me
des homomorphismes le plus ge´ne´ral ([G1, Chap. IV, The´ore`me 2]) ne sont
pas satisfaites dans le cas des couronnes de diame`tre non nul. Ceci montre
les limites des me´thodes de l’analyse fonctionnelle et nous aurons recours aux
me´thodes de la the´orie des e´quations diffe´rentielles p-adiques proprement dite.
2.3. Topologies quotients Tγ,Q sur les modules de type fini sur les anneaux
AK(I)[
d
dx ], RK(r)[
d
dx ].
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De´finition 2.3-1. Soit M un module a` gauche de type fini sur l’anneau
AK(I)[
d
dx ] resp. RK(r)[
d
dx ] on de´finit la topologie quotient Tγ,Q surM comme
la topologie quotient induite dans une pre´sentation de M
(AK(I)[
d
dx
])m →M→ 0, resp. (RK(r)[
d
dx
])m →M→ 0.
La topologie quotient Tγ,Q sur M ne de´pend pas de la pre´sentation. En
effet si
(AK(I)[
d
dx
])m1 →M→ 0
et
(AK(I)[
d
dx
])m2 →M→ 0
sont deux pre´sentations de M il existe un morphisme AK(I)[
d
dx ]-line´aire
(AK(I)[
d
dx
])m1 → (AK(I)[
d
dx
])m2
qui rele`ve l’application identique de M. Ce morphisme est repre´sente´ par une
matrice (m1,m2) a` coefficients dans l’anneau AK(I)[
d
dx ] et donc est continu
pour la topologie Tγ . Le meˆme argument vaut pour l’anneau RK(r)[
d
dx ].
Pour les meˆmes raisons tout morphisme AK(I)[
d
dx ]-line´aire: M1 → M2
entre AK(I)[
d
dx ]-modules de type fini est automatiquement continu.
La topologie Tγ,Q sur un module de type fini M sur AK(I)[
d
dx ] n’est en
ge´ne´ral pas se´pare´e. Toute notre ide´e de de´part dans cet article est d’analyser
la structure de l’adhe´rence de ze´ro et du se´pare´ associe´ dans une situation
particulie`re.
3. Proprie´te´s de finitude alge´bro-topologiques des
modules libres a` connexion sur l’anneau AK(I)
3.1. Proprie´te´s de finitude alge´briques. Les anneaux AK(I) et RK(r) ne
sont pas principaux ni meˆme noethe´riens. Cependant comme conse´quence du
the´ore`me de M. Lazard [L] on obtient:
Proposition 3.1-1. Soit I un intervalle; si la valuation de K est discre`te,
ou plus ge´ne´ralement si K est maximalement complet, tout ide´al de type fini
de l ’anneau AK(I) resp. de l ’anneau RK(r) est principal.
De´monstration. Soit I un ide´al de type fini de l’anneau AK(I). Par
re´currence sur le nombre de ge´ne´rateurs on peut supposer qu’il est engendre´
par deux fonctions (g1, g2). Soit h˜ le plus grand diviseur au sens de [L] com-
mun des diviseurs des ze´ros de g1 et de g2 dans la couronne C(I). En vertu du
the´ore`me de M. Lazard [L], si K est maximalement complet, en particulier s’il
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est de valuation discre`te, le diviseur h˜ est celui d’une fonction analytique h de
AK(I). Nous allons voir que l’ide´al (g1, g2) est e´gal a` l’ide´al (h) dans l’anneau
AK(I). Si g1 = h1h et g2 = h2h dans AK(I), pour tout intervalle ferme´ I ′ ⊂ I,
l’ide´al de l’anneau principal AK(I ′) engendre´ par (h1, h2) contient 1. Par lim-
ite projective, l’espace des sections globales sur la couronne C(I) du faisceau
d’ide´aux engendre´ par (h1, h2) est e´gal a` AK(I).Mais comme la couronne C(I)
est une varie´te´ de Stein en vertu du the´ore`me B de Cartan ceci entraˆine que
l’ide´al (h1, h2) est e´gal a` AK(I). Cela montre que les ide´aux (h) et (g1, g2) de
l’anneau AK(I) sont e´gaux. Le cas des ide´aux de type fini de l’anneau RK(r)
se rame`ne au cas des ide´aux de type fini d’un anneau AK([r − ε, r[).
En particulier sous les conditions de la proposition 3.1-1 les anneaux
AK(I) et RK(r) sont cohe´rents: les ide´aux de type fini sont de pre´sentation
finie.
La proposition pre´ce´dente montre que si le corps K est maximalement
complet la dimension homologique plate des anneaux AK(I) et RK(r) est
e´gale a` un et donc tout module sans torsion sur ces anneaux est plat.
Corollaire 3.1-2. Si le corps de base K est maximalement complet,
tout sous-module de type fini d ’un module libre de type fini sur les anneaux
AK(I) et RK(r) est libre de type fini.
De´monstration. Soit M un sous AK(I)-module de type fini d’un module
libre (AK(I))m. On raisonne par re´currence sur m. Si m est e´gal a` un c’est
la proposition 3.1-1. Si m > 1 la projection de M sur (AK(I))m−1 est libre
de type fini par hypothe`se de re´currence et son noyau qui est de type fini est
un ide´al de AK(I) et donc libre. Donc M est libre de type fini. Le meˆme
raisonnement vaut pour l’anneau RK(r), en fait pour tout anneau ou` tout
ide´al de type fini est libre.
3.2. Proprie´te´s de finitude topologiques. Nous de´montrons dans ce para-
graphe le the´ore`me de finitude de nature alge´bro-topologique qui joue un roˆle
essentiel dans le the´ore`me de de´composition 6.1-14:
The´ore`me 3.2-1. Soit I un intervalle et K un corps maximalement
complet, par exemple a` valuation discre`te. Soit M un AK(I)-module libre
de rang m a` connexion. Alors l ’adhe´rence 0¯γ(M) de ze´ro dans M pour la
topologie quotient Tγ,Q et le se´pare´ associe´ M/0¯γ(M) sont des AK(I)-modules
libres a` connexion de rang fini pour tout nombre re´el γ ≥ 0.
De´monstration. Soit G(x) la matrice de la connexion dans une base deM,
c’est donc une matrice carre´e de rang m a` coefficients dans l’anneau AK(I).
On a alors la pre´sentation
0→ (AK(I)[
d
dx
])m
u:= d
dx
−G(x)
−→ (AK(I)[
d
dx
])m →M→ 0
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qui est en fait une suite exacte. On note I l’image du morphisme u; son
adhe´rence I¯ dans (AK(I)[
d
dx ])
m pour la topologie Tγ est un sous AK(I)[
d
dx ]-
module et l’adhe´rence de ze´ro 0¯γ(M) s’identifie au quotient I¯/I. La suite
exacte
0→ 0¯γ(M)→M→M/0¯γ(M)→ 0
s’identifie a` la suite exacte de AK(I)[
d
dx ]-modules
0→ I¯/I → (AK(I)[
d
dx
])m/I → (AK(I)[
d
dx
])m/I¯ → 0.
Soit Iε une famille de´croissante d’intervalles ferme´s contenus dans I tels
que I =
⋃
ε>0 Iε. Pour tout ε > 0 notonsMε la restriction deM a` la couronne
ferme´e C(Iε):
Mε := AK(Iε)⊗AK(I) M.
C’est un module libre de rang m sur l’anneau principal AK(Iε) muni d’une
connexion. On peut conside´rer la topologie quotient Tγ,Q surMε et l’adhe´rence
de ze´ro 0¯γ(Mε). C’est un sous-module a` connexion deMε et donc libre de rang
mε ≤ m sur l’anneau principal AK(Iε); c’est la` un re´sultat ge´ne´ral (cf. ([C1,
4.3])). D’autre part pour ε variable les morphismes de restriction
Mε′ →Mε, 0 < ε
′ < ε
sont e´videmment continus. On a donc des morphismes continus de transition
pour les topologies induites
0¯γ(Mε′)
tε′,ε
→ 0¯γ(Mε).
En vertu de la platitude, le module engendre´ par l’image de tε′,ε est e´gale a`
AK(Iε)⊗AK(Iε′ ) 0¯γ(Mε′).
C’est donc un module libre de rang mε′ a` connexion sur l’anneau AK(Iε). Cela
montre que le rang mε est de´croissant avec ε et donc est stationnaire pour ε
assez petit, disons pour ε ≤ ε0, de valeur mε0 .
Conside´rons le recouvrement de la couronne ouverte C(I) par les couronnes
ferme´es C(Iε) pour 0 < ε ≤ ε0. Sur chaque couronne ferme´e C(Iε) soit
˜¯0γ(Mε)
le faisceau associe´ au module 0¯γ(Mε). Puisque le rang mε est constant on a
alors les isomorphismes pour 0 < ε′ < ε ≤ ε0:
AK(Iε)⊗AK(Iε′ ) 0¯γ(Mε′) ≃ 0¯γ(Mε).
Cela exprime les conditions de compatibilite´ entre les faisceaux ˜¯0γ(Mε). Ces
faisceaux se recollent pour donner naissance a` un faisceau ˜¯0γ(M) sur la couronne
C(I). C’est un faisceau localement libre sur le faisceau structural A˜K(I) de
rang mε0 par construction.
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Conside´rons la suite exacte de faisceaux analytiques cohe´rents sur la
couronne C(I)
(∗) 0→ ˜¯0γ(M)→ M˜ → M˜/˜¯0γ(M)→ 0.
En vertu du the´ore`me d’acyclicite´ de Tate l’espace des sections globales sur
une couronne ferme´e C(Iε) du faisceau quotient de la suite (∗) est isomorphe
au module quotient Mε/0¯γ(Mε) a` connexion. Il est donc libre sur l’anneau
AK(Iε) de rang m − mε0 . La suite exacte (∗) est donc une suite exacte de
faisceaux analytiques localement libres de rang fini. Le faisceau M˜ apparaˆıt
comme une extension de M˜/˜¯0γ(M) par ˜¯0γ(M) dans la cate´gorie abe´lienne
des faisceaux analytiques sur la couronne C(I). Il correspond, en vertu du
the´ore`me de Yoneda, a` un e´le´ment du groupe
Ext1
A˜K(I)
(C(I);M˜/˜¯0γ(M), ˜¯0γ(M)).
Ce groupe est isomorphe, puisque le faisceau quotient M˜/˜¯0γ(M) est localement
libre, au premier groupe de cohomologie cohe´rente
H1
(
C(I);H≀m
A˜K(I)
(M˜/˜¯0γ(M), ˜¯0γ(M)))
qui est nul en vertu du the´ore`me B de Cartan. Le faisceau M˜ est donc somme
directe:
M˜ = ˜¯0γ(M)⊕ M˜/˜¯0γ(M)
et le module de ses sections globales est somme directe:
Γ(C(I);M˜) = Γ(C(I); ˜¯0γ(M)) ⊕ Γ(C(I);M˜/˜¯0γ(M)).
Le module de type fini Γ(C(I);M˜/˜¯0γ(M)) apparaˆıt comme un sous-module
d’un module libre de rang fini. Il est donc libre de rang fini sur l’anneau AK(I)
en vertu du corollaire 3.1-2. Le sous-module Γ(C(I); ˜¯0γ(M)) apparaˆıt comme
un module quotient d’un module libre de rang fini. Il est de type fini et donc
libre en vertu du corollaire 3.1-2.
Le morphisme de restriction
M→Mε
est continu pour la topologie quotient Tγ,Q pour tout ε. On a donc un mor-
phisme pour tout ε:
0¯γ(M)→ 0¯γ(Mε)
et donc un morphisme
(∗∗) 0¯γ(M)→ lim
← ε≤ε0
0¯γ(Mε).
Lemme 3.2-2. Le morphisme pre´ce´dent (∗∗) est un isomorphisme.
L’indices des equations differentialles III 397
De´monstration. Remarquons que les deux membres de (∗∗) sont des sous-
modules de M = lim
← ε≤ε0
Mε. Par de´finition de la topologie quotient Tγ,Q
sur M, 0¯γ(M) est l’intersection de toutes les boules, de l’espace vectoriel
topologique localement convexeM, centre´es en ze´ro pour les semi-normes quo-
tients induites par les semi-normes | − |γ,ρ, ρ ∈ I. Cette intersection est e´gale
a` l’intersection de 0¯γ(Mε) ∩M pour 0 < ε ≤ ε0. On a donc une bijection
0¯γ(M) ≃ lim
← ε≤ε0
0¯γ(Mε) ∩M.
D’autre part l’injection
lim
← ε≤ε0
0¯γ(Mε) ∩M→ lim
← ε≤ε0
0¯γ(Mε)
est surjective donc bijective. D’ou` le lemme.
Remarquons que le membre de droite de (∗∗) n’est rien d’autre que le
module des sections globales du faisceau ˜¯0γ(M) dont nous venons de voir que
c’est un module libre de rang fini sur l’anneau AK(I). Cela entraˆıne que le
se´pare´ associe´ du moduleM est isomorphe au module des sections globales du
faisceau quotient M˜/˜¯0γ(M) et donc est libre de rang fini. En fait, on trouve
que le rang de 0¯γ(M) est e´gale a` mε0 alors que celui de M/0¯γ(M) est e´gal a`
m−mε0 . D’ou` le the´ore`me 3.2-1.
SiM est un module a` connexion libre de rang fini sur l’anneau AK(I). On
construit la filtration de M en posant M0 := M et en de´finissant Mi, i ≥ 1,
comme l’adhe´rence de ze´ro dans Mi−1 pour la topologie quotient Tγ,Q. C’est
un module a` connexion libre de type fini sur l’anneau AK(I) en vertu du
the´ore`me 3.2-1.
Corollaire 3.2-3. La filtration de´croissante Mi, i ≥ 0, est stationnaire.
De´monstration. Le rang mi de Mi est une fonction de´croissante avec i
donc stationnaire. Comme les modules Mi sont a` connexion, cela montre que
la filtration elle-meˆme Mi est stationnaire.
Exemple 3.2-4. Prenons γ = 0 etM de´fini par l’ope´rateur P = (x ddx−α)
m
ou` α est un nombre de Zp etm ≥ 1, on trouve queMi est de´fini par l’ope´rateur
Pi = (x
d
dx − α)
m−i pour i = 0, . . . ,m− 1 et Mi = 0 pour i ≥ m.
Pour un intervalle I resp. un nombre re´el r > 0 nous notons
MLC(AK(I)), resp. MLC(RK(r)),
la cate´gorie des AK(I)-modules, resp. RK(r)-modules, libres de rang fini a`
connexion.
The´ore`me 3.2-5. Pour tout intervalle I et tout nombre re´el r > 0 si
le corps de base K est maximalement complet les cate´gories MLC(AK(I)) et
MLC(RK(r)) sont abe´liennes.
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De´monstration. Soit v : M1 → M2 un morphisme dans la cate´gorie
MLC(AK(I)). Le noyau de v est un AK(I)-module de type fini, parce que
l’anneau AK(I) est cohe´rent, donc libre en vertu du corollaire 3.1-2. En vertu
du the´ore`me B de Cartan le conoyau de v est isomorphe a` l’espace des sec-
tions globales du conoyau du morphisme de faisceaux libres associe´ a` v. Le
raisonnement de la de´monstration du The´ore`me 3.2-1 montre alors qu’il est
isomorphe a` un facteur direct de type fini d’un module libre de rang fini. Il
est donc libre de rang fini. Le cas de la cate´gorie MLC(RK(r)) se rame`ne au
cas de la cate´gorie MLC(AK([r − ε, r[)). D’ou` le the´ore`me 3.2-5.
Remarque 3.2-6. Il est facile de trouver des exemples de module quotient
(de type fini) a` connexion d’un module libre a` connexion de rang fini sur
l’anneau AK(I) qui ne sont pas libres contrairement a` la situation sur l’anneau
AK(Iε) pour un intervalle ferme´ Iε. Cela montre que le the´ore`me 3.2-1 ne peut
eˆtre atteint par voie purement alge´brique en raison de l’existence d’ide´aux non
de type fini maximaux de l’anneau AK(I) forme´s de fonctions qui n’ont pas de
ze´ro commun. Cela illustre l’importance des me´thodes cohomologiques dans
ce genre de questions.
Remarque 3.2-7. Si on part d’un module libreM a` connexion sur l’anneau
RK(r) il provient d’un module M[r−ε,r[ libre a` connexion sur l’anneau
AK([r− ε, r[) pour ε assez petit. On a alors une application continue injective
lim
→ 0<ε
0¯γ(M[r−ε,r[)→ 0¯γ(M)
qui n’a aucune raison d’eˆtre a priori bijective parce qu’une limite inductive
d’espaces topologiques se´pare´s n’est pas en ge´ne´ral se´pare´e. On ne peut pas
conclure a` l’analogue du the´ore`me 3.2-1 pour l’anneau RK(r) a` partir du
the´ore`me 3.2-1 pour les anneaux AK([r − ε, r[). Il faut un autre argument.
Nous allons de´finir des sous-cate´gories de la cate´gorie abe´lienne
MLC(RK(r)) forme´es de modules diffe´rentiels dont la connexion a des pro-
prie´te´s de plus en plus restrictives pour arriver a` la cate´gorie de base
MLS(RK(r),NL
∗∗) dans le paragraphe 7 qui nous permettra en particulier
de de´montrer le the´ore`me de l’indice.
4. La plus grande pente p-adique d’un RK(r)-module
libre de rang fini a` connexion soluble en r
4.1. La fonction rayon de convergence. Soit f une fonction de´finie sur
une partie de R+ a` valeurs dans R+. Rappelons (cf. [R-C]) que l’on dit que
la fonction f a logarithmiquement une proprie´te´ (continuite´, de´rivabilite´, con-
vexite´,...) si la fonction f˜ = Log ◦f◦ exp a cette proprie´te´.
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SoitM un RK(r)-module libre de rang m a` connexion. Sa fonction rayon
de convergence ρ 7→ R(M, ρ) est de´finie sur un intervalle [r − ε, r[ par:
R(M, ρ) := min(ρ, lim inf
k→∞
(|Gk|ρ)
−1/k)
ou` Gk est la matrice de l’ope´rateur ∆
k dans une base. La fonction rayon
de convergence ne de´pend pas de la base choisie: c’est le rayon de conver-
gence dans le disque ge´ne´rique D(tρ, ρ
−) (cf. [C-D2]). C’est donc une fonction
a` valeurs re´elles positives, logarithmiquement concave (cf. [R-C]). La limite
R(M, r−) := limρ→r− R(M, ρ) existe et, de plus, la fonction R(M, ρ) est log-
arithmiquement de´rivable a` gauche, de valeur e´ventuellement infini, quand
ρ→ r−. Par construction R(M, r−) est ≤ r. Posons ω := p−
1
p−1 et ω′ := p−
1
p .
De´finition 4.1-1. Nous dirons que M est soluble en r si R(M, r−) = r.
On note la cate´gorie des RK(r)-modules libres de type fini a` connexion
solubles en r par
MLS(RK(r)).
Proposition 4.1-2. Si le corps de base K est maximalement complet la
cate´gorie MLS(RK(r)) est abe´lienne.
De´monstration. Pour tout intervalle I et tout corps complet K, si
0→M1 →M→M2 → 0
est une suite exacte de AK(I)-modules libres de rang fini a` connexion on a:
R(M, ρ) = min(R(M1, ρ), R(M2, ρ))
pour tout ρ ∈ I parce que le foncteur qui a` un module diffe´rentiel associe
l’espace de ses solutions dans un disque centre´ en un point ge´ne´rique tρ et
de rayon borne´ par ρ est exact ([R1], 4.23). En particulier si M est soluble
en r, M1 et M2 sont solubles en r. La proposition est alors conse´quence du
the´ore`me 3.2-5.
Soit ϕ : C(]r,R[) → C(]rp, Rp[) la ramification de Frobenius x → xp; on
dit qu’un module diffe´rentiel N sur la couronne C(]rp, Rp[) est un ante´ce´dent
d’un module diffe´rentiel M sur la couronne C(]r,R[) s’il existe un isomor-
phisme entre M et l’image inverse ϕ∗N de N . Rappelons le the´ore`me de
structure de Frobenius de Christol-Dwork ([C-D2, 5.4, 4.4]) pour les modules
diffe´rentiels ayant un grand rayon de convergence sur une couronne de diame`tre
non nul:
The´ore`me 4.1-3. 1) Soit M un AK(]r,R[)-module diffe´rentiel sur la
couronne C(]r,R[) tel que R(M, ρ) > ω′ρ pour tout ρ dans l ’intervalle ]r,R[;
alors il existe un AK(]rp, Rp[)-module diffe´rentiel N sur la couronne C(]rp, Rp[)
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tel que (R(M, ρ))p = R(N , ρp) pour tout ρ dans l ’intervalle ]r,R[, qui soit un
ante´ce´dent de M et qui est unique a` isomorphisme pre`s.
2) Soit M un AK(]r,R[)-module diffe´rentiel sur la couronne C(]r,R[)
tel que R(M, ρ) > ωρ pour tout ρ dans l ’intervalle ]r,R[; alors il existe un
MK(]rp, Rp[)-module diffe´rentiel N sur la couronne C(]rp, Rp[), ou`MK(]r,R[)
est le corps des fractions de AK(]r,R[), tel que (R(M, ρ))p = R(N , ρp) pour
tout ρ dans l ’intervalle ]r,R[, qui soit un ante´ce´dent de M et qui est unique
a` isomorphisme pre`s et qui n’admet que des singularite´s apparentes sur la
couronne C(]rp, Rp[).
La de´monstration du the´ore`me pre´ce´dent est faite dans [C-D2] pour les
e´le´ments analytiques dans une couronne ouverte. Mais le lecteur pourra ve´rifier
qu’elle vaut aussi pour les fonctions analytiques dans une couronne ouverte.
D’autre part nous utilisons dans cet article que l’existence de l’ante´ce´dent et
non son unicite´. En ite´rant on trouve:
The´ore`me 4.1-4. Soit M un AK(]r,R[)-module diffe´rentiel sur la
couronne C(]r,R[) tel que Rρ(M) > ρω1/p
h−1
pour tout ρ dans l ’intervalle
]r,R[ pour un entier h ≥ 1, alors il existe unMK(]rp
h
, Rp
h
[)-module diffe´rentiel
Nh sur la couronne C(]r
ph, Rp
h
[) tel que (R(M, ρ))p
h
= R(N , ρp
h
) pour tout
ρ dans l ’intervalle ]r,R[, qui soit un ante´ce´dent d ’ordre h de M, qui est
unique a` isomorphisme pre`s et qui n’admet que des singularite´ apparentes sur
la couronne C(]rp
h
, Rp
h
[).
De´monstration. Si h = 1 c’est la deuxie`me partie du the´ore`me 4.1-3. On
peut supposer h ≥ 2. Comme ω′1/p
h−2
≤ ω1/p
h−1
la condition 1) du the´ore`me
4.1-3 est re´alise´e h − 1-fois et en ite´rant on obtient un AK(]rp
h−1
, Rp
h−1
[)-
module diffe´rentiel Nh−1 sur la couronne C(]r
ph−1 , Rp
h−1
[) tel que
(R(M, ρ))p
h−1
= R(Nh−1, ρ
ph−1)
pour tout ρ dans l’intervalle ]r,R[, qui soit un ante´ce´dent d’ordre h−1 deM et
qui est unique a` isomorphisme pre`s. Comme ωρp
h−1
< R(Nh−1, ρ
ph−1), on est
sous les conditions d’application de la deuxie`me partie du the´ore`me 4.1-3 et
l’on obtient l’ante´ce´dent Nh qui a les proprie´te´s du the´ore`me 4.1-4.
4.2. La plus grande pente p-adique.
The´ore`me 4.2-1. Soit M un RK(r)-module libre de rang m ≥ 1 a`
connexion soluble en r, il existe un nombre rationnel β := β(M) ≥ 0 tel que
la fonction R(M, ρ) est e´gale a` ρ(ρ/r)β pour ρ dans l ’intervalle [r− ε, r[ pour
ε > 0 assez petit.
De´monstration. Nous supposons que M est de´fini dans un intervalle
[r − ε, r[ pour un ε > 0. Nous pouvons supposer que M n’a pas la proprie´te´
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de Robba dans la couronne C([r − ε, r[), c’est-a`-dire la fonction R(M, ρ) < ρ
n’est pas e´gale a` ρ [C-M2]. Par logarithme-concavite´ nous pouvons supposer
que R(M, ρ) < ρ pour ρ dans l’intervalle [r − ε, r[ pour un ε > 0 assez petit.
Conside´rons la suite de points rh croissante tendant vers r de´finis pour h assez
grand de l’intervalle [r − ε, r[ tels que
ρω1/p
h−1
< R(M, ρ) < ρω1/p
h
pour ρ ∈]rh−1, rh[. Dans l’intervalle ouvert ]rh−1, rh[, il existe, en vertu du
the´ore`me 4.1-4, un ante´ce´dent de Frobenius de Christol-Dwork Nh d’ordre h de
M qui est unMK(]r
ph
h−1, r
ph
h [)-module diffe´rentiel sur la couronne C(]r
ph
h−1, r
ph
h [)
tel que (R(M, ρ))p
h
= R(Nh, ρ
ph) pour tout ρ dans l’intervalle ]rh−1, rh[. On
a donc R(Nh, ρ) < ρω pour ρ dans l’intervalle ]r
ph
h−1, r
ph
h [. On est dans les
conditions d’application du the´ore`me de Robba [R6] et de Young [Y1], [Y2].
En vertu du lemme du vecteur cyclique, Nh est isomorphe a`
MK(]r
ph
h−1, r
ph
h [)[x
d
dx
]/MK(]r
ph
h−1, r
ph
h [)((x
d
dx
)m + am−1(x)(x
d
dx
)m−1 + · · ·+ a0(x)).
La fonction rayon de convergence de Nh est alors donne´e explicitement ([C-D2,
1.5]) par
R(Nh, ρ) = ρω min
0≤i≤m−1
|ai|ρ
−1/m−i.
Cette expression montre que la fonction R(Nh, ρ) est, par morceaux, de la
forme Chρ
βh ou` Ch est une constante. Le point est que le de´nominateur de βh
est borne´ par l’ordre m. Par image inverse la fonction R(M, ρ) a les meˆmes
proprie´te´s, elle est logarithmiquement line´aire par morceaux dans chaque in-
tervalle ]rh−1, rh[. En particulier on peut trouver un point r
′
h de l’intervalle
]rh−1, rh[ ou` la de´rive´e logarithmique de la fonction R(M, ρ) vaut βh, un nom-
bre rationnel dont le de´nominateur est borne´ par m. La suite des nombres
βh est de´croissante minore´e par 1 quand h tend vers l’infini en vertu de la
logarithme-concavite´ de la fonction R(M, ρ). Cette suite est donc stationnaire
de valeur β + 1. La fonction R(M, ρ) est ne´cessairement e´gale a` Cρβ+1 dans
un intervalle ]r − ε′, r[ pour un ε′ > 0 en vertu de la logarithme-concavite´. La
constante C vaut r−β.
De´finition 4.2-2. SoitM un RK(r)-module libre de rang m ≥ 1 a` connex-
ion soluble en r; nous appelons plus grande pente p-adique de M le nombre
rationnel pt(M) := β ≥ 0 de´fini dans le the´ore`me 4.2-1.
Remarque 4.2-3. On peut conside´rer les intervalles ]r′h, rh[ ou` l’on a les
ine´galite´s
ρω′1/p
h−1
< R(M, ρ) < ρω1/p
h
pour ρ ∈]r′h, rh[. Si l’intervalle ]r
′
h, rh[ n’est pas vide la partie 1) du the´ore`me
4.1-3 est suffisante pour avoir un ante´ce´dent de Frobenius de Christol-Dwork
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[C-D2] d’ordre h sans singularite´s dans un intervalle. Mais pour que ]r
′
h, rh[
soit non vide il est ne´cessaire que p < p(p − 1) ce qui exclu le seul cas p = 2.
Donc seul le cas de la caracte´ristique 2 ne´cessite la partie 2) du the´ore`me 4.1-3
pour la de´monstration du the´ore`me 4.2-1. De toute fac¸on on conjecture que la
condition ωρ < R(M, ρ) dans un intervalle est suffisante pour l’existence d’un
ante´ce´dent de Frobenius de Christol-Dwork sans singularite´.
5. Majorations et minorations explicites
Ce paragraphe est consacre´ a` la de´monstration du the´ore`me de majora-
tion et minoration explicites 5.3-3. La majoration nous a e´te´ sugge´re´e par le
the´ore`me de majorations explicites de Dwork-Robba [D-R2] alors que la mino-
ration nous a e´te´ sugge´re´e par le the´ore`me de re´duction de Robba [R4] pour
les modules diffe´rentiels de rang un. Nous fixons le corps K de base.
Si B est une base d’un module diffe´rentiel nous notons quand il n’y a pas
de risque de confusion Mat(B) la matrice de la connexion dans cette base et
Mat(B,G) la matrice de changement de bases. Plus ge´ne´ralement nous notons
Mat(P,B) la matrice d’un ope´rateur diffe´rentiel P dans la base B.
Si la fonction f est logarithmiquement de´rivable a` droite (resp. a` gauche)
en un point ρ, nous noterons dlog+ f(ρ) (resp. dlog− f(ρ)) la de´rive´e a` droite
(resp.a` gauche) de la fonction f˜ au point Log(ρ). En particulier, si la fonction
f est de´rivable en ρ, on trouve:
dlog f(ρ) = ρ
f ′
f
(ρ).
Nous notons ||A||(ρ) la norme en ρ d’une matrice dont les coefficients sont des
fonctions analytiques dans un intervalle.
The´ore`me 5.0-4. Soit c(ρ) une fonction logarithmiquement concave sur
l ’intervalle ]r1, r2[ et soient {Ai}1≤i≤n une famille finie de matrices m×m a`
coefficients dans A]r1,r2[ telles que, pour tout nombre ρ de l’intervalle ]r1, r2[,
on ait max1≤i≤n(‖Ai‖(ρ)) ≥ c(ρ). Alors il existe des nombres λi prenant les
valeurs 0 ou 1, tels que, pour tout nombre ρ de l ’intervalle ]r1, r2[, on ait
‖
∑n
i=1 λiAi‖(ρ) ≥ c(ρ).
De´monstration. On fait une re´currence sur le nombre n d’e´le´ments de la
famille. Pour n = 1, le re´sultat est e´vident. Supposons le re´sultat de´montre´
pour les familles contenant n − 1 matrices. La fonction ‖An‖(ρ) est logarith-
miquement convexe (cf. [R-C]) et donc la fonction ‖An‖(ρ)/c(ρ) est logarith-
miquement convexe sur l’intervalle ]r1, r2[. L’ensemble des nombres ρ ou` elle est
strictement infe´rieure a` 1 est donc un intervalle ouvert ]r3,r4[, e´ventuellement
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vide, contenu dans ]r1, r2[. On a donc, pour r3 < ρ < r4:
max
1≤i≤n−1
(‖Ai‖(ρ)) ≥ c(ρ).
D’apre`s l’hypothe`se de re´currence, il existe des nombres λi prenant les valeurs
0 ou 1, tels que, pour tout nombre ρ de l’intervalle ]r3, r4[ on ait:
‖
n−1∑
i=1
λiAi‖(ρ) ≥ c(ρ).
Posons B =
∑n−1
i=1 λiAi. On a ‖B‖(ρ) ≥ c(ρ) si ρ ∈ ]r3, r4[ et, par construction
de ]r3,r4[, ‖An‖(ρ) ≥ c(ρ) pour ρ ∈ ]r1, r3] ∪ [r4, r2[. Donc
max(‖B‖(ρ), ‖An‖(ρ)) ≥ c(ρ)
pour tout nombre ρ de ]r1, r2[. Pour conclure, il suffit donc de savoir traiter le
cas de deux matrices. Ce sera l’objet du lemme suivant.
Lemme 5.0-5. Soit c(ρ) une fonction logarithmiquement concave sur
l ’intervalle ]r1, r2[ et soient A et B deux matrices m ×m a` coefficients dans
A]r1,r2[ telles que, pour tout nombre ρ de l’intervalle ]r1, r2[, on ait max(‖A‖(ρ),
‖B‖(ρ)) ≥ c(ρ). Alors il existe des nombres λ et µ prenant les valeurs 0 ou 1,
tels que, pour tout nombre ρ de l’intervalle ]r1, r2[ on ait ‖λA+µB‖(ρ) ≥ c(ρ).
De´monstration. Si l’une des deux fonctions (logarithmiquement convexe)
‖A‖(ρ)/c(ρ) ou ‖B‖(ρ)/c(ρ) est supe´rieure a` 1 sur tout l’intervalle ]r1, r2[, le
re´sultat est e´vident. Sinon, quitte a` e´changer les roˆles de A et B, il existe des
nombres r1 ≤ r3 < r4 ≤ r5 < r6 ≤ r2 tels que:
‖A‖(ρ)/c(ρ) < 1 si et seulement si ρ ∈ ]r3, r4[,
‖B‖(ρ)/c(ρ) < 1 si et seulement si ρ ∈ ]r5, r6[.
On a alors:
dlog+
(
‖A‖(r4)/c(r4)
)
≥ dlog−
(
‖A‖(r4)/c(r4)
)
> 0,
dlog−
(
‖B‖(r5)/c(r5)
)
≤ dlog+
(
‖B‖(r5)/c(r5)
)
< 0.
En particulier, la fonction ‖A‖(ρ)/c(ρ) est logarithmiquement strictement crois-
sante sur l’intervalle ]r4, r2] et la fonction ‖B‖(ρ)/c(ρ) logarithmiquement stricte-
ment de´croissante sur l’intervalle [r1, r5[. Comme, de plus, on a:
‖A‖(r4)/c(r4) = ‖B‖(r5)/c(r5) = 1
la fonction ‖A‖(ρ)/‖B‖(ρ) est logarithmiquement strictement croissante sur
l’intervalle [r4, r5] et passe d’une valeur infe´rieure a` 1 a` une valeur supe´rieure
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a` 1. Elle prend donc la valeur 1 en un unique point r7 de cet intervalle. Compte
tenu de la de´finition des points ri, on en de´duit que:
‖A‖(ρ) < ‖B‖(ρ) pour ρ ∈ [r3, r7[,
‖A‖(ρ) > ‖B‖(ρ) pour ρ ∈ ]r7, r6].
Comme la fonction ‖A+B‖(ρ) est continue, on trouve:
‖A+B‖(ρ) = max
(
‖A‖(ρ), ‖B‖(ρ)
)
pour ρ ∈ [r3, r6].
En particulier on a:
‖A+B‖(ρ)/c(ρ) = ‖B‖(ρ)/c(ρ),
pour ρ ∈ [r3, r7] et la fonction ‖A + B‖(ρ)/c(ρ) est logarithmiquement
de´croissante sur l’intervalle [r3, r7], c’est-a`-dire, par logarithmique convexite´,
sur l’intervalle ]r1, r7[. On de´montre de meˆme qu’elle est strictement croissante
sur l’intervalle ]r7, r2[. Par ailleurs, comme on a:
‖A+B‖(r7)/c(r7) = ‖A‖(r7)/c(r7) ≥ ‖A‖(r4)/c(r4) ≥ 1,
on a montre´ que:
‖A+B‖(ρ)/c(ρ) ≥ 1 pour ρ ∈ ]r1, r2[.
5.1. Majoration de la matrice de passage. Soit M un A]r−ε,r[-module
diffe´rentiel libre de rang m soluble en r. En vertu du the´ore`me 4.2-1 on peut
supposer, pour ε > 0 assez petit, que R(M, ρ) = ρ(ρ/r)β pour r − ε < ρ < r
ou` β = pt(M) est la plus grande pente de M en r. Nous supposons dans ce
paragraphe la pente β > 0.
Soit ρ un nombre de ]r − ε, r[ fixe´. On de´finit un entier λ par:
ωp < (ρ/r)βp
λ
≤ ω
de sorte que:
(1) ωp ρp
λ
< R(M, ρ)p
λ
≤ ω ρp
λ
,
c’est-a`-dire, en posant:
d(ρ/r) = −(p− 1)β
Log(ρ/r)
Log(p)
,
1
d(ρ/r)
≤ pλ <
p
d(ρ/r)
, λ =
[
−
Log(d(ρ/r))
Log(p)
]
> 0.
On a note´ par [e] la partie entie`re d’un nombre re´el e.
Notons ϕ le morphisme de Frobenius, la ramification d’ordre p, de la
couronne C(]r − ε, r[) dans la couronne C(](r − ε)p, rp[). Le the´ore`me de
structure de Frobenius de Christol-Dwork [C-D2] sur une circonfe´rence montre
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qu’il existe un E
ρpλ
-module diffe´rentiel N tel que ϕλ∗(N ) ≃ M⊗ Eρ, ou` Eρ
est le comple´te´ pour la norme en ρ du corps K(x). De plus, si G est une base
de M on construit une base cyclique B de N telle que, si on pose:
B := Mat(B), G := Mat(G), F := Mat(ϕλ∗(B)), H := Mat(G, ϕλ∗(B)),
on trouve les majorations:
‖H‖(ρ) ‖H−1‖(ρ) ≤ c(m)−λ |(m− 1)!|−λ−1 p(m−1)(λ+2) max(1, ‖G‖(ρ))(m−1)
≤ pc1λc2(ρ)
ou` c(m) est n’importe quelle constante strictement infe´rieure a` |
∏m−1
j=1
(
m
j
)
|,
ou` c1 > 0 est une constante ne de´pendant que de m et de la base G et ou` c2(ρ)
est une fonction logarithmiquement convexe de ρ.
5.2. Passage de B a` ϕλ∗(B).
Lemme 5.2-1. Les entiers αk,s de´finis par :(
(x+ 1)p
λ
− 1
)s
=
spλ∑
k=s
αk,s x
k
ve´rifient, pour tout entier δ tel que 0 ≤ δ ≤ λ− 1:
(2) |αk,s| ≤ ω
sp+δ(p−1)s−kpδ+1−λ
avec e´galite´ si k = s pλ−δ−1 ou si k = s pλ−δ. En particulier |αspλ,s| = 1 et
|αpλ−δ,1| = |p|
δ.
De´monstration. Des e´galite´s:
(x+ 1)p
λ
− 1 =
pλ∑
k=1
(
pλ
k
)
xk,
∣∣∣∣ (pλ
k
) ∣∣∣∣ ≤ |p|ν pour k < pλ−ν+1,
il re´sulte que, pour:
|x| = ωp
δ+1−λ
on a: ∣∣∣∣ sp
λ∑
k=s
αk,s x
k
∣∣∣∣ ≤ (|p|δ |x|pλ−δ)s = ωs(p+δ(p−1));
la majoration (2) s’en de´duit imme´diatement. Les cas particuliers se ve´rifient
facilement. Ils peuvent aussi tre`s facilement s’obtenir directement.
Posons:
Bs := Mat(∆
s,B), Fs := Mat(∆
s, ϕλ∗(B)).
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Proposition 5.2-2. On a, pour r < ρ < 1:
(3)
 ‖Bs‖(ρ
pλ) ≤ ω r−sp
λ
(ρ/r)−(β+1)sp
λ
pour s ≥ 1
‖Bph‖(ρ
pλ) = ω r−p
h+λ
(ρ/r)−(β+1)p
h+λ
pour h ≥ 0.
De´monstration. Comme B est une base cyclique et comme:
R(N , ρp
λ
) = R(M, ρ)p
λ
≤ ωρp
λ
on a, d’apre`s ([C-D2, Prop. 3.2 et Lemme 1.4]):
‖Bs‖(ρ
pλ) = ‖B‖s(ρp
λ
) =
∣∣∣∣ 1s!
∣∣∣∣
(
R(N , ρp
λ
)
ω
)−s
=
∣∣∣∣ 1s!
∣∣∣∣ωsρ−spλ(ρ/r)−βspλ .
Il suffit alors de remarquer que:
|
1
s!
|ωs ≤ ω pour s ≥ 1
avec e´galite´ pour s = ph, pour de´montrer la proposition.
Proposition 5.2-3. On a, pour r − ε < ρ < r: ‖Fk‖(ρ) ≤ ω ρ
−k(ρ/r)−βk pour k ≥ 1
‖Fph‖(ρ) ≥ ω |p|
λ ρ−p
h
(ρ/r)−βp
h
pour h ≥ 1.
De´monstration. La solution de l’e´quation diffe´rentielle:
X ′ = BX, X(tp
s
ρ ) = I
au voisinage du point ge´ne´rique tp
λ
ρ (avec |t
pλ
ρ | = ρ
pλ) est :
X(x) =
∞∑
s=0
Bs(t
pλ
ρ )
(
x− tp
λ
ρ
)s
.
Par de´finition de la base ϕλ∗(B), la solution de l’e´quation diffe´rentielle:
Y ′ = F Y, Y (tρ) = I
au voisinage du point ge´ne´rique tρ (|tρ| = ρ) est:
Y (x) =
∞∑
s=0
Fs(tρ) (x− tρ)
s
= X(xp
λ
) =
∞∑
s=0
Bs(t
pλ
ρ )
(
xp
λ
− tp
λ
ρ
)s
.
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Remarquant que:
(
xp
λ
− tp
λ
ρ
)s
=
spλ∑
k=s
tp
λs
ρ αk,s
(
x− tρ
tρ
)k
,
on trouve donc:
Fk(tρ) =
∑
p−λk≤s≤k
Bs(t
pλ
ρ ) t
pλs−k
ρ αk,s,
c’est-a`-dire, d’apre`s les majorations (2) et (3), pour tout entier δ tel que 0 ≤
δ ≤ λ− 1, on trouve
‖Fk‖(ρ) ≤ max
p−λk≤s≤k
‖Bs‖(ρ
pλ) ρp
λs−k |αk,s|(4)
≤ max
p−λk≤s≤k
(ω (ρ/r)−βsp
λ
ρ−k ωsp+δ(p−1)s−kp
δ+1−λ
).
Par ailleurs la minoration (1) montre:
(ρ/r)−βp
λ
ωp+δ(p−1) < ω−p+p+δ(p−1) ≤ 1.
Les termes apparaissant dans la majoration (4) sont donc, pour chaque valeur
de δ, strictement de´croissants en fonction de s. On en de´duit que le maximum
est atteint pour la plus petite valeur de s possible, c’est-a`-dire pour le plus
petit entier supe´rieur a` p−λk.
En particulier en prenant δ = 0 et s = p−λk on trouve:
‖Fk‖(ρ) ≤ ω ρ
−k(r/ρ)βk ωp
−λkp−kp1−λ = ω ρ−kr/(ρ)βk.
Pour obtenir la minoration, nous distinguons deux cas.
5.2.1. Cas ou` h > λ. On prend δ = 0. Le plus grand terme dans la
majoration (4) est obtenu pour s = ph−λ. Les cas d’e´galite´ dans le lemme
5.2-1 et la proposition 5.2-2 montrent que l’on a:
‖Fph‖(ρ) = ‖Bph−λ‖(ρ
pλ) |αph,ph−λ| = ω ρ
−phr/(ρ)βp
h
.
5.2.2. Cas ou` 1 ≤ h ≤ λ. On prend δ = λ − h. Comme 0 < ph−λ ≤ 1,
le plus grand terme dans la majoration (4) est obtenu pour s = 1. On trouve
donc:
‖Fph‖(ρ) = ‖B1‖(ρ
pλ) ρp
λ−ph |αph,1| = ω ρ
−(β+1)pλ+pλ−ph |p|δrβp
λ
.
La minoration de la proposition 5.2-3 de´coule imme´diatement de ce que
β(ph − pλ) ≤ 0, ρ/r < 1 et |p|δ ≥ |p|λ.
5.3. Passage de ϕλ∗(B) a` G. On pose:
Gs := Mat(∆
s,G).
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Proposition 5.3-1. Il existe une fonction logarithmiquement concave
c(ρ) et une fonction M(ρ) telles que l ’on ait, pour r − ε < ρ < r:
ρs‖Gs‖(ρ) ≤ M(ρ) (ρ/r)
−βs pour s ≥ 0,
max
0≤s≤ph
ρs ‖Gs‖(ρ) ≥ c(ρ) (ρ/r)
(−β)ph pour h ≥ 1.
De´monstration. La formule de Leibniz s’e´crit:
Gs =
s∑
k=0
1
k!
H(k) Fs−k H
−1, Fs =
s∑
k=0
1
k!
(H−1)(k) Gs−k H
et donne les majorations:
‖Gs‖(ρ) ≤ ‖H‖(ρ) ‖H
−1‖(ρ) max
0≤k≤s
ρ−k ‖Fs−k‖(ρ),
‖Fs‖(ρ) ≤ ‖H‖(ρ) ‖H
−1‖(ρ) max
0≤k≤s
ρ−k ‖Gs−k‖(ρ).
Compte tenu de la proposition 5.2-3, la premie`re de ces majorations s’e´crit (on
a β > 0 et ρ < r):
‖Gs‖(ρ) ≤ p
c1λc2(ρ)ω max
0≤k≤s
rβ(s−k)ρ−k−(β+1)(s−k)
≤
(
p
d(ρ/r)
)c1
c2(ρ) ρ
−(β+1)sωrβs
qui est bien de la forme annonce´e.
Pour s = ph la deuxie`me majoration s’e´crit:
max
0≤k≤ph
ρ−p
h+k ‖Gk‖(ρ) ≥ p
−c1λc2(ρ)
−1 ω |p|λ ρ−(β+1)p
h
rβp
h
≥ ω
(
d(ρ/r)
p
)1+c1
c2(ρ)
−1 ρ−(β+1)p
h
r(β)p
h
.
Il suffit alors de remarquer que la fonction:
c(ρ) = ω
(
d(ρ/r)
p
)1+c1
c2(ρ)
−1 = c3(−Log(ρ/r))
1+c1c2(ρ)
−1
est logarithmiquement concave sur ]0, r[ parce que 1 + c1 > 0.
Remarque 5.3-2. La majoration de la proposition pre´ce´dente montre que
si M est un A]r−ε,r[-module diffe´rentiel tel que R(M, ρ) < ρ, alors pour a tel
que |a| = ρ les solutions locales de M, au voisinage de a, sont des fonctions
borne´es dans le disque D(a,R(M, ρ)−). On sait que ce re´sultat n’est pas vrai
en ge´ne´ral si R(M, ρ) = ρ.
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The´ore`me 5.3-3. Soit M un A]r−ε,r[-module diffe´rentiel libre de rang
m tel que R(M, ρ) = r(ρ/r)β+1 pour r − ε < ρ < r, β > 0, et soit G une
base de M. Il existe des nombres (λs,h)0≤s≤ph prenant les valeurs 0 ou 1, une
fonction c logarithmiquement concave et une fonction M , tels que si on pose:
Lh =
ph∑
s=0
λs,h x
s∆s,
on ait, pour r − ε < ρ < r les ine´galite´s:
c(ρ) (ρ/r)−βp
h
≤ ‖Mat(Lh,G)‖(ρ) ≤M(ρ) (ρ/r)
−βph .
De´monstration. D’apre`s la proposition 5.3-1, on a, pour 0 ≤ s ≤ ph, d’une
part:
‖Mat(xs∆s,G)‖(ρ) ≤M(ρ) (ρ/r)−βs ≤M(ρ) (ρ/r)−βp
h
ce qui, compte tenu de |λs,h| ≤ 1, donne la majoration du the´ore`me, et, d’autre
part:
max
0≤s≤ph
‖Mat(xs∆s,G)‖(ρ) ≥ c(ρ) (ρ/r)−βp
h
.
Si on remarque que la fonction c(ρ) (ρ/r)−βp
h
est logarithmiquement concave,
il suffit d’appliquer le the´ore`me 5.0-4 pour pouvoir conclure.
Exemple 5.3-4 . Supposons le rang m deM e´gal a` un. Pour tout entier s
on a la majoration explicite de Dwork-Robba [D-R2]
||Mat(xs∆s,G)||(ρ) ≤ (ρ/r)−βs
qui fait apparaˆıtre la majoration du the´ore`me 5.3-3 comme un cas particulier.
Supposons que dans une base G la matrice de la connexion s’e´crive
adπ/x
d+1 + g(x) ou` d ≥ 1 est un entier, g(x) une fonction me´romorphe dans
le disque D(0, r−) ayant au plus un poˆle en ze´ro d’ordre d et tel que |ad| = r
d.
Par un calcul direct on trouve que
Mat(xp
h
∆p
h
,G) =
(πad)
ph
ph!x(d+1)ph
+ gh(x)
ou` gh(x) est une fonction me´romorphe dans le disqueD(0, r
−) ayant au plus un
poˆle en ze´ro d’ordre (d+1)ph − 1. Cette expression donne alors la minoration
ω(r/ρ)dp
h
≤ ||Mat(xp
h
∆p
h
,G)||(ρ).
Le the´ore`me de re´duction de Robba [R4] montre, quitte a` passer a` une extension
maximalement comple`te assez grande, qu’on peut toujours trouver une telle
base pour laquelle d = pt(M), la pente de M en r.
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6. Le the´ore`me de de´composition selon les pentes p-adiques
6.1. De´composition par rapport a` la plus grande pente. Soit K un corps de
caracte´ristique nulle value´ complet pour une valeur absolue p-adique, r > 0 un
nombre re´el etM un RK(r)-module libre de rangm muni d’une connexion. Le
module diffe´rentiel M est de´fini dans un intervalle [r − ε0, r[ pour un ε0 > 0.
Pour tout ε, 0 < ε ≤ ε0, nous notons M[r−ε,r[ sa restriction a` la couronne
C([r − ε, r[). C’est un AK([r − ε, r[)-module libre de rang m muni d’une
connexion. Le choix d’une base G de M[r−ε0,r[ de´finit une suite exacte
(∗)
0→ (AK([r − ε, r[)[
d
dx
])m
u:= d
dx
−G(x)
−→ (AK([r − ε, r[)[
d
dx
])m →M[r−ε,r[ → 0
pour tout ε ≤ ε0 ou` G(x) est la matrice de la connexion dans la base G.
Faisons l’hypothe`se queM est soluble en r de sorte qu’en vertu du the´ore`me
4.2-1 la fonction rayon de convergence R(M, ρ) est e´gale a` r(ρ/r)pt(M)+1 pour
tout ρ ∈ [r − ε, r[, pour un ε > 0 assez petit, ou` la plus grande pente pt(M)
est un nombre rationnel ≥ 0. Si la plus grande pente pt(M) est e´gal a` 0 le
module diffe´rentiel M a la proprie´te´ de Robba au bord et sa structure a e´te´
e´tudie´e en de´tail dans les articles [C-M1], [C-M2].
Nous supposons que la plus grande pente pt(M) de M est strictement
plus grande que 0. Soit alors un nombre re´el γ tel que 0 ≤ γ < pt(M) et
conside´rons la topologie quotient Tγ,Q sur M[r−ε,r[.
The´ore`me 6.1-1. Supposons que le corps K est localement compact et
que le nombre r appartient au groupe des valeurs absolues du corps de base K.
Sous les conditions pre´ce´dentes, pour tout ε assez petit la topologie quotient
Tγ,Q sur M[r−ε,r[ n’est pas se´pare´e. Autrement dit l ’adhe´rence 0¯γ(M[r−ε,r[) de
ze´ro dans M[r−ε,r[ n’est pas nulle et est un AK([r− ε, r[)-module libre de rang
fini a` connexion.
Lemme 6.1-2. Soit I un intervalle ouvert de R+; si le corps K est locale-
ment compact on peut extraire de toute suite borne´e pour la tolopogie d ’espace
de type F de fonctions analytiques de AK(I) une sous-suite convergente.
De´monstration. Soit I un intervalle ]r,R[; en vertu de la de´composition
AK(I) = AK([0, R[) ⊕
1
x
AK(]r,∞])
on peut supposer que I est de la forme [0, r[ pour un re´el r > 0. Soit fn
une suite borne´e de fonctions analytiques dans la couronne C([0, r[); nous
allons extraire une sous suite fv(n) de Cauchy pour la topologie d’espace F
de AK([0, r[) qui sera donc convergente. Soit une suite strictement croissante
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de nombre rationnels rk qui tend vers r par valeurs infe´rieures. Nous allons
d’abord extraire une sous-suite fv1 de Cauchy pour la norme |, |r1 . Si fn(x) =∑
k=0,∞ a
n
kx
k les nombres re´els |ank |r
k
2 sont borne´s par une constante C2 par
hypothe`se. Quitte a` passer a` une extension finie K2 de K, on peut supposer
que r2 est la valeur absolue d’un nombre b2 de K2. La boule D(0, C
+
2 ) de K2
est compacte et en vertu du the´ore`me de Tychonoff le produit
∏
k∈ND(0, C
+
2 )
est un me´trique compact. De la suite gn := (a
n
kb
k
2)k∈N de
∏
k∈ND(0, C
+
2 ) on
peut alors extraire une sous-suite convergente gv1 . Nous affirmons que la sous-
suite fv1 est de Cauchy pour la norme |, |r1 . En effet pour un ε > 0 les nombres
|a
v1(n)
k − a
v1(n′)|rk1 = |a
v1(n)
k b
k
2 − a
v1(n′)bk2|
rk1
rk2
sont plus petits que ε pour k ≥ k0
et les nombres |a
v1(n)
k − a
v1(n′)|rk1 = |a
v1(n)
k b
k
2 − a
v1(n′)bk2 |
rk1
rk2
pour k < k0 sont
plus petits que ε de`s que n et n′ sont plus grand que n(ε) par de´finition de la
topologie produit.
La sous-suite fv1 est borne´e pour la norme |, |r3 et par le proce´de´ pre´ce´dent
on peut extraire une sous suite fv2 de Cauchy pour la norme |, |r2 . Par
re´currence on construit ainsi une suite de sous-suites fvn telle que la suite
fvn+1 est une sous-suite de fvn et de Cauchy pour la norme |, |rn . La sous-suite
diagonale fvn(n) de fn est de Cauchy pour toutes les normes |, |rn . Elle est
donc convergente dans l’espace complet AK([0, r[). D’ou` le lemme.
De´monstration du the´ore`me 6.1-1. Nous utilisons les notations pre´ce´dentes.
Si a est un nombre de K tel que |a| = r le changement de variables x 7→ x/a
permet de supposer que r = 1, ce que nous ferons pour simplifier les notations.
Nous supposons que R(M, ρ) est e´gale a` ρpt(M)+1 pour ρ ∈ ]1−ε, 1[. En vertu
du the´ore`me 5.3-3 il existe des nombres (λs,h)0≤s≤ph prenant les valeurs 0 ou
1 tels que, si on pose:
Lh =
ph∑
s=0
λs,h x
s∆s,
on ait, pour 1− ε < ρ < 1:
(∗∗) c(ρ) ρ−pt(M)p
h
≤ ||Mat(Lh,G)||(ρ) ≤M(ρ) ρ
−pt(M)ph .
Notons I l’image du morphisme u de la suite exacte (∗) de sorte que l’on a la
somme directe alge´brique d’espaces vectoriels sur K:
(AK([1− ε, 1[)[
d
dx
])m = I ⊕ (AK([1− ε, 1[))
m
ou` (AK([1− ε, 1[))m est identifie´ a` M[1−ε,1[ par la base G.
Si on munit les espaces (AK([1−ε, 1[))m et I de la topologie induite, dans
la de´composition pre´ce´dente, par la topologie Tγ de (AK([1− ε, 1[)[
d
dx ])
m cette
somme directe n’est pas topologique en ge´ne´ral.
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Notons ph = qhk+ sh, 0 ≤ sh < k, la division de p
h par le de´nominateur k
de pt(M)+1. Puisque pt(M)qhk est un entier naturel, nous pouvons conside´rer
l’ope´rateur diffe´rentiel xpt(M)qhkLh. Des ine´galite´s (∗∗) on de´duit les ine´galite´s
pour tout ρ ∈ ]1− ε, 1[:
(∗ ∗ ∗) c(ρ) ρ−pt(M)sh ≤ ||Mat(xpt(M)qhkLh,G)||(ρ) ≤M(ρ) ρ
−pt(M)sh .
La suite de matrices Mat(xpt(M)qhkLh,G) est a` coefficients dans l’anneau
AK([1− ε, 1[) en fait dans l’anneau AK([1− ε0, 1[). En vertu de la majoration
(∗ ∗ ∗) c’est une suite borne´e dans l’espace (AK(]1 − ε, 1[))m
2
pour la topolo-
gie naturelle d’espace F de´finie par la famille des normes |, |ρ, ρ ∈ ]1 − ε, 1[.
En vertu du lemme pre´ce´dent, le corps K e´tant suppose´ localement com-
pact, cette suite de matrices admet une sous-suite convergente dans l’espace
(AK(]1 − ε, 1[))m
2
indexe´e, disons par a(h), de limite A.
En vertu de la minoration (∗ ∗ ∗) la matrice carre´ limite A d’ordre m a`
coefficients dans l’anneau AK(]1− ε, 1[), n’est pas nulle. Elle admet donc une
ligne disons, Ai0 , qui n’est pas nulle.
Conside´rons alors la suite de m-vecteurs ligne d’ope´rateurs diffe´rentiels
xpt(M)qa(h)kLi0a(h) dont les composantes sont toutes nulles a` l’exception de la
i0-e`me x
pt(M)qa(h)kLa(h) de de´composition dans (AK([1− ε, 1[)[
d
dx ])
m:
xpt(M)qa(h)kLi0a(h) = u(Qa(h)) +A
i0
a(h).
Quand a(h) tend vers l’infini, par de´finition de la topologie Tγ pour 0 ≤ γ <
pt(M) ce vecteur tend vers ze´ro dans l’espace (AK([1− ε′, 1[)[
d
dx ])
m pour tout
ε′, 0 < ε′ < ε parce que on a la majoration:
(∗ ∗ ∗∗) |xpt(M)qa(h)kLa(h)|γ,ρ ≤ ρ
pt(M)qa(h)k−γp
a(h)
.
D’autre part la suite Ai0a(h) tend vers A
i0 pour la topologie induite par Tγ ,
qui est aussi la topologie naturelle d’espace F , dans l’espace (AK([1 − ε′, 1[).
Donc la suite u(Qa(h)) tend vers −A
i0 dans l’espace (A([1− ε′, 1[)[ ddx ])
m.
Ceci montre que Ai0 qui n’est pas dans l’image de u est adhe´rent a` cette
image dans l’espace (A([1 − ε′, 1[)[ ddx ])
m. Sa classe dans M[1−ε′,1[ n’est pas
nulle et est adhe´rente a` ze´ro pour la topologie quotient Tγ,Q pour tout γ, 0 ≤
γ < pt(M) et tout ε′, 0 < ε′ < ε. L’espace 0¯γ(M[1−ε′,1[), adhe´rence de ze´ro
dans M[1−ε′,1[ pour la topologie quotient Tγ,Q pour tout γ, 0 ≤ γ < pt(M)
n’est pas nulle pour tout ε′ > 0 assez petit. D’ou` le the´ore`me 6.1-1 en tenant
compte du the´ore`me 3.2-1.
Corollaire 6.1-3. Supposons le corps K localement compact et soit
M un AK([1 − ε, 1[)-module libre de rang m a` connexion tel que R(M, ρ) =
ρpt(M)+1, pt(M) > 0, pour ρ ∈ [1 − ε, 1[ et un nombre re´el γ ≥ 0 tel que la
topologie quotient Tγ,Q sur M est se´pare´e. Alors pt(M) ≤ γ.
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De´monstration. En effet si 0 ≤ γ < pt(M) la topologie Tγ,Q sur M n’est
pas se´pare´e en vertu du the´ore`me 6.1-1.
Remarque 6.1-4. Sous les conditions du corollaire pre´ce´dent si γ 6= 0 et si
la topologie quotient Tγ,Q sur M est se´pare´e, alors en vertu de la majoration
5.3-1, la topologie quotient est e´quivalente a` la topologie naturelle d’espace
F associe´e a` une base de M. En particulier la topologie quotient Tγ,Q sur le
RK(1)-module diffe´rentiel associe´ est se´pare´e.
Seul le cas de la topologie T0,Q dans le cas d’une pente nulle e´chappe
encore a` notre connaissance malgre´ nos efforts:
Conjecture 6.1-5. Soit un RK(1)-module diffe´rentielM de pente nulle,
alors la topologie T0,Q sur M est se´pare´e si et seulement si elle est e´quivalente
a` la topologie naturelle d ’espace LF induite par une base.
Cependant on a un cas particulier important pour les applications ou` cette
conjecture est ve´rifie´e. Rappelons d’abord que nous avons de´fini dans [C-M2,
§5] l ’exposant Expr0(M) deM comme une classe de (Zp/Z)
m modulo la relation
d’e´quivalence
E
∼ ou` m de´signe le rang de M.
Proposition 6.1-6. Soit RK(1)-module diffe´rentiel M de pente nulle
dont l ’exposant Exp0(M) a des diffe´rences qui ont la proprie´te´ (NL), alors la
topologie T0,Q sur M est se´pare´e si et seulement si elle est e´quivalente a` la
topologie naturelle d ’espace LF induite par une base.
De´monstration. Dans cette situation en vertu du the´ore`me fondamental
de de´composition [C-M2],M admet une forme normale sur Cp qui en vertu du
the´ore`me 7.1-2 se descend au corps de base K. On est re´duit au cas ou` M est
de´fini par un ope´rateur (x ddx − α)
m ou` α est un entier p-adique. On voit dans
ce cas par un calcul direct que la topologie T0,Q est se´pare´e si et seulement si
m = 1.
Soit M[1−ε,1[ un AK([1 − ε, 1[) module diffe´rentiel ayant la proprie´te´ de
Robba et dont l’exposant Exp0(M[1−ε,1[) a des diffe´rences qui ont la proprie´te´
(NL). On definit la filtration de la monodromie par W0(M[1−ε,1[) :=M[1−ε,1[
et Wk+1(M[1−ε,1[) := 0¯0(Wk(M[1−ε,1[)) pour ε > 0 assez petit. En vertu
du the´ore`me 3.2-1 on a bien une filtration de´croissante qui est stationnaire.
En vertu de la proposition pre´ce´dente les quotients sucessives admettent des
solutions borne´es dans le disque ge´ne´rique D(tρ, ρ
−) pour ρ assez proche de 1.
De´finition 6.1-7. Soit M un RK(1) module diffe´rentiel ayant la proprie´te´
de Robba et dont l’exposant Exp0(M[1−ε,1[) a des diffe´rences qui ont la pro-
prie´te´ (NL), on de´finit sa filtration de la monodromie Wk(M) comme la filtra-
tion provenant de la filtration de la monodromie de sa restriction a` [1 − ε, 1[
pour ε > 0 assez petit.
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Corollaire 6.1-8. Supposons que le corps K est localement compact
et soit M un RK(1)-module libre de rang m a` connexion soluble en 1 de plus
grande pente pt(M) > 0 et γ un nombre re´el tel que 0 ≤ γ < pt(M). Sup-
posons que l ’adhe´rence 0¯γ(M[1−ε,1[) de ze´ro dans M[1−ε,1[ pour la topologie
quotient Tγ,Q n’est pas e´gale a` M[1−ε,1[ pour tout ε > 0 assez petit, alors il
existe une suite exacte de RK(1)-modules libres a` connexion solubles en 1:
0→Mγinj →M→M
γ
sol → 0,
telle que Mγinj est de plus grande pente e´gale a` pt(M) et M
γ
sol est non nul et
de plus grande pente ≤ γ.
De´monstration. SoitM[1−ε,1[ la restriction deM a` la couronne C([1−ε, 1[)
pour ε assez petit. En vertu du the´ore`me 6.1-1, l’adhe´rence 0¯γ(M[1−ε,1[) de
ze´ro dans M[1−ε,1[ pour la topologie quotient Tγ,Q n’est pas nulle sous les
hypothe`ses du corollaire. En vertu du the´ore`me 3.2-1, 0¯γ(M[1−ε,1[) est un
A([1 − ε, 1[)-module libre a` connexion de rang mε ≤ m et le se´pare´ associe´
M[1−ε,1[/0¯γ(M[1−ε,1[) est un AK([1 − ε, 1[)-module libre a` connexion de rang
m−mε ≤ m. Ils sont tous les deux automatiquement solubles en 1.
Les morphismes de restriction M[1−ε,1[ →M[1−ε′,1[, 0 < ε
′ < ε sont con-
tinus pour la topologie quotient Tγ,Q et induisent des morphismes
0¯γ(M[1−ε,1[)→ 0¯γ(M[1−ε′,1[).
Les images des morphismes pre´ce´dents engendrent des modules a` connexion
ne´cessairement libres de rang mε par platitude. Donc le rang mε est une
fonction croissante borne´e par le rang m et stationnaire de valeur, disons mε0 ,
par hypothe`se on a mε0 < m.
Cela veut dire que pour ε < ε0 la restriction du se´pare´ associe´
M[1−ε,1[/0¯γ(M[1−ε,1[)
a` la couronne C([1 − ε′, 1[) est isomorphe a` M[1−ε′,1[/0¯γ(M[1−ε′,1[) pour tout
ε′, 0 < ε′ ≤ ε.
Pour ε assez petit on peut alors supposer que la fonction rayon de conver-
gence de M[1−ε,1[/0¯γ(M[1−ε,1[) est e´gale a` ρ
δ pour tout ρ ∈ [1− ε, 1[ ou` δ − 1
est sa pente en vertu du the´ore`me 4.2-1. Comme il est se´pare´ par construction,
en vertu du corollaire 6.1-3, δ − 1 ≤ γ.
La suite exacte pour ε assez petit
0→ 0¯γ(M[1−ε,1[)→M[1−ε,1[ →M[1−ε,1[/0¯γ(M[1−ε,1[)→ 0
fournit par changement de base la suite exacte du corollaire:
0→Mγinj →M→M
γ
sol → 0.
Remarquons pour terminer la de´monstration du corollaire que, pour ε as-
sez petit, parce que R(M[1−ε,1[, ρ) < R(M[1−ε,1[/0¯γ(M[1−ε,1[, ρ) la fonction
L’indices des equations differentialles III 415
R((0¯γ(M[1−ε,1[), ρ) est e´gale a` la fonction R(M[1−ε,1[, ρ). En particulier la
plus grande pente de Mγinj est e´gale a` pt(M).
De´finition 6.1-9. Soit M un RK(1)-module libre de rang m a` connexion
soluble en 1, nous dirons que M a toutes ses pentes strictement plus grandes
qu’un nombre re´el γ, 0 ≤ γ si pour ε > 0 assez petit toutes les solutions locales
au point ge´ne´rique tρ ont un rayon de convergence strictement plus petit que
ργ+1 pour tout ρ ∈ [1− ε, 1[.
Lemme 6.1-10. Soit un nombre re´el γ et M un AK([1 − ε, 1[)-module
diffe´rentiel de rang m dont le se´pare´ associe´ pour la topologie Tγ,Q est nul, alors
M n’admet aucune solution non triviale dans le disque ge´ne´rique D(tρ, ργ+1)
pour tout ρ ∈ [1− ε, 1[ pour ε > 0 assez petit.
De´monstration. Soit G(x) la matrice de la connexion dans une base de
M fournissant une suite exacte:
0→ (AK([r − ε, r[)[
d
dx
])m
u:= d
dx
−G(x)
−→ (AK([r − ε, r[)[
d
dx
])m →M→ 0.
L’adhe´rence de l’image I de u dans (AK([r − ε, r[)[
d
dx ])
m pour la topologie
Tγ est e´gale a` (AK([r − ε, r[)[
d
dx ])
m tout entier. Puisque la topologie Tγ est
me´trisable, cela entraˆıne qu’il existe une suite Qn de matrices carre´es d’ordre
m a` coefficients dans AK([r− ε, r[)[
d
dx ] telle que la suite Qn(
d
dx −G) tend vers
la matrice unite´ Im d’ordre m . Par de´finition les normes de la topologie Tγ de
A([r − ε, r[)[ ddx ] sont les normes d’ope´rateurs line´aires de l’espace de Banach
des fonctions borne´es Wtρ(ρ
γ+1) dans le disque ge´ne´rique centre´ en tρ et de
rayon ργ+1 pour ρ ∈ [r − ε, r[. Si g est une solution borne´e dans le disque
ge´ne´rique centre´ en tρ et de rayon ρ
γ+1 pour tout ρ ∈ [r − ε, r[ du syste`me
diffe´rentiel:
(
d
dx
−G(x))(g) = 0
alors ne´cessairement
g = lim
n→∞
Qn(
d
dx
−G(x))(g) = 0.
Le module diffe´rentielM n’admet aucune solution g borne´e non triviale dans le
disque ge´ne´rique centre´ en tρ et de rayon ρ
γ+1 pour tout ρ ∈ [r− ε, r[. Comme
l’injectivite´ dans l’espace des fonctions borne´es Wtρ(ρ
γ+1) est e´quivalente a`
l’injectivite´ dans l’espace des fonctions analytiques Atρ(ρ
γ+1) ([R1, 3.5]), les
solutions locales au point ge´ne´rique tρ du module diffe´rentiel M ont toutes un
rayon de convergence strictement plus petit que ργ+1 pour tout ρ ∈ [r − ε, r[.
D’ou` le lemme.
Corollaire 6.1-11. Supposons que le corps K est localement compact,
soit M un RK(1)-module libre de rang m > 0 a` connexion soluble en 1 de plus
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grande pente pt(M) > 0 et un nombre re´el γ,0 ≤ γ < pt(M), il existe une
filtration de´croissante finie de M, M =M0 ⊃ M1 ⊃ · · · ⊃ Mi0 par des sous
RK(1)-modules libres de rang mi > 0 a` connexion soluble en 1 telle que Mi0
est de pentes strictement plus grandes que γ et que les plus grandes pentes des
quotients successifs Mi/Mi+1, i = 0 · · · i0 − 1 sont infe´rieures ou e´gales a` γ.
De´monstration. Nous raisonnons par re´curence sur le rang de M. Si le
rang de M est e´gal a` un l’indice i0 = 0 convient. Si le rang de M est > 1 et
que l’adhe´rence 0¯γ(M[1−ε,1[) de ze´ro dans M[1−ε,1[ pour la topologie quotient
Tγ,Q est e´gale a` M[1−ε,1[ pour tout ε > 0 assez petit, l’indice i0 = 0 convient
en vertu du lemme 6.1-10. Si l’adhe´rence 0¯γ(M[1−ε,1[) de ze´ro dans M[1−ε,1[
pour la topologie quotient Tγ,Q n’est pas e´gale a`M[1−ε,1[ pour tout ε > 0 assez
petit, alors en vertu du corollaire 6.1-8 il existe une suite exacte:
0→Mγinj →M→M
γ
sol → 0,
telle que le rang de Mγinj est strictement plus petit que le rang de M et que
la plus grande pente de Mγsol est infe´rieure ou e´gale a` γ. L’hypothe`se de
re´currence permet de conclure.
Corollaire 6.1-12. Supposons que le corps K est localement compact;
soit M un RK(1)-module libre de rang m > 0 a` connexion soluble en 1 de plus
grande pente pt(M) > 0 et un nombre re´el γ, 0 ≤ γ < pt(M); il existe une
de´composition:
0→M>γ →M→M
≤γ → 0
par des RK(1)-modules libres a` connexion solubles en 1 telle que la plus grande
pente de M≤γ est infe´rieure ou e´gale a` γ et toutes les pentes de M>γ sont
strictement supe´rieures a` γ.
De´monstration. Si on de´finit M>γ comme le sous-module Mi0 du corol-
laire 6.1-11 et M≤γ comme le module quotient dans la suite exacte
0→M>γ →M→M
≤γ → 0
on a toutes les proprie´te´s du corollaire 6.1-12, car M≤γ apparaˆıt comme ex-
tensions successives des modules quotients Mi/Mi+1.
Corollaire 6.1-13. Sous les hypothe`ses pre´ce´dentes, la dimension
dimK HomAK([1−ε,1[)[ ddx ]
(M[1−ε,1[,Atρ(ρ
γ+1))
pour ε assez petit et pour ρ ∈ [1− ε, 1[, est e´gale au rang m≤γ du module M≤γ
et est inde´pendante de ρ ∈ [1− ε, 1[.
De´monstration. En effet pour ε > 0 assez petit et tout ρ ∈ [1 − ε, 1[,
M>γ[1−ε,1[ n’admet aucune solution non triviale dans l’espace Atρ(ρ
γ+1) en
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vertu du lemme 6.1-10 et donc
dimK HomAK([1−ε,1[)[ ddx ]
(M[1−ε,1[,Atρ(ρ
γ+1))
= dimK HomAK([1−ε,1[)[ ddx ]
(M≤γ[1−ε,1[,Atρ(ρ
γ+1)) = m≤γ .
Ce corollaire applique´ au cas γ = 0 de´montre la conjecture 3.1.1 de [C-M1].
Appliquons le corollaire 6.1-12 pour γ = 0; on trouve la de´composition
fondamentale qui implique de´ja`, compte tenu des re´sultats des articles [C-M1]
[C-M2], le the´ore`me de l’indice 7.4-1:
The´ore`me 6.1-14. Supposons que le corps K est localement compact,
soit M un RK(1)-module libre de rang m > 0 a` connexion soluble en 1 de plus
grande pente pt(M) > 0, il existe une de´composition:
0→M>0 →M→M
≤0 → 0
par des RK(1)-modules libres a` connexion solubles en 1 telle que le moduleM≤0
a la proprie´te´ de Robba au bord et le module M>0 est injectif dans l ’espace
Atρ(ρ) pour tout ρ assez proche de 1.
De´finition 6.1-15. Supposons que le corps K est localement compact, soit
M un RK(1)-module libre de rang m > 0 a` connexion soluble en 1 de plus
grande pente pt(M) > 0. Nous de´finissons M≤0 comme la partie mode´re´e de
M et M>0 comme la partie de pentes strictement positives de M.
Exemple 6.1-16. C’est l’exemple fondamental qui nous a sugge´re´ la forme
du the´ore`me 6.1-14. Conside´rons l’ope´rateur diffe´rentiel d’ordre deux ou` ∂ =
x ddx :
P (x, ∂) := x2(∂ +
1
3
)(∂ +
5
3
) +
8π
27
∂.
Cet ope´rateur admet ze´ro et l’infini comme seules singularite´s. L’infini est une
singularite´ re´gulie`re alors que ze´ro est une singularite´ irre´gulie`re. En vertu de
[Me4, 4.1.1] pour p 6= 3, il est muni d’une structure de Frobenius sur l’anneau
des se´ries de Laurent (K[x, x−1])† a` coefficient dans K qui convergent dans un
domaine 1−ε ≤ |x| ≤ 1+ε pour ε > 0 non pre´cise´. C’est un cas particulier des
e´quations Mf,n,m, e´tudie´es dans [Me4] qui permettent de montrer le the´ore`me
de finitude des nombres de Betti p-adiques. On l’obtient pour n = 1, f(x) =
x2,m = 3. En particulier il est soluble en 1. Cet ope´rateur admet la fonction
g(x) = 1 +
∑
k≥1 akx
2k ou`
ak = −
27(2k + 1/3)(2k + 5/3)
16πk
ak−1, k ≥ 1
comme solution. Si le corps K contient π et si la caracte´ristique re´siduelle
est > 5, cette fonction est un e´le´ment de AK(1) qui n’est pas borne´ au bord.
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Elle n’appartient pas au corps des e´le´ments analytiques au bord. L’ope´rateur
admet une factorisation sur le corps des fractions de l’anneau RK(1) et non
sur le corps des e´le´ments analytiques au bord comme l’espe´rait Robba [R5].
On peut montrer en utilisant le the´ore`me de transfert [C3] que l’ope´rateur
P n’a pas la proprie´te´ de Robba dans la classe re´siduelle de ze´ro lorsque la
caracte´ristique re´siduelle est diffe´rente de 2. Donc, dans ce cas la`, le rang de
sa partie mode´re´e est e´gale a` un parce que la restriction au disque ge´ne´rique
D(tρ, ρ
−) de la solution g est une solution non trivial de rayon de convergence
minore´ par ρ pour tout ρ assez proche de 1. On a alors une factorisation dans
AK([1− ε, 1[)[
d
dx ] pour ε > 0 assez petit:
hP = fP1P2
ou` h(x) et f(x) sont des fonctions, P1 et P2 sont des ope´rateurs diffe´rentiels
d’ordre un tels que P2 = g(x)
d
dx −g
′(x). Comme la pente de P1 est strictement
plus grande que un l’ope´rateur identique est adhe´rent a` l’ide´al engendre´ par fP1
pour la topologie T0. L’ope´rateur P2 est adhe´rent a` l’ide´al engendre´ par P pour
la topologie T0. L’adhe´rence de l’ide´al P qui contient l’ide´al (P, g(x)
d
dx −g
′(x))
est e´gal a` ce dernier parce que le rang de la partie mode´re´e de P est e´gale a`
un.
Remarque 6.1-17. Comme on vient de le voir on ne peut espe´rer avoir
un the´ore`me de de´composition ayant les proprie´te´s du the´ore`me 6.1-14 sur
le corps des e´le´ments analytiques au bord. Ceci montre que le the´ore`me
de de´composition de Dwork-Robba [D-R1] est inde´pendant du the´ore`me de
de´composition 6.1-14 aussi bien du point de vue des re´sultats que du point de
vue des de´monstrations. C’est bien entendu la` un point de structure essen-
tiel. Le the´ore`me de de´composition 6.1-14 s’apparente au premier the´ore`me
de de´composition de Robba [R1] en famille pour ρ variable dans l’intervalle
[1 − ε, 1[. Cette confusion entre les deux types de de´composition a pendant
longtemps retarde´ notre compre´hension du the´ore`me 6.1-14.
Remarque 6.1-18. L’exemple pre´ce´dent montre que les coefficients des
ope´rateurs diffe´rentiels de la de´composition de Robba [R1] d’un polynoˆme
diffe´rentiel soluble au point ge´ne´rique t1 ne sont pas superadmissibles en ge´ne´ral
et sont au plus admissibles dans la terminologie de Dwork-Robba [D-R1].
Remarque 6.1-19. Dans le paragraphe 6 nous avons suppose´ le corps de
base localement compact pour pouvoir utiliser le lemme 6.1-2. Cependant la
de´monstration du the´ore`me 6.1-1 sugge`re d’e´largir la notion de suites extraites
et conside´rer la notion de c-suites extraites dans le cas d’un corps maximale-
ment complet.
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De´finition 6.1-20. Une c-suite extraite d’une suite fn d’un espace vectoriel
localement convexe sur un corps value´ K est une suite gn pour laquelle il existe
des scalaires λi,n tels que
1) les λi,n sont presque tous nuls pour n fixe´,
2) gn =
∑
i≥n λi,nfi,
3) |λi,n| ≤ 1 et
4)
∑
i≥n λi,n = 1.
On peut alors montrer [C-M4] la ge´ne´ralisation du lemme 6.1-2 sur un
corps maximalement complet K: une suite fn borne´e de AK(I) pour la topolo-
gie d’espace de type F , pour un intervalle ouvert I, et minore´e en norme par
une constante strictement positive en un point de I admet des c-suites ex-
traites convergentes vers une limite non nulle. Le lecteur pourra ve´rifier que
ce re´sultat permet de supposer le corps de base maximalement complet dans
les paragraphes 6 et 7.
6.2. De´composition par rapport a` toutes les pentes, polygone de Newton
p-adique. Nous allons montrer que les modules diffe´rentiels M>γ constituent
une filtration de´croissante dont les sauts de´finissent les pentes p-adiques deM.
The´ore`me 6.2-1. Supposons que le corps K est localement compact;
soit M un RK(1)-module libre de rang m > 0 a` connexion soluble en 1 de plus
grande pente pt(M) > 0, pour tous nombres re´els γ′, γ tels que 0 ≤ γ′ < γ <
pt(M), M>γ est un sous-module a` connexion de M>γ′ .
De´monstration. Le choix d’une base G deM[1−ε0,1[ de´finit une suite exacte
(∗)
0→ (AK([1− ε, 1[)[
d
dx
])m
u:= d
dx
−G(x)
−→ (AK([1− ε, 1[)[
d
dx
])m →M[1−ε,1[ → 0
pour ε > 0 assez petit. Nous affirmons que pour tout nombre re´el γ strictement
plus grand que la plus grande pente pt(M) la topologie quotient Tγ,Q sur
M[1−ε,1[ est se´pare´e pour ε > 0 assez petit. En effet si on munit M[1−ε,1[ de
la topologie naturelle d’espace F par la base G en vertu de la majoration de la
proposition 5.3-1 le dernier morphisme de la suite (*) est continu. Donc son
noyau est ferme´ et la topologie quotient est se´pare´e.
Soit alors deux nombres re´els γ′, γ tels que 0 ≤ γ′ < γ < pt(M); par
construction la plus grande pente pt(M≤γ
′
) est infe´rieure ou e´gale a` γ′. D’apre`s
ce qui pre´ce`de la topologie quotient Tγ,Q est se´pare´e sur M
≤γ′
[1−ε,1[ pour ε > 0
assez petit.
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Conside´rons le morphisme canonique
M[1−ε,1[ →M
≤γ′
[1−ε,1[
qui est continu pour la topologie Tγ,Q. Nous venons de montrer que l’image, par
ce morphisme, de l’adhe´rence de ze´ro dans M[1−ε,1[ pour la topologie Tγ,Q est
nulle pour ε > 0 assez petit. En particulier l’image du module M>γ[1−ε,1[ par
ce morphisme est nulle. Donc ce dernier est contenu dans le noyau M>γ′[1−ε,1[
pour ε > 0 assez petit. D’ou` le the´ore`me 6.2-1.
Remarque 6.2-2. Ce qui pre´ce`de est une re´ciproque de 6.1-3; si pt(M) 6= 0
la topologie Tγ,Q sur M[1−ε,1[ pour tout ε > 0 assez petit est se´pare´e si et
seulement si pt(M) ≤ γ.
Corollaire 6.2-3. Supposons que le corps K est localement compact;
soit M un RK(1)-module libre de rang m > 0 a` connexion soluble en 1 de
plus grande pente pt(M) > 0, les RK(1)-modules M>γ libres de rang fini
a` connexion soluble en 1 constituent une filtration finie de´croissante de M
indexe´e par les nombres re´els γ tels que 0 ≤ γ < pt(M).
La fonction rang de M>γ borne´e supe´rieurement par le rang m est une
fonction de´croissante avec γ, elle n’a donc qu’un nombre fini de sauts.
Nous de´finissons le RK(1)-module a` connexion gradue´ Grγ(M) par la
suite exacte pour un nombre re´el η assez petit:
0→M>γ →M>γ−η → Grγ(M)→ 0
ou de fac¸on e´quivalente par la suite exacte:
0→ Grγ(M)→M
≤γ →M≤γ−η → 0.
De´finition 6.2-4. Nous dirons que γ est une pente de M si le module
Grγ(M) est non nul.
Lorsque le corps de base K est localement compact, le RK(1)-module
Grγ(M) est libre de rang fini mγ comme noyau d’un morphisme de RK(1)-
modules libres de rang fini.
De´finition 6.2-5. Nous dirons qu’un RK(1)-module libre de rang m > 0 a`
connexion soluble en 1 est purement de pente γ si toutes ses solutions locales
au point ge´ne´rique tρ admettent un meˆme rayon de convergence ρ
(γ+1) pour
tout ρ ∈ [1− ε, 1[ pour un ε assez petit.
Corollaire 6.2-6. Supposons que le corps K est localement compact,
soit M un RK(1)-module libre de rang m > 0 a` connexion soluble en 1 de plus
grande pente pt(M) > 0 alors les pentes de M sont des nombres rationnels
> 0 et les modules Grγ(M) sont purement de pente γ.
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De´monstration. En vertu de la suite exacte
0→M>γ →M>γ−η → Grγ(M)→ 0
les solutions locales au point ge´ne´rique tρ du gradue´ Grγ(M) admettent toutes
un rayon de convergence strictement majore´ par ργ+1−η pour tout η > 0 assez
petit et pour tout ρ ∈ [1 − ε, 1[ pour un ε assez petit. En vertu de la suite
exacte
0→ Grγ(M)→M
≤γ →M≤γ−η → 0
toutes les solutions locales au point ge´ne´rique tρ du gradue´ Grγ(M) admettent
un rayon de convergence minore´ par ργ+1 pour tout ρ ∈ [1 − ε, 1[ pour un ε
assez petit. Le module Grγ(M) est purement de pente de γ qui est aussi sa
plus grande pente. En vertu du the´ore`me 4.2-1 ce sont des nombres rationnels
> 0.
Supposons que le corps K est localement compact, soit M un RK(1)-
module libre de rang m > 0 a` connexion soluble en 1 de plus grande pente
pt(M) > 0 alors il admet un nombre fini de pentes 0 < pt(M)1 ≤ · · · ≤
pt(M)N = pt(M).
De´finition 6.2-7. Sous les hypothe`ses pre´ce´dentes on appelle multiplicite´
d ’une pente strictement positive pt(M)i de M le rang mpt(M)i du RK(1)-
module libre Grpt(M)i(M). On appelle multiplicite´ de la pente nulle le rang
m0 de la partie mode´re´e M≤0.
De´finition 6.2-8. Si le corps K est localement compact, on appelle poly-
gone de Newton p-adique d ’un RK(1)-module M libre de rang m > 0 a` conne-
xion soluble en 1 le polygone du plan re´el a` coordonne´es, a priori rationnelles,
construit a` partir des multiplicite´s et des pentes:
Newton(M, p) := (m0, 0;m1,pt(M)1; · · · ;mN ,pt(M)N )
en partant de l’origine.
Le the´ore`me de l’indice local 8.3-1 montrera que les sommets du polygone
de Newton sont des entiers rationnels ce qui constituera l’analogue p-adique
du the´ore`me de Hasse-Arf.
6.3. Proprie´te´s fonctorielles de la filtration M>γ. Nous prolongeons la
de´finition de la filtration M>γ en posant M>γ = 0 pour tout re´el γ ≥ pt(M)
et M>γ :=M pour tout re´el γ < 0.
6.3.1. Exactitude. Nous allons montrer que les modules M>γ , M≤γ , et
Grγ(M) de´pendent fonctoriellement de M pour tout γ.
Proposition 6.3-1. Si le corps de base est localement compact, pour
tout nombre re´el γ ≥ 0 les modules M>γ , M≤γ et Grγ(M) de´pendent fonc-
toriellement du RK(1)-module M libre de rang fini a` connexion soluble en 1
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et de´finissent des foncteurs exacts de la cate´gorie abe´lienne MLS(RK(1)) dans
elle meˆme.
De´monstration. Il suffit de traiter le cas du moduleM>γ . SiM→N est
un morphisme de la cate´gorie MLS(AK([1− ε, 1[)) pour ε > 0 assez petit il est
automatiquement continu pour la topologie quotient Tγ,Q. Donc il se restreint
en une application
O¯γ(M)→ O¯γ(N )
qui en vertu du the´ore`me 3.2-1 est un morphisme de la cate´gorie MLS(AK([1−
ε, 1[)) et donc automatiquement continu pour la topologie quotient Tγ′,Q pour
tout nombre re´el γ′ ≥ 0.
Si γ < inf(pt(M),pt(N )), en vertu des corollaires 6.1-11 et 6.1-12 on
obtient ainsi de proche en proche un morphisme
M>γ → N>γ
de la cate´gorie MLS(RK(1)).
Si γ ≥ pt(M), M>γ = 0 et le morphisme est trivial.
Si γ ≥ pt(N ), alors l’image de M>γ est automatiquement nulle parce ses
solutions au point ge´ne´rique tρ ont un rayon de convergence strictement plus
petit que ργ+1 alors que les solutions de N au point ge´ne´rique tρ ont un rayon
de convergence au moins e´gal a` ρ(pt(N )+1) pour tout ρ ∈ [1 − ε, 1[ pour ε > 0
assez petit.
Dans tous les cas un morphisme M → N de la cate´gorie MLS(RK(1))
induit un morphisme M>γ → N>γ , pour tout re´el γ, de´finissant un foncteur.
Soit une suite exacte de la cate´gorie MLS(RK(1)):
0→ P →M→N → 0,
on obtient donc une suite exacte de complexes:
0 → P>γ → P → P≤γ → 0
↓ ↓ ↓
0 → M>γ →M →M≤γ → 0
↓ ↓ ↓
0 → N>γ → N → N≤γ → 0
qui montre que la cohomologie de la premie`re colonne forme´e de modules
diffe´rentiels de pentes strictement supe´rieure a` γ est isomorphe a` la cohomolo-
gie de la dernie`re colonne forme´e de modules diffe´rentiels de pentes infe´rieure
a` γ. Ces cohomologies sont donc nulles, d’ou` la proposition. Le lecteur remar-
quera que l’exactitude du foncteur solution au point ge´ne´rique ([R1, 4.23]) est
essentielle ici.
Corollaire 6.3-2. Un morphisme de la cate´gorie MLS(RK(1)) est au-
tomatiquement strict pour la filtration (−)>γ .
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Corollaire 6.3-3. Pour tout re´el γ, 0 ≤ γ < pt(M), M>γ , resp. M≤γ ,
est le plus grand sous-module, resp. quotient, dont toutes les pentes sont > γ,
resp. ≤ γ.
De´monstration. En effet si N est un sous RK(1)-module libre de rang fini
a` connexion de M dont toutes les pentes sont strictement plus grandes que γ
en vertu du corollaire 6.1-12 l’inclusion N>γ ⊂ N est une e´galite´ et en vertu de
la fonctorialite´ pre´ce´dente, N>γ est un sous module deM>γ . Un raisonnement
similaire vaut pour le module quotient.
6..3.2. Images inverses. Soit ϕq la ramification d’ordre q de la couronne
C([r, 1[) dans la couronne C([rq, 1[) induisant un morphisme ϕ∗q : RK(1)
→ RK(1). Si M est un AK([r, 1[)-module libre de rang m > 0 a` connex-
ion notons ϕ∗q(M) son image inverse par ϕ
∗
q .
Lemme 6.3-4. On a les ine´galite´s:
R(M, ρq)/ρq−1 ≤ R(ϕ∗q(M), ρ) ≤ ρ
pour tout ρ ∈ [r, 1[. En particulier, si M est soluble en 1 son image inverse
ϕ∗q(M) est aussi soluble en 1. Si l ’indice de ramification q est premier avec
p, la premie`re ine´galite´ est une e´galite´; en particulier la plus grande pente
pt(ϕ∗q(M)) est e´gal a` pt(M)q.
De´monstration. Soit F une base de M de matrice de connexion F et G
la base de ϕ∗q(M) image inverse de F de matrice de connexion G. Notons Y ,
resp. X, la solution, au voisinage du point ge´ne´rique tρ (r ≤ ρ < 1), resp. tqρ
(rq ≤ |tqρ| = ρ
q < 1), de l’e´quation diffe´rentielle:
Y ′ = F Y, Y (tρ) = I, resp. X
′ = GX, X(tqρ) = I,
associe´e a` cette base. Si q est premier avec p, on a, pour |x− tρ| < |tρ| = ρ:
|xq − tqρ| =
∣∣∣∣ q∑
i=1
(
q
i
)
(x− tρ)
i tq−iρ
∣∣∣∣ = |x− tρ| |tρ|q−1 = |x− tρ| ρq−1.
Si bien que les coefficients de la matrice Y sont analytiques dans le disque
D(tρ, r) si et seulement si ceux de la matrice X convergent dans le disque
D(tqρ, r ρ
q−1). Autrement dit, on a:
R(M, ρq) = R(ϕ∗q(M), ρ) ρ
q−1.
Si q est divisible par p, on a encore:
|xq − tqρ| ≤ |x− tρ| ρ
q−1
d’ou` l’on de´duit que:
R(M, ρq) ≤ R(ϕ∗q(M), ρ) ρ
q−1.
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Remarquons que l’application image inverse
ϕ−1q : AK([1− ε, 1[)[
d
dx
]→ AK([(1 − ε)
1/q, 1[)[
d
dx
]
qui a` x associe xq et a` x ddx associe
1
qx
d
dx induit l’application image inverse:
ϕ∗q : AK([(1−ε)
1/q , 1[)⊗AK ([1−ε,1[)AK([1−ε, 1[)[
d
dx
]→ AK([(1−ε)
1/q , 1[)[
d
dx
]
qui est un isomorphisme impliquant une de´composition alge´brique:⊕
1≤k<q
xk ⊗AK([1− ε, 1[)[
d
dx
] = AK([(1− ε)
1/q , 1[)[
d
dx
].
C’est la` une somme directe topologique pour toute topologie Tγ .
Proposition 6.3-5. Supposons que le corps K est localement compact,
soient M un RK(1)-module libre de rang m > 0 a` connexion soluble en 1 de
pente pt(M) > 0, q un entier et γ un re´el 0 ≤ γ < pt(M). On a alors des
injections de RK(1)-modules libres a` connexion
ϕ∗q(M)>γq → ϕ
∗
q(M>γ).
Lemme 6.3-6. Pour tout re´el r, 0 < r ≤ 1, et tout ope´rateur P de
AK([rq, 1[)[
d
dx ] on a pour tout ρ ∈ [r, 1[
|P |γ,ρq ≤ |ϕ
−1
q (P )|qγ,ρ.
De´monstration. NotonsWtρ(r) l’anneau des fonctions analytiques borne´es
dans le disque D(tρ, r) muni de la norme de la convergence uniforme:∣∣∣∣ ∑
n=0,∞
an (x− tρ)
n|r = sup(|an| r
n).
La norme | |γ,ρ est alors la norme d’ope´rateur sur l’espace de BanachWtργ+1 (ρ).
On constate que, pour |x− tρ| = ρβ , on a, sauf pour un nombre fini de valeurs
de ρ:
|xq − tqρ|ρβ =
∣∣∣∣ q∑
i=1
(
q
i
)
(x− tρ)
i tq−iρ
∣∣∣∣
= max
pα|q
(
|q p−α| ρβp
α
ρq−p
α
)
= ρδ(q,ρ,β)
ou` l’on a pose´:
δ(q, ρ, β) = min
pα|q
(
pα(β − 1) + q +
Log(|q p−α|)
Log(ρ)
)
.
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Sauf pour un nombre fini de valeurs de ρ, l’application ϕq est donc une sur-
jection du cercle Cζ := {x ∈ Cp; |x − ζtρ| = ρ
β} avec ζq = 1, sur le cercle
C := {x ∈ Cp; |xq − tqρ| = ρ
δ(q,ρ,β). En fait si q est premier avec p, l’application
ϕq est une bijection entre chacun des cercles Cζ et C et si q est une puissance de
p et ρ est assez proche de 1, l’application ϕq est un reveˆtement de degre´ q. Pour
une fonction g =
∑
n=0,∞ an (x− t
q
ρ)
n de Wt
ρδ(q,ρ,β)
(ρq), on a, par de´finition:
|ϕ−1q (g)|ρβ = max
|x−tρ|=ρβ
(|g(xq)|)
= max
|y−tqρ|=ρδ(p,ρ,β)
(|g(y)|) = |g|ρδ(p,ρ,β)
car les maximums sont atteints si x n’appartient pas a` un nombre fini de classes
re´siduelles des cercles conside´re´s.
Pour γ de´fini par: δ(q, ρ, β) = q(γ + 1), c’est-a`-dire pour:
β = β(q, ρ, γ + 1) = max
pα|q
(
1 + p−αqγ − p−α
Log(|q p−α|)
Log(ρ)
)
,
on trouve
|ϕ−1q (g)|ρβ = |g|ρq(γ+1) .
En particulier, ϕ−1q est une injection deWtργ+1 (ρ
q) dansWt
ρβ
(ρ). On constate
que β(q, ρ, γ + 1) ≤ 1 + qγ avec e´galite´ si q est premier a` p. Mais, si q est
une puissance de p et ρ suffisamment proche de 1, on a β(q, ρ, γ + 1) = γ + 1.
Maintenant, par de´finition de ϕ−1q (P ), on a:
ϕ−1q (P ).ϕ
−1
q (g) = ϕ
−1
q (P.g).
On obtient:
|ϕ−1q (P )|β,ρ = sup
f∈Wt
ρβ
(ρ)
|ϕ−1q (P ).f |ρβ
|f |ρβ
≥ sup
g∈Wt
ργ+1
(ρq)
|ϕ−1q (P.g)|ρβ
|ϕ−1q (g)|ρβ
= sup
g∈Wt
ργ+1
(ρq)
|P.g|ρq(γ+1)
|g|ρq(γ+1)
= |P |γ,ρq .
Il suffit alors de remarquer que la norme | |γ,ρ est croissante avec γ pour
conclure.
De´monstration de la proposition 6.3-5. SoitM un RK(1)-module libre de
rang m > 0 a` connexion soluble en 1; nous allons montrer que, pour ε > 0
assez petit,
0¯qγ(ϕ
∗
q(M[1−ε,1[,Tqγ,Q))
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est contenu dans
ϕ∗q(0¯γ(M[1−ε,1[,Tγ,Q))
comme sous-modules de ϕ∗q(M[1−ε,1[). Le choix d’une base G deM de´finit une
suite exacte
0→ (AK([1− ε, 1[)[
d
dx
])m
u:= d
dx
−G(x)
−→ (AK([1− ε, 1[)[
d
dx
])m →M[1−ε,1[ → 0
pour tout ε > 0 assez petit ou` G(x) est la matrice de la connexion dans la base
G. Cette suite exacte induit une suite exacte:
0→ (AK([(1− ε)
1/q, 1[)[
d
dx
])m
uq
−→ (AK([(1 − ε)
1/q, 1[)[
d
dx
])m
→ ϕ∗(M[1−ε,1[)→ 0,
ou` uq :=
d
dx − qx
q−1G(xq). Tout vecteur P de (AK([(1 − ε)1/q, 1[)[
d
dx ])
m se
de´compose comme une somme
∑
0≤k<q x
k ⊗ Pk. S’il est adhe´rent a` l’image
de uq pour la topologie Tqγ,Q les vecteurs Pk sont adhe´rents a` l’image de u
pour la topologie Tγ en vertu de la de´composition topologique pre´ce´dente et
de la majoration du lemme 6.3-6 montrant ainsi que la classe de P est dans
ϕ∗q(0¯γ(M[1−ε,1[,Tγ,Q)).
Nous pouvons supposer que qγ est strictement plus petit que la plus grande
pente de ϕ∗q(M). Les A([(1 − ε)
1/q , 1[)[ ddx ]-modules 0¯qγ(ϕ
∗
q(M[1−ε,1[,Tqγ,Q)),
ϕ∗q(0¯γ(M[1−ε,1[,Tγ,Q)) sont de type fini en vertu du the´ore`me 3.2-1 et l’inclusion
0¯qγ(ϕ
∗
q(M[1−ε,1[,Tqγ,Q))→ ϕ
∗
q(0¯γ(M[1−ε,1[,Tγ,Q))
est automatiquement continue pour la topologie Tqγ,Q ce qui entraˆıne par
re´currence que pour tout i
ϕ∗q(M[1−ε,1[)i ⊂ ϕ
∗
q(M[1−ε,1[i)
ou` ϕ∗q(M[1−ε,1[)i de´signe la filtration de ϕ
∗
q(M[1−ε,1[) de´finie par la topologie
Tqγ,Q alors queM[1−ε,1[i de´signe la filtration deM[1−ε,1[ de´finie par la topologie
Tγ,Q. On obtient ainsi l’inclusion de la proposition pour ε > 0 assez petit
ϕ∗q(M)>qγ ⊂ ϕ
∗
q(M>γ).
Remarque 6.3-7. On peut montrer, ce n’est pas difficile, que si l’indice de
ramification q est premier a` p, l’ine´galite´ du lemme 6.3-6 est une e´galite´ et
que les injections de la proposition 6.3-5 sont des e´galite´s, autrement dit le
polygone de Newton de l’image inverse s’obtient par homothe´tie de rapport
l’indice de ramification.
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Remarque 6.3-8. Si q est une puissance de p, on a, pour |x− tρ| suffisam-
ment proche de ρ:
|xq − tqρ| = |x− tρ|
q,
c’est-a`-dire, pour R(ϕ∗q(M), ρ) suffisamment proche de ρ:
R(M, ρq) = R(ϕ∗q(M), ρ)
q
relation de´ja` donne´e dans le the´ore`me 4.1-3 et pre´cise´e dans le calcul de la
proposition 5.2-3.
Exemple 6.3-9. D’apre`s ce qui pre´ce`de la ramification d’ordre une puis-
sance de p ne change pas la plus grande pente. En particulier un module
diffe´rentiel sur RK(1) soluble en 1 dont le de´nominateur de la plus grande
pente contient des puissances de p ne se de´compose pas en modules de rang un
par ramification. C’est la` une diffe´rence profonde avec la the´orie formelle des
e´quations diffe´rentielles sur un corps de caracte´ristique nulle qui complique
conside´rablement la the´orie p-adique. Une telle situation se produit meˆme
pour les e´quations provenant de la ge´ome´trie. En effet conside´rons l’ope´rateur
diffe´rentiel
9x3
d2
dx2
+ 9x2
d
dx
− x+
π2
3
.
C’est encore un cas particulier des modules exponentiels Mf,n,m. On l’obtient
pour n = 1, f(x) = x,m = 3. En vertu de [Me4, 4.1.1], pour p 6= 3, il est muni
d’une structure de Frobenius sur l’anneau des se´ries de Laurent (K[x, x−1])†
a` coefficients dans K qui convergent dans un domaine 1 − ε ≤ |x| ≤ 1 + ε
pour ε > 0 non pre´cise´. On peut montrer qu’il est de pentes strictement
positives. Ceci entraˆıne qu’il est purement de pente 1/2. Pour p = 2, il
est irre´ductible sur l’anneau RK(1) et inde´composable par ramification de
Frobenius alors qu’il se de´compose sur le corps des se´ries formelles K((y)), x =
y2. En particulier cet ope´rateur fournit un contre exemple au principe du
transfert pour les singularite´s irre´gulie`res.
6.3.3. Compatibilite´ avec une structure de Frobenius. Soit F le morphisme
de Frobenius RK(1)→RK(1) induit par la ramification ϕ∗q d’ordre q pour une
puissance q de p.
De´finition 6.3-10. On dit qu’un RK(1)-module libre de rang m a` connex-
ion M est muni d’une structure de Frobenius s’il existe un isomorphisme
F : ϕ∗q(M) ≃M
de RK(1)-modules libres de rang m a` connexion.
Proposition 6.3-11. Un RK(1)-module M libre de rang m a` connexion
muni d ’une structure de Frobenius est automatiquement soluble en 1.
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De´monstration. Soit X(x, tρ) =
∑∞
k=0Gk(tρ)
(x−tρ)k
k! la solution fonda-
mentale de M au voisinage du point ge´ne´rique tρ pour ρ assez proche de
1. La solution fondamentale de ϕ∗q(M) au voisinage de tρ est e´gale a` X(x
q, tqρ)
qui converge pour |xq − tqρ| ≤ R(M, ρ
q). Mais |xq − tqρ| ≤ max(|x − tρ|
q,
|x− tρ|/q). Donc la se´rie X(xq, tqρ) converge dans le disque centre´ en tρ et de
rayon min(R(M, ρq)1/q, qR(M, ρq)). On a alors la majoration pour ρ assez
proche de 1:
R(M, ρ) = R(ϕ∗qM, ρ) ≥ min(R(M, ρ
q)1/q, qR(M, ρq))
qui donne par passage a` la limite quand ρ tend vers un par valeurs infe´rieures
l’ine´galite´:
R(M, 1−) ≥ min(R(M, 1−)1/q, qR(M, 1−)) = R(M, 1−)1/q.
On obtient l’ine´galite´ R(M, 1−) ≥ 1 et donc l’e´galite´ R(M, 1−) = 1.
Notons MLS(RK(1),F) la cate´gorie des RK(1)-modules libres de rang fini
a` connexion munis d’une structure de Frobenius; c’est une sous-cate´gorie pleine
de la cate´gorie MLS(RK(1)).
Proposition 6.3-12. Supposons que le corps de base K est localement
compact; la cate´gorie MLS(RK(1),F) est stable par les foncteurs exacts M→
M>γ .
De´monstration. Par fonctorialite´ et en tenant compte de la proposition
6.3-5 on trouve une injection,
M>γ
F−1
≃ ϕ∗q(M)>γ →֒ ϕ
∗
q(M>γ/q).
Il suffit de voir que l’image de M>γ est contenue dans ϕ∗q(M>γ) pour qu’elle
lui soit isomorphe comme sous-module a` connexion de meˆme rang. Mais en
vertu de 6.3-6 la fonction rayon de convergence ne change pas par ramication
d’ordre une puissance de p. Le corollaire 6.3-3 montre que ϕ∗q((M>γ/q)
≤γ)
est un quotient de ϕ∗q(M>γ/q)
≤γ et donc ϕ∗q(M)>γ est un sous-module de
ϕ∗q(M>γ).
Remarque 6.3-13. Nous n’avons conside´re´ que la ramification de Frobenius
sur l’anneau RK(1) pour simplifier. Mais on peut naturellement conside´rer des
morphismes de Frobenius plus ge´ne´raux, par exemple obtenus en composant un
morphisme de Frobenius du corps de base avec une ramification de Frobenius.
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7. Le the´ore`me de l’indice
7.1. Descente de la de´composition d ’un module diffe´rentiel ayant la pro-
prie´te´ de Robba au corps de base. Soit K un sous-corps complet du corps Cp
des complexes p-adiques. Si K est a` valuation discre`te, pour tout intervalle
I, les extensions AK(I) → ACp(I) et RK(r) → RCp(r) sont plates et donc
fide`lement plates.
Soit M un RCp(r)-module libre de rang m a` connexion ayant la pro-
prie´te´ de Robba: la fonction R(M, ρ) est e´gale a` ρ pour ρ dans un intervalle
[r − ε, r[, ε > 0. Autrement dit, la plus grande pente pt(M) est nulle. Nous
avons de´fini dans [C-M2, §5] l’exposant Expr0(M) de M comme une classe de
(Zp/Z)
m modulo la relation d’e´quivalence
E
∼.
Soit M un RK(r)-module libre de rang m a` connexion de pente nulle
alors son e´tendu RCp(r) ⊗RK(r) M a la proprie´te´ de Robba. Nous de´finissons
son exposant Expr0(M) comme Exp
r
0(RCp(r) ⊗RK(r) M). C’est un e´le´ment
de Em := (Zp/Z)
m/
E
∼ bien de´fini. Nous notons Rob(RK(r)) la cate´gorie des
RK(r)-modules libres de rang fini a` connexion ayant la proprie´te´ de Robba. En
vertu de la proposition 3.2-5, si K est a` valuation discre`te, c’est une cate´gorie
abe´lienne.
Pour un e´le´ment de l’ensemble Em nous pouvons parler de la proprie´te´
(NL) pour ses diffe´rences ([C-M2, 4.4]). La classe d’e´quivalence d’un e´le´ment
de Em qui a la proprie´te´ (NL) pour ses diffe´rences contient un unique e´le´ment
repre´sente´ par un ensemble {α1, . . . , αm} d’e´le´ments de Zp/Z ([C-M2, 4.4-9]).
Nous notons ENLm le sous-ensemble des e´le´ments de E
m qui ont la proprie´te´
(NL) pour leur diffe´rences.
De´finition 7.1-1. Nous dirons qu’un module de la cate´gorie Rob(RK(r)) a
la proprie´te´ (NL∗) si son exposant a des diffe´rences qui ont la proprie´te´ (NL).
Nous notons Rob(RK(r),NL
∗) la cate´gorie des RK(r)-modules libres de
rang fini a` connexion qui ont la proprie´te´ (NL∗). En vertu de [C-M2, 5.4-6] si
K est a` valuation discre`te la cate´gorie Rob(RK(r),NL
∗) est une sous-cate´gorie
abe´lienne de la cate´gorie Rob(RK(r)). Si un RK(r)-module M libre de rang
m a` connexion de plus grande pente nulle a la proprie´te´ (NL∗) nous pouvons
parler de ses exposants {α1, . . . , αm} qui sont des e´le´ments bien de´finis de
Zp/Z.
De la meˆme fac¸on on peut parler de la proprie´te´ de Robba pour un module
diffe´rentiel sur l’anneau AK(]r,R[). Soit M un AK(]r,R[)-module diffe´rentiel
ayant la proprie´te´ de Robba sur une couronne C(]r,R[) dont l’exposant, qui
est alors bien de´fini, a la proprie´te´ (NL∗), en vertu du the´ore`me fondamental
([C-M2]) il se de´compose en modules de rang un sur l’anneau ACp(]r,R[).
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Nous allons montrer, comme conse´quence du the´ore`me Tate-Ax [A], que cette
de´composition a lieu de´ja` sur le corps de base K.
Pour un nombre α de Zp notons Ψ
α
K(]r,R[) l’espace des sommes finies∑
α,k
cα,k(x)x
α (Log(x))
k
k!
ou` les cα,k(x) sont des fonctions analytiques sur la couronne C(]r,R[) a` co-
efficients dans le corps K. C’est un AK(]r,R[)[∂]-module libre sur l’anneau
AK(]r,R[), ou` ∂ := x
d
dx . Nous choisissons un repre´sentant α pour chaque
classe α¯ de Zp/Z et soit ΨK(]r,R[) la somme directe des modules Ψ
α
K(]r,R[)
pour α¯ variable dans Zp/Z. Le module Ψ
α
K(]r,R[) ne de´pend, a` isomorphisme
pre`s, que de la classe de α dans Zp/Z.
The´ore`me 7.1-2. Soit M un module diffe´rentiel libre de rang m sur
l ’anneau AK(]r,R[) ayant la proprie´te´ de Robba sur la couronne C(]r,R[) et
dont l ’exposant a la proprie´te´ (NL∗). L’espace des solutions multiformes de
de´termination finie
HomAK(]r,R[)[∂](M,Ψ
β
K(]r,R[))
est nul si β n’est pas un exposant de M, l ’espace
Ext1AK(]r,R[)[∂](M,Ψ
β
K(]r,R[))
est nul si β est un exposant de M et
dimK HomAK(]r,R[)[∂](M,ΨK(]r,R[)) = m.
De´monstration. Conside´rons le groupe de Galois GcontK des K-automor-
phismes continus de Cp. Un e´le´ment g de G
cont
K est une isome´trie de Cp;
cf. [C1, 1.6.1]. Ceci permet de de´finir une action de G
cont
K sur ACp(]r,R[)
par g(
∑
k∈Z akx
k) :=
∑
k∈Z g(ak)x
k et une action de GcontK sur ΨCp(]r,R[) par
g(
∑
α,k cα,k(x)x
α (Log(x))
k
k! ) :=
∑
α,k g(cα,k(x))x
α (Log(x))
k
k! . Le point est qu’en
vertu du the´ore`me de Tate-Ax [A] les points fixes de GcontK sont les fonctions
de AK(]r,R[) et de ΨK(]r,R[).
Soit x0 un point de la couronne C(]r,R[), det(x
α)x0 et det(Log(x))x0 des
de´terminations locales en x0 de x
α et Log(x), c’est-a`-dire des solutions locales
des e´quations (∂−α)u = 0 et ∂u = 1. On a alors un morphisme de restriction:
restx0 : ΨCp(]r,R[)→ Ax0
qui a`
∑
α,k cα,k(x))x
α (Log(x))
k
k! associe
∑
α,k cα,k(x))det(x
α)x0
(det(Log(x))x0 )
k
k! . Par
construction cette restriction commute a` l’action des ope´rateurs diffe´rentiels;
d’ou` un morphisme
(∗) HomAK(]r,R[)[∂](M,⊕α¯∈Exp]r,R[0 (M)
ΨαCp(]r,R[))→ HomAx0 [∂](Mx0 ,Ax0),
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ou` Ax0 est le Cp-espace des fonctions analytiques au voisinage de x0 etMx0 :=
Ax0 ⊗AK(]r,R[) M. Si m est e´gal a` un le morphisme pre´ce´dent est injectif,
c’est donc un isomorphisme, parce que la restriction d’une fonction c(x)xα
est nulle si et seulement si la fonction c(x) est nulle. On en de´duit, en vertu
du the´ore`me de de´composition [C-M2] sur le corps Cp, que le morphisme (*)
est un isomorphisme, donnant par la meˆme occasion un sens au prolongement
analytique multiforme des solutions locales de M.
Supposons que le point x0 appartient au corps de base K, alors l’espace
Ax0 est muni d’une action de G
cont
K par
g(
∑
k∈N
ak(x− x0)
k) :=
∑
k∈N
g(ak)(x− x0)
k
dont les points fixes sont les se´ries a` coefficients dans le corps K en vertu
du the´ore`me de Tate-Ax. D’autre part le morphisme de restriction commute
a` l’action de GcontK et donc le morphisme (*) commute a` l’action de G
cont
K
puisque M est de´fini sur K par hypothe`se. D’autre part M admet une base
fondamentale de solutions locales en x0 a` coefficients dans le corps K, donc
il admet une base fondamentale de fonctions multiformes a` coefficients dans
le corps K, ce qui implique la de´composition dans le corps de base K et le
the´ore`me 7.1-2 dans ce cas la`.
Quitte a` faire une extension finie on peut supposer qu’il existe un point
K-rationnel dans la couronne C(]r,R[). Mais la formation des espaces de
solutions commute aux extensions finies. On en de´duit la de´composition sur
le corps de base K et le the´ore`me 7.1-2.
De´finition 7.1-3.Nous dirons qu’unmodule de la cate´gorie Rob(RK(r)) a la
proprie´te´ (NL∗∗) s’il a la proprie´te´ (NL∗) et si ses exposants ont la proprie´te´ (NL).
Nous notons Rob(RK(r),NL
∗∗) la sous-cate´gorie de la cate´gorie
Rob(RK(r),NL
∗) des modules dont les exposants ont la proprie´te´ (NL). Pour
la de´monstration du the´ore`me de l’indice nous utilisons la conse´quence suivante
du the´ore`me fondamental:
The´ore`me 7.1-4. Pour tout moduleM de la cate´gorie Rob(RK(r),NL
∗∗)
l ’indice dans l ’espace RK(r) est nul :
χ(M,RK(r)) := dimK HomRK(r)[∂](M,RK(r))
− dimK Ext
1
RK(r)[∂]
(M,RK(r)) = 0.
Remarquons que toute base d’un module diffe´rentiel M sur l’anneau
AK(I) de´finit une re´solution de ce module de longueur un par des modules li-
bres de type fini sur l’anneau AK(I)[∂]. En particulier pour un RK(r)-module
diffe´rentiel M les espaces ExtiRK(r)[∂](M,G) sont nuls pour i ≥ 2 et tout
RK(r)[∂]-module a` gauche G.
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7.2. Exposants p-adiques des RK(r)-modules solubles. Soit maintenant un
module M de la cate´gorie MLS(RK(r)); alors en vertu du the´ore`me 6.1-14 si
le corps K est localement compact et si r appartient au groupe des valeurs
absolues de K, il est extension de sa partie mode´re´e M≤0 par sa partie de
pentes strictement positives M>0:
0→M>0 →M→M≤0 → 0.
La partie mode´re´eM≤0 a la proprie´te´ de Robba; c’est un objet de la cate´gorie
Rob(RK(r)) et son exposant Expr0(M
≤0) est donc de´fini comme un e´le´ment
de Em pour un entier m infe´rieur ou e´gal au rang de M.
De´finition 7.2-1. Supposons le corps K localement compact et soit M
un RK(r)-module libre de rang fini a` connexion soluble en r. On de´finit son
exposant Expr0(M) comme l ’exposant Exp
r
0(M
≤0) de sa partie mode´re´e.
C’est donc un e´le´ment de l’ensemble Em pour un entier m ≤ rg(M).
On peut conside´rer alors la sous-cate´gorie MLS(RK(r),NL
∗) de la cate´gorie
MLS(RK(r)), uniquement de´finie lorsque le corps de base est localement com-
pact, des modules libres a` connexion dont l’exposant a la proprie´te´ (NL∗). De
meˆme nous pouvons conside´rer la sous-cate´gorie pleine
MLS(RK(r),NL
∗∗)
de la cate´gorie MLS(RK(r),NL
∗) des modules dont les exposants ont la pro-
prie´te´ (NL). La cate´gorie MLS(RK(r),NL
∗∗) est la cate´gorie de base pour les
proprie´te´s de finitude dans la the´orie des coefficients p-adiques [C-M4].
Proposition 7.2-2. Si le corps K est localement compact et si r appar-
tient au groupe des valeurs absolues de K, les cate´gories MLS(RK(r),NL
∗) et
MLS(RK(r),NL
∗∗) sont des sous-cate´gories abe´liennes de la cate´gorie
MLS(RK(r)).
De´monstration. En effet le foncteur qui a` un module de la cate´gorie
MLS(RK(r)) associe sa partie mode´re´e est un foncteur exact de la cate´gorie
MLS(RK(r)) dans la cate´gorie Rob(RK(r)) en vertu de 6.3-1. La proposition
est conse´quence du fait que les cate´gories Rob(RK(r),NL
∗) et Rob(RK(r),
NL∗∗) sont abe´liennes ([C-M2, 5.4-6]).
En vertu du the´ore`me de l’indice de Robba [R1] pour les modules in-
jectifs a` coefficients dans le corps des e´le´ments analytiques au bord l’indice
χ(M>0,RK(r − ε)) est nul pour ε > 0 assez petit.
Si M est un objet de la cate´gorie MLS(RK(r),NL
∗∗) cela entraˆıne, en
vertu du the´ore`me 7.1-4, pour ε ≥ 0 assez petit que l’indice χ(M≤0,RK(r−ε))
est nul, donc que pour un ε > 0 assez petit, l’indice χ(M,RK(r − ε)) est
nul. Mais, attention, on ne peut rien dire sur les indices χ(M>0,RK(r)) et
χ(M,RK(r)) a` ce stade.
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7.3. Exposants p-adiques des E†K(r)-modules. Notons E
†
K(r) “le corps des
e´le´ments analytiques au bord” a` coefficients dans un corps complet K, c’est la
limite inductive des anneaux HK([r − ε, r[), ε > 0, des e´le´ments analytiques a`
coefficients dans le corps K dans la couronne C([r − ε, r[). Soit M un espace
vectoriel de dimension finie sur E†K(r) a` connexion. En vertu du the´ore`me de
de´composition de Dwork-Robba [D-R1], M est extension d’un E
†
K(r)-espace
vectoriel Msol soluble en r par un espace vectoriel Minj injectif en r:
0→Minj →M→Msol → 0.
Rappelons qu’on dit qu’un module diffe´rentiel est soluble en r si la dimension
de l’espace de ses solutions analytiques dans le disque de ge´ne´rique centre´ en
tr de rayon r est e´gale a` son rang et qu’on dit qu’un module est injectif si cette
dimension est nulle.
Comme E†K(r) est un sous-anneau de RK(r) on peut conside´rer
RK(r) ⊗E†
K
(r)
Msol qui est un RK(r)-module libre de rang fini a` connexion
soluble en r en vertu du the´ore`me de continuite´ de la fonction rayon de con-
vergence ([C-D2, 2.5]).
Si le corps K est localement compact et si r appartient au groupe des
valeurs absolues de K, on peut alors de´finir son exposant:
De´finition 7.3-1. SoitM un espace vectoriel de dimension finie sur E†K(r)
a` connexion on de´finit son exposant Expr0(M) comme l’exposant Exp
r
0(Msol)
de´fini auparavant.
On peut alors conside´rer la cate´gorie
MLC(E†K(r),NL
∗), resp. MLC(E†K(r),NL
∗∗),
des espaces vectoriels de dimension finie a` connexion dont l’exposant a la pro-
prie´te´ (NL∗), resp. (NL∗∗), qui est alors une cate´gorie abe´lienne.
7.4. Le the´ore`me de l’indice. Soient K un corps complet et P (x, ddx) un
polynoˆme diffe´rentiel a` coefficients dans le corps K, c’est-a`-dire un ope´rateur
diffe´rentiel d’ordre fini a` coefficients polynoˆmiaux ou encore un e´le´ment de
l’alge`bre de Weyl K[x, ddx ]. Pour tout nombre re´el r > 0 le polynoˆme P est
un e´le´ment de l’anneau E†K(r)[
d
dx ] et donc, si K est localement compact et si
r appartient au groupe des valeurs absolues de K, l’exposant Expr0(P ) de P
est de´fini comme un e´le´ment de Em pour un entier m ≤ rg(M). Si l’exposant
Expr0(P ) est un e´le´ment de E
NL
m on le note {α1, . . . , αm}.
On arrive, finalement!, au the´ore`me de l’indice conjecture´ d’abord par
Bernard Dwork ([D5, §4]) sous une forme tre´s ge´ne´rale et pre´cise´ par la suite
par Philippe Robba (conjecture sur l’indice d’un ope´rateur diffe´rentiel, [R5,
2.2]):
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The´ore`me 7.4-1. Soient un polynoˆme diffe´rentiel P (x, ddx) a` coefficients
dans un sous-corps complet et localement compact K de Cp et un nombre re´el
r > 0 appartenant au groupe des valeurs absolues de K. Si l ’exposant Expr0(P )
de P a la proprie´te´ (NL∗∗) l ’ope´rateur P est a` indice dans les espaces:
ACp(r), RCp(r), H
†
Cp
(r), AK(r), RK(r), H
†
K(r).
De plus on a les e´galite´s
χ(P,RCp(r)) = χ(P,ACp(r)) + χ(P,H
†
Cp
(r)) = 0,
χ(P,AK(r)) = χ(P,ACp(r)) = −χ(P,H
†
K(r)) = −χ(P,H
†
Cp
(r)).
De´monstration. Commenc¸ons par le cas des fonctions analytiques a` co-
efficients dans le corps Cp. La de´monstration est la meˆme que [C-M1, 5.1.1],
sauf que maintenant nous disposons des proprie´te´s de finitude des exposants
qui nous faisaient encore de´faut dans notre travail pre´ce´dent ([C-M1, intro.]).
Il suffit de construire, en vertu du corollaire ([C-M1, 4.5.3]) du the´ore`me de
dualite´ ([C-M1, 4.1.1]) une suite de nombre re´els rn tendant vers r par valeurs
infe´rieures tels que χ(P,RCp(rn)) = 0. Notons M le E
†
K(r)-espace de´fini par
P et
0→Minj →M→Msol → 0
sa de´composition de Dwork-Robba [D-R1]. Le module Minj est de´fini dans
une couronne C([r − ε, r[), ε > 0, et est injectif en tout r′ ∈ [r − ε, r[ par
construction. En vertu du the´ore`me de Robba [R1] χ(Minj,RCp(r
′)) est nul
pour tout r′ ∈ [r− ε, r[. Il suffit de montrer que χ(Msol,RCp(r
′)) est nul pour
tout r′ ∈ [r − ε, r[ pour un ε > 0. Conside´rons alors la de´composition 6.1-14
de Msol en sa partie mode´re´e et sa partie de pentes strictement positives:
0→Msol>0 →RCp(r)⊗E†K(r)
Msol →M
≤0
sol → 0.
Le module diffe´rentiel Msol>0 est de´fini dans une couronne C([r − ε, r[) pour
un ε > 0 et est injectif en tout r′ ∈ [r − ε, r[ par construction. En vertu du
the´ore`me de Robba [R1] χ(Msol>0,RCp(r
′)) est nul pour tout r′ ∈ [r− ε, r[. Il
suffit de montrer que χ(M≤0sol ,RCp(r
′)) est nul pour tout r′ ∈ [r− ε, r[ pour un
ε > 0. Mais comme
Expr0(P ) := Exp
r
0(M
≤0
sol ) = {α1, . . . , αm}
est un e´le´ment de ENLm tels que les exposants αi ont la proprie´te´s (NL) par
hypothe`se,
χ(M≤0sol ,RCp(r
′))
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est nul pour tout r′ ∈ [r − ε, r[ en vertu du the´ore`me 7.1-4. D’ou` le the´ore`me
de l’indice de P a` valeurs dans les fonctions analytiques a` coefficients dans le
corps Cp.
Conside´rons le cas du corpsK. Le raisonnement pre´ce´dent s’applique pour
tout corps complet contenant le corps de de´finition de P ; en particulier l’indice
χ(P,AK(r)) est fini. Il suffit de montrer que l’indice χ(P,Cp ⊗K AK(r)) est
e´gal a` χ(P,ACp(r)).
Nous allons voir que, pour tout re´el r, l’espace:
HomK[x, d
dx
](K[x,
d
dx
]/P,ACp(r)/Cp ⊗K AK(r))
est nul. En effet les se´ries de Cp ⊗K AK(r) apparaˆıssent comme des se´ries
formelles a` coefficients dans un K-sous-espace vectoriel de Cp de dimension
finie. Mais P e´tant un polynoˆme diffe´rentiel a` coefficients dans le corps K
l’e´quation
P (f) = g
entraˆıne que si la se´rie g est a` coefficients dans unK-sous-espace vectoriel de Cp
de dimension finie L, la se´rie f est aussi a` coefficients dans un K-sous-espace
vectoriel de Cp de dimension finie e´ventuellement plus grand L
′.
Soit λ1, . . . , λh une K-base de L
′. Alors la se´rie f =
∑∞
k=0 akx
k est la
somme
∑h
i=1 λifi ou` les se´ries fi =
∑∞
k=0 ai,kx
k sont a` coefficients dans K. Il
re´sulte du the´ore`me de l’e´quivalence des normes dans un espace vectoriel de
dimension finie sur un corps value´ complet ([G1, Chap. I 12], [C2, 1.4.2]) qu’il
existe une constante C > 0 telle que l’on ait les ine´galite´s:
|ai,k| ≤ C|ak|
pour tout i. Cela montre que si la se´rie f converge dans le disque D(0, r−) il
en est de meˆme des se´ries fi, i = 1, . . . , h.
On obtient la suite exacte
0→ Ext1
K[x, d
dx
]
(K[x,
d
dx
]/P,Cp ⊗K AK(r))→ Ext
1
K[x, d
dx
]
(K[x,
d
dx
]/P,ACp(r))
→ Ext1
K[x, d
dx
]
(K[x,
d
dx
]/P,ACp(r)/Cp ⊗K AK(r))→ 0.
Supposons que l’espace Ext1
K[x, d
dx
]
(K[x, ddx ]/P,ACp(r)) est de dimension finie,
alors la topologie quotient sur cet espace induite par l’espaceACp(r) est se´pare´e.
En effet soit H un supple´mentaire alge´brique de l’image de
P : ACp(r)→ ACp(r)
qui est de codimension finie. Cette image apparaˆıt comme le comple´mentaire de
l’image d’un ouvert par l’application naturelle continue ACp(r)×H → ACp(r)
qui a` (f, g) associe P (f) + g. L’image est donc ferme´e en vertu du the´ore`me
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des homomorphismes de Banach pour les espaces de type F ([G1, Chap. I 14]).
Cela entraˆıne que l’espace
Ext1
K[x, d
dx
]
(K[x,
d
dx
]/P,ACp(r)/Cp ⊗K AK(r))
est nul. En effet l’espace Cp ⊗K AK(r) qui contient l’espace dense Cp[x]
dans ACp(r) est lui meˆme dense dans ACp(r). Ceci entraˆıne que l’image du
morphisme:
Ext1
K[x, d
dx
]
(K[x,
d
dx
]/P,Cp ⊗K AK(r))→ Ext
1
K[x, d
dx
]
(K[x,
d
dx
]/P,ACp(r))
est partout dense, donc surjectif puis bijectif. L’indice χ(P,ACp(r)) est e´gal a`
l’indice χ(P,AK(r)). D’ou` le the´ore`me 7.4-1.
Sous les hypothe`ses du the´ore`me, l’indice χ(P,AK(r)) est limite de la suite
stationnaire χ(P,AK(rn)) pour une suite de nombre re´els rn tendant vers r par
valeurs infe´rieures ([C-M1, 4.5.1]). Remarquons dans cette situation rationnelle
que les indices suivants sont nuls: χ(Msol>0,RK(r)) = χ(Msol>0,RCp(r)) = 0.
Conside´rons plus ge´ne´ralement un module holonome M sur l’alge`bre de
Weyl K[x, ddx ], c’est-a`-dire un K[x,
d
dx ]-module de type fini dont la restriction
a` un ouvert non vide de la droite affine est libre de type fini sur l’anneau des
fonctions re´gulie`res de cet ouvert. Pour tout re´el r > 0 on a une extension
K[x, ddx ] → E
†
K(r)[
d
dx ] qui permet de de´finir l’exposant Exp
r
0(M) quand le
corps K est localement compact et que r appartient au groupe des valeurs
absolues de K. On obtient a` partir du the´ore`me 7.4-1, a` l’aide du lemme du
vecteur cyclique par exemple:
Corollaire 7.4-2. Soit un module holonome M sur l ’alge`bre de Weyl
K[x, ddx ] a` coefficients dans un sous-corps complet localement compact K de
Cp et un nombre re´el r > 0 appartenant au groupe des valeurs absolues de K.
Si l ’exposant Expr0(M) de M a la proprie´te´ (NL
∗∗), les indices
χ(M,ACp(r)), χ(M,RCp(r)), χ(M,H
†
Cp
(r)),
χ(M,AK(r)), χ(M,RK(r)), χ(M,H
†
K(r))
sont finis. De plus on a les e´galite´s:
χ(M,RCp(r)) = χ(M,ACp(r)) + χ(M,H
†
Cp
(r)) = 0,
χ(M,ACp(r)) = χ(M,AK(r)) = −χ(M,H
†
Cp
(r)) = −χ(M,H†K(r)).
7.5. Le the´ore´me de l ’indice dans le cas d ’une structure de Frobenius.
De´finition 7.5-1. On dit qu’un E†K(1)-espace de dimension finie a` con-
nexion M a une structure de Frobenius dans la classe re´siduelle de ze´ro s’il
existe une structure de Frobenius d’ordre q, une puissance de p, sur l’e´tendu
RK(1) ⊗E†
K
(1)
M.
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The´ore`me 7.5-2. Soit un module holonome M sur l ’alge`bre de Weyl
K[x, ddx ] a` coefficients dans un sous-corps complet localement compact K de
Cp muni d ’une structure de Frobenius; alors les indices
χ(M,ACp(1)), χ(M,RCp(1)), χ(M,H
†
Cp
(1)),
χ(M,AK(1)), χ(M,RK(1)), χ(M,H
†
K(1))
sont finis. De plus on a les e´galite´s
χ(M,RCp(1)) = χ(M,ACp(1)) + χ(M,H
†
Cp
(1)) = 0,
χ(M,AK(1)) = χ(M,ACp(1)) = −χ(M,H
†
K(1)) = −χ(M,H
†
Cp
(1)).
De´monstration. Le module M est soluble en 1: le module Minj est nul.
En effet en vertu de 6.3-11 la limite R(M, 1−) est e´gale a` un et donc M
est comple´tement soluble dans le disque ge´ne´rique de rayon un en vertu du
the´ore`me de continuite´ de la fonction rayon de convergence ([C-D2, 2.5]). Le
the´ore`me de de´composition de Dwork-Robba [D-R1] n’est pas ne´cessaire dans
cette situation. Soit la de´composition 6.1-14 de RK(1)[
d
dx ] ⊗K[x, d
dx
] M en sa
partie mode´re´e M≤0 et sa partie de pentes strictement positives M>0:
0→M>0 → RK(1)[
d
dx
]⊗K[x, d
dx
] M→M
≤0 → 0.
En vertu de 6.3-12 c’est la` une suite exacte de RK(1)-modules libres de rang
fini a` connexion munis de structure de Frobenius. En vertu de [C-M2, 5.5-3]
l’exposant Expr0(M
≤0) de la partie mode´re´e se rele`ve en {α1, . . . , αm} ou` les
αi sont des classes d’e´le´ments de Zp ∩ Q. Donc l’exposant Expr0(M
≤0) a la
proprie´te´ (NL∗∗). On est dans les conditions du the´ore`me 7.4-1 et de son
corollaire 7.4-2.
Remarque 7.5-3. Nous attirons l’attention du lecteur sur le fait que nous
ne savons pas de´montrer le the´ore`me 7.5-2 sans passer par le the´ore`me 7.4-1
et donc sans la structure p-adique ge´ne´rale d’un point singulier d’une e´quation
diffe´rentielle. C’est sans doute la` un point essentiel de structure dans la the´orie
p-adique qui explique son retard sur les autres the´ories cohomologiques des
coefficients.
7.6. Le The´ore`me de finitude des nombres de Betti p-adiques d ’une varie´te´
non singulie`re. Nous allons utiliser le the´ore`me 7.5-2 et le the´ore`me de re´duction
([Me4, 3.3.6]) pour montrer le the´ore`me de finitude 7.6-1 des nombres de Betti
p-adiques d’une varie´te´ ouverte non singulie`re et leur invariance par change-
ment de base infini.
7.6.1. La cohomologie de Monsky-Washnitzer. Soit V l’anneau des entiers
d’un sous corps K a` valuation discre`te du corps Cp et X une varie´te´ alge´brique
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affine non singulie`re sur le corps re´siduel k d’alge`bre A¯. En vertu du the´ore`me
d’Elkik [E] il existe une V -alge`bre A de type fini non singulie`re dont la re´duction
modulo l’ide´al maximum m est isomorphe a` A¯. Si V [x1, . . . , xn]/I ≃ A est
une pre´sentation de A on de´finit l’alge`bre A† comme (V [x1, . . . , xn])
†/I ou`
(V [x1, . . . , xn])
† de´signe l’alge`bre des se´ries a` coefficients dans V qui admettent
un rayon de convergence strictement plus grand que 1. En vertu du the´ore`me
de M. Artin le couple (A†, Aˆ) a la proprie´te´ d’approximation ou` Aˆ de´signe le
comple´te´ m-adique de A. On peut montrer alors que l’alge`bre A† est formelle-
ment tre`s lisse [M-W]. En fait il y a e´quivalence entre eˆtre formellement tre`s
lisse et formellement lisse et l’hypothe´se impose´e par Monsky-Washnitzer n’est
pas restrictive comme pre´vu ([M-W, 3, p. 189]).
On de´finit ([M-W]) la cohomologie de de Rham p-adique H•DR(A
†/V )
de A†, comme la cohomologie du complexe de de Rham D(A†) des formes
diffe´rentielles m-se´pare´es de l’alge`bre A†. Si V est non ramifie´ la cohomologie
p-adique H•(X;V ) := H•DR(A
†/V ) ne de´pend pas du rele`vement A† et est
fonctorielle de fac¸on contravariante en X [M-W]. Si V est e´ventuellement ram-
ifie´ la cohomologie p-adique H•(X;K) := H•DR(A
†/V )⊗Z Q ne de´pend pas du
rele`vement A† et est fonctorielle de fac¸on contravariante en X [M-W].
7.6.2 Le the´ore`me de finitude. Nous notons Bi,p(X) la dimension des K-
espaces H i(X;K). Les nombres de Betti Bi,p(X) sont nuls pour i > dimX et
en vertu du the´ore`me de Monsky [Mo3] les nombres B0,p(X) et B1,p(X) sont
finis. On obtient finalement le re´sultat qui e´tait le principal obstable dans la
the´orie p-adique de la fonction zeˆta:
The´ore`me 7.6-1. Pour toute varie´te´ alge´brique X affine non singulie`re
sur le corps re´siduel k les nombres de Betti Bi,p(X) sont finis pour tout i et
sont invariants par changement de base d ’anneaux de valuation discre`te.
De´monstration. Soit f(x) = f(x1, . . . , xn) un polynoˆme a` coefficients
dans l’anneau des entiers OCp du corps Cp et m un entier positif. On de´finit le
module exponentiel Mf,n,m comme le quotient de OCp [x1, . . . , xn,Γ,Γ
−1] par
les images des ope´rateurs diffe´rentiels
∂xi + π(∂xi(f) +mΓx
m−1
i )
pour i = 1, . . . , n. Si m est strictement plus grand que le degre´ total de f
le module Mf,n,m est libre de rang (m− 1)
n sur l’anneau OCp [Γ,Γ
−1,m−1] et
est muni d’une connexion. L’infini est une singularite´ re´gulie`re et ze´ro est une
singularite´ irre´gulie`re.
Si de plus f = Teich(f¯) est le rele`vement de Teichmu¨ller d’un polynoˆme
f¯ a` coefficients dans le corps re´siduel et que m est premier avec p, le module
diffe´rentiel MTeich(f¯),n,m qui est de´fini sur une extension finie de Qp est muni
d’une structure de Frobenius ([Me4, 4.1.1]) sur l’alge`bre (K[Γ,Γ
−1])†.
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La structure de la singularite´ re´gulie`re a` l’infini du module diffe´rentiel
MTeich(f¯),n,m est conse´quence du the´ore`me de transfert [C3], alors que la struc-
ture de la singularite´ irre´gulie`re en ze´ro est conse´quence de [C-M1], [C-M2] et
du pre´sent travail. Les e´quations MTeich(f¯),n,m illustrent d’autre part tous
les re´sultats de l’article [C-M4]. Nous ferons remarquer au lecteur que la
classe des modules diffe´rentiels Mf,n,m qu’on construit explicitement a` partir
de polynoˆmes, a e´te´ le principal catalyseur dans la structure p-adique ge´ne´rale
d’une e´quation diffe´rentielle. Inversement nous ne savons pas de´montrer
l’existence de l’indice pour la classe des modules exponentiels MTeich(f¯),n,m
sans passer par la the´orie ge´ne´rale.
En vertu du the´ore`me de re´duction ([Me4, 3.3.6]) qui est paralle`le au
the´ore`me de re´duction en caracte´ristique nulle [Mo4], la finitude de l’indice
local deMTeich(f¯),n,m dans la classe re´siduelle de ze´ro pour tout triplet (f¯ , n,m)
tel quem > deg(f¯) et (p,m) = 1 entraˆıne la finitude des nombres Betti Bi,p(X)
pour tout i et pour toute varie´te´ X alge´brique affine non singulie`re sur le corps
re´siduel et leur invariance par changement de base. Le the´ore`me 7.5-2 entraˆıne
alors le the´ore`me 7.6-1.
Dans le cas complexe une re´duction similaire, inde´pendante de l’article de
Monsky [Mo4], est faite dans [M-N3]. Nous renvoyons le lecteur a` l’introduction
de l’article [Me4] pour les diffe´rentes e´tapes ([M-N1], [M-N2], [M-N3]) qui nous
a conduit a` ce point de vue. On trouvera d’autre part dans cet article les
exemples d’e´quations de la classe MTeich(f¯),n,m montrant les diverses situations
d’un point singulier d’une e´quation diffe´rentielle p-adique que l’on rencontre.
Cette me´thode rame`ne aussi le the´ore`me de purete´ des valeurs propres
de l’endomorphisme de Frobenius [Mo2] ope´rant sur la cohomologie p-adique
d’une varie´te´ affine non singulie`re sur un corps fini au re´sultat analogue pour
la cohomologie p-adique des e´quations MTeich(f¯),n,m ([Me4, 4.2.2]). Il est donc
important de transposer a` la situation p-adique les arguments ℓ-adiques de
Deligne-Laumon ([De2], [De3], [La]). On dispose pour cela de la cate´gorie des
coefficients p-adiques sur les courbes ([C-M2], [C-M4]) qui a toutes les pro-
prie´te´s de finitude de la cate´gorie des coefficients ℓ-adiques ce qui est essentiel.
En particulier la cohomologie p-adique interme´diaire d’un fibre´ p-adique a` con-
nexion ayant une structure de Frobenius est de´finie et est de dimension finie
[C-M4].
Les arguments de Grothendieck ([G2], [G3]) permettent de passer du
the´ore`me de finitude de la cohomologie p-adique des varie´te´s affines non-singu-
lie`res sur k au the´ore`me de finitude de la cohomologie p-adique des varie´te´s
non-singulie`res sur k telles qu’elle est de´finie dans [G3, 2.2] comme l’hyper-
cohomologie du site naturel des rele´vements locaux †-adiques a` valeurs dans le
complexe de de Rham.
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Comme re´sultat pre´alable au the´ore`me 7.6-1 nous obtenons la finitude de
la cohomologie p-adique de tous les modules exponentiels exp(πTeich(f¯)) pour
tous les polynoˆmes f¯ et de leur cohomologie locale le long de toute hypersurface
de l’espace affine, en fait la finitude de la cohomologie p-adique de tous les fibre´s
alge´briques a` connexion inte´grable sur l’espace affine munis d’une structure de
Frobenius.
7.7. La conjecture de la proprie´te´ (NL∗∗) des exposants. Soit P (x, ddx) un
polynoˆme diffe´rentiel a` coefficients dans le corps des nombres alge´briques Q¯, il
provient d’un corps K localement compact. Pour tout nombre rationnel r > 0
son exposant Expr0(P ) est de´fini par voie purement p-adique. Nous rappelons
la conjecture [C-M1, 3.3.5]:
Conjecture 7.7-1. L’exposant Expr0(P ) a la proprie´te´ (NL
∗∗). De plus
pour r variable il n’y a qu’un nombre fini d ’exposants Expr0(P ).
La conjecture est vraie en rang un en vertu du the´ore`me de Robba [R4]
et pour les e´quations hyperge´ome´triques un re´sultat partiel a e´te´ obtenu dans
cette direction ([C-M1, 3.3.7]). Il est naturel de penser dans cette situation que
les exposants sont alge´briques. Mais comme nous l’a fait remarquer Y. Andre´
les exposants de la monodromie complexe de P (x, ddx) ne sont pas en ge´ne´ral
alge´briques. Cependant nous ne connaissant pas un exemple de ce phe´nome`ne
dans le cas p-adique qui est tout de meˆme assez diffe´rent du cas complexe.
7.8. Cas d ’une classe re´siduelle d ’une courbe de genre supe´rieur. Les
re´sultats pre´ce´dents, qui sont de nature locale, ne de´pendent pas de la coor-
donne´e x et se transpose sur toute courbe XK non singulie`re sur un sous corps
complet K de Cp qui est extension finie de Qp, quitte a` choisir un mode`le en-
tier. Pour tout re´el r, 0 < r ≤ 1, et tout point x de XanK de la varie´te´ analytique
associe´ a` XK on peut parler du disque D(x, r
−) et des espaces
AKx(r),AKx([r − ε, r[),RKx(r),H
†
Kx(r), E
†
Kx(r),AKx([r − ε)[
d
dx
].
Si γ est un nombre re´el la norme |P |γ,ρ d’un ope´rateur diffe´rentiel est la norme
de Banach de P ope´rant l’espace des fonctions borne´es dans le disque ge´ne´rique
D(tρ, ρ
γ−). On de´finit alors les topologies Tγ sur les espaces
AKx([r − ε, r[)[
d
dx ] et les topologies quotients Tβ,Q sur les modules de type
fini sur les anneaux AKx([r − ε, r[)[
d
dx ]. Pour un module libre de rang fini
a` connexion M sur l’anneau RKx(r) on a la fonction rayon de convergence
R(M, ρ) ([C-M2, 3.1.3]). On peut de´finir les cate´gories MLS(RKx(r)). Pour
un module de la cate´gorie MLS(RKx(r)) on de´finit sa filtration M>γ et sa
cofiltration M≤γ du moins si r appartient au groupe des valeurs absolues de
K et en particulier sa de´composition en partie mode´re´e et partie de pentes
strictement positives. D’ou` la notion d’exposant, qui est intrinse`que ([C-M2,
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5.5.4]) et donc des cate´gories MLS(RKx(r),NL
∗), MLS(RKx(r),NL
∗∗),
MLS(RKx(1),F). On aura les the´ore`mes 7.4-1 et 7.5-2 pour les modules
holonomes sur X/K. Pour les de´monstrations le seul point qu’il faut savoir
en plus est que l’espace HomDX/K (M,H
†
Kx(r)) est de dimension finie sur
K. La question est locale pour la topologie de Zariski, si A est l’alge`bre
affine d’un ouvert affine de X/K voisinage de x qui est une extension finie
e´tale d’une alge`bre K[x, 1/g] provenant d’une situation similaire sur le corps
re´siduel, alors l’anneau des ope´rateurs diffe´rentiels DA/K est une extension de
K[x, 1/g][ ddx ]. Un module holonomeM sur l’anneau DA/K reste holonome sur
l’anneau K[x, 1/g][ ddx ], en particulier il est de type fini. C’est la` la proprie´te´
essentielle de stabilite´ de la cate´gorie des modules holonomes par image di-
recte. Ceci montre que l’espace HomDA/K (M,H
†
Kx(r)) est un sous-espace de
l’espace HomK[x,1/g][ d
dx
](M,H
†
Kx(r)) qui est de dimension finie.
8. La formule de l’indice
Nous allons e´tablir la formule de l’indice local conjecture´e par Robba [R5]
et montrer que les sommets du polygone de Newton d’un RK(r)-module libre
de rang fini muni d’une connexion et soluble sont a` coordonne´es entie`res lorsque
le corps de base est localement compact. Nous de´finissons dans la situation
locale les nombres Irrx(M, p). Nous avons besoin d’une part du the´ore`me de
l’invariance de l’indice par perburbation compacte pour les espaces de type LF
([G1, Chap. V]) et d’autre part de la notion d’indice ge´ne´ralise´ introduite par
Robba [R5].
8.1. Le the´ore`me de perturbation compacte. Soit K un corps value´ com-
plet. Rappelons que l’on dit qu’une application line´aire u entre deuxK-espaces
vectoriels topologiques localement convexes E et F se´pare´s, est compacte si
elle transforme un voisinage convenable de ze´ro en une partie relativement
compacte; cf. [G1, Chap. V]. On a alors le the´ore`me de l’invariance de l’indice
par perturbation compacte ([G1, Chap. V]):
The´ore`me 8.1-1. Supposons que le corps K est localement compact et
soit v une application line´aire continue a` indice entre deux K-espaces vectoriels
topologiques de type LF et u une application line´aire compacte, alors v+u est
a` indice et l ’on a l’e´galite´ des indices
χ(u+ v) = χ(v).
Exemple 8.1-2. Une application comple`tement continue u entre deux es-
paces de Banach sur un corps p-adique localement compact K est compacte.
En effet, par de´finition, u est limite pour la norme de Banach d’applications
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de rang fini. Elle transforme la boule unite´ en partie pre´compacte, donc rela-
tivement compacte.
8.2. La notion d ’indice ge´ne´ralise´. Soit K un corps complet muni d’une
valeur absolue p-adique et un re´el r > 0. Nous ne conside´rons dans ce para-
graphe que des espaces vectoriels sur K.
8.2.1. Cas d’une couronne. Soit I un intervalle tel que I = I+ ∩ I− ou` I+
est un intervalle d’extre´mite´ ze´ro et I− est intervalle d’extre´mite´ ∞. On a la
de´composition
AK(I) = AK(I+)
⊕ 1
x
AK(I−).
On note γ+, resp. γ−, la projection de AK(I) sur AK(I+), resp. sur
1
xAK(I−).
De meˆme on note γ+, resp. γ− l’injection de AK(I+), resp. de
1
xAK(I−), dans
AK(I).
De´finition 8.2-1. Soit m un entier et u(I) un endomorphisme de l’espace
(AK(I))m. On de´finit les indices ge´ne´ralise´s de u(I) comme les indices
χ˜(u(I),A(I+)) := χ(γ
+ ◦ u(I) ◦ γ+, (AK(I+))
m)
et
χ˜(u(I),
1
x
AK(I−)) := χ(γ
− ◦ u(I) ◦ γ−, (
1
x
AK(I−))
m).
Si u est un endomorphisme de (AK(I))m nous noterons pour simplifier
γ+uγ− pour γ+ ◦ γ+ ◦ u ◦ γ− ◦ γ− et γ−uγ+ pour γ− ◦ γ− ◦ u ◦ γ+ ◦ γ+.
Proposition 8.2-2. Supposons le corps de base localement compact et
soit u une matrice carre´ d ’ordre m a` coefficients dans l ’anneau AK(I)[
d
dx ];
alors les endomorphismes γ−uγ+ et γ+uγ− de (AK(I))m muni de sa topologie
d ’espace de type F sont compacts.
De´monstration. Notons ((AK(I))m,T0) l’espace (AK(I))m muni de la
topologie canonique de type F et ((AK(I))m, | − |r) l’espace (AK(I))m muni
de la norme | − |r pour un nombre re´el r de l’intervalle I. Soit
Lb (((AK(I))
m, | − |r), ((AK(I))
m,T0))
l’ensemble des applications line´aires continues K-line´aires, muni de la topolo-
gie de la convergence uniforme sur les parties borne´es ([G1, Chap. III]), de
((AK(I))m, | − |r) dans l’espace topologique ((AK(I))m,T0).
Si u est une matrice a` coefficients dans l’anneau K[x, 1/x][ ddx ] les applica-
tions γ+uγ− et γ−uγ+ sont de rang fini, en particulier transforment la boule
unite´ de ((AK(I))m, | − |r) en partie relativement compacte (le corps K e´tant
localement compact, elles sont donc comple`tement continues).
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Si u est une matrice a` coefficients dans l’anneau AK(I)[
d
dx ] elle est limite
de matrices un a` coefficients dans l’anneau K[x, 1/x][
d
dx ].
Si s et v sont des entiers de Z et ℓ un entier naturel de N on a γ+◦xs( ddx)
ℓ◦
γ−(xv) = 0 si v > 0 ou si s− ℓ+ v < 0. Pour a, b ∈ K, ρ, r ∈ I, R = max(r, ρ),
on en de´duit:
|γ+ ◦ axs(
d
dx
)ℓ ◦ γ−(bxv)|ρ ≤ |ab| ρ
s−ℓ+v
≤ |axs|R|bx
v |r(ρ/R)
s−ℓ+v(r/R)−vR−ℓ,
c’est-a`-dire, pour f ∈ AK(I):
|γ+ ◦ (u− un) ◦ γ
−(f))|ρ ≤ |f |r||u− un||Rmax(1, I/R)
ordre(u).
On voit que, les suites γ−unγ
+ et γ+unγ
− convergent uniforme´ment sur la
boule unite´ de ((AK(I))m, | − |r) vers γ−uγ+ et γ+uγ− .
Mais (cf. [G1, Chap. 0, 4.1.6’]) l’ensemble des endomorphismes line´aires
continus qui transforment la boule unite´ en partie pre´compacte est ferme´
dans Lb(((AK(I))
m, | − |r), ((AK(I))m,T0)). Comme l’espace ((AK(I))m,T0)
est complet, il y a identite´ entre parties relativement compactes et partie
pre´compactes. Donc les applications γ−uγ+ et γ+uγ− transforment cette boule
unite´ en partie relativement compacte. Mais la boule unite´ pour la norme |−|r
est un voisinage de l’espace me´trique ((AK(I))m,T0). Les endomorphismes
γ−uγ+ et γ+uγ− de (AK(I))m sont donc compacts.
Proposition 8.2-3. Supposons le corps de base K localement compact,
soient u et v deux matrices carre´es d ’ordre m a` coefficients dans l ’anneau
AK(I)[
d
dx ] pour un intervalle I. Si deux des matrices u, v, uv ont un indice
ge´ne´ralise´, la troisie`me a un indice ge´ne´ralise´ et l ’on a l’e´galite´:
χ˜(uv,AK(I)) = χ˜(u,AK(I)) + χ˜(v,AK(I)).
De´monstration. En effet on a l’e´galite´
γ+uγ+v = γ+u(v − γ−v) = γ+uv − γ+uγ−v.
Mais l’endomorphisme γ+uγ−v est compact en vertu de la de´monstration
pre´ce´dente. La proposition 8.2-3 est conse´quence du the´ore`me 8.1-1.
Proposition 8.2-4. Supposons le corps de base K localement compact,
soit u une matrice carre´e d ’ordre m a` coefficients dans l ’anneau AK(I)[
d
dx ]
pour un intervalle I. Alors u est a` indice dans l ’espace AK(I) si et seulement
si elle admet des indices ge´ne´ralise´s et l’on a l’e´galite´:
χ(u,AK(I)) = χ˜(u,AK(I+)) + χ˜(u,
1
xAK(I−)).
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De´monstration. Conside´rons l’endomorphisme:
u˜ := u− γ+uγ− − γ−uγ+
qui respecte la de´composition
AK(I) = AK(I+)
⊕ 1
x
AK(I−).
Mais l’endomorphisme γ+uγ− + γ−uγ+ de AK(I) est compact. La restriction
de u˜ a` AK(I+) est e´gal a` γ+u et la restriction de u˜ a`
1
xAK(I−) est e´gal a` γ
−u.
La proposition 8.2-4 est conse´quence de la proposition 8.2-2.
Pour une fonction f de AK(I) ou` I est un intervalle, on note ordI(f) le
degre´, e´ventuellement infini, du diviseur des ze´ros de f contenus dans C(I).
De´finition 8.2-5. Si l’intervalle I est non re´duit a` un point, on de´finit
l’ordre ge´ne´ralise´
o˜rdI+(f) := dLog
− |f |(ρ) + ord[ρ,∞[∩I(f)
pour un nombre ρ de l’inte´rieur de I.
Cette de´finition est inde´pendante du nombre ρ. On de´finit de la meˆme
manie`re o˜rdI−(f).
Proposition 8.2-6. Supposons le corps de base K localement compact,
soit u une matrice carre´e d ’ordre m a` coefficients dans l ’anneau AK(I) pour
un intervalle I non re´duit a` un point. On a alors les e´galite´s:
χ˜(u,AK(I+)) = −o˜rdI+(det(u)),
χ˜(u,
1
x
AK(I−)) = o˜rdI−(det(u)).
De´monstration. Supposons d’abord que la matrice u est inversible. En
vertu de la de´composition de Birkhoff en facteurs singuliers [C4] la matrice u
est produit xau1u2 ou` u1 est matrice inversible a` coefficients dans AK(I+), u2
une matrice inversible a` coefficients dans AK(I−) et xa = (xa1 , . . . , xam) une
matrice diagonale. En vertu de la proposition 8.2-4
χ(u1,AK(I+)) = χ˜(u2,AK(I+)) = 0.
En vertu de la proposition 8.2-3
χ˜(u,AK(I+)) = χ˜(x
a,AK(I+)) = −
∑
i
ai = −o˜rdI+(det(u)).
Pour un intervalle ferme´ I l’anneau AK(I) est principal. La the´orie des
facteurs invariants montre que la matrice u est e´gale au produit de matri-
ces carre´es u1du2 ou` u1 et u2 sont inversibles et d diagonale. La proposition
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8.2-6 est conse´quence de la proposition 8.2-3. Le cas d’un intervalle quel-
conque s’obtient par passage a` la limite, en vertu de la proprie´te´ (ML) de
Mittag-Leffler pour les syste`mes projectifs d’espaces me´triques complets a` im-
ages denses ([EGA III], Chap. 0, 13.2.4), a` partir du cas des intervalles ferme´s.
Soit M un module diffe´rentiel sur l’anneau AK(I) de rang m et G(x) la
matrice repre´sentant l’ope´rateur x ddx dans une base.
De´finition 8.2-7. On de´finit les indices ge´ne´ralise´s
χ˜(M,AK(I+)), χ˜(M,
1
x
AK(I−))
comme les indices ge´ne´ralise´s de x ddx −G(x).
En vertu de la proposition 8.2-3 et de la proposition 8.2-6 les indices
ge´ne´ralise´s ne de´pendent pas de la base choisie.
Proposition 8.2-8. Si le corps de base K est localement compact, dans
une suite exacte de AK(I)-modules diffe´rentiels pour un intervalle
0→M1 →M→M2 → 0,
les indices ge´ne´ralise´s sont additifs.
De´monstration. En effet si on choisit pour base de M la somme d’une
base de M1 et d’une base de M2, la matrice de la connexion est triangulaire
et induit une suite exacte de complexes:
0 → (AK(I+))
m1 → (AK(I+))
m → (AK(I+))
m2 → 0
↓ γ+(x d
dx
−G1(x)) ↓ γ
+(x d
dx
−G(x)) ↓ γ+(x d
dx
−G2(x))
0 → (AK(I+))
m1 → (AK(I+))
m → (AK(I+))
m2 → 0
qui montre l’additivite´ des indices ge´ne´ralise´s dans ce cas la`. La proposition
8.2-8 est conse´quence de l’inde´pendance de l’indice ge´ne´ralise´ de la base choisie.
8.2.2. Cas du bord d ’une couronne. Soit r un nombre re´el, on a la
de´composition:
RK(r) = AK(r)
⊕
H†K(r).
On note γ+, resp. γ−, la projection de RK(r) sur AK(r), resp. sur H
†
K(r). De
meˆme on note γ+, resp. γ−, l’injection de RK(r) sur AK(r), resp. sur H
†
K(r).
De´finition 8.2-9. Soit m un entier et u(r) un endomorphisme de l’espace
(RK(r))m. On de´finit les indices ge´ne´ralise´s de u(r) comme
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χ˜(u(r),AK(r)) := χ(γ
+ ◦ u(r) ◦ γ+, (AK(r))
m)
et
χ˜(u(r),H†K(r)) := χ(γ
− ◦ u(r)γ−, (H
†
K(r))
m).
Si l’endomorphisme u est de´fini dans un intervalle ]r − ε, r[, on a alors
χ˜(u(r),AK(r)) := χ˜(u(]r − ε, r[),AK(r))
et
χ˜(u(r),H†K(r)) = limε→0
χ˜(u(]r − ε, r[),
1
x
AK(]r − ε,∞])).
Ceci permet d’appliquer les re´sultats des couronnes.
Remarque 8.9-10. Sur un corps maximalement complet il faut remplacer
la notion de partie compacte, par la notion de partie c-compacte, c’est-a`-dire
dans laquelle toute intersection de´nombrable de ferme´s convexes non vides
emboite´s est non vide. On a alors la notion d’application c-compacte et
l’invariance de l’indice par pertubation par une application c-compacte du
the´ore`me 8.1-1 avec la meˆme de´monstration. Une application comple`tement
continue entre espaces de Banach sur un corps maximalement complet est
c-compacte. Le lecteur pourra ve´rifier a` partir de la` que tous les re´sultats du
paragraphe 8 s’e´tendent au cas d’un corps maximalement complet quelconque.
8.3. La formule de l’indice local.
The´ore`me 8.3-1. Soit K un corps de caracte´ristique nulle complet locale-
ment compact pour une valuation p-adique etM unRK(r)-module libre de rang
m a` connexion soluble en r et purement de pente pt(M) > 0 alors M admet
des indices ge´ne´ralise´s et l ’on a les e´galite´s
χ˜(M,AK(r)) = −χ˜(M,H
†
K(r)) = m pt(M)
et pour ε > 0 assez petit les e´galite´s
χ(M,AK(]r − ε, r[)) = χ(M,RK(r)) = 0.
De´monstration. Il suffit de montrer que, pour tout ε > 0, assez petit les
indices ge´ne´ralise´s χ˜(M,AK([0, r− ε[), resp. χ˜(M,
1
xAK(]r− ε,∞])), existent
et sont e´gaux a` mβ, resp. −mβ ou` β = pt(M). Cela entraˆınera le The´ore`me
8.3-1. En effet en vertu de la proprie´te´ (ML) pour les syste`mes projectifs
d’espaces me´triques complets a` images denses ([EGA III, Chap. 0, 13.2.4])
χ˜(M,AK(r)) = mβ.
Par limite inductive
χ˜(M,H†K(r)) = −mβ.
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En vertu de la proposition 8.2-4
χ(M,AK(]r − ε, r[) = χ˜(M,AK([0, r[) + χ˜(M,
1
x
AK(]r − ε,∞])) = 0
pour ε > 0 assez petit. Donc par limite inductive
χ(M,RK(r)) = 0.
En vertu du the´ore`me 4.2-1 on peut supposer que la fonction rayon de
convergence R(M, ρ) est e´gale a` ρ(ρ/r)β pour ρ ∈ [r−ε, r[, ε > 0. Conside´rons
les intervalles ]rh−1, rh[, de´finis pour h assez grand, ou` l’on a les ine´galite´s
ρω1/p
h−1
< R(M, ρ) < ρω1/p
h
.
Soit alors Nh un ante´ce´dent de Frobenius de Christol-Dwork d’ordre h de M.
C’est un MK(]r
ph
h−1, r
ph
h [)-module libre de rang m a` connexion qui n’a que
des singularite´s apparentes et tel que R(Nh, ρ) = r
−β phρβ+1 < ρω pour tout
ρ ∈ ]rp
h
h−1, r
ph
h [. Remarquons que, par hypothe`se, toutes les solutions locales
de M au point ge´ne´rique tρ pour ρ ∈ [r − ε, r[ ont meˆme rayon de converg-
ence e´gal a` R(M, ρ). Ceci entraˆıne que toutes les solutions de Nh locales au
point ge´ne´rique tρ pour ρ ∈ ]r
ph
h−1, r
ph
h [ ont meˆme rayon de convergence e´gal a`
R(Nh, ρ).
Lemme 8.3-2. Soit N un AK(]r1, r2[)-module diffe´rentiel de rang m dont
toutes les solutions locales au point ge´ne´rique tρ pour ρ ∈ ]r1, r2[ ont meˆme
rayon de convergence e´gal a` λρβ+1 < ωρ. Alors pour ρ ∈ ]r1, r2[ on a les
e´galite´s:
χ˜(N ,AK([0, ρ])) = −χ˜(N ,
1
x
AK([ρ,∞])) = mβ.
De´monstration. Soit
G(x) :=

0 1
. . .
. . .
0 1
a0(x)/am(x) · · · · · · am−1(x)/am(x)

la matrice de la connexion dans une base cyclique de N ou` les coefficients ai
sont des fonctions analytiques sur l’intervalle ]r1, r2[. En vertu de la proposi-
tion 8.2-3 et de la de´finition 8.2-6 en tout point ρ l’indice χ˜(N ,AK([0, ρ])) +
χ(am,AK([0, ρ])) est e´gale a` l’indice ge´ne´ralise´ de l’ope´rateur
P (x, x
d
dx
) = am(x)(x
d
dx
)m − am−1(x)(x
d
dx
)m−1 · · · − a0(x).
Le fait que toutes les solutions locales de N au point ge´ne´rique tρ ont meˆme
rayon de convergence e´gal a` λρβ+1 < ωρ implique, en vertu du the´ore`me de
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Robba [R6] et de Young [Y2], que la norme
|am(x)(x
d
dx
)m − am−1(x)(x
d
dx
)m−1 · · · a1(x)
d
dx
|0,ρ
est strictement plus petite que la norme |a0|ρ pour tout ρ ∈ ]r1, r2[.
De plus, en vertu du the´ore`me de Young [Y2] on a l’e´galite´
R(N , ρ) = ωρ(|a0/am|ρ)
− 1
m = λρβ+1,
en particulier
m− dLog |a0/am|(ρ) = m(β + 1).
Le lemme suivant termine la de´monstration du lemme pre´ce´dent.
Lemme 8.3-3. Soit P (x, x ddx ) un ope´rateur diffe´rentiel a` coefficients dans
AK(]r1, r2[), une fonction a analytique dans la couronne C(]r1, r2[) et un nom-
bre ρ ∈]r1, r2[ tels que |P |0,ρ < |a|ρ alors l ’indice ge´ne´ralise´
χ˜(P + a,AK([0, ρ])), resp. χ˜(P + a,
1
x
AK([ρ,∞])),
existe et est e´gal a`
χ˜(a,AK([0, ρ])) = −dLog
+ |a|(ρ), resp. χ˜(a,
1
x
AK([ρ,∞]) = dLog
− |a|(ρ).
De´monstration. Nous faisons la de´monstration pour l’indice surAK([0, ρ]);
le cas de 1x A([ρ,∞]) se traitant de manie`re analogue.
Si n est un entier, on a d’apre`s la proposition 8.2-3:
χ˜(xn(P + a),AK([0, ρ])) = −n+ χ˜(P + a,AK([0, ρ])).
Posons a+ = γ+(a), a− = γ−(a).
Pour de´montrer le lemme on peut donc remplacer a par xna et P par xnP .
En particulier, on peut supposer que:
a =
∑
n∈Z
an x
n, |a|ρ = max
n∈Z
|an|ρ
n = |a0|, |a
−|ρ = max
n<0
|an|ρ
n < |a0|.
Comme a+ 6= 0, l’ope´rateur “multiplication par a+” est injectif dansAK([0, ρ]).
Si on note pr la projection deHK([0, ρ[) dans AK([0, ρ]) de la de´composition de
Mittag-Leffler, l’ope´rateur pr ◦ 1a+ en est un inverse a` gauche (1/a
+ appartient
a` AK([0, ρ[) mais, en ge´ne´ral, pas a` AK([0, ρ])).
On trouve, pour b dans AK([0, ρ]):
|pr(
1
a+
b)|ρ ≤ |
1
a+
b|ρ = |a
+|−1ρ |b|ρ = |a|
−1
ρ |b|ρ,
|γ+(P b)|ρ ≤ |P |0,ρ|b|ρ, |γ
+(a− b)|ρ ≤ |a
−|ρ|b|ρ.
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En notant ‖ ‖ la norme d’ope´rateur sur l’espace de Banach AK([0, ρ]), on a
donc:
‖γ+ ◦ (P + a−)‖ ‖pr ◦
1
a+
‖ ≤ max(|a−|ρ, |P |0,ρ)|a|
−1
ρ < 1.
Maintenant, l’ope´rateur a+ a un indice:
χ(a+,AK([0, ρ])) = −ord[0,ρ](a
+) = − dLog+ |a|(ρ).
Le lemme est alors une conse´quence imme´diate de la relation suivante entre
ope´rateurs sur AK([0, ρ]):
γ+ ◦ (P + a) = (1 + γ+ ◦ (P + a−) ◦ pr ◦
1
a+
) ◦ a+.
Lemme 8.3-4. Sous les conditions pre´ce´dentes on a les e´galite´s des in-
dices ge´ne´ralise´s pour tout ρ ∈ ]rh−1, rh[:
χ˜(M,AK([0, ρ])) = χ˜(Nh,AK([0, ρ
ph ]),
χ˜(M,
1
x
AK([ρ,∞])) = χ˜(Nh,
1
x
AK([ρ
ph ,∞])).
De´monstration. On a la de´composition en somme directe
AK([0, ρ]) = ⊕0≤k<phx
kAK([0, ρ
ph ]).
En vertu des propositions 8.2-8 et 8.2-6 l’indice ge´ne´ralise´ χ˜(M,AK([0, ρ])) est
e´gale a` l’indice de l’ope´rateur γ+( 1
ph
x ddx −Gh(x
ph)) ou` Gh(x) est la matrice de
la connexion dans une base de Nh. Cet ope´rateur respecte la de´composition
pre´ce´dente et on trouve que
χ˜(M,AK([0, ρ])) =
∑
0≤k<ph
χ(γ+(
1
ph
x
d
dx
−Gh(x
ph)), xkAK([0, ρ
ph ])).
Mais alors
χ(γ+(
1
ph
x
d
dx
−Gh(x
ph)), xkAK([0, ρ
ph ]))
= χ˜(Nh ⊗
AK(]r
ph
h−1
,rp
h
h
[)
AK(]r
ph
h−1, r
ph
h [)x
−k/ph ,AK([0, ρ
ph ])).
La fonction rayon de convergence du module AK(]r
ph
h−1, r
ph
h [)x
−k/ph est e´gal
a` |ph/k|ωρ. Pour tout 0 < k < ph, elle est strictement en dessous de la
fonction R(Nh, ρ) dans l’intervalle ]r
ph
h−1, r
ph
h [. Ceci montre que toutes les
solutions locales au point ge´ne´rique tρ du module tordu Nh ⊗
AK(]r
ph
h−1
,rp
h
h
[)
AK(]r
ph
h−1, r
ph
h [)x
−k/ph ont meˆme rayon de convergence e´gal a` |ph/k|ωρ < ωρ
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pour 0 < k < ph et ρ ∈ ]rp
h
h−1, r
ph
h [. Mais en vertu du lemme 8.3-2 l’indice
ge´ne´ralise´ est nul:
χ˜(Nh ⊗
AK(]r
ph
h−1
,rp
h
h
[)
AK(]r
ph
h−1, r
ph
h [)x
−k/ph ,AK([0, ρ
ph ])) = m(1− 1) = 0.
Un raisonnement analogue montre l’autre e´galite´. D’ou` le lemme.
Ceci entraˆıne par limite projective d’espaces me´triques complets a` images
denses que pour tout ε > 0 assez petit les indices
χ˜(M,AK([0, r − ε[)), resp. χ˜(M,
1
x
AK(]r − ε,∞])),
existent et sont e´gaux a` mβ, resp. −mβ. D’ou` le the´ore`me 8.3-1.
Remarque 8.3-5. Nous n’avons pas montre´ que les indices
χ˜(M,AK([0, rh])), resp. χ˜(M,
1
x
AK([rh,∞])),
existent et sont e´gaux a` mβ, resp. −mβ pour les extre´mite´s rh. Ceci ne´cessite
une pre´cision sur les normes des changements de base qui fait passer de l’image
inverse d’une base de Nh a` une base de M.
Corollaire 8.3-6. Soit K un corps de caracte´ristique nulle complet lo-
calement compact pour une valuation discre`te p-adique etM un RK(r)-module
libre de rang m a` connexion soluble en r appartenant au groupe des valeurs ab-
solues; alors les sommets du polygone de Newton de M
Newton(M, p) := (m0, 0;m1,m1β1; · · · ;mN ,mNβN )
sont a` coordonne´es entie`res.
De´monstration. En effet les nombres miβi sont des indices en vertu du
the´ore`me 8.3-1 et sont donc des entiers.
The´ore`me 8.3-7. Soit K un corps de caracte´ristique nulle complet lo-
calement compact pour une valuation p-adique etM un RK(r)-module libre de
rang m a` connexion soluble en r appartenant au groupe des valeurs absolues
dont l’exposant a la proprie´te´ (NL∗∗), alors M admet des indices ge´ne´ralise´s:
χ˜(M,AK(r)) = −χ˜(M,H
†
K(r)) =
∑
i>0
miβi, χ(M,RK(r)) = 0
ou`
∑
i>0miβi est la hauteur du polygone de Newton de M.
De´monstration. En vertu du the´ore`me 6.1-14,M est extension de sa par-
tie mode´re´eM≤0 par sa partie de pentes strictement positivesM>0. En vertu
du the´ore`me fondamental 7.1-2 la partie mode´re´e se de´compose en modules de
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rang un qui admettent des formes normales de la forme x ddx − α pour des ex-
posants α ayant la proprie´te´ (NL) et qui ont donc des indices ge´ne´ralise´s nuls
dans les espaces AK(r) et H
†
K(r). En vertu de la proposition 8.2-8 l’indice
ge´ne´ralise´ est additif dans les suites exactes, donc la partie mode´re´e M≤0
admet des indices ge´ne´ralise´s nuls. En vertu du the´ore`me 6.2-1 la partie de
pentes strictement positives admet une filtration finie dont les quotients suc-
cessifs sont les modules Grβi(M) purement de pentes βi > 0. On est alors
re´duit au the´ore`me d’indice local 8.3-1.
Nous pouvons e´tendre maintenant au cas local la de´finiton globale de
P. Robba ([R4, 10.1]) du nombre de Fuchs-Malgrange:
De´finition 8.3-8. Soit K un corps de caracte´ristique nulle complet locale-
ment compact pour une valuation p-adique et M un RK(r)-module libre de
rang m a` connexion soluble en r, appartenant au groupe des valeurs absolues
et dont l’exposant a la proprie´te´ (NL∗∗). On de´finit
irrr0(M, p) := χ˜(M,AK(r)) = −χ˜(M,H
†
K(r)) =
∑
i>0
miβi.
Le nombre irrr0(M, p) apparaˆıt comme la hauteur du polygone de Newton
comme dans la the´orie formelle des e´quations diffe´rentielles sur un corps de
caracte´ristique nulle. Remarquons que la hauteur du polygone de Newton est
toujours de´finie meˆme si l’indice ge´ne´ralise´ n’est pas fini. On trouve alors le
the´ore`me de positivite´ de l’irre´gularite´ et la caracte´risation de la nullite´ de
l’irre´gularite´ promises dans [C-M1, 6.2.3]:
Corollaire 8.3-9. Soit K un corps de caracte´ristique nulle complet
localement compact pour une valuation p-adique et M un RK(r)-module libre
de rang m a` connexion soluble en r, appartenant au groupe des valeurs absolues,
dont l ’exposant a la proprie´te´ (NL∗∗); le nombre irrr0(M, p) est un entier positif
ou nul et il est nul si et seulement si le module M est de plus grande pente
nulle en r.
De´monstration. En effet puisque les pentes βi sont positives, le nombre
irrr0(M, p) est positif on nul. Si M est de plus grande pente nulle en r, il
n’a pas de pentes strictement plus grandes que 0 et donc irrr0(M, p) = 0. Si
irrr0(M, p) = 0 cela entraˆıne queM n’a pas de pentes strictement plus grandes
que 0, il est donc de plus grande pente nulle en r.
SiM est un module holonome de rangm sur une courbeXK non singulie`re
sur le corps K et r ≤ 1 un nombre appartenant au groupe des valeurs absolues,
en vertu de [C-M1, 6.2.3] quand l’indice existe, le nombre irr
r
x0(M, p) est e´gal
a`
χ(M,AKx0(r))− (m− ord
r−
x0 (M))
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ou` ordr
−
x0 (M) est la somme des multiplicite´s des composantes verticales de la
varie´te´ caracte´ristique de M en chaque point singulier contenu dans le disque
ouvert D(x0, r
−) de la courbe analytique. C’est le cas quandM a la proprie´te´
(NL∗∗) en particulier si r = 1 et si M est muni d’une structure de Frobenius
dans les classes singulie`res.
Corollaire 8.3-10. Soient K un corps de caracte´ristique nulle complet
localement compact pour une valuation p-adique et M un RK(r)-module libre
de rang m a` connexion soluble en r appartenant au groupe des valeurs absolues;
alors:
1) SiM a la proprie´te´ (NL∗) toute extension de sa partie mode´re´eM≤0 par
sa partie de pentes strictement positives M>0 est triviale. En particulier
on a l ’isomorphisme:
M≃M≤0 ⊕M>0.
2) Si le module des endomorphismes EndRK(r)(M>0) de la partie de pentes
strictement positives a la proprie´te´ (NL∗∗), on a la de´composition en
somme directe:
M>0 ≃ ⊕γ>0Grγ(M).
De´monstration. 1) Il suffit de montrer que l’espace
Ext1
RK(r)[
d
dx
]
(M≤0,M>0)
est nul. Soit {α1, . . . , αm} l’ensemble des exposants de M. En vertu du
the´ore`me fondamental 7.1-2 [C-M2], M≤0 s’obtient par extensions succes-
sives de modules de rang un isomorphes aux modules RK(r)xαi . En vertu du
the´ore`me 6.2-1,M>0 admet une filtration dont les gradue´s Grγ(M) sont pure-
ment de pentes γ > 0. On est re´duit a` montrer que Ext1
RK(r)[
d
dx
]
(RK(r)xαi ,
Grγ(M)) est nul. Mais Grγ(M) ⊗RK(r) RK(r)x
−αi est purement de pente
γ > 0. En vertu du the´ore`me de l’indice local 8.3-1,
χ(RK(r),Grγ(M)⊗RK(r) RK(r)x
−αi)
= dimK Ext
1
RK(r)[
d
dx
]
(RK(r)x
αi ,Grγ(M))
= dimK HomRK(r)[ ddx ]
(RK(r)x
αi ,Grγ(M)) = 0,
parce que le morphismes horizontaux entre le module RK(r)xαi et le module
Grγ(M) sont automatiquement nuls.
2) Soit β1 > 0 la plus petite pente de M non nulle. Le module
HomRK(r)(M>β1 ,Grβ1(M>0))
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est un sous-quotient de EndRK(r)(M>0) qui, en vertu de ([C-M2, 5.4.6]) a la
proprie´te´ (NL∗∗). En vertu de la nullite´ de l’indice local 8.3-7 sur l’anneau
RK on a les e´galite´s:
dimK Ext
1
RK(r)[
d
dx
]
(M>β1 ,Grβ1(M>0))
= dimK HomRK(r)[ ddx ]
(M>β1 ,Grβ1(M>0)) = 0
parce les morphismes horizontaux entre le module M>β1 et le module
Grβ1(M>0) sont automatiquement nuls. En particulier M>0 est somme
directe de Grβ1(M>0) et de M>β1 . Mais EndRK(r)(M>β1) a la proprie´te´
(NL∗∗) comme sous-quotient de EndRK(r)(M>0). Une re´curence sur le
nombre de pentes permet de conclure.
Remarque 8.3-11. La structure de la partie mode´re´e M≤0 est de´termine´e
par le the´ore`me fondamental 7.1-2 [C-M2]. Le corollaire pre´ce´dent rame`ne la
structure ge´ne´rale d’un RK(1)-module diffe´rentiel soluble en 1 aux modules
irre´ductibles purement de pentes γ > 0 (cf. [C-M4]).
8.4. La formule de l’indice global. Soit X/V une courbe propre connexe
et lisse sur l’anneau des entiers d’une extension finie K de Qp de corps re´siduel
k. On note X † = (Xk,OX †/V ), XK et X
an
K le sche´ma †-adique de Meredith
[Mr], la courbe alge´brique et la courbe analytique sur K associe´s a` X/V .
Sur X/V on a le faisceau des ope´rateurs diffe´rentiels d’ordre fini DX/V
([EGA IV, §16]) et sur X † on a le faisceau des ope´rateurs diffe´rentiels d’ordre
fini DX †/V ([M-N1, Appendice]).
Nous posons
OX/K := OX/V ⊗Z Q, OX †/K := OX †/V ⊗Z Q,
DX/K := DX/V ⊗Z Q, et DX †/K := DX †/V ⊗Z Q.
Soient j : U →֒ X un ouvert affine de X/V et M un DU/K -module a`
gauche. On lui associe le DU†/K -module a` gaucheM
† := OU†/K⊗ε−1OUK
ε−1M
ou` ε est le morphisme d’espace annele´s (Uk,OU†/K)→ (U,OU/K) naturel [Mr].
Rappelons que si M est un OU/K -module localement libre de rang m on
a la formule d’Euler-Poincare´ de Deligne ([De1, 6.21.1]):
χ(UK ,DR(M)) := dimK HomDU/K (U ;OU/K ,M)
− dimK Ext
1
DU/K
(U ;OU/K ,M)
= mχ(UK) −
∑
x∈sing(M)
irrx(M,∞)
ou` irrx(M,∞) est le nombre de Fuchs de M au point singulier x.
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De meˆme on de´finit
χ(Uk,DR(M
†)) := dimK HomD
U†/K
(Uk;OU†/K ,M
†)
− dimK Ext
1
D
U†/K
(Uk;OU†/K ,M
†).
On de´finit le saut φ(0) comme la diffe´rence
χ(Uk,DR(M
†))− χ(UK ,DR(M)).
Posons Irrx(M†, p) := irr
1
x(M
†, p). Sous l’hypothe`se de l’existence de l’indice
dans les classes re´siduelles singulie`res de M et en vertu du the´ore`me de semi-
continuite´ ([C-M1, 6.5.1]) le saut φ(0) est e´gal a` la somme des dimensions
des conoyaux de M ope´rant dans l’espace des fonctions analytiques dans les
classes singulie`res. En vertu du the´ore`me de l’indice 8.3-7 et en particulier de
la finitude de l’indice on obtient:
The´ore`me 8.4-1. Soient K un corps localement compact etM un OU/K -
module localement libre de rang fini muni d’une connexion. Si M† a la pro-
prie´te´ (NL∗∗) dans chaque classe singulie`re on a les e´galite´s:
φ(0) =
∑
x∈sing(M†)
dimK Ext
1
D
X†/K
((j∗M)
†,AKx(1))
et si M† est soluble dans les classes singulie`res on a la formule d ’Euler -
Poincare´ p-adique
χ(Uk,DR(M
†)) = mχ(Uk) −
∑
x∈sing(M†)
Irrx(M, p).
En particulier, le the´ore`me 8.4-1 s’applique pour tous les fibre´s rationnels
sur la droite projective a` connexion muni d’une structure de Frobenius dans
les classes singulie`res. Le the´ore`me de semi-continuite´ est une conse´quence
du the´ore`me de dualite´ ([C-M1], 4.4.1) et du fait que l’alge`bre †-adique de Uk
est un espace de type LF ou` l’on peut appliquer le the´ore`me des homomor-
phismes ([G1, Chap. IV]). Remarquons que le caracte`re alge´brique du fibre´M
est essentiel dans cette de´monstration.
Remarque 8.4-2. 1) La cohomologie p-adique garde un sens pour un fibre´
p-adiqueM† ainsi que les termes locaux Irrx(M†, p). Le the´ore`me d’alge´brisa-
tion [C-M4] rame`ne la formule d’Euler-Poincare´ pour les fibre´s p-adiques au
cas alge´brique pre´ce´dent. En particulier la cohomologie p-adique d’un fibre´ a`
connnexion muni d’une structure de Frobenius est de dimension finie ce qui
constitue un re´sultat essentiel pour la the´orie p-adique de la fonction zeˆta sur
les corps finis.
2) Le the´ore`me d’existence de re´seaux qui entraˆıne le the´ore`me d’alge´brisa-
tion [C-M4] est aussi un interme´diaire essentiel pour les proprie´te´s de finitude
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locales et globales pour les modules holonomes, sur le faisceau D†
X †/K
des
ope´rateurs diffe´rentiels d’ordre infini sur le sche´ma †-adique X † ([M-N1, 4.4.5],
[M-N2, 4.2.1]), de´finis dans [C-M4] graˆce au the´ore`me de l’indice.
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