The author's method for solving inverse scattering problem with fixed-energy data is described. Its comparison with the method based on the D-N map is given. A new inversion procedure is formulated.
Introduction
The inverse scattering problem (ISP) has a long history. Fundamental results for one-dimensional (1D) inverse spectral and scattering problems were obtained by Gel'fand-Levitan, Krein and Marchenko. These results are presented in the original monographs [3] , [4] and in [28] , Chapter 3, where many novel results can be found, and the first presentation of Krein's theory with detailed proofs is given. The 3D ISP with fixed-energy scattering data has been open for several decades, from approximately 1943, when the question about the possibility to identify the Hamiltonian from the S−matrix was posed. The ISP consists of finding a potential q = q(x) from the knowledge of the corresponding scattering amplitude A(α , α), known at a fixed energy k 2 > 0 for all α , α ∈ S 2 , where S 2 is the unit sphere in R 3 . One can state ISP in R n with n ≥ 2, but we discuss here only the case n = 3. The results are basically the same for other n. Due to the lack of space we discuss the Email address: ramm@math.ksu.edu (A.G. Ramm). URL: http://www.math.ksu.edu/˜ramm (A.G. Ramm).
inverse potential scattering and refer to [28] , [29] for inverse obstacle scattering. Let us define the scattering amplitude. Assume q ∈ Q := Q a ∩ L ∞ (R 3 ), where Q a := {q : q(x) = q(x), q(x) ∈ L 2 (B a ), q(x) = 0 if |x| ≥ a}, B a := {x : |x| ≤ a}, a > 0, and the overbar stands for complex conjugate. The scattering solution is the unique solution of the scattering problem:
where u 0 := e ikα·x is the incident plane wave, α ∈ S 2 is given, and v satisfies the radiation condition: v r − ikv = o(r −1 ) as r := |x| → ∞. If q ∈ Q, this implies the following asymptotic relation:
The coefficient A(α , α) := A q (α , α) is called the scattering amplitude. We drop its k-dependence of A(α , α) := A(α , α, k) since k > 0 is fixed. The ISP consists of finding q from the corresponding scattering amplitude A(α , α), known for all α , α ∈ S 2 . The basic questions are: a) Does this knowledge determine q uniquely?
b) If yes, how does one calculate q given A(α , α) for all (α , α ∈ S 2 ? c) If A δ (α , α), the "noisy data", are given, such that
how does one calculate a stable approximation to q, i.e., a q δ , such that
where η(δ) → 0 as δ → 0 and || · || is some norm? How can one estimate the rate at which η(δ) tends to 0?
These three questions are: uniqueness, inversion methods for exact and noisy data, and stability of the inversion methods.
In 1987 the author proved a uniqueness theorem for 3D ISP with fixed-energy data corresponding to q ∈ Q a and gave an inversion method for exact data [11] , [13] . In [17] , [18] an inversion method for noisy data was developed and its error estimate was obtained for q ∈ Q. The key notion the author has introduced for the study of uniqueness of the solution to ISP and to many other inverse problems was the notion of Property C for a pair of differential operators, [10] , [11] , [12] , [14] , [16] , [15] , [23] , [19] . A summary of these results was presented in [23] , [25] , [28] . In [6] , [1] , [7] , [8] , a method, Newton-Sabatier (NS) method, for finding a spherically-symmetric potential from the knowledge of the corresponding fixed-energy phase shifts was proposed. In [26] a detailed analysis of this method was given and it was proved that the NS method is fundamentally wrong in the sense that its foundations are wrong, see also [20] , [24] . In [2] a uniqueness result is claimed for a a version of NS method. In [27] a counterexample to this result is given, see also [22] . An additional discussion of the NS method can be found in [20] . In Section 2 Ramm's inversion method is described. In Section 3 an inversion method which uses the Dirichlet-to Neumann (DN) map is described and compared with the author's method. The inversion method, based on the usage of DN map, was proposed in [9] , see also [5] , [12] , [21] , and [28] .
Ramm's inversion method for exact data
The results in this Section are taken from [28] , [18] and [25] . Let q ∈ Q and A(α , α) be the scattering amplitude at a fixed energy k 2 > 0. In what follows, we take k = 1 without loss of generality. One has:
where
are the normalized spherical harmonics, summation over m is understood in (2.1) and in (2.8) below. Define the following algebraic variety in C 3 :
This variety is non-compact, intersects R 3 over S 2 , and, given any ξ ∈ R 3 , there exist infinitely many θ, θ ∈ M such that
In particular, if one chooses the coordinate system in which ξ = te 3 , t > 0, e 3 is the unit vector along the x 3 -axis, then the vectors
satisfy (2.3) for any complex numbers ζ 1 and ζ 2 satisfying the last equation (2.4) and such that |ζ 1 | 2 +|ζ 2 | 2 → ∞. There are infinitely many such ζ 1 , ζ 2 ∈ C. Consider a subset M ⊂ M consisting of the vectors θ = (sin ϑ cos ϕ, sin ϑ sin ϕ, cos ϑ), where ϑ and ϕ run through the whole complex plane. Clearly θ ∈ M , but M is a proper subset of M . Indeed, any θ ∈ M with θ 3 = ±1 is an element of M . If θ 3 = ±1, then cos ϑ = ±1, so sin ϑ = 0 and one gets θ = (0, 0, ±1) ∈ M . However, there are vectors θ = (θ 1 , θ 2 , 1) ∈ M which do not belong to M . Such vectors one obtains choosing θ 1 , θ 2 ∈ C so that θ Let us state two estimates proved in [28] and in [11] :
and
and J (r) is the Bessel function regular at r = 0. Note that Y (θ), defined above, admits a natural analytic continuation from S 2 to M by taking ϑ and ϕ to be arbitrary complex numbers. The resulting θ ∈ M ⊂ M .
The series (2.1) converges absolutely and uniformly on the sets S 2 ×M c , where M c is any compact subset of M .
Fix any numbers a 1 and b, such that a < a 1 < b. Let || · || denote the L 2 (a 1 ≤ |x| ≤ b)-norm. If |x| ≥ a, then the scattering solution is given analytically:
is the Hankel function, and the normalizing factor is chosen so that
Consider the minimization problem 10) where the infimum is taken over all ν ∈ L 2 (S 2 ), and (2.3) holds.
It is proved in [18] , [28] that
The symbol |θ| 1 means that |θ| is sufficiently large. The constant c > 0 in (2.11) depends on the norm q L 2 (Ba) but not on the potential q(x) itself.
An algorithm for computing a function ν(α, θ), which can be used for inversion of the exact fixed-energy three-dimensional scattering data, is as follows: a) Find an approximate solution to (2.10) in the sense ρ(x, ν) < 2d(θ), (2.12) where in place of the factor 2 in (2.12) one could put any fixed constant greater than 1.
b) Any such ν(α, θ) generates an estimate q of q(ξ) with the error O 1 |θ| , |θ| → ∞. This estimate is calculated by the formula
is any function satisfying (2.12).
Our basic result is:
Theorem 2.1 Let q ∈ Q and (2.3) and (2.12) hold. Then
14)
The constant c > 0 in (2.14) depends on the norm of q, but not on an individual potential q.
In [18] , [25] , and in [28] , an inversion algorithm is formulated for noisy data, and the error estimate for this algorithm is obtained. Let us describe these results.
Assume that the scattering data are given with some error: a function A δ (α , α) is given such that sup
We emphasize that A δ (α , α) is not necessarily a scattering amplitude corresponding to some potential, it is an arbitrary function in L ∞ (S 2 × S 2 ) satisfying (2.15). We assume that the unknown function A(α , α) is the scattering amplitude corresponding to a q ∈ Q.
Define q(ξ) := Ba e −iξ·x q(x)dx.
The problem is:
Find an algorithm for calculating q δ such that 16) and estimate the rate at which η(δ) tends to zero.
Let us describe an algorithm for inversion of noisy data. Let
where [x] is the integer nearest to x > 0,
Consider the following variational problem with constraints:
where the norm is defined above (2.8), and it is assumed that (2.3) holds, where ξ ∈ R 3 is an arbitrary fixed vector, c > 0 is a sufficiently large constant, and the supremum is taken over θ ∈ M and ν ∈ L 2 (S 2 ) under the constraint (2.24). By c we denote various positive constants.
Given ξ ∈ R 3 , one can always find θ and θ such that (2.3) holds. We prove that ϑ(δ) → ∞. More precisely:
Let the pair θ(δ) and ν δ (α, θ) be any approximate solution to problem (2.23)-(2.24) in the sense that 
where c > 0 is a constant depending on the norm of q.
In [18] estimates (2.14) and (2.28) were formulated with the supremum taken over an arbitrary large but fixed ball of radius ξ 0 . Here these estimates are uniform with respect to ξ. The key point is: the constant c > 0 in the estimate (2.11) does not depend on ξ.
Remark. In [21] and [28] an analysis of the approach to ISP, based on the recovery of the DN (Dirichle-to-Neumann) map from the fixed-energy scattering data, is given. This approach is discussed in Section 3.
The basic numerical difficulty of the approach, described in Theorems 2.1 and 2.2, comes from solving problems (2.10) for exact data and problem (2.23)-(2.24) for noisy data. Solving problem (2.10) amounts to finding a global minimizer of a quadratic form of the variables c , if one takes ν in (2.9) as a linear combination of the spherical harmonics: ν = L =0 c Y (α). If one uses the necessary condition for a minimizer of a quadratic form, that is, a linear algebraic system of equations, then the matrix of this system is ill-conditioned for large L. This causes the main difficulty in the numerical solution of (2.10). Methods for global minimization of the quadratic functionals, based on the gradient descent, may be also used for solving problem (2.10). Which of the two methods is more efficient only numerical experiments can tell.
Let us formulate a new method for calculating ν δ (α, θ). Consider the following minimization problem:
where the infimum is taken over ν ∈ L 2 (S 2 ) and θ ∈ M subject to the constraint (2.3). Define τ (δ) := (ln | ln δ|) 2 | ln δ| .
Theorem 2.3
Under the assumptions of Theorem 2.1 one has:
Theorem 2.4 If the pair ν δ , θ(δ) satisfies the inequality F (ν δ , θ(δ)) < 2t(δ), then (2.28) holds, where q δ is defined in (2.27).
The key point in the proof are the following two estimates:
estimate (2.11), estimate a(ν) ≤ e cs ln s , where s := |θ| and ν is such that inequality (2.11) holds (see inequality (2.23) in [25] ), and the following result:
3 Discussion of the inversion method which uses the DN map
In [21] the following inversion method is discussed:
where (2.3) is assumed,q(ξ) := Ba e −iξ·x q(x)dx, S a is a sphere of radius a, centered at the origin, Λ is the Dirichlet-to-Neumann (DN) map, ψ is found from the equation: 2) and G is defined by the formula:
The DN map is constructed from the fixed-energy scattering data A(α , α) by the method of [21] (see also [28] ).
Namely, given A(α , α) for all α , α ∈ S 2 , one finds Λ using the following method.
Let f ∈ H 3/2 (S) be given and f are its Fourier coefficients in the basis of the spherical harmonics,
where σ is some function, which we find below, and g is Green's function (resolvent kernel) of the Schrödinger operator, satisfying the radiation condition at infinity. The DN map is the map Λ : f → w + N , where N is the outer normal to S a , and w + N is the normal derivative on S a from the interior of B a along the radius-vector. By the jump formula for the normal derivative of a single-layer potential one has: w
(3.6) We require w = f on S a . Then w is given by formula (3.4) in the exterior of S a , and
By formulas (3.6) and (3.7), finding Λ is equivalent to finding σ. By (3.5), asymptotics of w is (cf [28] , p.257):
where u is the scattering solution,
From (3.4), (3.8) and (3.9) one gets an equation for finding σ ( [21] eq. (23)), see also [28] , p.295):
This equation can be written as a linear system:
for the Fourier coefficients σ of the function σ(s). The coefficients
are the Fourier coefficients of the scattering amplitude. Problems (3.10) and (3.11) are very ill-posed (see [21] for details).
This approach faces several serious difficulties:
1) The construction of the DN map from the scattering data is a very ill-posed problem,
2) The construction of the potential from the DN map is a very difficult problem numerically, because one has to solve a Fredholm-type integral equation (equation (3.2) ) whose kernel contains G, defined in (3.3) . This G is a tempered distribution, and it is not clear how to compute it accurately,
3) One has to calculate a limit of an integral whose integrand grows exponentially to infinity if a factor in the integrand is not known exactly. The solution of equation (3.2) is one of the factors in the integrand. It cannot be known exactly in practice because it cannot be calculated with arbitrary accuracy even if the scattering data are known exactly. Therefore the limit in formula (3.1) cannot be calculated accurately.
No error estimates are obtained for this approach.
In contrast, in Ramm's method, there is no need to compute G, to solve equation (3.2) , to calculate the DN map from the scattering data, and to compute the limit (3.1). The basic difficulty in Ramm's inversion method for exact data is to minimize a quadratic form (2.10), and for noisy data to solve optimization problem (2.29) or (2.23)-(2.24). The error estimates are obtained for the Ramm's method.
