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Abstract— ADAS (Advanced Driver Assistance Systems) 
are in-vehicle systems designed to enhance driving safety and 
comfort. Unlike active ADAS which provide direct intervention 
to avoid accidents, passive ADAS increase driver’s awareness 
of hazardous situations by giving warnings in advance. It has 
been noted that these systems can cause distraction when the 
relevant HMIs (Human-Machine Interfaces) are poorly 
designed. Current research is limited to address this problem 
in specific settings which may not be applicable in wider 
context. This papers aims to provide a universal rule-based 
solution to allow passive ADAS to initiate warnings without 
triggering driver distraction through an ontological approach. 
Keywords—Advanced driver assistance system, driver 
distraction, Human-machine interface, Ontology 
I. INTRODUCTION 
Advanced driver assistance systems (ADAS) are a set of 
sensor based in-vehicle systems designed to help the driver 
in the driving process to enhance driving safety and comfort. 
[1]. ADAS can be briefly divided into two categories based 
on their roles in the driving process: active ADAS and 
passive ADAS [2]. Active ADAS, as the name implies, can 
provide direct intervention to help a driver avoid accidents 
in hazardous situations. Collision avoidance systems are 
good examples of active ADAS. These systems, equipped 
with autonomous braking, will apply partial of full braking 
force to stop the vehicle to avoid a collision if the driver 
ignores the warning or does not take action quickly enough 
against a detected hazard. In contrast, passive ADAS such 
as lane departure warning (LDW) and blind spot monitor 
(BSM) only provide a driver with needed information to 
increase their awareness to potential hazards. Obviously, 
unlike active ADAS, the effectiveness of passive ADAS 
relies on whether the driver can interpret the warning 
message correctly in a timely manner to allow them to take 
appropriate actions to avoid accidents.  
With more sensor technologies become available inside a 
vehicle, there are concerns about driver information overload 
with automotive HMI which can lead to a concomitant 
increase in driver distraction [3]. This is because drivers need 
to process a large amount of information related to the 
primary driving task in the driving process (e.g., vehicle 
control) and they can easily get distracted when they are 
exposed to additional information sources requesting for the 
secondary tasks [3, 4]. Studies have noted that passive 
ADAS can become a major source of driving distraction 
which will compromise the primary driving task when their 
information provision is not designed carefully [4].Current 
research [5-11] has investigated some characteristics of 
passive ADAS warnings in order to improve their 
effectiveness but there still lacks a holistic understanding on 
how passive ADAS can trigger driver distraction in the 
context of driving tasks. This paper proposes a universal 
rule-based reasoning system to allow passive ADAS to 
initiate warnings without distracting drivers. This is done 
through an ontological approach which contextualizes the 
potential distractions associated with ADAS warnings and 
driving tasks.  
This paper is organized as follows. The related work is 
presented in Section 2. This is followed by the ontology 
development in Section 3. Section 4 discusses how the rules 
can be created and used in real world scenarios. The 
conclusion is drawn in Section 5 where the suggestions for 
future research are also given. 
II. RELATED WORK 
Both active and passive ADAS rely on sensors to 
function so the evolvement of ADAS is always based on the 
development of sensor technologies. For example, Early 
ADAS (e.g., Anti-lock Braking System, ABS) were based 
on proprioceptive sensors which measure the internal status 
of the vehicle to enable the control of vehicle dynamics for 
enhanced safety [12]. The second generation of ADAS (e.g., 
Lane Departure Warning, LDW) was based on exteroceptive 
sensors which acquire information from outside the vehicle 
to enhance driving comfort. There are also more advanced 
ADAS based on sensor networks 
There are different classifications of ADAS. Impact-
oriented classification provides a ranking of ADAS is based 
on a list of preselected road safety and traffic efficiency 
impact criteria [13]. These criteria include: (1) avoiding 
inappropriate speeds; (2) maintaining appropriate 
longitudinal and lateral distance; (3) supporting driver 
awareness; (4) speed adjustment; and (5) headway 
adjustment. Process oriented classification [14] features 
three categories based on the sub-processes driving ADAS 
are helping: perception, analysis-decision, and action. 
Because most ADAS rely on sensors to function, there are 
also classifications based on in-vehicle sensors (e.g., [15]). 
Figure 1 depicts a scenario of future communication 
technology in urban environments. Modern sensor 
technologies will generate more communication between 
vehicles and everything around them (e.g., other vehicles, 
the internet, and pedestrians). Such information could not 
only offer drivers a better understanding of the current 
situation but also help drivers make precise predictions of 
unseen events.   
 
Fig. 1. A scenario of communication technology in urban environments 
[16] 
Although ADAS aim to disburden drivers, such systems 
could become a major source of driving distraction because 
they provide more intensive information [17], especially in 
high visual demands and required complicated driver-
initiated actions. Drivers must recognize the condition of the 
vehicle and the state of its surroundings through primarily 
visual (but also auditory and haptic) means and process this 
information in the brain, draw on memory to identify 
problem situations, decide on a plan of action, and execute it 
to avoid an accident. If there are too many simultaneous 
warnings across multiple ADAS, drivers may become 
confused about how to act, or they may just ignore the 
warnings or try to shut down the system. Perhaps, instead of 
performing actions themselves, drivers may just let the 
vehicle take evasion action.  
Driver distraction is the primary cause of roadway 
injuries and fatalities [18]. A common understanding is that 
driver distraction is a subset of inattention where an explicit 
activity other than driving competes for the attention of the 
driver (e.g., operating a cell phone while driving) [19]. 
Driver distraction occurs when a triggering event induces an 
unintentional shift away from the primary task to affect 
driving safety [20-22].  Specifically, driving distraction 
involves four elements [23]:  
• Delay by the driver in the recognition of information 
necessary to safely maintain lateral and longitudinal 
control of the vehicle (the driving task) (Impact)  
• Due to some event, activity, object or person, within 
or outside the vehicle (Agent) 
• That compels or tends to induce the driver’s shifting 
attention away from fundamental driving tasks 
(Mechanism)  
• By compromising the driver’s auditory, 
biomechanical, cognitive or visual faculties, or 
combinations thereof (Type) 
Passive ADAS deliver timely information regarding the 
surrounding driving environment and warnings about 
potential hazards through a Human-Machine Interface 
(HMI). The information is presented via three main 
modalities: visual, audio, and haptic. Traditionally, visual 
and auditory warnings have been used extensively in the 
design of ADAS information provision. Visual warnings are 
intuitional and can be used to convey various signals by 
symbolic information and color [24]. This modality is the 
fundamental strategy for information delivery. Visual 
warnings can be presented on the dashboard or center 
console of a vehicle but using these locations may 
potentially cause ‘eye-off-road’ lapses in driver attention. 
More recently, head-up displays have been used to present 
information and allow drivers to concentrate on the road 
[25, 26]. However, such displays, as they are introduced to 
the driver’s primary field of vision, may also interfere with 
their perception of the surrounding environment and 
increase reaction time [27]. Audio warnings are another type 
of warnings which usually produce faster responses than 
presenting visual warnings [28] and offer ‘gaze-free’ 
information [29]. A newer type of another modality is a 
haptic warning. Haptic warnings are suitable for alerting 
drivers about critical situations and helping them take 
corrective actions [30, 31]. Also, the haptic modality can be 
used to present warnings to drivers without necessarily 
increasing their visual or auditory workload [32, 33].  
Driving involves managing a high visual load with a 
variable cognitive load, leaving only limited resources for 
secondary task interactions [34]. Additional tasks (i.e., 
secondary tasks) are created by such in-vehicle systems, 
especially in passive ADAS, that could shift drivers’ focus 
away from driving, and sometimes, they will simply not be 
able to resume the driving task quickly enough, which will 
substantially increase the risk of accidents [35]. To 
understand the nature of the interaction process’ impact on 
driving, precisely defining the primary task is required. 
Primary driving task analysis falls under the larger purview 
of driver behavior models [36]. In the primary driving task, 
most of the information input is visual. The driver looks 
through the windscreen, checks the mirrors and blind spots, 
and glances at the instruments as required. Auditory and 
other sensory cues are available (such as the rumbling of a 
flat tire), but these play a minor role. The major outputs are 
hands and feet. The hands steer (lateral-directional), change 
gears, and operate various accessories [37], while the feet 
work the various pedals. However, the extant research has 
only concentrated on the action side of driving and 
neglected the driving context’s impact. Drivers’ behavior 
may be changed due to changes in the driving context. This 
conceptual shortcoming prompted the introduction of a 
taxonomy approach to the driving situation [38]. According 
to the authors’ statement, the primary driving task has been 
divided into three components with corresponding types of 
roads: longitudinal, intersection, and other driving. 
III. ONTOLOGY-BASED APPROACH 
An ontology is a formal, explicit specification of a 
shared conceptualization [39]. It allows a shared and 
common understanding of some domain that can be 
communicated between people and application systems. An 
ontology involves with a formal description of concepts 
within a class (sometimes called a concept), descriptions of 
the features and attributes of the concept (or slots, 
sometimes called roles or properties), and restrictions on the 
slots (the facets, also known as role restrictions).  
Developing an ontology emphasizes some fundamental 
rules: an iterative process where concepts should be close to 
the objects (physical or logical) and relationships in the 
domain of interest [40]. This ontology development 
lifecycle uses IDEF5 [41]. An IDEF5 development lifecycle 
is showed as following figure.  
 
Fig. 2. IDEF5 development lifecycle 
A. Organizing and scoping  
To define the purpose and context of ontology, a number 
of competency (scoping) questions covering ADAS [42], 
driving tasks and driver distractions were determined as 
follows [43].  
1) What objects can ADAS detect in the driving context?  
2) What functions can be presented by ADAS?  
3) What are the possible interactions between drivers 
and ADAS? 
4) What are the primary driving tasks?  
5) What types of distractions can occur during driving?  
6) What are the impacts of different distractions on 
driving performance? 
B. Data Collection  
An extensive literature search on ADAS, driving tasks 
and driver distractions was performed where 17 source 
materials were identified for their high relevance. These 
include 8 journals, 6 conference papers, 2 websites and 1 
ISO standard. As a result, 134 instances were extracted. 
C. Data Analysis 
After considering existing classifications/ontologies 
from the literature such as [44] and [38], an initial list of 
classes with references for ADAS was created as shown in 
Table 1.  
TABLE I.  CLASS AND REFERNCE RELATED TO ADAS 
Class Sub-class Reference
Environment 
detection 
Road type, current line detection, 
multi-lane detection, traffic light, 
speed limit, weather conditions, and 
light conditions. 
[44] [45]
 
Driver state 
detection 
 
Fatigue, driving ability  [46] [47]
Ego-vehicle 
detection 
Velocity, orientation, and acceleration [44]
Free zone Unmoving obstacles, navigable spaces [44]
Moving 
obstacles 
Other vehicles on the road, vulnerable 
people 
[44]
Communication Other vehicles, road infrastructure, 
pedestrians 
[44] [48]
User input Buttons, touch screens, knobs, air-
gestures, audio comments  
[49] [50]
Vehicle control Adjust speed, Automatically brake, 
control steering, vision support 
[51] [52]
Warnings Modality, location, content [53] [54]
[25] [55] 
Similarly, classes for driving tasks and driver distraction 
were also created. Note that the classes for driving tasks 
were decided by considering the activities involved in the 
primary driving task such as following traffic and 
approaching junctions.  
TABLE II.  CLASS AND REFERENCE RELATED TO DRIVING TASK 
Class Sub-class Reference
Tasks performed during
longitudinal driving 
Free driving, following, 
overtaking, being overtaken, 
platoon driving, stop-and-go 
[38]
Tasks performed in 
intersections 
Intersection type, intersection 
control, and driving direction 
[38]
Other driving tasks Reverse parallel parking and 3-
point turning 
[56]
Road characteristics Motorway, rural roadway, and 
city roadway.  
[38]
Table 3 shows the class and reference for driver 
distraction. As some of the driving distraction is acceptable 
[57], a class called duration is defined to indicate the length 
of a distraction for impact measurement. 
TABLE III.  CLASS AND REFERENCE RELATED TO DRIVER DISTRACTION 
Class Sub-class Reference
Type Visual, audio, physical, cognitive [58]
Duration Time 
Impact Eye off road, longitudinal impact, lateral impact  [59]
D. Initial Ontology 
After renaming and removing some classes [38], the initial 
ontology was developed featuring three dimensions: ADAS, 
the driving task, and driver distraction. The main classes of 
ADAS include: data fusion, user interface (HMI) and 
vehicle control. The main classes are: driving straight, 
turning and slow maneuvers. The main classes are type, 
duration and impact as shown in Table 3. 
 
E. Ontology Refinement and Validation 
To refined and validate the initial ontology, a focus 
group study was considered where participants were asked 
to review the ontology in an open format. That is, they were 
allowed to modify, add and delete instances and classes 
based on their own driving experiences [60].  
The focus group had eleven participants. They were PhD 
students and academics from the Department of Computing 
and Informatics, Bournemouth University. A pre-screening 
showed that six of them had been driving for more than ten 
years, two had five to ten years’ driving experience, and 
three did not have a driving license but were taking driving 
lessons at the time the research was conducted. Table 4 
shows the finalized ontology based on the focus group 
results.  
TABLE IV.  FINALIZED STRUCTURE OF EACH ONTOLOGY  
Ontology  Class Sub-class 
ADAS Sensor Data 
Fusion 
Environment detection
Driver state detection
 
Ego-vehicle detection
Free zone 
Moving obstacles
Interaction 
Method 
Button 
Touch screen 
Knob 
Air-gesture 
Audio commend 
Effect Warning 
Vehicle Control
Driving Task Driving Straight 
 
Free driving,  
Following  
Overtaking  
Being overtaking
Stop-and-go
Turning Intersection type 
Intersection control
Driving direction
Slow Maneuver  Reverse parallel parking
3-point turning
U turning
Driving Distraction Type Visual
Audio 
Physical
Cognitive 
Duration Time
Impact Eyes off the road
Longitudinal impact
Lateral impact
 
A schematic is created to indicate the process of how 
passive ADAS cause driver distraction. Sensor data 
determines ADAS warning. Drivers need time to notice and 
understand the meaning of warning. If such duration is 
greater than distraction guidelines, drivers may suffer from 
driver distraction (e.g. audio or visual) and have impact on 
their driving performance. The impact will finally affect 
current driving task. 
 
Fig. 3. Schematic diagram of how passive ADAS potentially cause driver 
distraction 
IV. RULE-BASED WARNING INITIATION 
A. Creating rules 
The main purpose of this research is to propose a 
universal rule-based reasoning system to enable passive 
ADAS warning initiation without distracting drivers. 
Therefore, the first step towards the system is to create 
fundamental rules based on the ontology developed. 
According to the relationship schematics of the ontology, 
each distraction situation has a relationship with the output 
data and accesses ADAS input data and driving tasks. 
Hence, the prerequisites for a reasoning system include 
matching entity classes to ontological classes, entity class 
relations to ontological binary relations between classes, and 
entity class attributes to ontological properties; these assign 
data types to ontological classes [61]. Rules are written in 
the Semantic Web Rule Language (SWRL). 
For demonstration purpose only, two rules are created in 
this section as examples. The first rule is used to determine 
the functionality of ADAS: 
Egovehicledata (?data1) ^ ADASDataFusion (?data2) ^ 
Relationship (?data1,?data2) ^ ADAStriggercondtion  
(?ADASParameter) ^ lessthan/greatthan/is (?d1, 
?ADASParameter) => ADASfunction(?ADASposition, 
?ADASmodality, ?ADAS content) 
In this rule, ADAS detect ego-vehicle data and the 
surrounding driving environment (i.e. ?data2). These two 
pieces of data will have a relationship with each other, and 
the relationship will be compared with the ADAS’ 
operational characteristics to determine the final output.  
Following the driver’s reaction to an ADAS function, 
the second rule is used to identify the potential driver 
distraction: 
DistractionImpact (?Impact) ^ DistractionDuration (?Time) ^ 
Distractionguideline (?Distractionparameter) ^ lessthan/greatthan/is 
(?Time, ?DistractionParameter) => Typedistraction (?Type) 
B. Reasoing Application 
A scenario is also created to demonstrate the use of the 
rule-based reasoning system (Figure 4). It should be noted 
that the scenario is based on the traffic conditions and 
regulations in the United Kingdom (UK). In this scenario, 
the subjective vehicle is following vehicle 1 in the built-up 
area where the speed limit is 30 MPH. The vehicle is 
equipped with forward collision warning (FCW) 
technology. 
 
Fig. 4. A single warning scenario example 
Rules can be transformed to the following: 
Subvehicle (?svX) ^ vehicle1 (?v1X) ^ Distancetosubvehicle 
(?svX, ?v1X, ?d1) ^ FCWtriggercondtion (?FCWParameter) ^ 
lessthan(?d1, ?FCWCParameter) => FWCwarning(?FCWposition, 
?FCWmodality) 
This rule determines the functionality of FCW, which 
will be triggered when the distance between the two 
vehicles is less than a pre-defined threshold (e.g., 18 meters 
or 3 seconds). It is assumed that FWC provides a visual 
warning located on the dashboard. Then another rule can be 
created to identify potential distractions. 
FocusonFCW (?eyeoffroad) ^ durationonFCW (?time1) ^ 
VisualdistractionParameter (?vdParameter) ^ greatThan (?time1, 
?vdParameter) => Drivervisualdistraction (?DVD) 
As the driver will look at the dashboard when the FWC 
has been triggered, if the duration of the driver’s visual 
focus on the dashboard is greater than a maximum time of 
‘eye off road’ (e.g., 2 seconds [62]), a visual distraction will 
be identified and detected.  
V. CONCLUSION AND FUTURE WORK 
This work was the first attempt to provide a universal 
rule-based solution to enable passive ADAS to provide 
warnings without causing driver distraction. This was done 
by taking an ontological approach to understand how 
driving distraction can be triggered by passive ADAS in the 
context of driving tasks. After developing the ontology, two 
rules to determine the functionality of a passive ADAS and 
identify potential driver distraction based on driver’s 
reaction to the ADAS warning were created. A single-
warning scenario was also given to demonstrate how the 
rule-based reasoning system could be used in a real world 
situation. 
There are some limitations of the work. First, the 
developed ontology was only validated and refined with one 
focus group study involving only drivers. Clearly, a further 
study involving other stakeholders such as ADAS experts 
and automotive manufactures is needed to help improve the 
ontology. The refinement could be also looked into by 
considering drivers’ experience and demographics as such 
factors can affect their attitudes.  Second, the use of example 
rules was only demonstrated using a single warning scenario. 
In reality, there will be some scenarios involving multi-
warnings (i.e. two or more warnings are triggered at the 
same time).  Therefore, more scenarios focusing on multi-
warnings should be created to verify the rules with the 
support of driving simulators.  Third, only two rules were 
created as examples to show how the ontology could be 
used to help deduce rules. To proper assess the effectiveness 
of the reasoning system, more rules should be created in the 
future with appropriate driving scenarios.  
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