Abstract: M -estimation provides a class of estimators for the 'signal plus noise' problem, where the signal has a parametric form and the distribution of the noise is unspecified. Here, we extend this to modeling observations subject to trends in both location and scale, that is, to the model observation = (location signal) + (scale signal) × (noise), where the location signal and scale signal are smooth functions of an unknown q-vector θ say, and the components of the noise have some unknown cumulative distribution function (cdf) F say. We define the scaled M -estimator of θ with respect to a given smooth function ρ : R → R. When the scale is not changing this reduces to the usual unscaled M -estimator requiring that F be suitably centered with respect to ρ.
Introduction
The asymptotic theory of M -estimators for regression models has been the subject of many papers. The papers are too many to cite. For comprehensive reviews, we refer the readers to the following most excellent books and book chapters: Andrews et al. (1972) , Rey (1978) , Randles and Wolfe (1979, Chapter 5) , Serfling (1980, Chapter 7) , Bierens (1981) , Huber (1981) , Hampel et al. (1986) , Carroll and Ruppert (1988) , Staudte and Sheather (1990) , Koul (1992, Chapter 4) , Bickel et al. (1993) , Marazzi (1993) , Pfanzagl (1994) , Rieder (1994) , Verboon (1994) , Rao and Toutenburg (1995, Chapter 9) , Huber (1996 M -estimators have received applications in almost every area of science, engineering and medicine. Some recent application areas include: nonlinear regression models with long-memory errors (Chen et al., 2011) , high breakdown robust estimation in computer vision (Hoseinnezhad and BabHadiashar, 2011) , and detection / compensation of GPS measurement biases (Faurie and Giremus, 2010) . This paper develops M -estimation theory for a richer class of models than the usual 'signal + noise' class of regression models. This richer class is generally able to fit data better than the 'signal + noise' class of models, see Tables 1 to 6 in Section 7 and Figures 5 to 7 in Section 7 for illustrations. Instead of having only a 'location signal', we allow also a 'scale signal'. That is the class of models we shall provide M -estimator theory for is Y = µ + σ e (1.1)
in R, µ in R, σ > 0 and e in R for = 1, . . . , n, where {µ , σ : = 1, . . . , n} are "smooth functions" of an unknown q-vector θ and the 'residuals' {e , = 1, . . . , n} are independent and identically distributed (i.i.d.) with some unknown cdf F (x). One can also take {µ , σ : = 1, . . . , n} to be functions of some parameter in a lower dimensional space, say R r , r < q. Examples of this kind are considered later, see, for example, Section 2.4. By "smooth function", we mean that the function is infinitely differentiable with respect to its arguments.
The i.i.d. assumption of the residuals may sound restrictive. But models of the kind (1.1) with the i.i.d. assumption have been fitted to many real data sets: annual maximum daily rainfall in west central Florida (Nadarajah, 2005) ; annual flood peaks of the Pachang River, Taiwan (Nadarajah and Shiau, 2005) ; annual maximum daily windrun in New Zealand (Withers and Nadarajah, 2006) ; annual maximum precipitation in China (Feng et al., 2007) ; annual maximum temperatures in New Zealand (Withers et al., 2009) ; to mention just a few. The theorems presented will not hold if the i.i.d. assumption is not satisfied. Exactly how the results will change is a possible future work.
M -estimation theory for a particular case of (1.1) has been considered by Carroll and Ruppert (1982) . The theory developed in this paper is more general. For other work extended by (1.1), we refer the readers to Carroll (1982) , Welsh et al. (1994) , Bianco et al. (2000) and references therein.
We shall see that in general for the M -estimator of θ to be consistent the noise cdf F (x) must be centered and scaled so that where ρ (r) (e) is the rth derivative of ρ(e) and ρ : R → R is some smooth function with respect to which M -estimators are defined. Unless otherwise stated, we assume throughout that ρ(·), µ (·), σ (·) are smooth functions and that F (·) is differentiable.
Before exploring the implications of the constraints, (1.2), let us review the constraints on the familiar "observation = signal + noise" class of models Y = µ + e (1.3)
in R for = 1, 2, . . . , n, where µ = µ (θ) is a function of an unknown vector θ, and {e } are i.i.d. with some unknown cdf F (x).
Parametric methods assume that F (x) has a parametric form, say F (x) = F θ (x) and then apply a method such as maximum likelihood (ML) or the method of moments to estimate θ. However, if F (x) does not in fact have the parametric form assumed, then the confidence regions (CRs) for θ will generally not have the correct level even for large sample size n.
Semi-parametric methods do not assume any particular form for the noise cdf F (x) but it must satisfy a constraint depending on the estimator in order that the estimator is consistent. The same is true for the usual M -estimator with respect to a given smooth function ρ : R → R, typically convex, that is θ minimizing Λ 0,n (θ) = n where e = − ξ and F (x) = G(x + ξ). Much statistical theory has been developed assuming that residuals are normally distributed with mean zero. For example, Seber and Wild (1989, page 111) consider the model µ = θ 1 {1 − exp (−θ 2 x )}, e ∼ N 1 (0, θ 3 ). However, unless there is a compelling reason for believing residuals are symmetrically distributed -and indeed normal, a safer approach would be to add in a location parameter and use a semi-parametric estimator.
A simple choice for usual M -estimators is to take ρ(e) proportional to |e| r for some r > 0 since a choice like ρ(e) = |e| + e 2 is not dimensionally sound. The alternative of ρ(e) = ρ 0 (e/σ 0 ) for some given σ 0 of the same dimension as the observations {Y } raises the question of how to choose σ 0 : Section 5 gives one answer to this question.
The classical choice ρ(e) = e 2 /2 gives the least squares estimator (LSE), while the choice ρ(e) = |e| r /r, r even gives the more general L r estimator. We shall see in Tables 4 to 6 in Section 7 that our more general model (allowing scale to change, for the location parameters -those of {µ }, but not for the remaining parameters -typically those of {σ }) is more robust to outliers than the LSE for the "signal + noise" model. If F were known, say F (x) = F 0 (x) with probability density function (pdf) f 0 , then the Mestimator with ρ(x) = − log f 0 (x), is the ML estimator (MLE).
The main results of this paper are given in Section 2: the case, where there is a trend in the scale of the observations, as well as a trend in the location. So, instead of (1.4), the basic model is
in R for = 1, 2, . . . , n, where m = m (γ) and s = s (γ) > 0 are given functions of an unknown vector γ, and { } are i.i.d. G(x), unknown. For estimators to be consistent we now need in general to introduce not only a location parameter ξ as before but also a scale parameter τ say. In the case of M -estimators these two parameters are certain functions of ρ and G(x). Rewriting (1.5) as the 'working' model (1.1) with e = ( − ξ) /τ i.i.d. F (x) = G(ξ + τ x), we have µ = m + ξs , σ = τ s , θ = γ , ξ, τ .
(1.6) (More generally, θ is some one-to-one function of (γ , ξ, τ ). We denote the pdf of F (x) by f (x) when it exists.) If F (x) had a known form F 0 (x) with pdf f 0 (x), one could use the MLE for θ. That is, one could choose θ to minimize
where 8) and ρ(e) = − log f 0 (e) = ρ (e, F 0 ) say. The scaled M -estimator of θ with respect to ρ is defined in the same way with the form of ρ now allowed to be arbitrary. For the case when the observations form a random sample, that is µ = θ 1 , σ = θ 2 , this idea appears on pages 39-40 of Andrews et al.
: see Section 2.2 to follow.
For example, for the L r -estimator with r even, ξ and τ are given implicitly and explicitly, respectively, by
Example 2.1 gives some simplifications for the L r -estimator when r is even and the parameters of {µ } and those of {σ } are distinct. We call γ the fundamental parameter and ξ, τ the working parameters as only they depend on the choice of ρ.
Section 3 continues with the case, where the parameters of {µ } are different from those of {σ }. Section 4 relates the M -estimator to the quasi-likelihood estimator and gives conditions for likelihood ratio type tests to exist. If we want to compare different estimators of the fundamental parameter γ we must ensure that µ and σ must have the form (1.6). Section 5 explores these constraints. For example, we identify what constraints this puts on the "linear-linear model" µ = α x , σ = β y . Section 6 shows how to apply our model to obtain a simultaneous analysis for independent series sharing some common parameters. The motivation is modeling trend in New Zealand temperature series. By combining series one is more likely to pick up a weak scale signal if one exists. By using series that do not overlap in time, one effectively increases the length of the series without having to deal with the problem of correlation between series. Section 7 illustrates a data application. Finally, some future work are noted in Section 8.
Main results
Here, we assume the location-scale model (1.1) with {e } i.i.d. F (x), and we obtain asymptotic normality of θ minimizing
for λ (θ) of (1.7), (1.8) for given smooth functions {µ (θ), σ (θ)}, and ρ(e). These are typically taken as one, but alternatively may be chosen to reflect the credibility of the observations. Section 2.1 derives the asymptotic distribution of θ for the general case, see Theorem 2.1. The particular case for q = 2 is given in Section 2.2. Robustness of θ is discussed in Section 2.3. CRs for smooth functions of θ are constructed in Section 2.4. Estimation of θ and related issues for ρ(e) = |e| r /d are given in Section 2.5. Estimation of θ and related issues for ρ(e) = |e| r /r are given in Section 2.6. Section 2.7 derives the asymptotic behavior of the unscaled M -estimator when the scale is changing.
Asymptotic distribution of θ
We first introduce some notation that we use throughout. Set
For example, (1.2) can be written ρ 1,0 = 0, ρ 1,1 = 1. For any real or compatible vector sequences
3)
Theorem 2.1 Consider the model (1.1) with F having finite moments and with all relevant matrices invertible. Let θ minimize (2.1). We have the following:
(I) If F is centered and scaled so that ρ 1,0 = 0, ρ 1,1 = 1, then
5)
where
,
(II) If {σ } do not depend on θ and ρ 1,0 = 0, then (I) holds, only the first term in the above expressions for A, B is non-zero, also V = c 1,1 lim n→∞ σ −2 µ.µ.
(III) If {µ } do not depend on θ and ρ 1,1 = 1, then (2.5) holds, only the last term in the above expressions for A, B is non-zero; also V = c 2,2 lim n→∞ σ −2 σ.σ.
(IV) If for i = 1, 2, γ i is an q i -vector, {σ ,0 } are given scalars, {y } are given q 2 -vectors such that
, and ρ 1,0 = 0, then (2.5) holds with a 2,2 in (2.6) replaced by ρ 2,2 + ρ 1,1 .
Note that (II) of Theorem 2.1 corresponds to constrained M -estimators of Mendes and Tyler (1996) . The proof of Theorem 2.1 is given in Appendix F. We use the notation ∂ i = ∂/∂θ i , λ ·i,j,... = ∂ i ∂ j · · · λ (θ), and similarly for Λ n·i , e ·i,j,... , µ ·i,j,... , σ ·i,j,... . We set ∆ = θ − θ,
and
Furthermore, we let A i,j be the inverse of (A i,j ), q × q and let
If σ (θ) ≡ 1, then (II) of Theorem 2.1 reduces to the result of Huber (1964) :
Corollary 2.1 Note that A and B are proportional for (II) and (III) of Theorem 2.1 but not for the general case (I) unless either
Firth (1987, Sections 2 and 3) considers the cases ν 2 = 0 and ν 1 = 0 under slightly different assumptions.
The proof of Corollary 2.1 is given in Appendix F.
Asymptotic distribution for q = 2
Suppose µ ≡ θ 1 , σ ≡ θ 2 , so q = 2 and the observations form a random sample. Then, for a, b of (2.3), (2.4), A = a/θ 2 2 and B = b/θ 2 2 . So, V = θ 2 2 c, where
say. In terms of d a = det a = a 1,1 a 2,2 − a 2 1,2 , and (29), (30) for the influence function (first von Mises derivative) of θ(G) defined by θ = θ (G n ), where G n is the sample empirical cdf, can be written aθ G (x) = θ 2 t(y), where
, dF (y) = b, in agreement with our result.
Robustness of θ
When is θ robust to outliers? Assuming ρ is bounded near zero, B is bounded in F if ρ 1,1,2 is bounded, that is if eρ (1) (e) is bounded. This means ρ(e) must be a 'redescending' estimator (that is ρ (1) (e) may increase but for large |e| must decrease). This condition rules out ρ(e) = |e| r /r.
where f is the pdf of F . If µ = µ (α), σ = σ (β), θ = α β then the MLEs for α and β are asymptotically independent if ρ * 1,1,1 = 0, in particular if F is symmetric about zero, as for the normal and the double-exponential distributions.
In the parametric case, where F (e) = G ((ξ + τ x)/τ ) for some given cdf G, (ξ, τ ) are determined by (1.2) , that is by (1.9). So, ξ = 0 if ρ and G are symmetric about zero.
Let F be the empirical cdf of the estimated residuals
as n → ∞ for a sequence of integers ζ n , then a consistent estimator of this quantile is
where e (1) ≤ · · · ≤ e (n) are the ordered values of e 1 , . . . , e n .
Confidence regions for θ
Suppose we want an asymptotic CR for some function t(θ) in R r with r ≤ q. This is obtained by Studentizing
where t = t θ ,
is r × r,ṫ = ∂t(θ)/∂θ is r × q, and t. i = ∂t(θ)/∂θ i . So, a CR for t = t(θ) with asymptotic coverage 0.95 is
for q n = n t V −1 t t, where Ch r (x) = Pr χ 2 r < x . So, if t(θ) is univariate, a confidence interval (CI) for t with asymptotic coverage 0.95 is
and a one-sided p-value for (H 0 : t = 0) is
, where Φ(·) is the standard normal cdf. Typically µ and σ have different parameters.
Example 2.1 Suppose that θ = α β , µ depends only on α in R p and σ depends only on β in R p . Set
So, A, B can be written as the 2×2 partitioned matrices A = (
(2.14) 
i,i , and similarly for t(α) = α 2 /α 1 . By Theorem 2.1 (II), if {σ } do not depend on θ then (2.13), (2.14) remain true for i = j = 1 without the conditions ρ 1,1 = 1, ρ 2,1 = 0. By Theorem 2.1 (III), if {µ } do not depend on θ then (2.13), (2.14) remain true for i = j = 2 without the conditions ρ 1,0 = 0, ρ 2,1 = 0. For general ρ, (2.13) remains true if µ = x α, σ = x β, c = a −1 ba −1 that is for c as in (2.7). In any of these cases it follows that (I) for a CR for any smooth function of α, an asymptotically optimal choice of ρ among a fixed selection is that which minimizes c 1,1 with respect to ρ, where c 1,1 is a consistent estimator of c 1,1 ;
(II) for a CR for any smooth function of β, an asymptotically optimal choice of ρ among a fixed selection is that which minimizes c 2,2 with respect to ρ, where c 2,2 is a consistent estimator of c 2,2 ;
(III) the asymptotic efficiencies of α and β relative to the weighted MLEs are
15)
respectively, where the weighted MLEs are defined to be α and β with ρ(e) = − log f (e) if f were known.
For ρ(e) = |e| r /r, r even, c i,i (r) = c i,i are given by (2.18)-(2.19) to follow and are plotted against r in Figures 1 to 4 for some examples along with η 1 , η 2 .
So, in any of these cases, a CR for smooth t = t(α) : R p → R r , or for smooth t = t(β) : R p → R r , is given by (2.8) with corresponding p-value (2.9) or if r = 1 by (2.10), (2.11), where for t(α), V t =ṫV 1,1ṫ withṫ = ∂t(α)/∂α , r × p, and for t(β), V t =ṫV 2,2ṫ withṫ = ∂t(β)/∂β , r × p .
[ Figures (ii) Y = µ + τ e ,τ for e ,τ = e /τ and Theorem 2.1 (I) applies with θ = α τ . For general ρ, α under (i) and (ii) may differ! But for ρ(e) = |e| r /r, r even they are the same and
By (2.13), α, τ are asymptotically normal with covariance V = (g i,j G i,j ), 2 × 2, where
and that [y] = 0. Then, for α as in (i), Theorem 2.1 (IV) applies with σ = s so that e = − ξ.
(iv) Theorem 2.1 (I) applies to Y = µ + σ e ,τ for σ = s τ , e ,τ = e .
For ρ(e) = |e| r /r, r even, α under (iii) and (iv) are the same, and (2.16) holds with |Y − µ | r in the expression for Λ 0,n (α) multiplied by s −r .
Estimation of θ for ρ(e) = |e| r /d
Take ρ(e) = |e| r /d, where r even, d > 0 are given constants. Suppose σ = τ s (γ) and
. So, changing d rescales τ but does not affect γ, ξ, γ, ξ. So, we may without loss of generality take d = r. Note that Λ(θ) is minimized over g (that is over τ ) at g = rK(γ, ξ), i.e., at
So, finding θ by iterating in θ-space as in the following note can be reduced to iterating in γ ξ -space. If r = 2 we can also take out of the iteration process the linear parameters of µ not in s . Also,
. Now ρ (1) (e) = |e| r−1 sign (e), and ρ (2) (e) = (r − 1)|e| r−2 + 2|e| r−1 δ(e), where δ(e) is the Dirac function. So,
So, if µ = µ (α) and σ = σ (β) then V is given by (2.13) in terms of c i,j = c i,j (r), where
So, ρ 1,1,2 is not robust to outliers. Nor is ρ 1,1,0 . Note that ρ 2,0 is robust to outliers for 1 ≤ r ≤ 2 but not for r > 2. These results are used in Appendix A to provide Figures 1 to 4 . This also gives c 1,1 , c 2,2 , η 1 , η 2 for the gamma distribution for r = 2. If r = 2, ρ 1,0 = 0 and ρ 1,1 = 1 then
1 /2 and c 2,2 = E e 4 1 − 1 /4. Some other choices of ρ are discussed in Appendix D.
Provided Λ n··· is continuous near θ, θ can be found by Newton's method (for example, one can use the NAG routine E04LBF), that is by iteration from an initial value θ (0) in terms of e = e (θ) of (1.8):
, and
. It is often simpler is to replace Λ n··· by A, a consistent estimator of its mean
For the L r -estimator with r even one can use A = A θ, F . If r = 2, A does not depend on F .
Estimation of
Suppose that ρ(e) = |e| r /r, where r is even and that we can reparameterize θ so that µ = (µ ) and σ = (σ ) have different parameters, say
We can iterate using
an exact formula for the linear parameters of µ. For example, if r = 2 and µ = x α, then instead of iterating using α (i+1) above, one uses the exact formula
If σ = y β with y ,1 ≡ 1, then D 2,2 = lim n→∞ σ −2 yy and iteration can begin at α = α (0) ,
, the unscaled LSE, and
The same is true if σ = exp (y β) with y ,1 ≡ 1, except that D 2,2 = lim n→∞ [yy ] and τ (α) is replaced by log τ (α).
Asymptotic behavior of the unscaled M -estimator
We end this section with the asymptotic behavior of the usual unscaled M -estimator when the scale is changing, for the case ρ(e) = |e| r /r, r even. The proof is similar to that for the case when the model contains no change in scaling.
Theorem 2.2 Suppose the observations satisfy the location-scale model (1.1) with F having finite moments and with all relevant matrices invertible. Suppose ρ(e) = |e| r /d for some r even,
dF (e) = 0. Then, (2.5) holds with
So, for ρ(e) ∝ |e| r , r even, if {σ } is not changing much compared with µ , then one does not loose much efficiency by estimating the parameters of µ in this way. This can be useful for selecting a model for µ before focusing on a model for {σ }.
When trend and variability have different parameters
Here, we consider the case when θ can be reparameterized so that the parameters of the trend {µ } will be different from those of the variability {σ }. Call them α in R p and β in R p say as in our examples above. So,
By Example 2.1, we can write A, B of Theorem 2.1 as 2 × 2 partitioned matrices
with D i,j = lim n→∞ σ −2 x i x j , x ,1 = ∂µ /∂α, x ,2 = ∂σ /∂β, and
so one may write V as a 2 × 2 partitioned matrix explicitly in terms of {a i,j , b i,j , D i,j }. The general results are messy: see Appendix B. But first we consider some special cases. Set
Example 3.1 Suppose ρ 2,1 = 0. By Example 2.1,
so CIs for α i and β j of level about 0.95 are
, respectively. The p-value of (H 0 :
. If for some scalar λ,
If p = p and det D 1,2 = 0 then C 1 = λD 1,1 if and only if C 2 = λD 2,2 .
Example 3.2 Suppose we have p independent random samples of sizes n 1 , . . . , n p . Set n = p j=1 n j . Suppose the observations in the jth sample are Y ,j = µ j (α) + β j e ,j , 1 ≤ ≤ n j , for 1 ≤ j ≤ p with the n combined residuals {e ,j } having the same cdf F . Suppose ρ 2,1 = 0. By (3.3),
and λ j = n j /n. That is, β j are asymptotically independent normals with means {β j } and variances β 2 j /n j . Now suppose that ρ(e) = e 2 /2 and µ j (α) = z j α, where z 1 , . . . , z p are given. Then, α, β are given by iterating between α = α β and β = β ( α), where
If for some scalar λ, C 1 = λD 1,1 , (for example, p = 1), then by (B.1)
If for some scalar λ, C 2 = λD 2,2 , (for example, p = 1), then by (B.2)
Suppose (3.6) holds. Then, by (B.1)-(B.3), V i,j is given by (3.3) with c i,i of (3.12), (3.13) and
Also V −1 is given by (3.7)-(3.10). If λ = 1 then these expressions for c i,j , c i,j reduce to those in Section 2.2.
1,1 , and V −1 = c −1 ⊗D 1,1 with c and c −1 given in Section 2.2 or if ρ 2,1 = 0 by (2.14), (3.11) . The distributions of ( α − α) /β 1 and β/β 1 , e depend on θ only through (β 2 , . . . , β p ) /β 1 . If ρ 2,1 = ρ 1,1,1 = 0, then α and β are asymptotically independent. This holds if ρ(e) and F (e) are symmetric about zero: such models may be called symmetric semi-parametric models.
An important application of this example is for µ and σ linear in :
. So, Example 3.3 holds with x = (1, u ) . Also β 1 > 0 and
1 H, respectively, for G, H of Appendix C. So, if ρ 2,1 = 0 then in the CIs (3.4), (3.5) for α 2 , β 2 , we may take σ ( α 2 )
In the p-value of (2.11) for (H 0 : β 2 = 0) we can take q n = n 1/2 δ/ (12 c 2,2 ) 1/2 . The distribution of q n is determined by n, F , δ. For t(β) = β 2 /β 1 = δ, and
given by (2.13) in terms of D i,j which we partition as 16) in the notation of (3.14), where G = D 1,1 and H = D 2,2 , so that
a function of τ, γ, δ and
a function of δ. So, a CR for γ and a p-value for (H 0 : γ = 0) are given by We end this section with some simulation result.
Simulation results
The quantile (2.11) was calculated for t = β 2 of Example 3.4 with ρ(e) = |e| r /r for r = 2 on simulated data with n = 100, y = x = (1, /n) and 
Likelihood ratio type tests
Although we have provided CRs and tests for θ in Section 2, the convenience of likelihood ratio
and θ. How does Λ n θ − Λ n θ 0 behave? Note that
j , where {λ j } are the eigenvalues of Ω. So, the distribution of R may be obtained by inverting its characteristic generating function K R (t) = −2 −1 log |I − 2Ωt| = −2 −1 log (1 − 2λ j t) for {λ j Re(t) < 1/2}. By replacing Ω by its estimator one can now estimate the distribution of R n and so obtain p-values for H 0 . However, we now show that in several special cases R is proportional to χ 2 p 1 , giving us an analogue of the likelihood-ratio test.
Suppose A and B are proportional as in Corollary 2.1, say
Then,
so under H 0 , if ν is a consistent estimator of ν then
as n → ∞. From Theorem 2.1, we have We now give a case, where A, B are not proportional but R is still proportional to χ 2 p 
Model constraints
Here, we investigate when µ and σ can be reparameterized with different parameters. If we want θ not to depend on our choice of ρ, then only certain types of models are available: those equivalent by reparameterization to the fundamental form
where m (γ) contains no location parameters, and s (γ) contains no scale parameters. For example, for (x , y ) given vector covariates, we shall see that the model
is only available if we can take y = x or if dim (y ) = 1.
Let us call a model a fundamental model if its parameters should not depend on the choice of estimator. However, in practice this requirement is violated by the location parameter of the model unless we unrealistically restrict ourselves to residuals symmetric about zero. Consider the usual model (no scale change)
for 1 ≤ ≤ n with µ = ξ + m (γ) and e 1 , . . . , e n i.i.d. F say. Here, m (γ) contains no location parameters, otherwise, ξ would not be identifiable, and θ is any one-to-one function of (ξ, γ ). 2) with µ = x θ, that is µ = Xθ say with θ in R p is allowed if there exists H, p × p with det(H) = 0 such that XH has ones in its first column. That is, this model is allowed if X has rank p ≤ n.
We call (5.2) a working model. We can write (5.2) as a fundamental model in the form Y = m (γ) + e * with e * 1 , . . . , e * n i.i.d. G say. So, e = e * − ξ, and F (e) = G(e + ξ) depend on ρ through ξ, and ξ = ξ(ρ, G) is a functional of ρ, G defined by 0 = ρ 1,0 = ∞ −∞ ρ (1) (e)dG(e + ξ). For example, if ρ(e) = e 2 /2, then ξ(ρ, G) = mean (G).
So, the working model has one more parameter than the fundamental model. The working model has one constraint on its error cdf F , while the fundamental model has no constraints on its error cdf G. If we were to delete the location parameter from our working model, we would be restricting ourselves to a special class of (ρ, F ), a class that includes (ρ, F ) both symmetric about zero, since then ρ 1,0 = 0. In this paper, we do not want to restrict ourselves to F symmetric about zero, since this is an artificial constraint seldom satisfied in reality. The simplest example of such a restricted model is regression through the origin with one independent variable: Example 5.2 Y = x θ + e with θ ∈ R, x = /n say, and {e } i.i.d. F symmetric about zero. It has no location parameters. Assume ρ is symmetric about zero so ρ 1,0 = 0. Then, with {e * } i.i.d. G, where m (γ) has no location parameters, s (γ) has no scale parameters, G has no constraints, and dim(θ) = dim(γ) + 2. Here, e = (e * − ξ) /τ , so (5.3) implies (5.1). So, F (e) = G(ξ + τ e), and the two extra parameters (ξ, τ ) are the location and scale parameters of G with respect to ρ defined by
We call γ the fundamental parameter and ξ, τ the working parameters as only they depend on the choice of ρ. For example, if ρ(e) = e 2 /2 then ξ = E [e * 1 ] = mean G, τ 2 = var G. To summarize, if the constraints ρ 1,0 = 0, ρ 1,1 = 1 are not to restrict us to (ρ, F ) symmetric about zero, then µ (θ), σ (θ) must have the form (5.1), where s (γ) has no scale parameters. Otherwise, τ would not be identifiable. Of course, any given model can be parameterized in many ways. So, (ξ, τ ) can be taken as components of θ, or θ can be taken as any one-to-one function of (ξ, τ, γ).
The presence of the parameters (ξ, τ ) in the model (5.3) implies that ρ(e) = r(e) and ρ(e) = r ((e − ξ 0 ) /τ 0 ) for given (ξ 0 , τ 0 ) will give exactly the same estimator γ for γ.
We call two models equivalent if one model is a reparameterization of the other.
Note that m ≡ x γ has no location parameters if and only if rank
Note also that s ≡ y γ + 1 has no scale parameters if and only if rank
What models does (5.1) allow and disallow? Firstly, µ linear is allowed, that is µ = (µ ) = Xα with X of full rank less than or equal to n. For if m = α y , s = β z then ξs = α 2 z , where α 2 = ξ. Taking m = 0 gives the model Example 5.3 µ = ξs (γ), σ = τ s (γ), so µ /σ does not depend on but does depend on ρ. Finally, we give the components of A, B for the general case θ = (γ , ξ, τ ), µ = m (γ) + ξs (γ) and σ = τ s (γ). Writing them as
with F i,j = a i,j , b i,j , respectively, of (2.3), (2.4), and partitioning them as 3 × 3, their components are given by
, where m · = ∂m /∂γ and s · = ∂s /∂γ.
Combining independent series
Combination of independent data to improve statistical estimation is common place. Some published examples include: combination of comparable information collected independently from multiple surveys of the same population (Merkouris, 2004) ; combination of molecular, morphological and ecological data to infer species boundaries in organisms that are difficult to sample in large numbers (Sanders et al., 2006) ; combination of independent microarray datasets pertaining to chronic allograft nephropathy (Kong et al., 2008) ; combination of independent samples from different laboratories to correct for measurement error (Huang et al., 2012) . Other examples are annual maximum sea levels observed at costal points sufficiently apart, annual maximum flood peak levels observed at rivers sufficiently apart and Example 3.2.
Here, we show how to apply the method when series (assumed to be independent of each other) need to be combined, because the models for the various series have some parameters in common. In practice, this may mean if two series overlap in time, discarding one of the series during the overlap period. Suppose then we have K series of lengths n 1 , . . . , n K , modeled as
for ∈ T k , k = 1, . . . , K, where T k is a set of n k integers, with {T k } disjoint, and {e ,k , ∈ T k , k = 1, . . . , K} independently distributed as F unknown. We set n = n 1 + · · · + n K and λ k = n k /n. Note that T k = { k + 1, . . . , k+1 } with k = n 1 + · · · + n k . Define δ ,k = 1 for in T k and zero otherwise. Then, we can write our model as (1.1) with Y = Y ,k for in T k and
We give V for two types of models:
In each case, we have m = m (γ), s = s (δ) with γ in R P , and δ in R Q say,
so α has dimension p = P + K, β has dimension p = Q + K, and θ has dimension q = p + p = P + Q + 2K. So, each series has its own location and scale parameters (ξ k , τ k ) but the other parameters γ in R P say and δ in R Q say, are shared. We denote the kth unit vector in R K as v k,K and summation over in T k by n k =1 . We set
for compatible vector sequences {F , G , . . .}. 
The type I model
is a function of τ , γ, δ and
is a function of δ. Typically s = 1 when δ = 0, simplifying the p-value of (H 0 : δ = 0).
Example 6.1 Set m = x γ, s = 1 + y δ for given x , y . So, m · = x , s · = y , and
For s = exp (y δ) we can always change τ k to τ * k = τ k exp (u δ) for u = y − [y]. With this parameterization D 2,2 is diagonal so that τ i , δ j are asymptotically independent.
Before applying (3.15), (3.16) , one should test the model. To do this one might first assume the more general model
and test
These may be tested as follows. Let ξ k , γ k , τ k , δ k be the estimator of θ obtained from the kth sample, and let σ ξ k
2·1,k be the estimators of their covariances as given in Section 3.2. A test of H 3 is to accept if
2,2 H 2·1 /n k for the kth series. The test for H 2 is exactly analogous. Suppose that one accepts H 1 . Then, instead of finding the M -estimator δ for the combined series, one can use
where V k is as above. This estimator has the same asymptotic covariance as the M -estimator for the combined series δ. This has great practical value as it means that an analysis of the combined series can be carried out in terms of the estimators for the component series. A similar result holds for testing H 2 . Replace δ, H, c 2,2 by γ, G, c 1,1 .
The type II model
Since the parameters of primary interest are w = γ δ , it is better to redefine θ as θ = (w , ξ , τ ).
For then, using a 2×2 partition of V corresponding to ξ τ and w, n 1/2 ( w − w)
with V = A −1 BA −1 . In the notation of (5.5), we partition A, B as 4 × 4 corresponding to θ = (γ , δ , ξ, τ ) with the elements of M M , M S, SS as given by Appendix E.
By Theorem 2.1 II, the results of this section hold for D 1,1 , M M without assuming that ρ 1,1 = 1, ρ 2,1 = 0 if {σ } are given, i.e., if τ k ≡ 1 and {s } are given; if also s ≡ 1 then for the Type I models, θ = ξ γ and (3.15) holds with
and for the Type II models, θ = γ ξ and (3.15) holds with
for G 2·1 of (6.1). By Theorem 2.1 III, (3.16) and the results of this section hold for D 2,2 , SS without assuming that ρ 1,0 = 0, ρ 2,1 = 0 if {µ } are given, that is if ξ k ≡ 0 and {m } are given.
Data application
Here, we apply some of the models in Section 3 to three real data sets. They data sets are: The scatter plots of the three data sets are shown in Figures 5, 6 and 7. We can see a trend in location in all three data sets. We can also see a trend in scatter in at least the first two data sets. To account for these trends, we fitted the following models, where Year denotes the year, Year 0 denotes the start year and n denotes the number of observations: Note that Year 0 = 1910 for annual minimum temperatures, Year 0 = 1855 for annual maximum temperatures and Year 0 = 1910 for annual average temperatures. Note also that n = 74 for annual minimum temperatures, n = 134 for annual maximum temperatures and n = 74 for annual average temperatures. There are of course many other models that can be fitted to account for the trends in location and scale. But these are perhaps the simplest models suggested by Section 3.
The six models were fitted to each data set by the LSE. The discrimination among the fitted models was performed using the one-sample Kolmogorov-Smirnov test. The p-values from this test are reported in Tables 1 to 3 . Since the Kolmogorov-Smirnov test assumes that the fitted model gives the "true" parameter values, the p-values were computed by simulation as follows:
(i) fit the model to the given data and compute the corresponding Kolmogorov-Smirnov statistic;
(ii) generate 10000 samples each of the same size as the data from the fitted model in step (i); Table 3 : p-values of the six models fitted to annual average temperature data. the median of Y t for all six models are plotted in Figure 5 , which confirms the best fit of the exponential-exponential model.
The adequate fits for the annual maximum temperature data are given by the const-exponential and exponential-exponential models. The exponential-exponential model is the better of the two with the parameter estimates α 1 = 3.321125398, α 2 = −0.002600307, β 1 = 1.267043083, β 2 = −1.602177560, suggesting a downward trend in location and a downward trend in scatter for annual maximum temperature. Again none of the "signal + noise" models provide adequate fits. The fitted values of the median of Y t for all six models are plotted in Figure 6 , which confirms the best fit of the exponential-exponential model.
Only the exponential-exponential model provides an adequate fit for the annual average temperature data. Its parameter estimates are α 1 = 2.67660708, α 2 = 0.07107887, β 1 = −0.09020316, β 2 = −0.59943031, suggesting an upward trend in location and a downward trend in scatter for annual average temperature. None of the other models (including all of the "signal + noise" models) provide adequate fits. The fitted values of the median of Y t for all six models are plotted in Figure  7 , which confirms the best fit of the exponential-exponential model.
For all three data sets, the exponential-exponential model gives the best fit. None of the "signal + noise" models provide adequate fits for any of the data sets. However, the "signal + noise" model giving the best p-value for annual minimum temperature data is the exponential-const model. The "signal + noise" model giving the best p-value for annual maximum temperature data is the linearconst model. The "signal + noise" model giving the best p-value for annual average temperature data is the exponential-const model.
We now check to see how the robustness of the exponential-exponential model compares to the robustness of the "signal + noise" model giving the best p-value. Table 5 : Measures of robustness for models fitted to annual maximum temperature data.
(i) fit the model to the data by removing its ith observation;
(ii) repeat step (i) for i = 1, 2, . . . , n (where n is the number of observations), recording each time the parameter estimates;
(iii) as a measure of robustness, compute the standard deviation of the n estimates obtained in step (ii) for each parameter.
The measures of robustness for the exponential-exponential model and the "signal + noise" model giving the best p-value are compared in Tables 4 to 6 . We can see that the measures of robustness for the exponential-exponential model are consistently smaller, suggesting that it is more robust than "signal + noise" models.
Finally, we examine the validity of Edgeworth type approximations used, for example, in Section 2.4. Edgeworth type approximations have many others uses in statistics, for example, approximation of the Pearson chi-squared statistics (Lewis et al., 1984; Stafford, 1995) . For example, the density of the Studentized mean of a random sample of size n (Fisher and Cornish, 1960) can be approximated by
where φ(x) = dΦ(x)/dx, h r (x) = dh r (x)/dx and h r (x) are certain polynomials tabulated in Withers (1984 Table 7 . We see that the fits are not close to being adequate even for m as large as 10.
Future work
The work of this paper can be extended in several ways. Throughout this paper, we have used one single ρ(·) function to obtain robust estimators for the location and scale parameters. An extension is to consider different ρ(·) functions for the location and scale parameters. Other extensions could include: use of different ρ(·) for every observation, as done in Bai and Wu (1997) ; study of robustness properties including breakdown points and influence functions of the proposed estimators, as done in Carroll and Ruppert (1982) .
Appendix A
Here, we give the asymptotic variances and efficiencies c 1,1 , c 2,2 , η 1 , η 2 plotted in Figures 1 to 4 for Z normal, uniform, double-exponential. We also give these asymptotic variances and efficiencies for the gamma distribution for r = 2.
Suppose e 1 is a standardized form of a random variable Z with pdf f Z (z). That is e 1 = (Z − ξ r ) /τ r , where (ξ r , τ r ) is given by
For a CI for t(α) or t(β), the best choice of r is that which minimizes c 1,1 (r) of (2.18) or c 2,2 (r) of (2.19), respectively. So,
Figures 1 and 2 plot c 1,1 and c 2,2 against r for Z normal, uniform, double-exponential. In each case, c 1,1 (r) is continuous at one. Figures 3 and 4 plot the asymptotic efficiencies of α, β relative to the MLE given by (2.15) against r for Z normal and double-exponential. For the uniform, the information is infinite.
If Z is symmetric about µ then ξ r , h r (a) of (A.1) are given by
. So, for λ = σ/τ r if e 1 = Z/τ r and Z = σe 0 , the asymptotic efficiency of α relative to the MLE is η 1 = λ 2 / ρ * 1,1,0 (e 0 ) c 1,1 , and the asymptotic efficiency of β relative to the MLE is For Z = µ+σU (−1, 1), we have ξ r = µ, h r (a) = σ a /(a+1), so for r even c 1,1 (r) = (r+1) 2/r (2r−1) −1 ≈ exp(2)/(2r) for r large. In particular, c 1,1 (1) = c 1,1 (1+) = 4, c 1,1 (2) = 1, c 1,1 (3) = 2 4/3 /5 ≈ 0.504 and c 1,1 (4) = 5 1/2 /7 ≈ 0.319. Note that c 2,2 (r) = 1/(2r + 1). Also, ρ * 1,1,i = ∞ for i = 0, 2, so η i = 0. For Z = µ + σD and D double-exponential, ξ r = µ, τ r = σ (r!) 1/r , h r (a) = σ a a!, and 
Appendix B
Here, we show how to obtain the 2 × 2 partition for V = (V i,j ) for the case θ = α β , µ = µ (α), and σ = σ (β).
Theorem B.1 For a i,j and b i,j of (2.3), (2.4) set
and N i = D i,i − rC i for C i of (3.2) and D i,j of (3.1). Then,
Proof: We use the formula for the inverse of a square 2 × 2 partitioned matrix for:
, where A 2·1 = a 2,2 N 2 , and
. Note that V 1,1 follows reversing 1 and 2. Similarly,
The result follows.
Appendix C
For Example 2.1 with µ = x α, we have A 1,1 = a 1,1 lim n→∞ D n with D n = σ −2 xx . For Example 2.1 with σ = x β, we have A 2,2 = a 2,2 lim n→∞ D n . Here, we give D = lim n→∞ D n when µ = x α and σ = x β. For x = (1, /n) and
Appendix D This paper has mostly considered the choice ρ(e) ∝ |e| r , r even. Here, we give some other choices of ρ. The first two have ρ (1) 'redescending'.
ρ 2,0 = 2d
One can optimize the choice of d 2 over a predetermined finite set to minimize the estimator of ρ 
