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Abstract
Markov Chain Monte Carlo (MCMC) is a popular class of statistical methods for
simulating autocorrelated draws from target distributions, including posterior distri-
butions in Bayesian analysis. An important consideration in using simulated MCMC
draws for inference is that the sampling algorithm has converged to the distribution
of interest. Since the distribution is typically of a non-standard form, convergence
cannot generally be proven and, instead, is assessed with convergence diagnostics.
Although parameters used in the MCMC framework are typically continuous, there
are many situations in which simulating a categorical variable is desired. Exam-
ples include indicators for model inclusion in Bayesian variable selection and latent
categorical component variables in mixture modeling. Traditional convergence di-
agnostics are designed for continuous variables and may be inappropriate for cate-
gorical variables. In this paper two convergence diagnostic methods are considered
which are appropriate for MCMC data. The diagnostics discussed in the paper utilize
chi-squared test statistics for dependent data. Performance of the convergence diag-
nostics is evaluated under various simulations. Finally, the diagnostics are applied to
a real data set where reversible jump MCMC is used to sample from a finite mixture
model.
Keywords: Time series, chi-squared, discrete, dependent
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1 Introduction
In Bayesian statistics, the recent development of MCMC methods and the increase in
computational resources have provided statisticians the ability to sample from complex
posterior distributions, which often require the integration of many unknown parameters.
As an MCMC sampling algorithm proceeds, the distribution from which the samples are
being drawn converges towards a target distribution. In all but the most trivial examples,
this convergence cannot be proven, but rather must be empirically tested using convergence
diagnostics. Convergence diagnostics play an integral part in assessing the reliability of
parameter summaries in MCMC output. The goal of MCMC is often not only to draw
samples from some distribution, but to do inference on that distribution. Therefore, reliable
summary quantities are paramount.
Although many convergence diagnostics have been developed, the assumptions of these
diagnostics are not amenable to models with discrete parameters, which are becoming pop-
ular. For a review of classical MCMC convergence diagnostics see Cowles and Carlin (1996).
When the parameter of interest in MCMC is discrete, key assumptions of these diagnostics
and their tests are either violated or require large samples. The rise in popularity of models
with discrete parameters can be seen in the large number of application areas including
change-point models, where the number and location of change points are unknown; finite
mixture models, where the number of mixing components are unknown; variable selection,
where the parameters to include are unknown; and Bayesian nonparametrics, where the
location and number of knots are unknown. As a result of the increase in popularity of
discrete parameters in MCMC, convergence diagnostics that do not impose burdensome
assumptions for discrete parameters need to be developed.
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1.1 Other methods
The development of transdimensional MCMC, such as the reversible jump MCMC (RJM-
CMC) sampler by Green (1995), has been a primary reason for the spike in interest for
models with discrete parameters. In transdimensional MCMC, the continuous parameters
of interest, say θ, may vary in dimension at each step of the MCMC algorithm. By construc-
tion, models sampled by transdimensional MCMC have discrete parameters. For example,
the dimension of θ can be represented by a discrete parameter or, if the dimension of θ
varies due to a subset of θ being selected at each iteration, an indicator of which elements
of θ are included in the current iteration, can be thought of as a discrete parameter.
Due to the popularity of the sampler by Green, several MCMC diagnostics have been
developed specifically for output from transdimensional MCMC. Fan and Sisson (2011)
provide a review of RJMCMC along with the associated MCMC diagnostics. Since these
diagnostics could be used to assess convergence of models with discrete parameters, a brief
overview of them is provided.
In Brooks et al. (2003), between-chain convergence is assessed using nonparametric hy-
pothesis tests such as Pearson’s chi-squared and Kolmogorov-Smirnov tests. Since these
tests require independent data they are not appropriate for output from MCMC. To over-
come this limitation, Brooks et al. require the MCMC output to be heavily thinned (only
retain every mth iteration, for large m) in order to reduce the autocorrelation in the output.
Thinning the MCMC output as a method of reducing the autocorrelation is not desirable as
this reduces the number of samples to approximate the posterior distribution for inference.
Gelman and Rubin (1992) utilize an ANOVA approach to compare the variance of a
continuous parameter both between and within chains. Brooks and Giudici (2000) expand
this approach to two-way ANOVA by including the discrete parameter as a factor in the
model. Their approach is designed to monitor some function of continuous parameters θ
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involved in the model. Thus, the user must identify some function of the parameters that
retains its interpretation as the dimensions of θ change. The authors suggest the deviance
as a default. Castelloe and Zimmerman (2002) further extend this idea to an unbalanced
(weighted) two-way ANOVA to prevent the statistics from being dominated by a few visits
to rare models. They also allow the user to track multiple functions rather than just one.
Ultimately, all of these ANOVA based methods assess the convergence of transdimensional
MCMC by focusing on the continuous parameters. Although this may be appropriate when
using transdimensional MCMC sampling algorithms, if a separate algorithm is used for the
discrete parameters a more direct diagnostic that focuses on the discrete parameter would
be preferred.
Sisson and Fan (2007) construct a diagnostic for models that can be formulated as
marked point processes. Let v be user-selected reference points for the continuous parame-
ter θ and θ
(j)
1 , . . . ,θ
(j)
N MCMC draws of the posterior of θ where θi = (θi1, . . . , θiki)
ᵀ is a ki
dimensional vector and j = 1, . . . , c indexes c independent chains. For each v ∈ v let x(i)
be the distance from v to the nearest component of θi. The empirical distribution function
is then estimated for these distances for each chain, Fˆ (j)(x, v) = N−1
∑N
i=1 1
{
x(i) ≤ x}
for j = 1, . . . , c. Using Lp distance with p ∈ R+ as the difference between these empirical
distributions provides a measure of similarity for two chains:
|v|−1
∑
v∈v
∫ ∞
0
|Fˆ (i)(x, v)− Fˆ (j)(x, v)|pdx
Although these diagnostics perform well in the contexts for which they were designed,
they are unsatisfactory as general MCMC diagnostics for discrete parameters. These di-
agnostics either can only be used on output from the RJMCMC sampler, rather than any
discrete parameter MCMC output; make non-optimal assumptions; or require additional
user-specified input. Therefore an MCMC diagnostic that is constructed for a discrete
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state space but overcomes the shortcomings of the diagnostics developed for the RJMCMC
sampler output would be a boon.
In this paper two such diagnostics are developed. Section 2 describes a general approach
for assessing between-chain and within-chain convergence. In Section 2.1 a chi-squared test
statistic is constructed based on comparing the frequency distribution of the categories of
the discrete parameter. Section 2.2 provides an alternative chi-squared test statistic using
the estimated transition matrices. A simulation study is conducted in Section 3 to evaluate
the power and type I error of these methods. Section 4 compares the two methods in this
paper to the method from Sisson and Fan (2007) on a real data set.
2 Methods
Two MCMC diagnostics were developed to assess convergence of posterior draws from
MCMC sampler output on a discrete state space. Both of these methods diagnose the
similarity of two independent portions of the output. Therefore, both methods can be
adapted to assess the convergence of MCMC draws within a chain and between multiple
chains. To assess convergence within a chain an approach similar to the one taken in
Geweke (1992) is used. In particular, a specified portion (e.g. 35%) of the beginning of
the chain is compared to some portion of the end of the chain. The diagnostics require
these two portions to be independent, so there needs to be space between the beginning
and ending portions. To assess convergence between chains, the chains are simply taken as
the independent units to be compared.
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Table 1: Tabularized Markov Chain data for Categorical Convergence Test. Data from s
Markov chains tabularized by category and chain.
2.1 Method 1: Frequency Distribution
Method 1 aims to test the similarity of the frequency distribution of the discrete parameter
between independent segments, similar to Pearson’s chi-squared statistic. This section
introduces a test statistic that measures the discrepancy of the frequency distribution
between independent segments and describes four procedures for determining whether this
discrepancy is significant.
2.1.1 Hangartner Procedure
Let X
(1)
t , . . . , X
(s)
t be s independent, categorical time series of length ni for i = 1, . . . , s
respectively, which take on values in V = {1, . . . , r}. Due to the focus on the development
of convergence assessments for output from MCMC, assume further that these time series
are reversible Markov chains. As mentioned above, these time series could either be the
independent chains from an MCMC run or segments from a single MCMC chain that
are separated by enough iterations so as to be considered independent. Let Y
(i)
tj be the
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binarization of X
(i)
t such that
Y
(i)
tj =
1 if X
(i)
t = j
0 otherwise
Let N
(i)
j (T ) be the number of iterations up to iteration T that take on the value j in the
ith segment, i.e. N
(i)
j (T ) =
∑T
t=1 Y
(i)
tj where i = 1, . . . , s and j = 1, . . . , r. For conciseness
let N
(i)
j = N
(i)
j (ni). Such data is often displayed in tabular format as in 1. The standard
chi-squared test of homogeneity is
X2 =
s∑
i=1
∑
j∈R
ni(pˆ
(i)
j − pˆj)2
pˆj
(1)
where pˆ
(i)
j = N
(i)
j /ni is the estimated proportion of category j in segment i, Nj =
∑s
i=1N
(i)
j
is the total number of transitions from state j, pˆj =
∑s
i=1N
(i)
j /
∑s
i=1 ni is the estimated
proportion of category j by pooling the segments together, and R = {j|Nj > 0}. If each
iteration in the categorical time series were independent from one another then X2 would
have a χ2 distribution with (|R| − 1)(s − 1) degrees of freedom (Crame´r, 1946). The X2
test statistic utilizing the asymptotic distribution as an indicator of significant discrepancy
was proposed by Hangartner et al. (2011) as an MCMC diagnostic for discrete state space
parameters. The diagnostic has several benefits: it does not rely upon the estimation of
spectral density (such as Geweke (1992) or Heidelberger and Welch (1983)), on suspect nor-
mality assumptions (such as Gelman and Rubin (1992)), or on determining overdispersion
within a small number of outcomes (such as Gelman and Rubin (1992)), all of which can be
problematic with discrete measures. However, since the draws from an MCMC sampler are
not independent, the test statistic will be overly liberal in identifying differences between
segments because it does not account for the autocorrelation.
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2.1.2 Weiß Procedure
The Pearson chi-squared test statistic needs to be adjusted to account for autocorrelation
when the data are not independent, such as data from MCMC. To make such an adjustment,
assume the data follow an NDARMA(p, q) model described by Jacobs and Lewis (1983) (see
supplementary materials). Let Xt be a categorical time series which follows an NDARMA
model. An important quantity for NDARMA models is
c = 1 + 2
∞∑
t=1
corr(X1, X1+t). (2)
Weiß and Go¨b (2008) show that for NDARMA models Cohen’s κ
κ(t) =
∑r
j=1 pjj(t)−
∑r
j=1 p
2
j
1−∑rj=1 p2j
is equivalent to corr(X1, X1+t) where pjj(t) is the probability state j transitions to state j
in t steps. An empirical (bias corrected) estimate of Cohen’s κ is provided by Weiß and
Go¨b (2008)
κˆ(m) = 1 +
1
n
− 1−
∑r
j=1 pˆjj(m)
1−∑rj=1 pˆ2j
where pˆjj(m) is the estimated proportion that state j transitions to state j in m steps using
all of the segments, i.e.
pˆjj(m) =
1
c
s∑
i=1
1
ni −m
ni∑
t=2
Y
(i)
tj Y
(i)
t+m,j
The following proposition provides the asymptotic distribution for Pearson’s chi-squared
test of homogeneity corrected for autocorrelation induced in the data by the NDARMA
model.
Proposition 2.1 (Test of Homogeneity). Let X
(i)
t be a categorical time series which fol-
lows an NDARMA(p, q) model with parameters p(i) = (p
(i)
1 , . . . , p
(i)
r )ᵀ (unknown), φ =
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(φ1, . . . , φp) (known), and ϕ = (ϕ0, . . . , ϕq)
ᵀ (known) for i = 1, . . . , s. Then under the
null hypothesis that p = p(1) = · · · = p(s), X2/c, where X2 is Pearson’s chi-squared test
statistic, is asymptotically χ2 with degrees of freedom (|R| − 1)(s − 1) and c is given by
Equation 2.
Proof of proposition 2.1 is provided in the supplementary material. Note this proposition
assumes the value of c is known. In practice this is often unreasonable and an estimate of
c will have to be utilized. To assess convergence in MCMC output, assume the data come
from a DAR(1) model, which is a subset of the NDARMA(p, q) models. A categorical time
series Xt follows the DAR(1) model if the following recursion holds
Xt = αtXt−1 + βtt−1 (3)
where (αt, βt) ∼ Multinomial(1, (φ, 1−φ)) and t ∼ Categorical(p1, . . . , pr) are independent
for t = 1, . . . , n. The model implies that with some probability φ, the current state of the
categorical process is equal to the previous state, and with probability 1 − φ the current
state is a draw from the marginal categorical distribution. The DAR(1) model has as
its parameters the frequency distribution of the discrete categories, p1, . . . , pr as well as
an autocorrelation parameter φ. Weiß (2013) shows that a consistent and asymptotically
normal estimate of φ for a DAR(1) model is φˆ = κˆ(1). Additionally, Weiß (2013), shows
that for the DAR(1) model the value c reduces to
c =
1 + φ
1− φ
Therefore the Weiß procedure to assess convergence in MCMC output is to compute X2/cˆ
and evaluate a p-value from the χ2 distribution with (|R| − 1)(s− 1) degrees of freedom.
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2.1.3 Bootstrap Procedures
When the assumptions of proposition 2.1 are suspect, evaluating the p-value for the test
statistic from a χ2 distribution may not be appropriate. In such situations performing
one of the following bootstrap methods may be preferable. Both are parametric boot-
strap methods. The first bootstrap method (DARBOOT) assumes the data arise from a
DAR(1) model. The parameters of the DAR(1) model are estimated, B bootstrap data
replicates are generated using the estimated parameters substituted into Equation 3, and
the corrected chi-square test statistic is evaluated for each generated data set. The sec-
ond bootstrap method (MCBOOT) assumes the data arise from Markov chains of order
1, the transition matrix is estimated, B bootstrap data replicates are generated using the
estimated transition matrix, and the chi-square test statistic (Equation 1) is evaluated for
each generated data set. For both procedures the bootstrap p-value is then estimated as
the proportion of test statistics that are equal to or exceed the observed test statistic.
2.2 Method 2: Transition Matrix
Whereas Method 1 focuses on comparing the frequency distribution of discrete categories,
Method 2 focuses on comparing transition probability matrices. Let the observed number
of transitions from category j to category k in segment i be f
(i)
jk . Then the test statistic is
given by
X2f =
s∑
i=1
r∑
j=1
∑
k∈Rj
f
(i)
j
(
pˆ
(i)
jk − pˆjk
)2
pˆjk
(4)
where f
(i)
j =
∑r
k=1 f
(i)
jk is the total number of transitions from category j in segment i, pˆjk =∑s
i=1 f
(i)
jk /
∑s
i=1 f
(i)
j is the pooled estimate of the transition probability from category j to k,
and Rj = {j|pˆjk > 0} is the set of categories of nonzero observed transitions from category
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j. This is shown in Billingsley (1961) to have a χ2 distribution with
∑r
j=1(aj − 1)(bj − 1)
degrees of freedom where aj is the number of unique transitions from state j, i.e. aj = |Aj|
where Aj =
{
i : f
(i)
j > 0
}
and bj is the number of positive entries in the jth row of the
matrix for the entire sample, bj = |Bj|, Bj = {k : pˆjk > 0}.
Similar to the MCBOOT procedure, a bootstrap version of the Billingsley procedure
may be carried out (BillingsleyBOOT). The Hangartner, Weiß, DARBOOT, MCBOOT,
Billingsley, and BillingsleyBOOT procedures can be used to perform an α-level test to
determine whether the null hypothesis that the segments are from the same model can
be rejected. Rejection of the null hypothesis is evidence that the chain has not converged
to the target distribution. A summary of the specifics of evaluating these diagnostics is
provided below:
• Method 1: Frequency Distribution
(1) Hangartner procedure
(i) Estimate the chain-specific probabilities pˆ
(i)
j and pooled estimates pˆj.
(ii) Compute the test statistic X2 from Equation 1 and compute the p-value
from a χ2 random variable with (|R| − 1)(s− 1) degrees of freedom.
(2) Weiß procedure
(i) Obtain estimates of the parameters of the DAR(1) model: pˆ
(i)
j and φˆ for
i = 1, . . . , s and j = 1, . . . , r using Equation 3.
(ii) Compute the test statistic X2/cˆ and compute the p-value from a χ2 random
variable with (|R| − 1)(s− 1) degrees of freedom.
(3) DARBOOT procedure
(i) Obtain estimates of the parameters of the DAR(1) model: pˆ
(i)
j and φˆ for
i = 1, . . . , s and j = 1, . . . , r using Equation 3.
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(ii) Simulate B sets of parallel MCMC chains of the same number and length
as the original chains using Equation 3.
(iii) Compute the test statistic X2 from equation 1 for each of the B bootstrap
samples, say X2b for b = 1, . . . , B, and compute the p-value
p =
1
B
B∑
b=1
1
{
X2b ≥ X2
}
.
(4) MCBOOT procedure
(i) Estimate the transition matrix for each chain using pˆ
(i)
jk = f
(i)
jk /f
(i)
j where
f
(i)
jk =
n∑
t=2
Y
(i)
tj Y
(i)
tk f
(i)
j =
r∑
k=1
f
(i)
jk .
(ii) Simulate B sets of parallel MCMC chains of the same number and length
as the original chains using the estimated transition matrix.
(iii) Compute the test statistic X2 from equation 1 for each of the B bootstrap
samples, say X2b for b = 1, . . . , B, and compute the p-value as above in the
DARBOOT procedure.
• Method 2: Transition Matrix
(1) Billingsley procedure
(i) Estimate the transition matrix for each chain using pˆ
(i)
jk = f
(i)
jk /f
(i)
j .
(ii) Compute the test statistic X2f from Equation 4 and compute the p-value
from a χ2 random variable with
∑r
j=1(aj − 1)(bj − 1) degrees of freedom.
(2) BillingsleyBOOT
(i) Estimate the transition matrix for each chain using pˆ
(i)
jk = f
(i)
jk /f
(i)
j .
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(ii) Simulate B sets of parallel MCMC chains of the same number and length
as the original chains using the estimated transition matrix.
(iii) Compute the test statistic X2f from equation 4 for each of the B bootstrap
samples, say X2fb for b = 1, . . . , B, and compute the p-value above in the
DARBOOT procedure.
3 Simulation
Simulation is used to assess the performance of the diagnostics. In the simulation, two
independent segments of length t are generated. The first segment is simulated from a
DAR(1) model with parameters φ and marginal probability distribution p. The second
segment is simulated from a DAR(1) model with parameters φ and marginal probability
distribution βp + (1 − β)q. The segment length is varied as t = 10, 100, 1000, 10000; the
autocorrelation parameter φ is varied as φ = 0.0, 0.25, 0.5, 0.75. The marginal probabilities
are p = (0.25, 0.3, 0.45)ᵀ and q = (0.75, 0.05, 0.2)ᵀ with β ranging in
β = 0.0, 0.3, 0.5, 0.7, 0.8, 0.85, 0.9, 0.94, 0.96, 1.00
When β = 1.0 the two segments are from the same model, and when β = 0.0 they are
from two completely distinct models. When β ∈ (0, 1) the second segment is a convex
combination of these two models. A total of N = 1000 simulations are run and Methods 1
and 2 computed at each iteration.
Below the main diagonal of the square matrix of plots in Figure 1, the p-values of
Method 1 procedures are plotted against each other. On the main diagonal of Figure 1,
the distribution of the p-values is plotted. The plots above the main diagonal display
the correlation between the procedures. Figure 1 shows that all of the procedures except
13
Figure 1: The concordance of Method 1 procedures. Only segment lengths greater than 100
are plotted. Colors correspond to autocorrelation φ where red is φ = 0, green is φ = 0.25,
blue is φ = 0.5, and purple is φ = 0.75.
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Figure 2: The concordance of Method 2 procedures. Only segment lengths greater than 100
are plotted. Colors correspond to autocorrelation φ where red is φ = 0, green is φ = 0.25,
blue is φ = 0.5, and purple is φ = 0.75.
for the Hangartner procedure are highly correlated. The Hangartner procedure correlated
well when there is no autocorrelation in the data (φ = 0.0). However when there is
autocorrelation in the data the Hangartner procedure results in overestimated p-values and
this bias increases as the autocorrelation increases. The asymptotic result from the Weiß
method correlates well with the bootstrap methods. The non-Hangartner procedures all
have correlation close to 1 with each other at all levels of autocorrelation. The Hangartner
procedure’s correlation with the other methods ranges from 0.7 at high autocorrelation to
1 at no autocorrelation.
Figure 2 shows the correlation of the p-values for procedures in Method 2. There is
high correlation between the bootstrap method and the asymptotic result. The correlation
15
Figure 3: Convergence diagnostics operating characteristics. The vertical axis represents
the proportion of simulations for which the diagnostic did not reject. Horizontal axis is the
similarity of the two segments, i.e. β = 1.0 means they are from same model. The columns
correspond to values of autocorrelation φ and the rows correspond to the segment length t.
is near 1 for all values of autocorrelation.
Figure 3 displays the operating characteristics of the diagnostics on the simulated data.
The vertical axis represents the proportion of simulations for which the diagnostic rejects
the null hypothesis that the two segments are independent. The horizontal axis is the β
value. In Figure 3 when β < 1 the curves represent the power of the diagnostics to identify
16
a difference in the two independent segments. When β = 1, the curve represents the type
I error, i.e. the probability a diagnostic incorrectly rejects the null.
When there is no autocorrelation in the model (φ = 0), all of the diagnostics perform
well: the diagnostics have high power and type I error rate is around α = 0.05. However, as
the autocorrelation increases, the power of the tests to differentiate the two segments drops.
At high levels of autocorrelation (φ = 0.75) the two segments have to be quite different for
the diagnostics to maintain high power. This effect is attenuated as the segment length
increases.
More important is the behavior of the diagnostics at β = 1 as this is when the two
segments are derived from the same model. When β = 1 this simulates the situation where
the MCMC algorithm has converged to the target distribution. The diagnostics should not
reject the null hypothesis that the segments are similar. Figure 3 shows that all diagnostics
have this behavior except for the Hangartner diagnostic, which does not take into account
the autocorrelation.
4 Real data analysis
The enzymatic activity data set (Richardson and Green, 1997, §4.1) is used to compare
the diagnostics developed in Section 2 to the method developed by Sisson and Fan (2007).
The enzymatic activity data are the distribution of enzymatic activity in the blood for an
enzyme involved in metabolism of carcinogenic substances among a group of 245 unrelated
individuals. In Richardson and Green (1997) a finite component normal mixture model is
fit to the data and MCMC used to obtain samples from the posterior of the parameters
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involved. In brief the model is given by
yi ∼
k∑
j=1
wjf(·|θj) independently for i = 1, . . . , n
where k is an unknown number of mixture components and f(·|θ) is a given parametric
family of densities indexed by parameter θ. Green uses the Normal distribution with
θj = (µj, σ
2
j ). In the finite mixture model k is the discrete parameter. Samples are drawn
from the posterior of the finite mixture model parameters using Green’s RJMCMC sampler.
Five independent chains are produced with five million iterations. No burn-in or thinning
was used. Sampling was done by software provided by Richardson and Green (1997).
The output of the diagnostic of Sisson and Fan (2007) is presented in Figure 4. See
Section 1.1 for a description of this method. The method by Sisson and Fan (2007) does
not directly compare the discrete variable k between chains, but rather uses a surrogate
measure by comparing the distance of the continuous variables to predefined reference
points. Each line in Figure 4 measures the discrepancy of one chain to another, and the
closer to 0 the more similar the chains are. This plot shows there is substantial variation
between the chains up to a million iterations. Beyond a million iterations a few chains
seem to diverge a bit, but overall the diagnostic plot suggests that the MCMC algorithm
has converged to the target distribution.
The methods from Section 2 are applied to this dataset, using Weiss procedure for
Method 1 and the asymptotic Billingsley procedure for Method 2 (see Section 6 for a
discussion on which procedures are recommended). The results are in Figure 5. The first
row represents the test statistic. The second row is the p-value associated with these test
statistics. In the second row the value p = 0.05 is indicated by a gray dashed line. The
first column is Method 1, and the second column is Method 2. Both Method 1 and Method
2 show very high values for the test statistics before a million iterations, similar to the
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Figure 4: Sisson and Fan diagnostic for MCMC chains from the Bayesian model of Richard-
son and Green fit to the enzymatic activity data. Each line measures the discrepancy of
one chain to another (the closer to 0 the more similar the chains are).
results from Fan and Sisson. This example provides evidence that the methods developed
in Section 2 are in agreement with those developed by Sisson and Fan (2007).
5 Software
Software to evaluate these convergence diagnostics is available in the Mamba package, a
package for Bayesian analysis in the julia language developed by Smith and other contrib-
utors (2014). One function is available to evaluate the diagnostics presented above with
a keyword argument to specify which procedure to use. For Method 1 the user can select
from the Hangartner, Weiss, DARBOOT, and MCBOOT procedures with Weiss selected
19
Figure 5: MCMC convergence assessment for the discrete model parameter in the enzymatic
activity data analysis. Horizontal axis is the MCMC iterations. In the first row the vertical
axis is the test statistic. In the second row the vertical axis is the p-value.
as default. For Method 2 the user can select from the Billingsley and BillingsleyBOOT
procedure with the Billingsley procedure as default. For both methods results for within
chain and between chain convergence are reported. Users can select the portion of the tails
of the chains that are used for the within chain diagnostic (default is 30%). An option to
plot the between chain diagnostic (as in Figure 5) is also available.
Timing results for the function are presented in Figure 7 and Figure 8 (supplementary
information). The plots display boxplots of timing results for the discrete diagnostics. For
20
the simulation c chains were simulated from a DAR(1) model where c ranged from two to
ten (by two), the number of categories k in the DAR(1) model ranged from from two to
ten (by two), and the segment length of the chains was one of 10, 100, 1000, 10000. At
each combination of variables one hundred simulations were performed.
Figure 7 features the bootstrapped procedures and Figure 8 features the asymptotic
procedures. The figure shows that the asymptotic procedures (Hangartner, Weiss, and
Billingsley) are all comparable in their run time. The ordering of the bootstrap procedures
is BillingsleyBOOT (slowest), followed by DARBOOT and MCBOOT. The asymptotic
procedures were significantly faster than the bootstrap procedures. There is a clear lin-
ear increase in the runtime as the number of chains increases. Increasing the number of
categories has a much smaller impact on runtime.
6 Discussion
Assessing whether an MCMC procedure has converged to the target distribution is impor-
tant because performing any kind of inference assumes the MCMC output are draws from
the target distribution. Classic convergence diagnostics are non-optimal for categorical
data because they depend on estimation of spectral density, on suspect normality assump-
tions, or on determining overdispersion within a small number of outcomes. The methods
presented in this paper are built for discrete data from MCMC output and make little as-
sumptions about the structure of the data. The only necessary assumption is that the data
come from reversible Markov chains, which holds for most MCMC algorithms. Simulation
results indicate that ignoring the dependence in MCMC output is not appropriate. Finally,
applying these methods to MCMC output from Green’s reversible jump MCMC sampler
provides comparable results to a convergence diagnostic tailor made for that sampler.
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Due to the discordance between the Hangartner procedure and the other Method 1 pro-
cedures, the Hangartner procedure is not recommended. Due to its faster computational
speed the Weiss procedure is recommended for Method 1. For Method 2, the asymp-
totic Billingsley approach is recommended because it has high agreement with the more
computationally expensive bootstrap method.
Figure 6 (supplementary information) demonstrates that the diagnostic methods do not
perform well when segment length is less than or equal to 100 (low power). This is typically
not an issue since MCMC output is often much longer. Nonetheless these methods are not
recommended for short runs of MCMC output. It is worth noting however that the error
made by these methods even with low segment length is conservative. That is, if these test
statistics were used to assess convergence diagnostics, and the MCMC output was not very
long, the methods will suggest that more iterations need to be obtained (even if MCMC
output has converged to sampling from the target distribution). This is a safer error than
assessing convergence when the output has not actually converged.
This paper described several procedures for assessing the convergence of MCMC output
for discrete parameters. The lack of convergence diagnostics for discrete parameters, during
a time in which models with discrete parameters are quite popular, reveals the timeliness
of the methods presented. Models including discrete parameters will be greatly benefited
by the additional convergence checks.
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7 SUPPLEMENTARY MATERIAL
7.1 NDARMA Model
The NDARMA model was first described by Jacobs and Lewis (1983). The following
definition of the NDARMA model is given by Weiß and Go¨b (2008) in which it was also
proved to be congruous with Jacobs’ original definition.
Let {Xt}Z and {t}Z be categorical processes with support V = {1, . . . , r}. Let {t}Z
be independent and identically distributed (i.i.d.) with marginal distribution
Categorical(p1, . . . , pr)
Each t is assumed independent of {Xs}s<t.
Define the i.i.d. random vectors Dt = (αt,1, . . . , αt,p, βt,0, . . . , βt,q)
Dt ∼ Multinomial(1, φ1, . . . , φp, ϕ0, . . . , ϕq)
for t ∈ Z, ϕq > 0 and ϕ0 > 0 if p ≥ 1. Each Dt is independent of {t}Z and {Xs}s<t. The
process {Xt}Z is said to be an NDARMA(p, q) process if it follows the recursion
Xt =
p∑
i=1
αt,iXt−i +
q∑
j=0
βt,jt−j
In the case of q = 0, the process is said to be a DAR(p) process. In the case of p = 0 it is
said to be a DMA(q) process.
7.2 Proof of proposition 2.1
The proof of the asymptotic distribution of the Pearson chi-squared test of homogeneity,
under the assumption that data arise from an NDARMA process, follows from the proof of
23
the classical result for independent data by Crame´r along with additional results by Jacobs
and Lewis. Page 426-434 of Crame´r (1946) provides a proof of the asymptotic distribution
of the Pearson chi-squared statistic for goodness of fit with estimated parameters. The
proof which follows relies on the generalization of proof for goodness of fit to the test of
homogeneity found on page 446 of Crame´r (1946).
First the Test of Homogeneity result using independent data is stated
Proposition 7.1 (Test of Homogeneity). For i = 1, . . . , s, let X
(i)
t be a categorical sequence
of length ni (indexed by t) that takes on values in V = {1, . . . , r} such that Pr
{
X
(i)
t = j
}
=
p
(i)
j . Assume that p
(i)
j = pj for j = 1, . . . , r − 1, p(i)r = 1 −
∑r−1
j=1 pj, p
(i)
j has continuous
first and second derivatives with respect to the pj, and that the matrix of first derivatives
∂p
(i)
j /∂pj is of rank r − 1. Then the system of equations
s∑
i=1
r∑
j=1
N
(i)
j − nipj
pj
∂p
(i)
j
∂pk
for k = 1, . . . , r− 1, referred to as the modified χ2 minimum equations, has one solution pˆ
that converges in probability to the true p where pˆ = (pˆ1, . . . , pˆr−1)ᵀ and p = (p1, . . . , pr−1)ᵀ.
The Pearson chi-square test statistic with this estimate of p
X2 =
s∑
i=1
r∑
j=1
ni(pˆ
(i)
j − pˆj)2
pˆj
is asymptotically distributed as χ2 random variable with rs − (r − 1) − s = (r − 1)(s − 1)
degrees of freedom.
Crame´r outlines the proof for this result (Crame´r, 1946, pg. 445). Jacobs and Lewis
(1978) extends Crame´r’s goodness of fit result to handle data that follow the DARMA(1,q)
model (a subset of the more general NDARMA models). Weiß and Go¨b (2008) extends the
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result to the NDARMA model. This proof extends Crame´r’s result to a test of homogeneity
in data that follow the NDARMA model. Let X
(i)
t be categorical time series of length ni
which follow an NDARMA(p, q) model with parameters p(i) = (p
(i)
1 , . . . , p
(i)
r )ᵀ (unknown),
φ = (φ1, . . . , φp)
ᵀ (known), and ϕ = (ϕ0, . . . , ϕq)
ᵀ (known) for i = 1, . . . , s. Under the null
hypothesis that each categorical time series comes from the same NDAMRA model, the
p
(i)
j can be parametrized by the following r − 1 constants
p
(i)
j = pj
for j = 1, . . . , r−1 and i = 1, . . . , s. Let p(i)r = pr = 1−
∑r−1
j=1 pj then the partial derivatives
are
∂p
(i)
j
∂pk
=

1 if j = 1, . . . , r − 1 and j = k
0 if j = 1, . . . , r − 1 and j 6= k
−1 if j = r
(5)
using notation from Section 2 the modified χ2 equations become
s∑
i=1
r∑
j=1
N
(i)
j − nipj
pj
∂p
(i)
j
∂pk
= 0 for k = 1, . . . , r
Using Equation 5 this reduces to
s∑
i=1
N
(i)
j − nipj
pj
= 0 for j = 1, . . . , r
s∑
i=1
N
(i)
j
pj
=
s∑
i=1
ni
pj =
s∑
i=1
N
(i)
j
/ s∑
i=1
ni
which is the estimator pˆj used in Section 2. Define
xij =
N
(i)
j − nipj√
nipj
yij =
N
(i)
j − nipˆj√
nipˆj
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and rs× 1 vectors
x =

x1
...
xs
 y =

y1
...
ys

where xi = (xi1, . . . , xir)
ᵀ and yi = (yi1, . . . , yir)
ᵀ. Let B be a rs × r − 1 matrix with
elements equal to p
−1/2
j ∂p
(i)
j /∂pk. So B is a block matrix where the blocks are vertically
stacked
B =

B1
...
Bs

where the ith block for i = 1, . . . , s is
Bi =

1√
p1
∂p
(i)
1
∂p1
. . .
1√
p1
∂p
(i)
1
∂pr−1
...
. . .
...
1√
pr−1
∂p
(i)
r−1
∂p1
. . .
1√
pr−1
∂p
(i)
r−1
∂pr−1
1√
1−∑r−1j=1 pj
∂p
(i)
r
∂p1
. . .
1√
1−∑r−1j=1 pj
∂p
(i)
r
∂pr−1

=

1√
p1 0
. . .
0 1√
pr−1−1√
1−∑r−1j=1 pj . . .
−1√
1−∑r−1j=1 pj

Since pˆ1, . . . , pˆr−1 is the solution to the modified χ2 equations, the second part of Crame´r’s
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proof shows that y = Ax + e where A = Irs −B(BᵀB)−1Bᵀ and e tends in probability to
zero (Ik is the identity matrix of dimension k × k).
Next we show that x is asymptotically normal and hence y is likewise asymptotically
normal. Let Z
(i)
tj = Y
(i)
tj − pj and Z(i) = (Z(i)t1 , . . . , Z(i)tr )ᵀ. Note that
E[Z
(i)
1,jZ
(i)
1+t,k] = E[(Y
(i)
1,j − pj)(Y (i)1+t,k − pk)]
= E[Y
(i)
1,j Y
(i)
1+t,k]− pjE[Y (i)1+t,k]− pkE[Y (i)1,j ] + pjpk
= pjk(t)− pjpk − pjpk + pjpk
= pjk(t)− pjpk
(Weiß, 2013, pg. 229) shows this is equivalent to
= pj(δjk − pk)corr(X(i)1 , X(i)1+t)
where δjk is 1 if j = k and 0 otherwise. Weiß (2013) shows that Z
(i) is stationary, α-
mixing, and with E[Z
(i)
tj ] = 0, E[Z
(i)
tj ∗Z(i)tj ] = pj(1−pj) <∞. Therefore by the central limit
theorem for dependent variables (Billingsley, 1995, Theorem 27.4, pg. 364) n
−1/2
i
∑ni
t=1 Z
(i)
is asymptotically normal with mean 0 and covariance matrix Σ with elements
σjk = E[Z
(i)
1,jZ
(i)
1,k] +
∞∑
t=1
(
E[Z
(i)
1,jZ
(i)
1+t,k] + E[Z
(i)
1+t,jZ
(i)
1,k]
)
= pj(δjk − pk) + 2(pj(δjk − pk))
∞∑
t=1
corr(X
(i)
1 , X
(i)
1+t)
= pj(δjk − pk)
(
1 + 2
∞∑
t=1
corr(X
(i)
1 , X
(i)
1+t)
)
= cpj(δjk − pk)
where c is given in Equation 2. Thus,
(xi1, . . . , xir) =
1√
ni
ni∑
t=1
(Z
(i)
t1 /
√
p1, . . . , Z
(i)
tr /
√
pr)
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tends to a normal distribution with mean 0 and covariance c(Ir −√p√pᵀ) where
√
p = (
√
p1, . . . ,
√
pr)
Since xi are independent for i = 1, . . . , s we have x is multivariate normal with mean 0
and covariance matrix cΓ = c(Irs − Λ) where Λ is a block diagonal matrix where the ith
block for i = 1, . . . , s is
√
p
√
pᵀ
Hence the limiting distribution of y is also multivariate normal with mean 0 and co-
variance matrix
(Irs −B(BᵀB)−1Bᵀ)cΓ(Irs −B(BᵀB)−1Bᵀ)
Note that the elements of (Ir −√p√pᵀ)Bi are
bjk =

1√
pk
(1−√pj√pj) +
√
pj
√
pr√
pr
=
1√
pj
if j = k and j < r
1√
pk
(−√pj√pk) +
√
pj
√
pr√
pr
=
√
pj −√pj = 0 if j 6= k and j < r
−√pr√pk√
pk
− 1√
pr
(1−√pr√pr) = −1√
pr
if j = r and k = 1, . . . , r − 1
Thus, ΓB = B and because Γ is symmetric BᵀΓ = Bᵀ. The asymptotic covariance of y
can then be expressed as
= (Irs −B(BᵀB)−1Bᵀ)cΓ(Irs −B(BᵀB)−1Bᵀ)
= cΓ(Irs −B(BᵀB)−1Bᵀ)− c(Irs −B(BᵀB)−1Bᵀ)Γ(Irs −B(BᵀB)−1Bᵀ)
= cΓ− c ΓB︸︷︷︸
B
(BᵀB)−1Bᵀ − cB(BᵀB)−1 BᵀΓ︸︷︷︸
Bᵀ
+cB(BᵀB)−1Bᵀ ΓB︸︷︷︸
B
(BᵀB)−1Bᵀ
= cΓ− cB(BᵀB)−1Bᵀ − cB(BᵀB)−1Bᵀ + cB(BᵀB)−1Bᵀ
= c(Γ−B(BᵀB)−1Bᵀ)
= c(Irs −Λ−B(BᵀB)−1Bᵀ)
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To obtain the asymptotic χ2 distribution of the test statistic with the appropriate
degrees of freedom it is necessary to show that D = c(Γ−B(BᵀB)−1Bᵀ) has eigenvalues 1
of multiplicity (r− 1)(s− 1) and the rest 0. To that end, note that for an invertible matrix
K the matrix D and K−1DK have the same eigenvalues. Such a K will be constructed to
obtain the eigenvalues of D.
The r−1 eigenvalues of symmetric BᵀB are all positive. Denote the eigenvalues of BᵀB
by λ1, . . . , λr−1. By singular value decomposition (SVD) we have BᵀB = CM2Cᵀ where
M is a diagonal matrix with values
√
λ1, . . . ,
√
λr−1. Then
(BᵀB)−1 = (CM2Cᵀ)−1
= CM−1M−1Cᵀ
B(BᵀB)−1Bᵀ = BCM−1M−1CᵀBᵀ
= HHᵀ
where H = BCM−1 is an rs× (r − 1) matrix. Note that
HᵀH = M−1CᵀBᵀBCM−1 = M−1M2M−1 = Ir−1
Thus the columns of H are orthonormal. Let qi be a rs× 1 vector where the ith block of
r variables is equal to
√
p i.e.
q1 = (
√
p1, . . . ,
√
pr︸ ︷︷ ︸
r
, 0, . . . , 0︸ ︷︷ ︸
rs−r
)ᵀ
q2 = (0, . . . , 0︸ ︷︷ ︸
r
,
√
p1, . . . ,
√
pr︸ ︷︷ ︸
r
, 0, . . . , 0︸ ︷︷ ︸
rs−2r
)ᵀ
...
qs = (0, . . . , 0︸ ︷︷ ︸
rs−r
,
√
p1, . . . ,
√
pr︸ ︷︷ ︸
r
)ᵀ
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Since
Bᵀi
√
p =

r∑
j=1
∂p
(i)
j
∂p1
...
r∑
j=1
∂p
(i)
j
∂pr−1

=

0
...
0

therefore Bᵀqi = 0 and H
ᵀqi = M
−1CᵀBᵀqi = 0 for i = 1, . . . , s. Furthermore, since
qᵀiqi = 1 and q
ᵀ
iqj = 0 for i 6= j, the s vectors q1, . . . ,qs can be added as columns to H
and maintain orthonormality of H. Let H∗ = (H|q1 . . . ,qs) be the rs× (s+ r− 1) matrix
obtained by adding q1, . . . ,qs as columns to H. Since columns of H
∗ are orthonormal and
s+ r− 1 < rs by (Crame´r, 1946, §11.9, pg. 113) rs− (s+ r− 1) columns can be added to
obtain a rs× rs matrix K that is orthogonal. Let the last s+ r− 1 columns of K be equal
to H∗.
Now, by multiplication, KᵀΛK is a diagonal matrix where all values on the diagonal are
0 except for the last s which are 1. Similarly, KᵀHHᵀK is diagonal with diagonal values
all 0 except for the r − 1 values preceding the last s values.
Then, Kᵀ(Irs−Λ−HHᵀ)K is a diagonal matrix which has the first rs− s− (r− 1) =
(r − 1)(s − 1) values equal to 1 and the rest are 0. Therefore c(Γ − B(BᵀB)−1Bᵀ) has
eigenvalues 1 of multiplicity (r − 1)(s− 1) and the rest 0.
Finally, note that the test statistic of interest X2/c =
∑s
i=1
∑r
j=1 y
2
ij/c. Since D has
eigenvalues 1 of multiplicity (r− 1)(s− 1) and the rest 0, by (van der Vaart, 1998, Lemma
17.1, pg 242) X2/c is asymptotically χ2(r−1)(s−1).
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Figure 6: Convergence diagnostics operating characteristics. The vertical axis represents
the proportion of simulations for which the diagnostic did not reject. Horizontal axis is the
similarity of the two segments, i.e. β = 1.0 means they are from same model. The columns
correspond to values of autocorrelation φ and the rows correspond to the segment length t.
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Figure 7: Timing results on simulated data for the bootstrapped diagnostics. Horizontal
axis denotes segment length, vertical axis is time, rows correspond to number of categories,
columns to procedure, and colors to number of chains.
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Figure 8: Timing results on simulated data for the asymptotic diagnostics. Horizontal axis
denotes segment length, vertical axis is time, rows correspond to number of categories,
columns to procedure, and colors to number of chains.
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