Abstract
Introduction
We consider finite words over a finite alphabet, not necessarily binary. If x is such a word and p is an integer in {1, . . . , |x|−1}, Definition 1. Let x be a word of length |x| = n having integer periods p and q. Throughout we put d=gcd(p, q), k = q/p , and assume 21 0 < p < q < n.
(
In particular, we disregard the period of length n of x. If 23
then we say that (p, q) is a long pair of periods of x. If p, q, d satisfy p + q − d n, then (p, q) is said to be a short pair of 25 periods of x.
Note. For every long pair (p, q), if p|q, then d = p, so (2) implies q > n, contradicting (1). Hence p q (p does not divide q).

27
In particular, p > 1.
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The following Periodicity Lemma of Fine and Wilf [6] applies to words with a short pair of periods. 1 1
Lemma 1. If x has a short pair (p, q) of periods, then x has also period d.
Notes. 3
• There are infinite families of words showing that the bound in the lemma is tight, i.e., if p + q − d = |x| + 1, then x doesn't necessarily have period d. See e.g., [ 3, Section 8.1.2]. 5
• Many words have both short and long pairs of periods.
Example 1. The periods of length less than n = 9 of x 1 = 110111011 are 4, 7, 8. Of these, (p, q) = (4, 8) is a short pair (Lemma 7 1 gives no new information for this case); and (4, 7) and (7, 8) are long pairs. The pair (4, 7) illustrates the tightness of the bound of Lemma 1, since 4 + 7 − 1 = 10 = n + 1, and x 1 does not have periodicity gcd(4,7) = 1. 9
Can we say anything about the structure of a word x in terms of its long pairs of periods? We are not aware that this question has been addressed previously. Perhaps the fact that the Fine-Wilf Lemma is best possible has discouraged attempts in this 11 direction. In this connection, we point out, however, that in view of the natural requirement (1), a long pair of periods is not all that long compared to a short pair of periods. 13 We show that indeed an interesting structure hides under the wings of a long pair of periods. Roughly speaking, our discussion involves an inductive argument relating to two types of long pairs of periods which we call Type I and Type II. We will see that 15 if x has Type II pairs of periods, then it can be described in terms of a prefix of x with long pairs of periods, and that prefix, possibly, in terms of a still shorter prefix of x with long pairs of periods. The process continues while we deal with prefixes with 17
Type II pairs of periods, and terminates when we get a prefix with a Type I pair of periods, also called the kernel of x. Given the parameters (p, q, n) satisfying p + q − d > n, the maximum size |A| of an alphabet A that admits such a word, 19 subject to every letter of A appearing in the word x of length n, is shown to be p + q − n. The subword complexity of x over this A is also computed. 21
Structure of words with long pairs of periods
For a word x of length n with a long pair (p, q) of periods with p < q, put 23
For i 1 apply the Euclidean algorithm for creating a simple continued fraction expansion of q 1 /p 1 , to construct recursively 25 the following items:
27 Definition 2. For i 1, the long pair of periods (p i , q i ) of the word x i of length n i is Type I if Every pair of periods satisfying (1) either satisfies (5), or its complement (6) . There are short pairs of periods that satisfy (5) 33 and short pairs that satisfy (6), such as (p, q, n) = (4, 6, 8) and (p, q, n) = (4, 6, 9), respectively. We also note that for p = 2, the pair (p, q) is short for all q > p. 35 We are interested in Type I and Type II pairs, which, by definition, are long pairs. (4, 9), (8, 9) are long pairs, of Type I. Corollary 1 for (4, 9) (with k = 2, n 2 = 2) states that x 2 = 11, z = 01, so x 1 = (1101) 2 11, where x 2 has period p 2 = 1. 3
We give two more examples for illustrating Corollary 1.
Example 4. x 1 = 11011101 (n 1 = 8) has a Type I pair of periods (p 1 = 4, q 1 = 7), so k 1 = 1, p 2 = 3, n 2 = 4 and z is empty. 5
Thus x 1 = (1101) 1 1101.
Example 5. x 1 = 101101110110 (n 1 = 12) has a Type I pair of periods (p 1 = 7, q 1 = 10), so k 1 = 1, p 2 = 3, n 2 = 5, x 2 = 10110 7 and z = 11. Thus, x 1 = ((10110)(11)) 1 10110.
Lemma 3(iii) suggests that there is an iterative procedure for expressing the structure of x 1 in terms of the structure of its 9 prefixes x i . The recursion terminates when the smallest t is reached for which n t (k t + 1)p t . That is, the recursion terminates when the triple (p t , q t , n t ) corresponds for the first time to a pair of Type I periods. 11 
Proof. By (3) and (4), 
for all choices of g ∈ {0, . . . , k }, = 1, . . . , t − 1. In addition, the prefixes
. . , n − p } and all ∈ {1, . . . , t + 1}.
Proof. Note that
, so the middle expression 39 of (10) is well-defined. The right-hand expression follows from the middle expression since q i+1 = p i for i 1. (8) is (10) and we are done. 3 For t > 2 we may apply the induction hypothesis to x 2 , to conclude that for i =1, . . . , n 2 ,
The prefixes x 2 [i] are clearly identical to the prefixes of x 1 [i] for i = 1, . . . , n t , and n t < n 2 . Hence for i = 1, . . . , n t ,
Since x 1 has period p 1 , we can add g 1 p 1 to i on both sides of (11), to get, for i = 1, . . . , n t ,
Relation (10) now follows from this and from (8), since (8) holds a fortiori for i = 1, . . . , n t .
Finally, the last sentence of the theorem follows from Lemmas 3(iii) and 4. 11 Definition 3. Let t be as defined in Lemma 3(iv), t 1. The prefix
Note. Theorem 1 asserts, inter alia, that a word x 1 with a Type II pair (p 1 , q 1 ) of periods with p 1 < q 1 is covered, in general, 13 by many, possibly overlapping, copies of the kernel, in a periodic fashion. In particular, there are 1 , not necessarily distinct, at each of which a copy of the kernel begins. The value t, which determines the number of locations 15 L, depends on the relative sizes of p 1 , q 1 , n 1 . We point out that x 1 is covered by the kernel quasiperiodically in the sense of [2] . See also [4, 7, 8] . 17
Example 6. Let x 1 = 1101110110111011 of length n 1 = 16. It has periods 7, 11, 14, 15. Note that (7, 11) is a Type II pair. Then
(5, 3, 4, 1), where (3, 4) is a Type I pair. Thus t = 3, so by Theorem 1,
, and so by the last part of 21 Theorem 1, the prefixes x of x 1 have periods p (1 t + 1), namely,
Maximum subword complexity
A word x of length n with a long pair (p, q) of periods can exist over various alphabets A. In this section we determine, for 25
any given x with a long pair of periods, the maximum alphabet size |A| such that x exists over A and every letter of A appears in x. An alphabet A which is maximum in this sense and every letter of A does appear in x will be called a proper alphabet with 27 respect to p, q, n; proper alphabet for short. In Theorem 2 we determine the size of a proper alphabet, and in Theorem 3, the subword complexity of x over a proper alphabet with respect to (p, q). 29 Theorem 2. The size of a proper alphabet for a word x 1 of length n 1 with a long pair (p 1 , q 1 ) of periods satisfying p 1 < q 1 , is
Proof. We first deal with the prefix x t , where t is as defined in Lemma 3(iv), and then with the entire word x 1 .
(I) Given p t , q t , n t satisfying (1), (2) and (5), we construct x t of size n t with a Type I pair (p 1 , q 1 ) of periods with p t < q t 33 over the alphabet A = {a 1 , . . . , a p t +q t −n t }, where the a i are its distinct letters. Specifically, we put
which is possible since by (5), p t+1 p t + q t − n t . By Lemma 3(vi), p t+1 < n t+1 . Put
] is periodic with period p t+1 , consistent with Corollary 1 (with 1 replaced by t).
Since |x t+1 z|=p t , we have |x t |=k t p t + n t+1 = n t . Moreover, x t is periodic with period p t . To show that x t is a word with a Type I pair (p t , q t ) of periods with p t < q t , it suffices to show that it has period q t . By the p t+1 -periodicity 39 of
The alphabet A has size p t + q t − n t = p 1 + q 1 − n 1 by Lemma 3(ii). (6)). Since the prefix x of x −1 has period q = p −1 by the induction hypothesis, the entire factor x −1 has also period p −1 . We now show that it has also period q −1 .
by the induction hypothesis, we get
, so x −1 has periods p −1 < q −1 as required. Our construction in (II) produced a word over the alphabet A. If A is not proper, then x 1 with the parameters t 2, p i < q i , n i 9 for 1 i t, exists over a proper alphabet B with
. This is equivalent to 11 Proof. By the proof of Theorem 2, x 1 with the specified letter distribution exists. By Corollary 4, any other word of length n 1 with a long pair (p 1 , q 1 ) of periods over the same proper alphabet, has letters which are a permutation of the letters of x 1 . 31
The subword complexity of a word x 1 with a long pair (p 1 , q 1 ) of periods with p 1 < q 1 over a proper alphabet A will be called the maximum subword complexity with respect to p 1 , q 1 , n 1 . Though this notion is generally used for infinite words only, 33 in the present case it is of interest to compute it even for a finite word, in order to gauge the subword complexity of a word with a long pair of periods. We shall now begin to compute the maximum subword complexity. As is usual, the subword complexity 35 computation is not easily accessible. At the request of one of the referees, we give a short reminder of the definition of subword complexity. Given an infinite 37 sequence S over a finite alphabet A, the function C(m) : Z >0 → Z >0 is the number of distinct subwords of length m in S. The result follows from Lemma 9 if t = 1. We may thus assume that t 2. We use descent on the index i of p i , q i , n i . For 43 1 i < t, assume that for m i+1 ∈ {1, . . . , n i+1 − q i+1 + 1}, the w i+1 factors of length m i+1 of
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and every other factor of length m i+1 of x i+1 is a copy of one of these. This assumption holds for i = t − 1 by Lemma 9. We 1 show that it also holds when i + 1 is replaced by i. We consider two cases. (4), of the prefix x i of x 1 is a copy of one of these.
(II) n i+1 − q i+1 + 1 < m i n i − q i + 1. We first show that every factor of length m i of x i has a copy which is a factor of 13
. Such j certainly exists by the p i -periodicity of x i . 15
We show that
If this is not so, then j q i + m i . By the q i -periodicity of
k i p i < q i , so by the p i -periodicity of x i we have, . That is 31
By Lemma 6, the length factors of x 1 [n i − p i − + 2 . . . q i + − 1] are distinct, but one of the length + 1 factors of 33
By the argument used in the last paragraph we then have
35
However, by the periodicities of
This with (12) and (13) 
Proof. Theorem 2 implies that |A| = C(1) = p 1 + q 1 − n 1 . We consider three cases. Remarks. Theorem 3 asserts that the maximum subword complexity is linear. In fact, "on the average", the maximum subword 21 complexity is only p 1 , the smaller of the two periods of x 1 . This low complexity is consistent with the periodic-type structure proclaimed in Theorem 1. For the special case p 1 + q 1 − n 1 = 2, when the word is necessarily binary, we get C(m) = m + 1 23 for the beginning part (1 m n 1 − q 1 + 1), the same as for the beginning part of a rational number p/q. For the middle part
The subword complexity of the trailing part (n 1 − p 1 + 1 < m n 1 ) is not very meaningful, as it is affected by the finiteness of the word. Thus, on the average, C(m) m, less than that of a Sturmian sequence, which is C(m) = m + 1 (see e.g., [1, 5] ). In the second part we determined the maximum alphabet size |A| such that x of length n with long periods p < q exists over 13
A. If also every letter of A appears in x, then A is proper. We showed (Theorem 2) that |A| = p + q − n for a proper alphabet A. We then computed the subword complexity (Theorem 3) of x with a Type I pair (p, q), which turns out to be linear. This result 15 permits us, in particular, to construct infinite words with subword complexity C(m) = m + a for any positive integer a, where m ∈ Z >0 is the length of the subword. 17
