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Resumen: En este artı´culo se presentan los tipos de modelos borrosos y metodologı´as de
identificacio´n (por agrupamiento borroso) ma´s adecuados para obtener modelos locales de
sistemas no lineales. En particular, se muestra que´ te´cnicas de control por planificacio´n de
ganancia son aplicables a los modelos ası´ identificados. Estas te´cnicas, basa´ndose en el
disen˜o de controladores lineales para los modelos locales identificados, consiguen obtener
de forma sencilla controladores para un sistema borroso. Copyright c©2004 CEA-IFAC
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1. INTRODUCCI ´ON
El paradigma de la divisio´n del comportamiento de
un sistema complejo no lineal en comportamientos
ma´s simples en un entorno local, resulta de gran
utilidad al abordar el problema del control de dichos
sistemas. Los modelos borrosos basados en reglas
(Wang, 1997) son una posibilidad para realizar dicha
divisio´n manteniendo una legibilidad del resultado.
Tras desarrollar (con algu´n me´todo analı´tico o de
identificacio´n) un conjunto parametrizado de modelos
locales lineales lo suficientemente preciso del proceso
no lineal (Johansson, 1993), existen dos enfoques
principales para realizar el control del proceso.
Una de las opciones para el control con este tipo de
modelos, desarrollada en la pasada de´cada (Tanaka
and Sugeno, 1992), es la resolucio´n de desigualdades
matriciales lineales (en adelante se usara´ el fı´rme-
mente establecido acro´nimo LMI). Esta te´cnica ase-
gura la estabilidad de un punto de funcionamiento del
sistema, aunque puede dar resultados conservadores.
Adema´s, convierte el problema del disen˜o del control
en una resolucio´n matema´tica de ecuaciones cuyos
elementos no tienen por que´ referirse a modelos loca-
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les lineales entendidos como linealizaciones (dado que
se basan en expresar sistemas como ”combinaciones
convexas”), con lo que se puede perder la capacidad
de emplear el conocimiento heurı´stico de control para
mejorar el comportamiento de los controladores di-
sen˜ados, ası´ como la interpretabilidad del resultado
final.
Como alternativa, algunos algoritmos de identifica-
cio´n de modelos borrosos (Babuska, 1998; Dı´ez et
al., 2002) obtienen consecuentes de las reglas interpre-
tables como linealizaciones locales del proceso. Si se
desea explotar dicha interpretacio´n se pueden emplear
las te´cnicas conocidas como control por planificacio´n
de ganancia, aplicadas satisfactoriamente en el con-
trol de procesos no lineales desde hace an˜os (Stein et
al., 1977). Las aplicaciones van desde la ingenierı´a
aeroespacial al control de procesos, en un a´mbito no
necesariamente restringido al de los modelos borro-
sos. La idea ba´sica es disen˜ar diferentes controladores
para diferentes modelos lineales en diferentes puntos
de operacio´n e interpolar estos controladores, con lo
que se llega a un controlador no lineal global. Sin
embargo, hasta los an˜os noventa es raro encontrar un
tratamiento teo´rico (Astro¨m and Wittenmark, 1995),
aunque afortunadamente en los u´ltimos an˜os han apa-
recido interesantes revisiones completas sobre el tema
(Leith and Leithead, 2000; Rugh and Shamma, 2000).
El objetivo de esta contribucio´n es revisar las te´cni-
cas de planificacio´n de ganancia, investigando cua´les
de ellas permiten una fa´cil adaptacio´n a los modelos
borrosos. Del mismo modo, se analizan que´ paradig-
mas de modelos borrosos y metodologı´as de identi-
ficacio´n son los adecuados para aplicar las referidas
te´cnicas. Algunos aspectos como el tratamiento del
cambio de punto funcionamiento y las distintas alter-
nativas de interpolacio´n son tambie´n discutidos.
La estructura del artı´culo es la siguiente. En la sec-
cio´n 2 se presentan las clases de modelos borrosos
y las ideas preliminares sobre las te´cnicas de control
a utilizar. La seccio´n 3 se dedica al uso de te´cnicas
LMI en este marco, para pasar a describir el control
por planificacio´n de ganancia basado en modelos en
puntos de operacio´n en la seccio´n 4. La visio´n adop-
tada para presentar esta te´cnica esta´ muy relacionada
con los modelos borrosos de Takagi-Sugeno (TS). Una
mejora, basada en la linealizacio´n por velocidad, se
muestra en la seccio´n 5. Estas te´cnicas se aplican sobre
un ejemplo en la seccio´n 6. Una seccio´n de conclusio-
nes resume el trabajo.
2. TIPOS DE MODELOS Y FILOSOF´IA DE
CONTROL
Conside´rense los sistemas no lineales representados
por una planta gene´rica invariante en el tiempo:
_x = f(x; u) (1)
donde x es el vector de estado n  1, u es el vector
de entrada m 1, y se ha asumido que x y u incluyen
todas las dependencias con variables exo´genas. f() es
una funcio´n vectorial con derivadas continuas.
La linealizacio´n por Jacobiano obtiene modelos loca-
les lineales en un punto de equilibro. La integracio´n
de los controladores disen˜ados para esos modelos es el
objetivo de la te´cnica de planificacio´n de ganancia. No
obstante, la linealizacio´n por Jacobiano no es la u´nica
forma de obtener dichos modelos locales, existiendo
alternativas (Walter and Pronzato, 1997). Este trabajo
se centra en los modelos borrosos (Babuska, 1998)
obtenidos con te´cnicas como, por ejemplo, el agrupa-
miento borroso (Bezdek, 1987).
Agrupamiento borroso. Las te´cnicas de agrupa-
miento borroso tratan de obtener un modelo a partir
de una serie de datos experimentales zk = (yk; uk),
k = 1; : : :N . Estas te´cnicas buscan asignar cada
punto a una clase entre un nu´mero prefijado de ellas,
permitiendo asignaciones de pertenencia parcial. Los
algoritmos buscan obtener los valores de la pertenen-
cia ik de cada dato a cada clase, los centroides de
cada clase y los para´metros de un modelo local i,
i = 1; : : : ; c (donde c es el nu´mero de clases en las
que se desea dividir el re´gimen de funcionamiento
del sistema) que minimizan un ı´ndice de coste, por






mik(Eik + Dik) + (1− ik)mHik (2)
donde Eik = kyk − '(i; uk)k2 es un te´rmino de
error de modelado (' define la estructura del modelo,
normalmente lineal) y Dik, Hik son te´rminos relacio-
nados con la distancia de un punto al centroide. El ex-
ponente m es definible por el usuario. Suele forzarse la
condicio´n de particio´n
P
i ik = 1. Una descripcio´n
ma´s detallada de algunos de estos algoritmos aparecen
en las referencias ya citadas y en (Dı´ez, 2003; Dı´ez et
al., 2004).
Modelos Takagi-Sugeno (TS). Otra posibilidad es





La identificacio´n de dichos modelos se trata en (Walter
and Pronzato, 1997; Johansen and Murray-Smith,
1997). En el caso lineal, utilizando representacio´n in-









Al tomar ai = 0 quedan los modelos borrosos TS
(Takagi and Sugeno, 1985). Estos modelos pueden
tambie´n ser obtenidos a partir de cotas en los coe-
ficientes de las ecuaciones diferenciales del sistema
(Tanaka and Wang, 2001).
Control. En general, se dispone de una conjunto finito
de modelos continuos o discretos
_x = Aix + Biu + ai
xk+1 = Aixk + Biuk + ai
(4)
para los que se deben disen˜ar reguladores y estrate-
gias de conmutacio´n entre ellos. El caso de modelos
Lineales de Para´metros Variantes en el tiempo (LPV,
_x = A(t)x+B(t)u o su discretizacio´n) tambie´n puede
ser considerado de una forma similar. No obstante,
estos u´ltimos no necesitan de correcciones de punto
de funcionamiento o accio´n integral dado que no hay
cambios en el mismo. Si las transiciones de punto
de funcionamiento son lentas, la inclusio´n de una pe-
quen˜a accio´n integral permite considerar los modelos
(4) en el marco LPV.
En te´rminos generales, el disen˜o de un controlador
por planificacio´n de ganancia para (1) se describe
como un procedimiento de cuatro pasos (Astro¨m and
Wittenmark, 1995), con diferentes opciones te´cnicas
en cada uno de ellos:
Obtener un conjunto finito de modelos lineales
con para´metros variables, segu´n alguna de las
metodologı´as antes expuestas, y un conjunto de
variables de planificacio´n que permitan determi-
nar el grado de validez i de cada modelo,
disen˜ar controladores mediante me´todos linea-
les, lo que normalmente lleva a una familia de
controladores lineales independientes disen˜ados
para valores aislados (puntos de operacio´n) de las
variables de planificacio´n.
realizar la planificacio´n de ganancia propia-
miente dicha, mediante la interpolacio´n de la
familia de controladores lineales de forma que
los coeficientes de los controladores (ganancias)
varı´en (sean planificados) de acuerdo con valores
actualizados de las variables de planificacio´n, y
evaluar el rendimiento del control disen˜ado,
aunque habitualmente solo se puede realizar un
estudio analı´tico a nivel local de las propiedades
de estabilidad, mientras que la evaluacio´n no lo-
cal esta´ basada en simulaciones.
No´tese que resolver problemas de control indepen-
dientes en cada punto de operacio´n no tiene por
que´ ser siempre adecuado ya que el hecho de que cada
modelo local y su regulador sea estable no asegura la
estabilidad global para cualquier re´gimen de trabajo
(Tanaka and Sugeno, 1992; Leith and Leithead, 2000).
3. PLANIFICACI ´ON DE GANANCIA MEDIANTE
DESIGUALDADES MATRICIALES LINEALES
Los problemas de optimizacio´n nume´rica LMI han re-
cibido mucha atencio´n en los u´ltimos diez an˜os (Boyd
et al., 1994), en particular en el campo de la ingenierı´a
de sistemas y de control. Los problemas LMI se pue-
den resolver eficientemente de forma nume´rica.
Definicio´n de LMI. Una LMI es una desigualdad
matricial de la forma
F (x) = F0 +
mX
i=1
xiFi > 0; (5)
donde xT = (x1; x2; :::; xm) es la variable y las
matrices sime´tricas Fi = FTi 2 Rnn, i = 0,
...,m son conocidas. El sı´mbolo de desigualdad > 0
significa que F (x) es definida positiva.
La LMI (5) es una restriccio´n convexa de x, es decir, el
conjunto fx j F (x) > 0g es convexo. La expresio´n (5)
puede representar una gran variedad de restricciones
convexas de x. En la mayor parte de casos de intere´s
en la teorı´a de control xi son elementos de matrices.
Cuando se tienen mu´ltiples LMIs F (i) > 0; i =
1; :::; p, pueden ser expresadas como una u´nica LMI
diag(F (1); :::; F (p)) > 0.
Dada una LMI F (x) > 0, el problema LMI es
encontrar xfact tal que F (xfact) > 0 o determinar
si la LMI no es factible. Este es un problema de
factibilidad convexa.
A continuacio´n se presentan las dos formas ma´s habi-
tuales para el desarrollo de controladores planteando
problemas LMI, cuando se dispone de modelos li-
neales de para´metros variables de sistemas. Para un
desarrollo en detalle ver, por ejemplo, (Tanaka and
Wang, 2001).
3.1 Proceso iterativo para disen˜o de controladores
La condicio´n de estabilidad simulta´nea de Lyapunov
es un problema LMI: dadas Ai 2 Rnn, con i =
1; 2; :::; c, (para un sistema discreto xk+1 = Aixk =
(Ai + BiKi)xk) hay que encontrar P que satisfaga la
LMI
P > 0; ATiPAi − P < 0; i = 1; 2; :::; c; (6)
o determinar que P no existe. Con ello, si xk+1 =P
i iAixk se garantiza que xTk Pxk es una funcio´n
de Lyapunov global. Existe una expresio´n equivalente
para el caso continuo.
Ası´ pues, un posible proceso de disen˜o de controlado-
res para un sistema no lineal que da buenos resultados
en mu´ltiples aplicaciones, quedara´ ası´:
1. Obtener un modelo del sistema en la forma (4)
(ai = 0),
2. Disen˜ar un controlador para cada punto de ope-
racio´n atendiendo al rendimiento “local”,
3. Realizar un ana´lisis de estabilidad planteado co-
mo problema LMI,
4. Si el problema LMI no es factible, redisen˜ar los
controladores.
3.2 Disen˜o directo por realimentacio´n del estado
Existe una segunda estrategia de disen˜o de controlado-
res basada en LMI que permite obtener directamente
un controlador que asegura la estabilidad del sistema
en bucle cerrado mediante la aplicacio´n de realimen-
tacio´n del estado a cada modelo en los i puntos de
operacio´n (eliminando su te´rmino independiente en el
caso de tenerlo) de la forma (4).
La condicio´n suficiente de estabilidad del sistema en
este caso es la existencia de una matriz comu´n definida
positiva P y unas ganancias Ki tal que verifique para
todos los modelos locales la desigualdad matricial
bilineal
(Ai + BiKi)TP (Ai + BiKi)− P < 0 (7)
verificando al mismo tiempo para todos los pares de









− P < 0 (8)
donde Gij = Ai + BiKj . Este problema se puede
reescribir como LMI, definiendo X = P−1 e Yi =
KiX , como un problema LMI: dadas Ai, Bi con
i = 1; 2; :::; c, hay que encontrar X y las c Yis que
satisfagan la LMI
X > 0; AiX + BiYi + XATi + YiB
T
i < 0; (9)
o determinar que X no existe. Si el problema es
factible y se encuentran de forma simulta´nea X y las
Yis, se deshacen los cambios de variable despejando
las ganancias de realimentacio´n Ki y el valor de P
definida positiva. De este modo se dispone de una
herramienta sencilla y u´til para el disen˜o de sistemas
de control para procesos no lineales (u = Pi iKi).
3.3 Ana´lisis de aplicabilidad en planificacio´n de
ganancia
Las te´cnicas LMI expuestas proporcionan un adecua-
do marco para el disen˜o de controladores globalmente
estables para los modelos en la forma (3), en el sentido
de que desde cualesquiera condiciones iniciales se
puede alcanzar el origen.
Sin embargo, el primer problema que plantean es la
interpretacio´n de los modelos: (3) con ai = 0 implica
que todos los modelos tienen el mismo punto de equi-
librio y que los modelos Ai deban ser interpretados
como cotas y no como modelos locales del sistema.
Un segundo problema radica en que la forma concreta
de interpolacio´n entre modelos (las funciones validez
o pertenencia ) no aparece en la LMI (9), con lo
que se puede llegar a resultados conservadores (la
no existencia de funciones cuadra´ticas comunes no
implica la inestabilidad del sistema). Otros tipos de
LMI buscan funciones de Lyapunov globales ma´s
generales (Guerra and Vermeiren, 2001).
Un tercer problema del disen˜o directo esta´ relacionado
con los cambios de punto de operacio´n, ya que esto
implica cambiar todas las cotas Ai y las funciones de
pertenencia asociadas de forma adecuada. En modelos
sin te´rmino indepeniente, la figura 1 describe en el
caso ma´s simple la necesidad de cambiar los Ai si se
cambia el punto de operacio´n. Por tanto, las te´cnicas
de LMI, en ciertos casos, requerira´n a su vez un bucle
externo de planificacio´n de ganancia basado en la
referencia.
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Figura 1. Cambios en el punto de operacio´n obligan a
cambiar la descripcio´n de modelos (4).
En conclusio´n, las LMIs adolecen de algunos incon-
venientes en te´rminos de interpretabilidad, conserva-
tividad e implementacio´n de los cambios de refe-
rencia aunque son actualmente la solucio´n ma´s ele-
gante desde el punto de vista teo´rico. Estas te´cnicas
han tenido e´xito reciente en aplicaciones (Schulte and
Hahn, 2004).
4. CONTROLADORES BASADOS EN MODELOS
LPV EN PUNTOS DE OPERACI ´ON
En este apartado se muestra un enfoque de la plani-
ficacio´n de ganancia que evidencia su similitud con
el modelado y control borroso (Johansen and Murray-
Smith, 1997).
Conside´rese que se ha aproximado la dina´mica del
sistema (1) mediante linealizaciones en el entorno de
diferentes puntos de operacio´n (xo i; uo i) 2 Rn+m
i = 1; : : : ; c. Se supone que estos puntos se pueden
parametrizar en funcio´n de un vector de variables de
planificacio´n , que puede incluir todas las variables
medibles del sistema (internas o externas) de modo
que (t) siempre este´ disponible (Rugh and Shamma,
2000). A  2  se le llama re´gimen de operacio´n y al
conjunto de todos ellos, , conjunto de operacio´n.
Eliminando los te´rminos de orden superior, el sistema
(1) la familia de linealizaciones en puntos de opera-
cio´n:
_x =5x f(xo(); uo())x +5uf(xo(); uo())u+
+df (xo(); uo()); g(xo(); uo())u+
(10)
donde  2 , df () es el te´rmino independiente
(cero si  es un punto de equilibrio) y 5xf indica
la matriz Jacobiana de f respecto de x, etc. Tomando
un conjunto finito de puntos de operacio´n fig; i =
1; : : : ; c, se tendra´n unos modelos locales dados por
_x = fi(x; u) = Aixi +Biu+ ai. La interpretacio´n es
que para cada valor de linealizacio´n , el sistema (10)
describe el comportamiento local de la planta no lineal
en el entorno del punto de operacio´n correspondiente.
A partir de esta descripcio´n se formara´n las redes de
modelos locales.
Definicio´n de Red de Modelos Locales. Dados c
puntos de operacio´n y sus modelos locales segu´n
(10) y seleccionadas adecuadamente las funciones 
de validez o pertenencia (normalizadas de la formaP
i i() = 1), se define una Red de Modelos Locales
como la interpolacio´n de los c modelos locales dada





Esta aproximacio´n describe el comportamiento de la
planta de forma lineal para en el entorno de cada valor
de la variable de planificacio´n (i tal que i 2 [1; c])
mediante fi(x; u). La expresio´n (11) es equivale nte
bajo ciertas condiciones (Hunt et al., 1996) a los
modelos borrosos (3).
Conside´rese en este caso que a continuacio´n se de-
sarrolla un controlador para cada uno de los puntos
de operacio´n (xo; uo). El resultado sera´, en lo que
respecta al control, un conjunto de c controladores
lineales:
ui = Jix + Kie + uo i: (12)
cada uno de los ellos disen˜ado para asegurar un fun-
cionamiento adecuado (error e pequen˜o o nulo) en
bucle cerrado cuando se emplea con la linealizacio´n de
la planta que le corresponde. El te´rmino independiente
que aparece en cada cada fi de (11) ha de ser tratado
aparte, considera´ndolo por ejemplo como una pertur-
bacio´n a eliminar con una prealimentacio´n o accio´n
integral. Para que el conjunto indexado de controlado-
res lineales sea aplicable, se ha de conseguir en base a
ellos un controlador no lineal u´nico, mediante un con-
trolador lineal de para´metros variables parametrizado
con :
u = J()x + K()e + uo(): (13)
Para interpolar controladores existen numerosos me´to-
dos (Leith and Leithead, 2000; Rugh and Shamma,
2000), pero muchos de ellos son soluciones ad-hoc
a problemas concretos y no esta´n lo suficientemente
justificados como para ser planteados como una me-
todologı´a gene´rica. Por ejemplo, esta combinacio´n se
puede realizar con redes de controladores locales.
Definicio´n de Red de Controladores Locales. Da-
do un conjunto de controladores locales lineales di-
sen˜ados para los modelos locales de la planta (11), se
define la Red de Controladores Locales como la com-












donde para la combinacio´n de los controladores se
emplea (Hunt and Johansen, 1997) la misma regla
de variacio´n que dan las funciones de pertenencia
(validez) para el modelo de la planta (11).
Esta definicio´n lleva implı´cita la suposicio´n de que,
de algu´n modo, la variacio´n entre modelos de la
planta captura su dina´mica. Hay que tener en cuenta
que modelos como (11) son la combinacio´n de los
modelos locales que se desprenden de (1), pero la
relacio´n entre las soluciones de ambos sistemas no es
directa. El desarrollo en serie de (11) en el entorno
del punto de operacio´n aproxima perfectamente a (1),
pero contiene te´rminos cruzados de las derivadas de
las funciones de pertenencia, con lo que en aquellas
zonas en las que la derivada de alguna de las funciones
de pertenencia tome valores elevados, la dina´mica del
desarrollo en serie estara´ muy relacionada con las
funciones de pertenencia y poco con el modelo local.
Si los puntos de operacio´n seleccionados son puntos
de equilibrio, se pueden utilizar te´cnicas de ana´li-
sis de estabilidad en tiempo detenido (frozen-time,
(Desoer, 1969)). Si ese no es el caso, es posible llegar a
resultados en forma de cotas (Dı´ez and Previdi, 2001)
en las que interviene la granularidad del modelo y la
suavidad del cambio entre puntos de operacio´n para
asegurar un buen comportamiento del control basado
en estos modelos. Si los modelos fi en (11) son li-
neales sin te´rmino independiente, pueden aplicarse las
te´cnicas de la Seccio´n 3.
En definitiva, la aplicabilidad de la filosofı´a cla´sica
de control por planificacio´n de ganancia en los con-
troladores basados en modelos LPV del sistema en
diferentes puntos de operacio´n se restringe a situa-
ciones en las la transicio´n entre modelos es lo sufi-
cientemente lenta como para que la influencia de los
te´rminos cruzados en los que aparecen las derivadas
de las funciones de pertenencia sea pequen˜a (Leith and
Leithead, 1999).
5. CONTROLADORES BASADOS EN MODELOS
LPV LINEALIZADOS POR VELOCIDAD
Se puede obtener una representacio´n alternativa a la
linealizacio´n en torno a un punto de operacio´n (10)
derivando a ambos lados de la igualdad y, haciendo
el cambio de variable _x = v. En (Leith and Leit-
head, 1998) se demuestra que la llamada solucio´n a la
linealizacio´n basada en la velocidad, aproxima local-
mente la solucio´n del sistema no lineal (1) en un punto
de operacio´n gene´rico (xo; uo) (no necesariamente de
equilibrio). La solucio´n de la linealizacio´n basada en
la velocidad es solo una aproximacio´n local, pero se
puede encontrar una solucio´n asociada a cada punto
de operacio´n de un sistema no lineal, con grado de
precisio´n arbitrario, y parametrizarlas en funcio´n de
una variable de planificacio´n  (con las mismas carac-
terı´sticas de  en (10)). Ası´ pues, una familia de linea-
lizaciones basadas en la velocidad parametrizada por
la variable de planificacio´n  engloba toda la dina´mica
del sistema no lineal ( captura la estructura no lineal
del sistema) quedando:
_x = v;
_v = (5xf(xo(); uo()) +5xdf (xo(); uo()))v+
+ (5uf(xo(); uo()) +5udf (xo(); uo())) _u:
(15)
Esta representacio´n tiene la ventaja, con respecto a
(10), de que la funcio´n no lineal df ha desaparecido.
En (Leith and Leithead, 1998) se discuten condiciones
que relacionan la estabilidad del sistema no lineal
con la estabilidad de sus linealizaciones basadas en la
velocidad.
Cuando se dispone de una familia de linealizaciones
de la planta basada en la velocidad (15), se debe de-
terminar la familia de controladores adecuada. Como
cada linealizacio´n (15) es lineal (ha desaparecido el
te´rmino independiente), se pueden emplear me´todos
de disen˜o lineales para el disen˜o de cada uno de los
controladores sobre _u.
Definicio´n de Red de Modelos Locales por Veloci-
dad. Dado un conjunto indexado (i 2 [1; c]) de mo-
delos locales segu´n (15) (uno por punto de operacio´n
(xi; ui)), una Red de Modelos Locales por Velocidad









i()[(5uf(xo(); uo()) +5udf (xo(); uo()))] _u;
(16)
en la que  varı´a igual que en el modelo (11) original.
Ahora se podra´ disen˜ar un controlador para cada uno
de los modelos locales segu´n:
_u = Jiv + Ki _e; (17)
donde se asume que las derivadas del estado de la
planta y del error se pueden medir o son calculables. El
u´ltimo paso del proceso de disen˜o sera´ la realizacio´n
de un controlador no lineal desde la familia de con-
troladores linealizados por velocidad. La interpolacio´n
entre los controladores lineales lleva a una familia
(red) de controladores linealizados por velocidad.
Definicio´n de Red de Controladores Locales por
Velocidad. Dado un conjunto de controladores loca-
les lineales disen˜ados segu´n (17), la combinacio´n de
e´stos con la misma regla de variacio´n que dan las fun-
ciones de pertenencia (validez) para el modelo de la











El controlador no lineal definitivo en su forma basada
en velocidad se puede obtener directamente permitien-
do que la variable de planificacio´n  varı´e con el punto
de operacio´n. La versio´n discreta sera´:








En estos casos, en contraste con las representaciones
de las redes de modelos locales, al desaparecer el
te´rmino independiente se mantiene una relacio´n direc-
ta (Leith and Leithead, 1999) entre las caracterı´sticas
dina´micas de (16) y de (18). Debido a las operacio-
nes de diferenciacio´n e integracio´n asociadas con los
modelos locales en su representacio´n por velocidad, el
orden de estos modelos y la sensibilidad a ruido puede
ser mayor que el de la representacio´n directa (1).
La estabilidad y rendimiento de los sistemas no li-
neales disen˜ados por el me´todo de planificacio´n de
ganancia basada en la velocidad, puede analizarse
con me´todos de propo´sito general para sistemas no
lineales (Leith and Leithead, 2000) como pequen˜a
ganancia (Sandberg, 1964), teorı´a de tiempo detenido
(Desoer, 1969) o la teorı´a de Lyapunov (seccio´n 3).
6. EJEMPLO
A continuacio´n se mostrara´n, con la aplicacio´n a un
ejemplo, los resultados que se obtienen con el empleo
de las te´cnicas basadas en la planificacio´n de ganancia
comentadas en los apartados anteriores.
El sistema no lineal empleado es el descrito por la
ecuacio´n (20)
yk+1 = 0;0875(yk+2;0714)2+0;3uk+2;6714 (20)
en el que y es la salida del sistema y u la entrada.
6.1 Red de controladores locales
Para el desarrollo de estos controladores se seguira´n
las te´cnicas descritas en las secciones 2 y 4.
Identificacio´n de modelos locales. Supongamos que,
de forma automa´tica tras la aplicacio´n de un algoritmo
de identificacio´n adecuado (como los mencionados en
la seccio´n 2) o simplemente tras la eleccio´n de dos
puntos de operacio´n (uk−1; yk−1; yk) en el espacio
entrada-salida como en los me´todos tradicionales de
planificacio´n de ganancia descritos, se ha llegado a los
modelos locales (linealizaciones) de la tabla 1.







Tabla 1. Modelos locales del sistema (20).
Integracio´n de modelos locales. Con los modelos
locales disponibles, se puede pensar que empleando
las funciones de pertenencia identificadas (en este
caso, aproximadamente una interpolacio´n lineal), se
obtendra´ una aproximacio´n buena al modelo (20) entre
los puntos de operacio´n y se usara´ para el desarrollo
de un controlador. Sin embargo, la presencia de los
te´rminos independientes hace que aparezca un error
de interpolacio´n significativo (figura 2), lo que se
reflejara´ en el rendimiento final del controlador.
Disen˜o de controladores locales. Para el disen˜o de
los controladores se puede usar un criterio de disen˜o
tradicional como, por ejemplo, el de asignacio´n de
polos. Para asignar un polo en 0.4, la accio´n de control
necesaria en cada punto de operacio´n se puede obtener
resolviendo el sistema de ecuaciones formado por el
correspondiente modelo local de la tabla 1 y (21),
donde r es la referencia a seguir por el sistema.
y^k+1 − rk = 0;4(y^k − rk) (21)
Para el modelo local en el punto de operacio´n (0,2.5,4.5)
la ecuacio´n a resolver es:
0;8yk + 0;3uk + 2;5− rk = 0;4(y^k − rk) (22)
lo que resulta, despejando uk en (22), en el controla-
dor dado por la accio´n de control (23):
u
(1)
k = −1;33yk + 2rk − 8;33 (23)













Figura 2. Diferencia entre los datos experimentales
(cuadrados) y la interpolacio´n lineal de los mo-
delos lineales identificados (lı´nea con puntos).
En el caso del modelo local en el punto de operacio´n
(0,5.3572,7.5) resulta:
1;3yk + 0;3uk + 0;5356− rk = 0;4(y^k − rk) (24)
u
(2)
k = −3yk + 2rk − 1;79 (25)
Integracio´n de controladores locales. La teorı´a de
planificacio´n de ganancia lleva a un controlador global








donde 1 y 2 suelen definirse, por ejemplo, iguales a
las funciones de pertenencia identificadas. A continua-
cio´n mostrara´ en un contraejemplo que emplear estas
funciones de pertenencia para la ponderacio´n de las
acciones de control entre puntos de funcionamiento no
es siempre va´lido para control. Con la interpolacio´n
de los modelos Takagi-Sugeno (3), las ganancias del
controlador global pueden ser localmente negativas
incluso cuando las ganancias de los controladores lo-
cales sean positivas.
A modo de comprobacio´n, pueden calcularse en este
ejemplo las funciones de pertenencia que idealmente
deberı´an haberse identificado (aunque sin disponer del
modelo no lineal, en un caso real, es imposible). Estas
funciones de pertenencia deberı´an obtener con (26) la
accio´n de control resultante de exigir las especifica-
ciones (21) al modelo no lineal (20), esto es,
0;0875(yk + 2;0714)2 + 0;3uk + 2;6714− rk =
= 0;4(yk − rk)
(27)
de donde al despejar se obtiene una accio´n de control:
u
(OPT )
k = −0;29y2k + 0;13yk + 2rk − 10;1713 (28)
Ahora, el valor o´ptimo de pertenencia puede obtenerse
igualendo uLPOk en (26) a uOPTk en (28) (teniendo en









2 (yk) = 1− (OPT )1 (yk)
(29)
Evidentemente esto no corresponde a una interpola-
cio´n lineal de controladores, como se puede observar
en la representacio´n de (OPT )1 en la figura 3, ni a
ninguna funcio´n de pertenencia borrosa identificada
experimentalmente en las que la restriccio´n impuesta
por particio´n borrosa hace que las funciones de perte-
nencia de modelos borrosos tengan sus valores en el
rango [0,1].












Figura 3. Funciones de pertenencia para la interpola-
cio´n lineal (LIN)1 (lı´nea continua) e interpola-
cio´n o´ptima (OPT )1 (lı´nea de puntos).
Si no se realiza la interpolacio´n (29), se aprecian
efectos negativos tanto en dina´mica como en error de
posicio´n. Para evitar en lo posible el segundo efecto,
en (Johansen and Murray-Smith, 1997) se propone
incluir una accio´n integral. Esto se puede hacer, por
ejemplo, disen˜ando un controlador cla´sico que inclu-
ya accio´n integral (lo que puede dar problemas por
la suma ponderada de las acciones integrales de to-
dos los controladores) o poniendo la accio´n integral
en paralelo con el controlador global (con constante
de integracio´n Ki a definir) que lleve a una accio´n
conjunta u(INT )k . El integrador eliminara´ todo tipo de
“perturbaciones”, considerando una de ellas el te´rmi-
no independiente de los modelos.
Evaluacio´n del rendimiento. En la tabla 2 se co-
mentan de forma resumida los resultados de diferentes
simulaciones de los controladores por planificacio´n de
ganancia propuestos (en comparacio´n con los locales
en los puntos de operacio´n y el o´ptimo) y que se
pueden observar en las figuras 4 a 8 que representan
la evolucio´n temporal de la salida del sistema. Como
conclusio´n general, el estudio de los controladores
que la teorı´a de control por planificacio´n de ganancia
propone (con integrador u(INT )k o sin e´l u(LPO)k ), se
puede decir que el mejor comportamiento lo muestra
el controlador con accio´n integral, pero en cualquier
caso serı´a deseable una mejora. Queda por tanto cla-
rificado que obviar la existencia de los te´rminos no
homoge´neos para el disen˜o de los controladores, aun-
que se incluya accio´n integral, no es muy apropiado
e incluso se pueden encontrar ejemplos en los que un















A. Entorno de P1 (figura 4). Pequen˜o ep Inestable Gran ep Elevada sobreoscilacio´n Correcto
B. Entorno de P2 (figura 5). Inestable Pequen˜o ep Gran ep Elevado te Correcto
C. Zona intermedia (figura 6). Gran ep Gran ep Gran ep Gran ep Correcto
D. Salto de P1 a P2 (figura 7). Malo Malo Correcto - Correcto
E. Salto de P2 a P1 (figura 8). Malo Malo Correcto - Correcto
Tabla 2. Comportamiento, en experimentos a lo largo del rango de operacio´n, de los
diferentes controladores disen˜ados (ep=error de posicio´n, te=tiempo de establecimiento).
























Figura 4. Experimento A. Control por planificacio´n de
ganancia en el entorno de P1: punto inicial 2.5,
punto final 2.6.



























Figura 5. Experimento B. Control por planificacio´n
de ganancia en el entorno de P2: punto inicial
5.3572, punto final 5.2572.
controlador ası´ disen˜ado lleve a sistemas inestables en
bucle cerrado (Leith and Leithead, 2000).
6.2 Redes de controladores locales por velocidad
Para ilustrar este me´todo de disen˜o de controladores
se considerara´ de nuevo el sistema no lineal dado por
la ecuacio´n (20). Se disen˜ara´ en este caso un control
por planificacio´n de ganancia basado en modelos LPV
del sistema linealizados por velocidad, describiendo
problemas y proponiendo soluciones para mejorar el
comportamiento del controlador final.





























Figura 6. Experimento C. Control por planificacio´n de
ganancia en el entorno de un punto intermedio:
punto inicial 3.9, punto final 4.



















Figura 7. Experimento D. Control por planificacio´n de
ganancia de P1 a P2: punto inicial 2.5, punto final
5.3572.
Identificacio´n de modelos locales por velocidad.
Desde los modelos locales (linealizaciones) identifica-
dos y dados en la tabla 1 se puede contruir un modelo
linealizado por velocidad, linealizacio´n por incremen-
tos y^k = y^k − y^k−1 en el caso discreto, con los
modelos locales de la tabla 3.
Punto de operacio´n Modelo incremental
(0,2.5,4.5) y^k+1 = 0;8y^k + 0;3uk
(0,5.3572,7.5) y^k+1 = 1;3y^k + 0;3uk
Tabla 3. Modelos locales por velocidad de
(20).



















Figura 8. Experimento E. Control por planificacio´n de
ganancia de P2 a P1: Punto inicial 5.3572, punto
final 2.5.
Integracio´n de modelos locales por velocidad. Para
evaluar la aplicabilidad de las funciones de pertenen-
cia identificadas (interpolacio´n lineal) a la integracio´n
de los nuevos modelos, se empleara´ el mismo me´todo
del apartado anterior. De este modo se determinara´n
las funciones de pertenencia necesarias para realizar
un buen control con estos modelos locales por incre-
mentos en los que el te´rmino independiente ha desa-
parecido y se comparara´n con las identificadas.
Disen˜o de controladores locales por velocidad. Para
asignar en este caso un polo en 0.4, la accio´n de
control necesaria en cada punto de operacio´n se puede
obtener resolviendo el sistema de ecuaciones formado
por el correspondiente modelo local de la tabla 3 y
(30), donde r es la referencia a seguir por el sistema.
y^k+1 −rk = 0;4(y^k −rk) (30)
Para el modelo local por incrementos en el punto de
operacio´n (0, 2.5, 4.5) la ecuacio´n a resolver es:
0;8yk + 0;3uk −rk = 0;4(y^k −rk) (31)
lo que resulta, despejando uk en (31), en el contro-
lador dado por la accio´n de control (32):
u(V EL1)k = −1;33yk + 2rk (32)
En el caso del modelo local en el punto de operacio´n
(0,5.3572,7.5) resulta:
1;3yk + 0;3uk −rk = 0;4(y^k −rk) (33)
u(V EL2)k = −3yk + 2rk (34)
Integracio´n de controladores locales por velocidad.
La teorı´a de planificacio´n de ganancia por velocidad
(19) lleva a un controlador global del sistema como
combinacio´n de los anteriores:





donde 1 y 2 esta´n, de nuevo, por definir y podrı´an
ser, por ejemplo, las funciones de pertenencia identifi-
cadas.
El modelo del sistema (20) puede escribirse de forma
incremental:
yk+1 = 0;0875y2k + 0;3625yk + 0;3uk (36)
donde los incrementos se definen como en todas las
linealizaciones por velocidad hasta el momento y
y2k = y
2
k − y2k−1. Sustituyendo dicho modelo en las
especificaciones (30) puede obtenerse directamente el
controlador no lineal que obtiene exactamente el obje-
tivo previsto:
u(INC)k = −0;2917y2k + 0;1250yk + 2rk
(37)
Como ya se vio en el apartado anterior, desde el sis-
tema de ecuaciones formado por (35) y (37) (teniendo
en cuenta condicio´n de particio´n borrosa 1+2 = 1)









2 (yk; yk−1) = 1− (INC)1 (yk; yk−1)
(38)
La ecuacio´n de (INC)1 tampoco corresponde a una
interpolacio´n lineal de controladores. Sin embargo, al
deshacer los incrementos y simplificar (haciendo y2k−
y2k−1 = [yk + yk−1][yk − yk−1]) se obtiene:

(INC)








−0;2917(yk + yk−1) + 3;1250
1;6667
(39)
que en el caso de una discretizacio´n apropiada en la
que los incrementos sean lo suficientemente pequen˜os
e yk u yk−1 corresponde a:

(INC)
1 (yk; yk−1) =
−0;2917(yk + yk−1) + 3;1250
1;6667
u
u= −0;35yk + 1;8750
(40)
que es una funcio´n lineal con valor 1 en y(k) = 2;5 y 0
en y(k) = 5;3572, ide´ntica a la funcio´n de pertenencia
identificada, lo que nos indica que la interpolacio´n con
las funciones de pertenencia lineales (identificadas)
sera´ una buena opcio´n con estos controladores. Esto es
debido a que la linealizacio´n por incrementos, al hacer
desaparecer el te´rmino independiente de los modelos,
convierte los modelos locales afines de TS en modelos
locales homoge´neos de TS que se pueden interpolar
sin problemas de la forma propuesta por estos modelos
borrosos, pero que no aproximan funciones correcta-
mente sin el marco adicional de las linealizaciones por
velocidad.
Evaluacio´n del rendimiento. La tabla 4 resume los
resultados de las simulaciones realizadas con el con-
trolador por velocidad propuesto (en comparacio´n con
los locales en los puntos de operacio´n y el teo´rico
no lineal) y, en aquellos casos en los que aparece un
error en re´gimen permanente, un nuevo controlador















A. Entorno de P1 (figura 9). Pequen˜o ep Gran ep Correcto - Correcto
B. Entorno de P2 (figura 10). Gran ep Pequen˜o ep Correcto - Correcto
C. Zona intermedia (figura 11). Gran ep Gran ep Correcto - Correcto
D. Salto de P1 a P2 (figura 12). Gran ep Gran ep Pequen˜o ep Elevadote Correcto
E. Salto de P2 a P1 (figura 13). Gran ep Gran ep Pequen˜o ep Sobreoscilacio´n Correcto
Tabla 4. Comportamiento, en experimentos a lo largo del rango de operacio´n, de los con-
troladores por velocidad disen˜ados (ep=error de posicio´n, te=tiempo de establecimiento).
u
(INT )
k con un incremento de accio´n de control debido
a accio´n integral uINTk = Ki(r(k)− y(k)) (con Ki
pequen˜a) sumado al incremento u(INC)k de la ecuacio´n
37. Todas esta simulaciones de la evolucio´n temporal
de la salida del sistema se pueden observar en las
figuras 9 a 13. Las familias de controladores por






















Figura 9. Experimento A. Control por velocidad en el
entorno de P1: punto inicial 2.5, punto final 2.6.























Figura 10. Experimento B. Control por velocidad en el
entorno de P2: punto inicial 5.3572, punto final
5.2572.
incrementos propuestas superan en todos los casos de
pequen˜as variaciones a las familias de controladores
en los puntos de operacio´n (figuras 4 a 8) y por eso
sera´ el controlador ma´s apropiado para el sistema,
ya que esta sera´ la forma habitual de operacio´n del
sistema. En aquellos casos en los que aparecen errores


















Figura 11. Experimento C. Control por velocidad en
el entorno de un punto intermedio: punto inicial
3.9, punto final 4.
























Figura 12. Experimento D. Control por velocidad de
P1 a P2: punto inicial 2.5, punto final 5.3572.
de posicio´n, e´stos se pueden subsanar con la adicio´n
de accio´n integral.
6.3 Linealizacio´n por incrementos parcial.
El controlador elegido (37) esta´ basado tan solo en las
variaciones incrementales de la variables, lo que puede
llevar a una situacio´n en la que un error inicial en el
seguimiento de una referencia constante (debido, por
ejemplo, a unas condiciones iniciales no adecuadas)
no sea nunca subsanado. Este error en re´gimen per-
manente se elimina fa´cilmente aplicando una accio´n
integral en paralelo con el controlador disen˜ado de la

























Figura 13. Experimento E. Control por velocidad de
P2 a P1: punto inicial 5.3572, punto final 2.5.
forma comentada en el apartado 5, pero que habra´ que
ajustar experimentalmente.
Otra opcio´n ma´s elegante que se propone aquı´ consiste
en rehacer el criterio de disen˜o para que aparezca
explicitamente la accio´n integral, adema´s de los incre-
mentos, mediante alguna medida del error en el segui-
miento de la referencia. Esto se puede hacer partiendo
de la especificacio´n (21) y restando yk a ambos lados
(en lugar de tomar incrementos en todas las variables,
con lo que se llegarı´a a (30)) se obtiene una expresio´n
(41) equivalente a (30) en la que se explicita el error de
seguimiento de la referencia, con lo que solo se hace
una linealizacio´n por incrementos parcial.
y^k+1 − rk = 0;4(y^k − rk)
+
y^k+1 − y^k − rk = 0;4(y^k − rk)− y^k
+
y^k+1 = (1− 0;4)(rk − y^k)
(41)
Por tanto, dado un modelo incremental gene´rico de la
forma y^k+1 = piuk + qiy^k, la accio´n de control
se podra´ calcular para cada controlador i despejando
como en









La figura 14 muestra como un controlador disen˜ado
con la linealizacio´n parcial por incrementos propuesta
siempre tiene el mismo comportamiento a lo largo de
todo el rango de funcionamiento del sistema (entre
ambos puntos de operacio´n). Ası´ pues, supera tanto al
controlador por planificacio´n de ganancia tradicional
como al controlador por velocidad que mostraba el
mejor comportamiento en el ejemplo anterior.
7. CONCLUSIONES
En este artı´culo se han revisado las te´cnicas de pla-
nificacio´n de ganancia para familias de modelos LPV,















de ganacia con Ki=0.1 
Figura 14. Funcionamiento de todos los controladores
a lo largo de la zona de trabajo.
investigando cua´les de ellas permiten una fa´cil adap-
tacio´n a los modelos borrosos (u otro conjunto de
modelos lineales locales que describan un sistema no
lineal).
Por su sencillez y filosofı´a de divisio´n del problema
en subproblemas conservando la continuidad con los
me´todos lineales de disen˜o, son especialmente apli-
cables los controladores basados en modelos LPV en
puntos de operacio´n, aunque el te´rmino independiente
de los mismos puede conllevar algunos problemas.
El disen˜o por velocidad mantiene las ventajas ante-
riores y sin restricciones al respecto de la te´cnica de
disen˜o de controladores que se haya de emplear (los
te´rminos independientes han desaparecido). Adema´s
la planificacio´n de ganancia basada en la velocidad
proporciona un marco de ana´lisis y disen˜o con un
u´nico tipo de linealizacio´n. Adicionalmente, el con-
trolador no lineal que resulta es va´lido en todos los
posibles puntos de funcionamiento de la planta, no
solo en la vecindad de los puntos de equilibrio.
Por otra parte, los me´todos que emplean las LMIs
permiten desarrollar de forma sencilla controladores
globales estables para el sistema, aunque ma´s conser-
vadores que los anteriores.
Adema´s, en el artı´culo se han analizado que´ paradig-
mas de modelos borrosos y metodologı´as de identi-
ficacio´n son los adecuados para aplicar las referidas
te´cnicas de control. Algunos aspectos como el trata-
miento del cambio de punto funcionamiento y las dis-
tintas alternativas de interpolacio´n tambie´n han sido
discutidos.
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