The accurate characterization of tree species distribution in forest areas can help significantly reduce uncertainties in the estimation of ecosystem parameters and forest resources. Deep learning algorithms have become a hot topic in recent years, but they have so far not been applied to tree species classification. In this study, one-dimensional convolutional neural network (Conv1D), a popular deep learning algorithm, was proposed to automatically identify tree species using OHS-1 hyperspectral images. Additionally, the random forest (RF) classifier was applied to compare to the algorithm of deep learning. Based on our experiments, we drew three main conclusions: First, the OHS-1 hyperspectral images used in this study have high spatial resolution (10 m), which reduces the influence of mixed pixel effect and greatly improves the classification accuracy. Second, limited by the amount of sample data, Conv1D-based classifier does not need too many layers to achieve high classification accuracy. In addition, the size of the convolution kernel has a great influence on the classification accuracy. Finally, the accuracy of Conv1D (85.04%) is higher than that of RF model (80.61%). Especially for broadleaf species with similar spectral characteristics, such as Manchurian walnut and aspen, the accuracy of Conv1D-based classifier is significantly higher than RF classifier (87.15% and 71.77%, respectively). Thus, the Conv1D-based deep learning framework combined with hyperspectral imagery can efficiently improve the accuracy of tree species classification and has great application prospects in the future.
Introduction
Tree species identification is important for the effective management of forests as a natural resource, which influences the accuracy of timber volume estimation [1] . The number and type of tree species in a forest stand are also related to ecosystem parameters like biodiversity and habitat quality and are, therefore, important indicators for describing the ecological value of a forest [2] . An effective environmental management of ecosystems requires accurate and spatially detailed assessments of tree species numbers and distributions [3] .
Remote sensing is complementary to traditional field surveys for obtaining species information, particularly within large and inaccessible areas [4] . Over the last four decades, advances in remote sensing technology have enabled the classification of tree species using several image types [5] . Fassnacht et al. [1] concluded that most previous studies were concentrated in temperate regions 
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OHS-1 Imagery
OHS-1 is the first satellite constellation that was built and operated by a privately listed company in China. The whole constellation consists of 34 satellites, including video, hyperspectral, highresolution optical, and infrared satellites. The hyperspectral image of the constellation was used in this study. The Orbita hyperspectral satellites (OHS) were successfully launched on 26 April 2018. They were in a sun-synchronous orbit of 500 kilometers. The hyperspectral image contains 5056 × 5056 pixels, and the imaging spectrum ranges from 400 to 1000 nm. The spectral average of 400-1000 nm is divided into 32 spectral segments through a filter. The image has a spatial resolution of 10 meters and a spectral resolution of 2.5 nm. The OHS-1 data have the potential to be an important data source for tree species mapping, as they are available to the public at the official website of the Orbita Hyperspectral Satellite (www.obtdata.com; Zhuhai Orbita Aerospace Science & Technology Inc., Zhuhai, China).
The OHS-1 image was recorded under cloudless conditions over the site in the middle of the growing season on 19 September 2018 (orbit altitude: 520 km, solar elevation angles: 50.53°, lateral angular: −2.194°). The study sites were subset into the forest farm centers and their surrounding regions with spatial extents of 387 × 404 pixels. The pre-processing of the hyperspectral images was performed using the image processing system ENVI (Environment for Visualizing Images; Exelis Visual Information Solutions Inc. Boulder, CO, USA). Firstly, according to the digital elevation model (DEM) [28] , orthorectification was executed for the OHS-1 image. Then a relative radiometric normalization was applied to the images based on the mean-standard deviation normalization 
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The OHS-1 image was recorded under cloudless conditions over the site in the middle of the growing season on 19 September 2018 (orbit altitude: 520 km, solar elevation angles: 50.53 • , lateral angular: −2.194 • ). The study sites were subset into the forest farm centers and their surrounding regions with spatial extents of 387 × 404 pixels. The pre-processing of the hyperspectral images was performed using the image processing system ENVI (Environment for Visualizing Images; Exelis Visual Information Solutions Inc. Boulder, CO, USA). Firstly, according to the digital elevation model (DEM) [28] , orthorectification was executed for the OHS-1 image. Then a relative radiometric normalization was applied to the images based on the mean-standard deviation normalization algorithm [4] . Finally, the FLAASH model was used in atmospheric correction, and the parameters of FLAASH were selected based on the acquisition time and location for the imagery and other ancillary data that were provided by Zhuhai Orbita Aerospace Science & Technology Inc. in Zhuhai, China. The DN values of the OHS-1 images were transferred into the top of atmosphere (TOA) radiance with given spectral response functions by the ENVI software [27] . 
Forest Survey Data
The field surveys were conducted from June to July 2017. The distribution of sampling plots was randomly generated, and a total of 117 50 × 50 m plots were sampled. Location of each sampling plot was measured by Global Positioning System (GPS) and real-time kinematic (RTK), accurate within 1 m. The sample parameters recorded were species names, tree heights, crown cover areas, basal area (tree diameters over 10 cm), and Differential Global Positioning System (DGPS) coordinates in the universal transverse mercator (UTM) system. Based on the basal area factor (BAF) [29] , any tree species with a basal area frequency above 50% in each plot was selected as the dominant tree species [30] . According to the field surveys, seven dominant tree species classes were identified, comprising Amur linden, Chinese pine, Dahurian larch, aspen, white birch, Manchurian walnut, and Manchurian ash.
Dataset Partition
In order to maximize pixels collected in sampling plots, if a tree species had a basal area frequency above 80% in each plot, we extended the sample data by creating a 100 m buffer based on sampling plots boundary [30] . According to these land parcels, we chose pixels with different tree species from OHS-1 hyperspectral imagery as a dataset. Then the sample data of the whole study area were split into two datasets: Training and validation sets [23] . All samples were randomly assigned to one of the two sets approximately following the ratio of 70%:30% (Table 1 ). In addition, the training set was subset to train individual classification algorithms and optimize model (80% and 20%, respectively). The final classification results were evaluated with the validation set. Dataset partition needs to follow two principles: (1) these sets are independent from each other, (2) the class distributions in all sets are similar [23] . 
Classification
Convolutional neural network (CNN), a well-established and popular deep learning method, has made considerable improvements in image analysis [31, 32] . Particularly, 2D CNNs have been widely used to extract spatial features from the dimensions of width and height for object detection and semantic segmentation of high-resolution images [24, 33, 34] . Another major application of CNNs is hyperspectral image classification, in which CNNs are used to extract spatial-spectral features, through either 1D convolution across the spectral dimension [35] , 2D across the spatial dimensions [33] , or 3D across the spectral and the spatial dimensions simultaneously [36] . Guidici et al. [35] concatenated hyperspectral images from three seasons and applied 1D convolution to the spectral domain for land cover classification. One-dimensional convolutional neural network (Conv1D) has also been used to effectively identify 13 crops through time series images [23] . In this study, we adopted the one-dimensional convolutional neural network (Conv1D) for classification of tree species, which has a good classification effect on continuous sequence data such as speech, multi-temporal data, and text [37, 38] . We selected random forest model as the representative non-deep-learning classifier to compare with the Conv1D algorithm, since random forest classifier is renowned for high performance and is often established as the baseline model in classification tasks [39] . The main steps of the data processing work flow adopted in this study are presented in Figure 2 .
adopted the one-dimensional convolutional neural network (Conv1D) for classification of tree species, which has a good classification effect on continuous sequence data such as speech, multitemporal data, and text [37, 38] . We selected random forest model as the representative non-deeplearning classifier to compare with the Conv1D algorithm, since random forest classifier is renowned for high performance and is often established as the baseline model in classification tasks [39] . The main steps of the data processing work flow adopted in this study are presented in Figure 2 . 
One-Dimensional Convolutional Neural Network Classifiers
Deep learning in neural networks is the approach of composing networks into multiple layers of processing with the aim of learning multiple levels of abstraction [40] . In doing so, the network can adaptively learn low-level features from raw data and higher-level features from low-level ones in a hierarchical manner, nullifying the over-dependence of shallow networks on feature engineering [23] . The building blocks of the Conv1D used in this study are illustrated in Figure 3 , including an input layer, two convolution layers with rectified linear unit (ReLU) as nonlinear activation function, a maxpool layer, a flatten layer, and two fully connected layers. The convolutional layer and pooling layer perform as hierarchical feature extractors [41] , while the fully connected layer acts as a classifier that produces the predictive probabilities of all the object categories in the input data [20, 41] .
According to the hyperspectral data, three features from the image were selected as inputs to the one-dimensional convolutional neural network (Conv1D), including the spectral and crown texture features (entropy and mean). Crown texture information is mainly related to crown-internal shadows, foliage properties (size, density, and reflectivity), and branching [1] . Thus, crown texture information has also been exploited to improve tree species classification [28] . Combining spectral and texture features often improves the accuracy of tree species classifications [1] . According to Franklin et al. [42] , texture layers are known to improve the classification accuracy by up to 10%-15%. These feature data with 10,269 pixel samples are convoluted in the first layer of the model with 96 filters and a kernel size of 5 to produce feature maps in 96 × 28 sizes ( Figure 3 ). Then the convolution 
According to the hyperspectral data, three features from the image were selected as inputs to the one-dimensional convolutional neural network (Conv1D), including the spectral and crown texture features (entropy and mean). Crown texture information is mainly related to crown-internal shadows, foliage properties (size, density, and reflectivity), and branching [1] . Thus, crown texture information has also been exploited to improve tree species classification [28] . Combining spectral and texture features often improves the accuracy of tree species classifications [1] . According to Franklin et al. [42] , texture layers are known to improve the classification accuracy by up to 10%-15%. These feature data with 10,269 pixel samples are convoluted in the first layer of the model with 96 filters and a kernel size of 5 to produce feature maps in 96 × 28 sizes ( Figure 3 ). Then the convolution layer is paired with a pooling layer that can be thought of as a spectral down-sampling of the convolutional feature map. A max pooling operation was utilized here and pooling layers were fixed as max-pooling with a window size of 2. This layer accepts the convolutional feature map, evaluates pairs of data elements across the spectral dimension of the feature maps, and passes the maximum value onto the next layer. This process reduces the size of the feature map while preserving the features observed within the Forests 2019, 10, 818 6 of 17 convolutional feature map. The second layer of the model is another convolution layer with 128 filters; this layer generates new feature maps in 28 × 128 sizes by using the output of the previous layer. The last stage of a convolutional neural network (CNN) is a classifier. It is called a dense layer (fully connected layer), which is an artificial neural network (ANN) classifier. We needed to convert the output of the convolutional part of the CNN into a feature vector to be used by the ANN part of it, so we needed to add a flatten layer to connect the convolutional layer and the fully connected layer. It gets the output of the convolutional layers and flattens all its structure to create a single long feature vector to be used by the dense layer for the final classification [40] . Additionally, our network was further refined by adding dropout and regularization of the fully connected layer. Dropout is a technique for improving neural networks by reducing overfitting. Hinton et al. [43] pointed out that dropout of 50% of the hidden units and 20% of the input units significantly improved classification for a variety of different network architectures, but so far there is still no universal formula to set dropout rate. Dropout rate is related not only to the number of input variables but also to the number of the hidden units [44] . In this study, considering the input units are not large enough, we did not set the dropout rate in the input layer. Meanwhile, in the hidden layer, we found that when the dropout was set to 40%, classification accuracy could be improved obviously after testing. Therefore, 40% was selected for the dropout rate in this study. The output of the hidden layer is connected to a final Softmax output layer that produces a probabilistic output per class, or a vector of length of the number of classes, with each value representing the probability that the input data belong to a specific class. The last layer contains 7 neurons corresponding to the probability of the 7 classes. As a result, there are an extremely large number of potential network architectures and it is impossible to try them all. Thus, we started with a relatively simple model with only one convolutional layer. Then we generated new models by adding a new layer, re-ordering layers, or replacing a part of the network with a more complex component. In this way, the tested model grew in size and complexity until classification results did not improve further. layer is paired with a pooling layer that can be thought of as a spectral down-sampling of the convolutional feature map. A max pooling operation was utilized here and pooling layers were fixed as max-pooling with a window size of 2. This layer accepts the convolutional feature map, evaluates pairs of data elements across the spectral dimension of the feature maps, and passes the maximum value onto the next layer. This process reduces the size of the feature map while preserving the features observed within the convolutional feature map. The second layer of the model is another convolution layer with 128 filters; this layer generates new feature maps in 28 × 128 sizes by using the output of the previous layer. The last stage of a convolutional neural network (CNN) is a classifier. It is called a dense layer (fully connected layer), which is an artificial neural network (ANN) classifier. We needed to convert the output of the convolutional part of the CNN into a feature vector to be used by the ANN part of it, so we needed to add a flatten layer to connect the convolutional layer and the fully connected layer. It gets the output of the convolutional layers and flattens all its structure to create a single long feature vector to be used by the dense layer for the final classification [40] . Additionally, our network was further refined by adding dropout and regularization of the fully connected layer. Dropout is a technique for improving neural networks by reducing overfitting. Hinton et al. [43] pointed out that dropout of 50% of the hidden units and 20% of the input units significantly improved classification for a variety of different network architectures, but so far there is still no universal formula to set dropout rate. Dropout rate is related not only to the number of input variables but also to the number of the hidden units [44] . In this study, considering the input units are not large enough, we did not set the dropout rate in the input layer. Meanwhile, in the hidden layer, we found that when the dropout was set to 40%, classification accuracy could be improved obviously after testing. Therefore, 40% was selected for the dropout rate in this study. The output of the hidden layer is connected to a final Softmax output layer that produces a probabilistic output per class, or a vector of length of the number of classes, with each value representing the probability that the input data belong to a specific class. The last layer contains 7 neurons corresponding to the probability of the 7 classes. As a result, there are an extremely large number of potential network architectures and it is impossible to try them all. Thus, we started with a relatively simple model with only one convolutional layer. Then we generated new models by adding a new layer, re-ordering layers, or replacing a part of the network with a more complex component. In this way, the tested model grew in size and complexity until classification results did not improve further. This model was trained using the stochastic gradient descent (SGD) optimizer [45] . Parameters of SGD were fixed as: Decay =1 × 10 −6 , momentum = 0.9, and a learning rate decay of 0.01. The epoch was set to 20. As the training set is unbalanced, we used weighted cross-entropy loss function with This model was trained using the stochastic gradient descent (SGD) optimizer [45] . Parameters of SGD were fixed as: Decay = 1 × 10 −6 , momentum = 0.9, and a learning rate decay of 0.01. The epoch was set to 20. As the training set is unbalanced, we used weighted cross-entropy loss function with weights inversely proportional to class abundance. Classification models were built and evaluated using the Keras library on top of TensorFlow. 
Random Forest Classifier
The main idea of random forest is to use bootstrap re-sampling method to select multiple sub-samples from original samples and conduct decision tree modeling one by one [46] . After each tree is classified separately, the final output classification result is obtained by voting. Random forests do not need to estimate the distribution of data, which is very meaningful for input variables of different types or different scales, and random forests have interpretability for results [39] . These excellent properties make random forest very suitable for forest-type recognition of remote-sensing image processing [47] .
In this study, we adopted object-oriented random forest classification [47, 48] . Object-oriented classification includes two main processes: Image segmentation and feature extraction. Firstly, the image is segmented in multiple scales and the optimal segmentation scale is selected. This algorithm is a bottom-to-top segmentation algorithm, which gradually merges up from a single pixel until the threshold is reached [49] . Then, since the object is composed of multiple pixels, in addition to the spectral features, other features can be added to participate in the classification to achieve better classification accuracy. In this study, minimum noise fraction (MNF) [33, 48] and some vegetation index features, such as normalized difference vegetation index (NDVI) [33, 50] , enhanced vegetation index (EVI) [27] , and ratio vegetation index (RVI) [33, 51] , are selected to participate in classification. However, when all features (including spectral features) are involved in classification, it will lead to many problems, such as high dimension [2, 52] , slow computation speed, and data overload [49, 53] . Therefore, feature extraction is of great significance for the processing of hyperspectral data. Finally, these extracted features are input into the random forest classifier for training, and the results of classification can be obtained.
Accuracy Assessment
As accuracy assessment of two classification approaches is essential, a confusion matrix containing overall accuracy, user's accuracy, producer's accuracy, and the kappa coefficient of the classification results of tree species was presented. Each pixel of the validation set was considered a sample. The overall accuracy represents the percentage of the pixel points correctly identified [9] . The user's accuracy demonstrates the likelihood that a classified object matches the total object pixels [27] . The producer's accuracy is the proportion of object pixels that were correctly classified [27, 54] . The performance of the accuracy assessment was carried out with Python 3.6 and the scikit-learn library.
Results
Impacts of Kernel Size and Layer Numbers on the Conv1D Model
In the one-dimensional convolutional neural network model, the size of the convolution kernel has a great influence on the classification accuracy [34, 41] . The smaller the kernel size is, the more detailed the extracted features will be, but relevant input information will be lost [35] . On the contrary, for large-size kernels, relevant information will be retained but will result in the absence of detailed information [35, 41] . We have tried several convolution kernels of different sizes, among which the convolution kernels with the highest classification accuracy are selected for classification. As shown in Figure 4a , with the increasing number of epochs, when the convolution kernel size is 5, 7, 9, and 11, the accuracy presents a stable trend. Based on the accuracy of the last five epochs, the accuracy of these four convolution kernels are 0.999, 0.996, 0.997, and 0.993, respectively. As a result, we select the convolution kernel of 5 as the optimal parameter for classification. Besides changing the size of the convolution kernel to improve the accuracy, we also tried to increase the number of layers to improve the classification accuracy and training efficiency. We increased the number of layers from the first layer, and evaluated the classification accuracy and efficiency. With the increase of the number of layers, the training time also increases, but the classification accuracy is not improved, as shown in Figure 4b . When the number of layers is two, better accuracy can be achieved without consuming too much training time. L. Zhong et al. [23] and H.M. Fayek et al. [37] also indicated that when the amount of sample data is not particularly large, it does not need many convolution layers. Therefore, a one-dimensional convolutional neural network with two layers was selected for tree species classification.
Segmentation and Feature Selection for Object-Oriented RF Model
Image segmentation parameters include scale, compactness, and shape [55] , which has great influence on the classification accuracy. The scale parameter determines the maximum size of the created objects, and the unit of scale parameter is indicated by pixel [27] . When the scale of segmentation is too small, the number of objects and the amount of computation increase greatly. On the contrary, if the segmentation scale is too large, the number of objects will decrease, which easily causes different ground objects to be merged into the same object and reduces the classification accuracy [49] . In addition, users apply weights range 0-1 for the compactness and the shape parameter to adjust the smoothness and the spectral homogeneity of an object [47] . By testing several different segmentation parameters, we found that setting the scale parameter to 30 with the compactness and shape parameter set to 0.1 and 0.6 can achieve better segmentation performance. Ren et al. [27] also point out that, for forest objects, the scale of 30 and the shape with less weight are conducive to classification. In this study, eCognition Developer 8.64, an image-classification software, was used to perform segmentation.
In this specific feature extraction process, minimum noise fraction (MNF) transformation was implemented on hyperspectral images. The previous three principal components are attained, of which signal to noise ratio (SNR) is 87.69%, 75.65%, and 20.47%, respectively. Then, according to the spectral features of tree species [1] , we chose different bands for vegetation indices calculation [1, 56] . The vegetation index we selected included normalized difference vegetation index (NDVI) [33, 50, 56] , ratio vegetation index (RVI) [33, 51] , and enhanced vegetation index (EVI) [27] . Finally, 38 features were selected and extracted as shown in Table 2 . Besides changing the size of the convolution kernel to improve the accuracy, we also tried to increase the number of layers to improve the classification accuracy and training efficiency. We increased the number of layers from the first layer, and evaluated the classification accuracy and efficiency. With the increase of the number of layers, the training time also increases, but the classification accuracy is not improved, as shown in Figure 4b . When the number of layers is two, better accuracy can be achieved without consuming too much training time. L. Zhong et al. [23] and H.M. Fayek et al. [37] also indicated that when the amount of sample data is not particularly large, it does not need many convolution layers. Therefore, a one-dimensional convolutional neural network with two layers was selected for tree species classification.
In this specific feature extraction process, minimum noise fraction (MNF) transformation was implemented on hyperspectral images. The previous three principal components are attained, of which signal to noise ratio (SNR) is 87.69%, 75.65%, and 20.47%, respectively. Then, according to the spectral features of tree species [1] , we chose different bands for vegetation indices calculation [1, 56] . The vegetation index we selected included normalized difference vegetation index (NDVI) [33, 50, 56] , ratio vegetation index (RVI) [33, 51] , and enhanced vegetation index (EVI) [27] . Finally, 38 features were selected and extracted as shown in Table 2 . The extracted features were used to calculate the contribution rate based on the sample data ( Figure 5 ). As shown in Figure 5 , the first 10 features alone can achieve good accuracy. Therefore, we selected the first 10 features for training the random forest model: EVI, Band 24, Band 26, Band 27, NDVI, Band 30, Band 29, Band 16, and MNF1. We input the first 10 features into the random forest classifier for training and classification. Although the previous three principal components of minimum fraction are attained, only the first PC was selected to participate in the final classification. The extracted features were used to calculate the contribution rate based on the sample data ( Figure 5 ). As shown in Figure 5 , the first 10 features alone can achieve good accuracy. Therefore, we selected the first 10 features for training the random forest model: EVI, Band 24, Band 26, Band 27, NDVI, Band 30, Band 29, Band 16, and MNF1. We input the first 10 features into the random forest classifier for training and classification. Although the previous three principal components of minimum fraction are attained, only the first PC was selected to participate in the final classification. 
Classification Results of Conv1D Model and Random Forest Model
We computed confusion matrices, overall accuracy (OA), and kappa coefficients (kappa) of the validation set to evaluate the performance of two classifiers. Tables 3 and 4 Figure 5 . Feature contribution rate and its impact on accuracy.
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Classification Results of Conv1D Model and Random Forest Model
We computed confusion matrices, overall accuracy (OA), and kappa coefficients (kappa) of the validation set to evaluate the performance of two classifiers. Tables 3 and 4 show confusion matrices yielded by RF and Conv1D-based classifiers, respectively. Classification errors are represented by pixel numbers off the diagonal in the confusion matrix. According to the confusion matrices, the overall accuracies of the Conv1D-based and RF classifiers were 85.04% and 80.61%, and the kappa coefficients were 0.81 and 0.75, respectively. Compared to the results by the RF classifier, the Conv1D-based classifier has better performance and balance between producer's and user's accuracies. For the Conv1D-based classifier, it is worth noting that aspen, white birch, Manchurian walnut, and Manchurian ash reached the highest accuracies. The producer's accuracies for these four classes were 87.15%, 88.65%, 89.10%, and 94.30%, respectively. However, only the white birch and Manchurian ash achieved higher classification accuracy (88.97% and 91.15%) in the RF classification results. The species that obtained the lowest producer's accuracies was Chinese pine in both Conv1D-based and RF classifier (59.58% and 56.78%). Regarding the user's accuracy, except for the accuracy of Manchurian ash being slightly lower than RF results; other tree species had better classification accuracies in the Conv1D-based classifier. It is particularly noticeable that there was significant variation when considering the accuracies of individual species. For example, the user accuracy of aspen based on the Conv1D classifier was 87.23%, while that of the RF classifier was 57.99%. Figure 6 shows the classification maps obtained with the Conv1D-based classifier and the RF classifier. Assessed against field observations, a comparative analysis of the two classification maps shows that, on the whole, the two classification methods can roughly distinguish different species types. However, for some species with a small proportion, the classification results are quite different. In general, the RF map tended to be more speckled than the Conv1D map. The RF map had more obvious problems with classifying white birch and Amur linden in the northwest corner of the map. The insets show a classical example of the classifications in the broadleaf zone. Compared with the Conv1D map, the RF map has obvious over-mapping for broad-leaved species. In addition, according to the coordinate position of validation sample data, we found that for less abundant tree species (Chinese pine, Dahurian larch, and aspen), the Conv1D-based classification results are superior to the RF classification results, but misclassification still exists. In addition, for some broadleaf species with similar spectral characteristics (white birch, Manchurian ash, and Manchurian walnut), Conv1D classifier tended to correctly map these areas. In general, the RF classifier tends to omit species and identify more pixels as other species, and the Conv1D-based classifier is more likely to seek for further separation of the seven tree species. Thus, this further confirms the higher capability of the Conv1D-based classifier to discriminate tree species with respect to the RF classifier. Figure 6 shows the classification maps obtained with the Conv1D-based classifier and the RF classifier. Assessed against field observations, a comparative analysis of the two classification maps shows that, on the whole, the two classification methods can roughly distinguish different species types. However, for some species with a small proportion, the classification results are quite different. In general, the RF map tended to be more speckled than the Conv1D map. The RF map had more obvious problems with classifying white birch and Amur linden in the northwest corner of the map. The insets show a classical example of the classifications in the broadleaf zone. Compared with the Conv1D map, the RF map has obvious over-mapping for broad-leaved species. In addition, according 
Discussion
Discrimination of Tree Species With Hyperspectral Data
In tree canopies the amount of radiation that is reflected in the different wavelength regions is related to plant chemical properties of the tissue, leaf morphology, canopy structure, and tree size compared to neighboring trees [1] . Hence, the low spectral resolution of the very-high-resolution (VHR) image cannot allow a detailed tree species classification, even if many studies exploit VHR data for forest classification [8, 57, 58] . According to chemical plant components, fine spectral resolution hyperspectral sensors can differentiate tree species [4, 52] . As an example, Oldelland et al. [59] and Vyas et al. [60] used the dense sampling and narrow band measures of the tree spectral signature to relate each portion of the spectrum to specific characteristics of the plants, which can be exploited for classification purposes, as well as the identification of some plant diseases or attribute estimation. In this study, we used two classification methods to classify tree species with hyperspectral images. The results showed that both methods have good performance but there are different accuracies for different tree species that can be explained by different spectral reflectance [51] . In some cases, an individual species was misclassified as other classes, as was demonstrated by the white birch class commonly being incorrectly classified as Amur linden. As discussed by Heinzel et al. [61] , misclassification within the same tree types (conifers and broadleaf) occur at a higher rate than they do between tree types. Some broadleaf tree classes (aspen, white birch, Manchurian walnut, Amur linden) were misclassified as other broadleaf species, likely as a result of similar spectral signatures among the broadleaf species. Figure 7 shows the boxplots of the values of the 32 hyperspectral bands versus the tree species; it can be seen that the spectral reflectivity (SWIR region) of broadleaf trees is significantly higher than that of coniferous trees. It is also clear that the spectral response of the analyzed species was quite similar in the visible range, while for the infrared channels there were significantly different responses considering coniferous and broadleaf species. It is worth noting that, in general, the spectral value range was quite broad across all classes. Even species of broadleaf trees with similar spectral reflectance such as Manchurian walnut and aspen can be well distinguished. These differences in levels of reflectance are the main drivers to discriminate species in the VIS-SWIR region. In order to prove the performance of OHS-1 hyperspectral data, we compared the classification accuracy in the same area or adjacent area. Based on HJ-1A hyperspectral images, Junming [62] applied the classification method of tree species spectral feature knowledge to classify the tree species in the Wangqing forest region of Jilin province. They classified three tree species (Mongolian oak, white birch, and Dahurian larch) and overall classification accuracy was 75%. Although the In order to prove the performance of OHS-1 hyperspectral data, we compared the classification accuracy in the same area or adjacent area. Based on HJ-1A hyperspectral images, Junming [62] applied the classification method of tree species spectral feature knowledge to classify the tree species in the Wangqing forest region of Jilin province. They classified three tree species (Mongolian oak, white birch, and Dahurian larch) and overall classification accuracy was 75%. Although the classification accuracy of a single tree species can reach 87.5%, other tree species in this region are not separated. In this study, we apply all hyperspectral bands to classify tree species. Compared with HJ-1A images (100 m), the spatial resolution of an OHS-1 image is 10 m, which reduces the influence of mixed pixel effect and greatly improves the classification accuracy. Although some tree species such as Chinese pine and Amur linden have lower classification accuracy (59.58% and 70.75%), most tree species (white birch, Dahurian larch, aspen, Manchurian walnut and Manchurian ash) have accuracies higher than 80%.
Application of Deep Learning in Tree Species Identification
Many studies have been conducted on tree species classification using remote sensing datasets through traditional machine-learning techniques, and so far, very few of them have used deep learning models. Contrary to the popular object-based approach to tree species classification, deep learning eliminates the manual feature extraction step by examining the local spatial arrangement and structural patterns characterized by the low-level feature. In the specific classification process, compared with 2D convolution, the hierarchical feature generation process of the Conv1D-based model provides a flexible way to formulate and identify complex sequential patterns in hyperspectral data. In this study, we used 10,269 pixels as training samples from hyperspectral images. For one-dimensional convolutional neural network (Conv1D) classifiers, in addition to adding all spectral features, we also added texture features of various bands as a low-level feature but did not add vegetation indices. In the convolution process of a one-dimensional convolutional neural network, the front and rear nodes have strong correlation and continuity, the single vegetation index feature cannot improve accuracy and has certain interference [35, 41] . Based on the same training samples, we also adopted random forest (RF) classifiers as a comparison. The results show that the Conv1D classifiers had 5% higher overall accuracy than the RF classifier. This is similar to a 7% increase in overall accuracy observed for 1-D CNN over RF in a study focused on land-cover classification with multi-seasonal hyperspectral imagery in Northern California, USA [35] .
The Chinese pine class with the lowest number of test samples was misclassified into several different types, and the classification accuracy was the lowest. Although the spectral response of Chinese pine in the near-infrared region was significantly different from that of other tree species (Figure 7) , it has been found in our specific field survey that Chinese pine always appeared as a single plant and had many broadleaf tree species around it. Because it is difficult to divide the sample in this situation as Chinese pine, we obtained very few Chinese pine sample data. Thus, a possible reason for lower classification accuracy of Chinese pine in this research could be the complexity and heterogeneity of forests and insufficient training samples. Ballanti et al. [6] gave the same explanation when applying support vector machine (SVM) and random forest (RF) classifier to classify tree species. Similarly, Duro et al. [63] also experienced similar issues with their classification, highlighting that limited testing samples can result in inaccurate classifications. Although using the same training samples, we found that by comparing the producer's accuracy of the two classifiers there were significant differences in classification accuracy for some tree species, such as Manchurian walnut and aspen. For instance, the producer's accuracy of Manchurian walnut with Conv1D-based classifier was 89.10%, while that of RF classifier was 71.77%. We believe that the algorithm of two kinds of classifiers is the main reason that the classification accuracy of the same tree species differs greatly. For deep convolutional neural networks, each neuron is no longer connected with all neurons in the upper layer but only some of them [23, 40, 64] . Furthermore, the use of an activation function increases the nonlinearity of the neural network [24] . Compared with other functions [65] , the ReLU function can effectively alleviate the problem of overfitting and increase the accuracy of tree species classification [66] , so the convolutional neural network can achieve better learning by keeping as many important parameters as possible and removing a large number of unimportant parameters [64, 67] . Although random forest has strong generalization ability, it is easy to overfit the training data with large noise [39, 54, 68] . Noise in the Manchurian walnut's training data may have had a greater impact on the random forest model, which led to lower classification accuracy.
Future Work with DCNN Hyperspectral Image Classification
Deep learning, especially deep CNNs, should have great potential for tree species classification in the future. However, the extrapolation ability of deep learning is crucial for automation but has remained unsatisfactory in remote-sensing image recognition, especially if a source dataset varies significantly from a target dataset [19] . In this research, although the accuracy of a training set can reach 99.99%, the accuracy of a validation set is only 85.04%. In addition to the differences in the sample set itself, there is also an indication of insufficient generalization ability of deep learning. Thus, there is still much work to be done. For tree species classification, we plan to test different deep CNN frameworks and different CNN models, such as U-net, Segnet, and 3DCNN, to improve our classification performance. Moreover, we do not consider the structure or multi-temporal correlation and only concentrate on the spectral signatures in the current work. We believe that some structure-spectral-temporal techniques can also be applied to further improve the CNN-based classification. Future research will, therefore, mine the tree structure information from multispectral and Synthetic Aperture Radar (SAR) data to characterize spatial distribution and dynamic changes of tree species.
Conclusions
In this study, the main aim was to implement and explain how a convolutional neural network (CNN) with a one-dimensional architecture could be applied to tree species classification with OHS-1 hyperspectral images. This model has an end-to-end complete architecture and does not require separated feature extraction and classification stages. In order to explore the potential of this model in tree species classification, popular random forest (RF) classifiers were also used to classify tree species based on the same training samples. The results demonstrated that the application of this model produced high recognition performance on different tree species. The overall classification accuracy of the Conv1D-based classifier was 85.04%, higher than that of the RF classifier (80.61%), and the kappa coefficient was 0.81 and 0.75, respectively. Moreover, although some broadleaf species such as Manchurian walnut and aspen have similar spectral signatures, the classification accuracy of these two tree species based on the Conv1D-based classifier reached 87.15% and 89.10%, respectively. In general, compared with traditional classification algorithms, deep learning algorithms have better classification performance in tree species classification. Although this study initially explores the tree species classification based on the Conv1D-based classifier, it still needs to try more deep learning methods and further improve the CNN performance, scalability, and incorporation of spatial and temporal information.
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