Multicarrier faster-than-Nyquist (MFTN) signaling is a high spectral efficiency transmission scheme, which is promising in the future communication. One of the major problems of MFTN signaling is high peak-to-average power ratio (PAPR). Therefore, PAPR reduction is necessary in MFTN systems. Generally, four times oversampling is used in PAPR reduction methods for MFTN signaling to make the discrete time MFTN signaling approximate the peak of continuous time MFTN signaling. However, generating four times oversampled discrete time MFTN signaling will increase the computational complexity of PAPR reduction methods. In this paper, we propose three new low-complexity PAPR reduction methods based on selective mapping (SLM) for MFTN signaling. The first step of proposed methods is using discrete time MFTN signaling with oversampling factor lower than four as reference discrete signal. Then, three new methods utilize picking, reconstructing, and filtering, respectively, to acquire the peak power of four times oversampled MFTN signaling. It is shown that the proposed methods can significantly reduce the computational complexity while almost without PAPR reduction performance loss.
I. INTRODUCTION
MULTICARRIER faster-than-Nyquist (MFTN) is a very promising technique for future high-speed data transmission because of its high spectral efficiency. The concept of MFTN was firstly proposed by Rusek and Anderson in 2005 [1] . Compared with conventional Nyquist multicarrier transmission techniques, such as the orthogonal frequency division multiplexing (OFDM), which utilize the orthogonal subcarriers and orthogonal pulses, MFTN signaling introduces both time packing and frequency packing. By packing the time interval between adjacent symbols and frequency spacing between adjacent subcarriers, the MFTN signaling can achieve higher spectral efficiency. The researches in [2] and [3] indicate that the spectral efficiency of MFTN can achieve 100% more than conventional Nyquist transmission techniques without requiring more bit energy and degrading the bit error rate (BER) performance. Owing to the high spectral efficiency of MFTN signaling, it has captured much attention in future satellite and optical communication systems [4] - [6] .
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Similar to other multicarrier transmission techniques, one of the major drawbacks associated with MFTN signaling is high peak-to-average power ratio (PAPR), of which the range is proportional to the number of subcarriers. In practical systems, high power amplifier (HPA) is widely used and driven close to the saturation point to ensure the power efficiency. Due to the high PAPR feature of MFTN signaling, it may suffer from significant in-band distortion and out-of-band radiation.
A back-off in operation point of HPA is a simple approach, however, it usually causes significant power efficiency loss. Over the last decades, various kinds of PAPR reduction methods have been proposed such as clipping [7] , [8] , coding [9] , [10] , companding [11] , [12] , active constellation extension [13] , tone reservation [14] , [15] , partial transmit sequence (PTS) [16] , [18] and selective mapping (SLM) [19] , [22] . Among them, PTS and SLM have drawn widely interest since they can achieve good PAPR reduction performance without BER degradation. Moreover, the SLM is more advantageous than PTS in terms of PAPR reduction performance under the assumption that the amount of side information is limited.
In consideration of existence of time and frequency packing, conventional SLM shows poor performance in MFTN systems. In order to address this problem, in [23] , a SLM scheme combined with alternative signal (AS) was proposed by A. Liu, et al. For the convenience of description, we will call it SLM-AS in the following parts of the paper. In SLM-AS method, to approximate the continuous time MFTN signaling, four times oversampling (i.e., J = 4) is used to increase the resolution of discrete time MFTN signaling. However, the four times oversampling substantially increases the computational complexity. The computational burden would be too heavy for the transmitter especially when the number of phase rotation vectors is large.
In [24] and [25] , two low-complexity PAPR estimation methods are proposed. Both two methods select part of samples with highest power from the discrete signal with oversampling factor lower than four (i.e., J = 1 or J = 2), then, interpolate the neighboring samples for four time oversampling around the selected samples. Finally, the highest power in selected samples and interpolated samples is regarded as peak power which is used in searching the optimal phase rotation vector. Inspired by the ideas in [24] and [25] , we can also use the discrete time MFTN signaling with oversampling factor lower than four as reference signal to solve the PAPR reduction problem while decreasing the computational complexity of SLM-AS method.
In this paper, we propose three new low-complexity PAPR reduction methods for MFTN signaling which is based on SLM-AS method. The proposed methods firstly generate discrete time MFTN signaling with oversampling factor lower than four and use it as reference discrete signal. Then, picking, reconstructing or filtering operation is utilized to acquire the peak power of four times oversampled MFTN signaling. Finally, these peak powers can be used to find the optimal phase rotation vector. The main contributions of this paper can be listed as follows. 1) The picking, reconstructing and filtering operations are introduced and three new method are proposed which have low computational complexity. 2) In the proposed methods, three adjustable parameters are introduced to ensure the flexibility. 3) The influence which packing factors have on the parameters is analyzed. Simulations results indicate that the proposed methods in this paper can achieve almost same performance as SLM-AS method while requiring lower computational complexity. For instance, when the number of subcarriers is 128, time and frequency packing factors are both 0.8, shaping pulse is root raised cosine (RRC) pulse with roll-off factor 0.3, the most suitable method in the proposed methods can achieve the same performance as SLM-AS with only 28% number of complex multiplications and complex additions. Meanwhile, it only requires 28% number of complex multiplications and 28.25% number of complex additions of conventional SLM method and achieve much better PAPR reduction performance than conventional SLM method. The rest of this paper is organized as follows. In section II, we give the expressions of continuous time and discrete time MFTN signaling, define the PAPR of MFTN signaling. In section III, the SLM-AS method for MFTN signaling is briefly reviewed. Three proposed new low-complexity methods are described in detail and their differences are discussed in section IV. Section V presents the computational complexity comparison of the proposed methods. Simulation results are given and discussed in section VI. And section VII is the conclusion.
II. MFTN SIGNALING AND PAPR
For a baseband MFTN system with K subcarriers, it divides a high-rate modulated data stream into K low-rate streams x l,k . The date symbols x l,k is independent and identically distributed, in which l is the time index and k is the subcarrier index. Then, the modulated data symbols x l,k pass through shaping filter g(t) to form the transmitted signal which is given by
where g(t) is a T -orthogonal shaping pulse satisfying the equation defined by +∞ −∞ g (t − mT ) g (t − nT ) dt = 0, m = n, F is the minimum orthogonal frequency spacing between adjacent subcarriers. τ and υ are time packing factor and frequency packing factor, respectively. And τ, υ ∈ (0, 1), which makes the time interval τ T and frequency spacing υF smaller than T and F of orthogonal Nyquist case to achieve higher spectral efficiency. Moreover, it will be conventional multicarrier Nyquist case if τ · υ = 1. Fig.1 shows the time-frequency grid of MFTN signaling.
In this paper, since we focus on reducing the complexity of SLM-AS method in the transmitter, we only give the description of MFTN transmitter, and the receiver will be omitted here.
PAPR is a frequently used parameter to measure the fluctuation degree of the transmitted signal with non-constant envelope. Therefore, in this paper, we use PAPR to measure MFTN signaling. Similar to conventional multicarrier signal, PAPR of MFTN signaling can be still defined in each symbol time interval τ T . By dividing the MFTN signaling into equilong time intervals with length τ T , we can obtain the PAPR of the l-th symbol interval defined by
in which E [·] is expectation operation. However, PAPR defined in (2) can only represent the PAPR in a given time interval, which is not suitable to evaluate the fluctuation degree of whole transmitted MFTN signaling. In contrast with directly using PAPR, probability distribution of PAPR is a good choice. In this paper, complementary cumulative distribution function (CCDF) is adopted to evaluate the PAPR of MFTN signaling. CCDF defined as the probability that PAPR exceeds a given value PAPR 0 can be expressed as
In practical systems, MFTN signaling is processed by digital devices, such as digital signal processors, field-programmable gate arrays. On the other hand, both (1) and (2) are expressed in continuous time form. Therefore, we should change them into discrete time form. First, we sample the MFTN signaling with time interval T c and define s 1 [n 1 ] = s (n 1 T c ). Then, discrete time MFTN signaling is expressed as
where g 1 [n] is sampled shaping pulse with finite support [−L g /2, L g /2]. However, discrete time MFTN signaling s 1 [n 1 ] may miss the true peak of continuous time MFTN signaling s(t) which we are more interested in. To better approximate the true PAPR of s(t), J times oversampling is applied here, in which J is the oversampling factor. Similar to conventional multicarrier Nyquist signals, the J times oversampling can be conducted by applying (J − 1)K zeros-padding to the l-th data block x l , that is,
Then, instead of T c , the sample interval is changed into T c /J when J times oversampling is applied. And the oversampled discrete time MFTN signaling is expressed as
in which g J [n J ] is J times oversampled shaping pulse with finite support [−JL g /2, JL g /2] and N J = JN 1 . And the corresponding PAPR is defined by
III. SLM-AS METHOD
In this section, we briefly describe the SLM-AS method. For the detailed description, readers can refer to [23] . The SLM scheme reduces the PAPR via generating multiple signal sequences and selecting the one with lowest PAPR for transmission. And the key of generating candidate signal sequence is phase rotation vector. The set of phase rotation vectors is donated as
in which U is the number of phase rotation vectors, b u is the u-th phase rotation vector defined by
Commonly, the number of value of b u k is finite and b u k = e j2πw/W , 0 ≤ w ≤ W − 1. In practice, W is usually set to be 2 for simplicity.
By using every component of vectors to change the phase of corresponding data symbol in the l-th data block, we have
Then, the phase rotated data blocks in (10) are treated as candidate data blocks to generated the candidate signal sequences which are defined by
in which −J L g /2 + lτ N J ≤ n J ≤ J L g /2 + lτ N J . The selection process of conventional SLM method can be formulated byŝ
In practical implementation, the adopting of shaping pulse, such as RRC, and the time packing make the signal sequences of MFTN signaling are severely overlapped. Therefore, the independent optimization in (12) leads to the poor performance of SLM method in MFTN signaling. In SLM-AS method, sequential optimization is applied to overcome the overlapped structure of MFTN signaling. The general formulation of SLM-AS can be given bŷ
31422 VOLUME 8, 2020 In this paper, we do not focus on the search algorithm. Therefore, the exhaustive search is adopted in the optimization in SLM-AS, which is same to [23] .
IV. PROPOSED LOW-COMPLEXITY SLM METHODS
In Fig. 2 , the PAPR distribution of discrete time MFTN signaling with different oversampling factor is exhibited, where the number of subcarriers is 128, and quadrature phase shift keying (QPSK) modulation is employed. Moreover, the shaping pulse is RRC with roll-off factor β = 0.3, time and frequency packing factors are τ = 0.8 and υ = 0.8, respectively. According to Fig. 2 , we can see that J = 4 is sufficient to make the discrete MFTN signaling approximate the peak of continuous time MFTN signaling. Actually, J = 4 is adopted in SLM-AS method for MFTN signaling [23] . The corresponding formulation is given bŷ
The four times oversampling substantially increases the computational complexity of SLM-AS method.
On the other hand, from Fig. 2 , the difference between PAPR distributions of discrete time MFTN signaling with oversampling factor J < 4 and J = 4 is not big. Fig. 3 gives a sketch of MFTN signaling with different oversampling factors. From Fig. 3 , we can see that discrete time MFTN signaling with oversampling factor J < 4 can also provide the fluctuation degree of continuous time MFTN signaling, although not as accurate as J = 4. It inspires us that oversampling factor J < 4 can be introduced into the SLM-AS method. In this section, we propose three low-complexity SLM methods which make the best of the discrete time MFTN signaling with oversampling factor J < 4.
A. PICKING
In this method, the processes for discrete time MFTN signaling in case i (i.e., s 1 [n 1 ] with J = 1) and in case ii (i.e., s 2 [n 2 ] with J = 2) are the same. Therefore, case i is used as example to describe this method.
It has been mentioned above that discrete time MFTN signaling s 1 [n 1 ] can provide approximative fluctuation degree of continuous time MFTN signaling. A intuitive way is directly using s 1 [n 1 ] to find the optimal signal sequence for each data block. The general formulation is expressed aŝ
Since s 1 [n 1 ] may miss the peak of s(t), the optimal signal sequence found by (15) may be different from that by (14) , which will influence the PAPR reduction performance. In consideration of the overlapped structure of MFTN signaling, the different signal sequence selected for current data block will influence the selection of optimal signal sequence for next data block, which will further deteriorate the PAPR reduction performance. The directly using of (15) will lead to a poor performance.
Here, we note that (16a) is the downsampling of (16b). In order to avoid the different selection by (14) and (15), we can change (15) into
where sort[·] stands for the sort from smallest to largest, and u 0 is phase rotation vector index corresponding to the phase VOLUME 8, 2020 rotation vector that minimizes the maximum in (17) . The element u 0 in [u 0 , u 1 , · · · , u U −1 ] acquired by (17) may be different from the phase rotation vector index acquired by (14) . For a continuous time signal, the higher gradient of the waveform means that this signal contains higher frequency components. Since the continuous time MFTN signaling defined by (1) is a bandlimited baseband signal, the difference between amplitudes of adjacent samples is small. For instance, in Fig. 3 ]. Thus, if the maximum of (16b) is large, the maximum of (16a) has a high probability to be large. The index acquired by (14) will appear in the first several elements of [u 0 , u 1 , · · · , u U −1 ] with a very high probability. This is the important information we can obtain from the discrete time MFTN signaling s 1 [n 1 ]. Then, the first p elements u 0 , u 1 , · · · , u p−1 acquired by (17) are picked, and the corresponding four time oversampled signal sequences are generated by (11) with J = 4. This picking operation is key of this method, and we will call this method SLM-P in the following paper. Finally, the optimal signal sequence can be found bŷ
In SLM-AS, all U four times oversampled signal sequences corresponding to U phase rotation vectors are generated. In SLM-P, only p four times oversampled signal sequences and U signal sequences with J = 1 are generated. Therefore, the computational complexity of SLM-P is lower than SLM-AS. And SLM-P can achieve the same performance as SLM-AS once the value of p is properly chosen. It is worthy of note that the proper value of p is different for case i and case ii. Generally, p for case i is larger than p for case ii, since s 2 [n 2 ] can provide more accurate peak power of continuous time MFTN signaling than s 1 [n 1 ].
B. RECONSTRUCTING
In the SLM-P method, p indexes of phase rotation vectors are picked. All the samples of four times oversampled signal sequences corresponding to this p phase rotation vectors are generated. However, we only need the peak power values of these p four times oversampled signal sequences to find the optimal signal sequence by (18) . Generating the whole four times oversampled signal sequence for finding the peak power of it is not cost-effective.
Here, we note that samples in four times oversampled signal sequence have different probabilities to be the peak power sample. And the signal sequence with oversampling factor lower than four is good reference for finding the samples with high probabilities to be the peak power sample. For example, in Fig. 3 2 ] as reference to find and only generate the samples with high probabilities to be the peak power sample. And we divide this method into two cases, the concrete processes of it can be given as below.
Case i: Use s 1 [n 1 ] as reference to find the peak power of s 4 
[n 4 ]
After the first p indexes are acquired by (17), we use (16a) as reference, in which u ∈ u 0 , u 1 , · · · , u p−1 . First, for each u ∈ u 0 , u 1 , · · · , u p−1 , we select the samples by
in which Thr is the threshold for selecting the samples, and R 1,u is indexes set of selected samples for u. Then, we extend the set R 1,u by
Next, only the samples with sample indexes in R 4,u are reconstructed by (11) with J = 4, instead of all the samples. A note needed here is that the samples in 4R 1,u can be directly obtained in (16a) which are already generated. Finally, we can find the optimal signal sequence bŷ The key of this method is that only selected samples in the signal sequences we picked are reconstructed for finding the optimal signal sequence, and we will call this method SLM-R in the following paper. Case ii: Use s 2 [n 2 ] as reference to find the peak power of s 4 
First, similar to case i, we acquire the p indexes by
Then, for each u ∈ u 0 , u 1 , · · · , u p−1 , the samples can be selected by
Since s 4 [n 4 ] is only two times oversampled signal sequence of s 2 [n 2 ], the extension of R 2,u is simpler than (20) and defined by
After the samples in R 4,u are reconstructed by (11) with J = 4, we can finally obtain the optimal signal sequence by (21) . Also, the samples in 2R 2,u can be directly obtained since they are already generated.
C. FILTERING
In SLM-R method, the selected samples (i.e., samples in R 4,u ) are reconstructed by (11) . Actually, the complexity of calculation of (11) is not low, since the number of subcarriers K is large in practice. Meanwhile, we note that s 4 [n 4 ] can be regarded as four times oversampled signal sequence of s 1 [n 1 ] and two times oversampled s 2 [n 2 ]. Therefore, to avoid reconstructing by (14), we can acquire the samples in R 4,u by interpolator which is actually a low-pass filter. In this paper, the impulse response of this low-pass filter for J times oversampling is defined by
The support of impulse response in (25) is infinite in time domain, and such an ideal low-pass filter can not be realized in practice. Instead, truncated impulse response is used which is defined by
where I is the coefficient of filter length and an integer greater than 0. Here, we divide this method into two cases to discuss. Case i: Interpolate s 1 [n 1 ] to find the peak power of s 4 [n 4 ] First, we acquire the set R 4,u by case i in SLM-R for all u ∈ u 0 , u 1 , · · · , u p−1 . Since s 4 
in which n 4 ∈ R 4,u , · and · are the lower and upper integers, respectively. The down side of (27) is the estimation of the up side, not the accurate value of up side. Therefore,
And the estimation is implemented by filtering. The samples in 4R 1,u are already generated and do not need to be generated again by (27) . Finally, the optimal signal sequence can be obtained by (21) . In the following paper, we will call this method SLM-F.
Case ii: Interpolate s 2 [n 2 ] to find the peak power of s 4 [n 4 ] Similar to case i, we first acquire the set R 4,u by case ii in SLM-R for all u ∈ u 0 , u 1 , · · · , u p−1 . Since s 4 
Finally, the optimal signal sequence can be acquired by (21) . According to (27) and (28), we can find that the value of I has significant impact upon the computational complexity of SLM-F method. Generally, the value of I in SLM-F method is far less than the number of subcarriers K , which makes the complexity of SLM-F method lower than SLM-R method.
V. COMPLEXITY ANALYSIS
In this section, the computational complexities of three methods in section IV are analyzed in detail. In order to compare the computational complexity, there are two ratios needed to be defined. In SLM-R and SLM-F method, only samples in R 4,u are obtained for finding the optimal signal sequence. Different Thr in (19) or (23) will influence the cardinal of R 1,u and R 2,u , which will further influence the computational complexity of SLM-R and SLM-F method. Thus, we define two ratios by
in which card(·) is the extraction of cardinal number. Since the cardinal number of R 1,u and R 2,u will change with l and u, the expectation operation E[·] is adopted in (29a) and (29b) to make the measure of computation complexity more reasonable. The physical meanings of η 1 and η 2 can be described as the sample selection ratios of picked signal sequences.
A. SLM-P
For case i in SLM-P method, the first step is generating all U signal sequences with J = 1 to obtain u 0 , u 1 , · · · , u p−1 by (17). It will cost 2(L g + 1)KU complex multiplications and (L g + 1)KU complex additions. After obtaining p indexes, the next step is generating p signal sequences with J = 4 by (11). This step will cost 2(4L g +1)Kp complex multiplications and (4L g + 1)Kp complex additions. Note that many samples generated in the second step are already generated in the first step since s 4 [n 4 ] is four times oversampled s 1 [n 1 ], the actual complexity of the second step is 2(4L g +1)Kp−2(L g +1)Kp = 6L g Kp complex multiplications and (4L g + 1)Kp − (L g + 1)Kp = 3L g Kp complex additions. For case ii, since U signal sequences with J = 2 are generated in the first step, the cost of it is 2(2L g + 1)KU complex multiplications and (2L g + 1)KU complex additions. Since s 4 [n 4 ] is only two times oversampled s 2 [n 2 ], the samples repetitive in the first step and second step are more than that in case i. And actual complexity of the second step is 2(4L g + 1)Kp − 2(2L g + 1)Kp = 4L g Kp complex multiplications and (4L g + 1)Kp − (2L g + 1)Kp = 2L g Kp complex additions.
B. SLM-R
In SLM-R method, the process and the complexity of the first step are same to that of SLM-P. Then, in case i, the second step is selecting the samples and acquiring the set R 4,u by (19) and (20) . And the third step is reconstructing the samples in R 4,u by (11) . According to (20) , there are 6 samples needed to be reconstructed for each sample selected. The complexity of third step is 12η 1 (L g + 1)Kp complex multiplications and 6η ( L g + 1)Kp complex additions. However, the samples needed to be reconstructed are possible to be repetitive. For example, in Fig. 3 , if both s 1 [n 0 − 1] and s 1 [n 0 ] are selected by (19) , s 4 [n 0 − 3], s 4 [n 0 − 2] and s 4 [n 0 − 1] only need to be reconstructed once, instead of twice. Therefore, the third step complexity above is a upper bound, the actual complexity of third step is no greater than it.
In case ii, the second step is implemented by (23) and (24) . Different from case i, there are only 2 samples needed to be reconstructed for each sample selected according to (24) . Also, repetitive reconstructing exists in case ii. Thus, the complexity upper bound of third step is 4η 2 (2L g + 1)Kp complex multiplications and 2η 2 (2L g + 1)Kp complex additions.
C. SLM-F
In SLM-F method, the first step and second step are same as those of SLM-R method. In the third step, the samples in R 4,u are generated by filtering instead of (11) . For case i, there are 6 samples generated by filtering for each sample selected. According to (27) , the corresponding complexity is 12η 1 (L g + 1)Ip complex multiplications and 6η 1 (L g + 1) (2I − 1)p complex additions. Similarly, the complexity of third step in case ii is 4η 2 (2L g + 1)Ip complex multiplications and 2η 2 (2L g + 1)(2I − 1)p complex additions. Since the second step of SLM-F is same as SLM-R, the adjacent samples in s 1 [n 1 ] are possible to be selected. Therefore, the repetitive generating by filtering exists in both case i and case ii of SLM-F. The complexity above of third step is also upper bound.
In order to compare the computational complexities of these methods in a more intuitionistic way, we summarize the analysis in this section and arrive at Table 1 .
VI. SIMULATION RESULTS
In this section, we use computer simulations to show the PAPR reduction performance of the proposed SLM-P, SLM-R and SLM-F method in MFTN signaling. Also, the performance of SLM-AS method is shown for comparison. The MFTN signaling has K = 128 subcarriers with quadrature phase shift keying (QPSK) modulation. The number of phase rotation vectors U = 8, which means 8 candidate signal sequences for each data block. The phases of elements in phase rotation vectors ∈ {+1, −1} (i.e., W = 2). The continuous time MFTN signaling is approximated by discrete time MFTN signaling with J = 8. The shaping pulse is RRC pulse with roll-off factor β = 0.3 and the pulse length is L g = 6N 1 . The time and frequency packing factors in MFTN signaling are τ = 0.8 and υ = 0.8. Fig. 4 shows the PAPR reduction performance of case i of SLM-P in MFTN signaling. When p = 1, a severe 31426 VOLUME 8, 2020 performance penalty is introduced. The s 1 [n 1 ] can not provide an enough accurate peak value of the continuous time MFTN signaling, and using (15) directly can not find the optimal signal sequence, which leads to the poor PAPR reduction performance. However, as p increases, the possibility of index of optimal phase rotation vector being included in [u 0 , u 1 , . . . , u p−1 ] increases and the corresponding PAPR reduction performance is better. When p = 4, the SLM-P method can achieve same performance as SLM-AS method. Meanwhile, case i of SLM-P method with p = 4 only requires 62.5% number of multiplications and additions of SLM-AS method. Since the probability that index acquired by (14) appears in u 0 , u 1 , · · · , u p−1 is an important indicator for SLM-P method, we also acquire this probability by Monte Carlo simulation. And we will call it picking probability in the following parts of the paper for convenience. In Fig. 4 , the picking probabilities for p = 4, p = 2 and p = 1 are 93.8%, 64.4% and 35.3%, respectively. According to Fig. 4 , with the decrease of picking probability, the PAPR reduction performance of SLM-P becomes worse. It verifies the analysis in section IV that the different signal sequence selected for current data block will influence the selection of optimal signal sequence for next data block, if the picking probability is low, the PAPR reduction performance will be deteriorated. Fig. 5 exhibits the performance of case ii of SLM-P in MFTN signaling. Since s 2 [n 2 ] can provide a more accurate peak value of continuous time MFTN signaling, case ii can always achieve better performance than case i when p is the same. And the cost is higher complexity for acquiring the p indexes [u 0 , u 1 , . . . , u p−1 ]. From Fig. 5 , we can see that SLM-P method can achieve same performance as SLM-AS method when p = 2 and it only requires 62.5% number of multiplications and additions of SLM-AS method.
In Fig. 6 , the performance of case i of SLM-R method in MFTN signaling is exhibited. In case i of SLM-P method, p = 4 makes the performance of it reaches that of SLM-AS. Since the first step of SLM-P and SLM-R is the same, the p indexes acquired by SLM-P and SLM-R are the same. Therefore, p = 4 in Fig. 6 can ensure that the index of optimal phase rotation vector is included in these p indexes with high probability, instead of small p limiting the performance or large p wasting computational cost. At CCDF = 10 −3 , the performance of SLM-R with η 1 = 0.01 is 0.5 dB away from SLM-AS, and SLM-R with η 1 = 0.02 is only 0.2 dB away from SLM-AS. When η 1 = 0.04, SLM-R can reach the same performance as SLM-AS method, which verifies the analysis in section IV that we only need to reconstruct the samples with high probabilities to be the peak power sample for the sake of finding the optimal signal sequence. And case i of SLM-R with η 1 = 0.04 only requires 28% number of multiplications and additions of SLM-AS method. Fig. 7 shows the performance of case ii of SLM-R method in MFTN signaling. Base on the same reason above, p is fixed to 2 in Fig. 7 . According to Fig. 7 , SLM-R with η 2 = 0.04, η 2 = 0.02 and η 2 = 0.01 can all achieve the same performance as SLM-AS. Since the waveform information of continuous time MFTN signaling contained in s 2 [n 2 ] is more than that contained in s 1 [n 1 ], η 2 = 0.01 is enough to make R 4,u contain the peak power sample. case ii of SLM-R with η 2 = 0.01 requires 50.25% number of multiplications and additions of SLM-AS method. And, the SLM-R with η 2 = 0 is added in Fig. 7 . Actually, when η 2 = 0, the SLM-R method will degenerate into SLM-P with p = 1, and the performance of SLM-R with η 2 = 0 is the lower bound performance of SLM-R method. Compared with SLM-P, SLM-R focuses on reducing the complexity of the second step of SLM-P, and case ii of SLM-R has higher complexity in first step, which leads to that case ii of SLM-R tends to have higher complexity than case i. Even case ii of SLM-R with η 2 = 0 only requires 50% number of multiplications and additions of SLM-AS method, its complexity is still higher than case i of SLM-R with η 1 = 0.04. Fig. 8 exhibits the performance of case i of SLM-F method in MFTN signaling. The p and η 1 in Fig. 8 are fixed to 4 and 0.04, respectively. In Fig. 8 , SLM-F with I = 4, I = 8, I = 12 and I = 24 can not achieve the performance of SLM-AS. However, according to Fig. 4 and Fig. 6 , SLM-P and SLM-R with the same p and η 1 can achieve the performance of SLM-AS. This result illustrates that the samples in R 4,u acquired by filtering the discrete time MFTN signaling with J = 1 are not accurate enough, which leads to the poor performance of case i of SLM-F in Fig. 8 . Fig. 9 shows the performance of case ii of SLM-F method in MFTN signaling. The discrete time MFTN signaling with J = 2 contains more waveform information than that with J = 1. Therefore, samples in R 4,u acquired by filtering are more accurate, and the performance of SLM-F in Fig. 9 is much better than that in Fig. 8 . Moreover, the performance of SLM-F reaches close to the SLM-AS with the increase of I . When I = 12, SLM-F is only about 0.08dB away from SLM-AS at CCDF = 10 −3 , and requires only 50.02% number of multiplications and 50.04% number of additions of SLM-AS. When I = 24, the performance of it has almost no improvement on I = 12.
In Fig. 4-9 , the time and frequency packing factors of MFTN signaling are fixed to τ = 0.8 and υ = 0.8, respectively. Actually, time and frequency packing factors are important parameters in MFTN signaling. Different values of packing factors will lead to different parameters (i.e., p, η, I ) which can make the proposed methods reach the performance of SLM-AS. In Fig. 10 , the performance of the proposed methods is shown, and the time and frequency packing factors are τ = 0.8 and υ = 0.5, respectively. In order to avoid showing over-repetitive simulations, only case i with parameters which can make the proposed methods reach the performance of SLM-AS is shown in Fig. 10 . It illustrates that the proposed methods are robust to the variation of packing factors. And, in Fig. 10 , the SLM-P, SLM-R, SLM-F only require 43.75%, 26.5%, 25.28% number of multiplications and 43.75%, 26.5%, 25.55% number of additions of SLM-AS, respectively. According to Fig. 4, Fig. 6 and Fig. 8 , the robustness of SLM-F to packing factors is not as good as SLM-P and SLM-R. However, under certain packing factors, for example, Fig. 10 , the SLM-F can achieve same performance as SLM-AS with lower computational complexity than SLM-P and SLM-R. Therefore, the poor performance of SLM-F in Fig. 8 does not mean that SLM-F is unpractical. In Fig. 11 , we further pack the frequency packing factor, and exhibit the PAPR reduction performance in MFTN signaling with τ = 0.8 and υ = 0.4. From Fig. 11 , we find that the case i of SLM-P with p = 1 can achieve the performance of SLM-AS. It means that optimal signal sequence can be found by only utilizing (15) which only requires 25% multiplications and additions of SLM-AS. Therefore, there is no need to increase p or apply SLM-R and SLM-F method in MFTN signaling with τ = 0.8 and υ = 0.4. Moreover, according to Fig. 4, Fig. 10 and Fig. 11 , we can see that the variation of frequency packing factor has obvious influence on value of p. The smaller packing factor is, the smaller value of p can be while achieving the same performance as SLM-AS. And the corresponding theoretical analysis is shown in the appendix.
Instead of packing the frequency packing factor, we pack the time packing factor and arrive at τ = 0.5 and υ = 0.5. In Fig. 12 , the performance of the proposed methods is shown, and the time and frequency packing factors are both 0.5. Similar to Fig. 10, to avoid showing over-repetitive simulations, only case i with parameters which can make the proposed methods reach the performance of SLM-AS is shown in Fig. 12 . By comparing Fig. 12 with Fig. 10 , we can see that η 1 is increased, p and I are unchanged. Therefore, the influence which time packing factor has on p and I is relatively small.
It is known that roll-off factor is an important parameter for MFTN signaling adopting RRC pulse [26] . Therefore, we investigate the influence that roll-off factor has on the PAPR of MFTN signaling adopting RRC pulse in Fig. 13 . In Fig. 13 , the CCDF of MFTN signaling with β = 0.1 and β = 0.5 are the same. The PAPR reduction performance of SLM-AS in MFTN signaling with β = 0.1 and β = 0.5 are almost the same. For MFTN with β = 0.1 and β = 0.5, the parameters p and η 1 in Fig. 13 which can make SLM-R reach the performance of SLM-AS are same. Moreover, in Fig. 13 , SLM-F method can not reach the performance of SLM-AS method, which is similar to Fig. 8 . We can see that the value of roll-off factor has relatively small influence on the values of parameters and the PAPR performance of the proposed methods.
In [27] , a PTS based PAPR reduction method is proposed for MFTN signaling. Here, we compare it with case i of SLM-P and SLM-R in Fig. 14. The number of subblocks in PTS based method is 4. Also, the performance of conventional SLM is shown in Fig. 14 for comparison . The conventional SLM is not designed for MFTN signaling, thus, the performance of conventional SLM is very poor. The PTS method in [27] shows better performance than conventional SLM. However, performance of PTS based method is much worse than SLM-P and SLM-R. For the complexity, the PTS method in Fig. 14 requires 74 .63% number of complex multiplications and 168.82% number of complex additions of SLM-R with p = 4 and η 1 = 0.04. Generally, when the bit length of side information remains the same, the PTS is more advantageous than SLM in term of computational complexity. Thus, it is reasonable that PTS based method has advantage over SLM-R in terms of multiplications. Since the number of additions of PTS based method in [27] is higher than SLM-R, the complexity advantage that PTS based method has over SLM-R is not obvious. Moreover, PTS based method requires 25 bits side information for each data block, while SLM-P and SLM-R only require log 2 U = 3 bits.
VII. CONCLUSION
In this paper, we propose three new low-complexity PAPR reduction methods based on SLM for MFTN signaling. Compared with the SLM-AS method, the proposed methods can reduce the computational complexity by making the best of discrete time MFTN signaling with oversampling factor lower than four. And, picking, reconstructing and filtering are used to ensure the proposed methods can reach the performance of SLM-AS. In order to compare the computational complexity precisely, the detailed analysis of complexity is also given. The simulation results show that the proposed low-complexity SLM methods can achieve the same performance as SLM-AS, but with much lower computational complexity.
APPENDIX
In this part, we give the theoretical analysis about the influence that variation of frequency packing factor has on the value of p. First, for the sequence defined by 
when finding the optimal phase rotation vector for l-th data block, the signal sequences for previous data blocks, s i 4 [n 4 ], i = 1, 2, . . . , l − 1, are certainty. Thus, we have in which D (·) stands for variance of the element in bracket.
Since that 
According to (36), ρ is related to υ and m. The absolute value of ρ is shown in Table 2 , in which K = 128. We can see that |ρ| is increased with the decrease of υ.
When |ρ| is increased, in Fig. 3 , the correlation between s 4 [4n 0 + m], m = ±1, ±2, ±3 and s 1 [n 0 ] will be more obvious. In other word, s 1 [n 1 ] will contain more information about s 4 [n 4 ]. Thus, s 1 [n 1 ] can provide more accurate fluctuation degree of continuous time MFTN signaling. And the value of p can be smaller. Here, we also acquire the picking probability under different υ, which is shown in Table 3 . The picking probability is obviously increased with the decrease of frequency packing ratio υ, which verifies the reasonability of the theoretical analysis above.
