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 3 
Prólogo 
 
En la presente memoria se analizan las principales motivaciones del 
proyecto, cómo surge y a dónde se pretende llegar con su realización. 
 
En ella se presentan las diversas fases del desarrollo empezando por la 
motivación y objetivos, especificación, diseño e implementación, hasta 
llegar a las conclusiones, análisis económicos y temporales. 
 
Finalmente, se valora el cumplimiento de los objetivos propuestos y los 
objetivos personales alcanzados durante la realización del proyecto. 
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Introducción 
 
Motivaciones y razón del proyecto 
 
Este proyecto nace con la intención de ofrecer un marco de desarrollo 
para creaciones audiovisuales ejecutadas en tiempo real, que englobe 
desde la programación de nuevos elemento visuales hasta la 
composición de estas creaciones, haciendo uso de estos elementos. 
 
Este marco de desarrollo resulta dividido en dos módulos principales, 
uno, el motor gráfico, en el que se desarrollan los elementos visuales 
facilitando de este modo el reciclado y parametrización de éstos y otro, 
la aplicación cliente, dónde se realiza la composición de los elementos. 
 
Esta división surge con la intención de emplear una misma base (el 
motor gráfico) en un conjunto distinto de aplicaciones cliente, como por 
ejemplo una aplicación para Visual Jockeys que permitiera ‘lanzar’ los 
elementos visuales (previamente configurados) mediante las teclas del 
teclado, una herramienta para componer las cinemáticas de un 
videojuego o, cómo es el caso del proyecto presentado, un editor visual 
para creaciones audiovisuales no interactivas. 
 
Definición de objetivos 
 
En este apartado se definen los objetivos fijados, antes del inicio del 
desarrollo, para alcanzar la realización del proyecto. 
 
Se distinguen dos tipos de objetivos. En primer lugar los objetivos 
generales, extraídos de las motivaciones del proyecto, que describen las 
líneas generales para constatar si la realización del proyecto cubre las 
necesidades que lo motivaron. En segundo lugar los objetivos 
funcionales, que describen las funcionalidades necesarias para alcanzar 
la realización de los objetivos generales. 
Objetivos generales 
 
Tal como se indica en el apartado de motivaciones, el objetivo principal 
de este proyecto es la creación de un marco de trabajo ágil para el 
desarrollo de creaciones audiovisuales en tiempo real. 
 
En el desarrollo de una creación audiovisual identificamos varias fases, 
como podemos ver en la siguiente figura. 
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Por una parte tenemos la creación de recursos, como pueden ser 
imágenes, escenas 3D o música, queda fuera del ámbito del proyecto, 
ya que, existen herramientas específicas para ello, como Adobe 
Photoshop o Softimage XSI. 
 
Por otra parte restan dos fases, que sí forman parte del ámbito del 
proyecto, y corresponden a los dos módulos principales mencionados 
en las motivaciones. 
 
Por un lado tenemos la programación de nuevos elementos visuales (a 
partir de ahora efectos), por tanto, uno de los objetivos será 
proporcionar un entorno para el desarrollo de éstos. 
 
Por otro lado encontramos la fase de composición de recursos y 
efectos, de este modo, identificamos otro objetivo del proyecto, el 
desarrollo de una aplicación visual para la edición y uso de efectos y 
recursos. 
 
El resultado de la aplicación consistirá en un conjunto de recursos y 
efectos sincronizados a lo largo del tiempo y organizados en capas. 
Cada efecto dispone de múltiples parámetros los cuales pueden ser 
animados mediante curvas. 
 
Para concluir y a modo de resumen podemos decir que, el objetivo 
principal del proyecto es conseguir establecer una metodología de 
trabajo que permita la fácil reutilización de efectos en creaciones 
posteriores y realizar un especial énfasis en la creación de contenido y 
no en la manera de ordenarlo y ejecutarlo. 
Introducción 
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Objetivos funcionales 
 
Los objetivos generales planteados en el apartado anterior se han de 
concretar en forma de funcionalidades que debe proporcionar el 
proyecto para conseguir alcanzar los objetivos generales. 
 
A partir de este apartado, y a lo largo de la memoria, se distinguirán dos 
módulos en cada punto, uno el motor gráfico y otro el editor visual. 
 
Motor gráfico 
 
El motor manejará dos tipos de entidades, efectos y recursos, de 
manera que los recursos serán usados como inputs por los efectos para 
generar la salida de video. 
 
La secuencia de dibujado estará organizada en capas a lo largo de 
una línea temporal. Cada capa contendrá un número variable de 
efectos no solapados y el único atributo configurable será la visibilidad, 
si la capa es visible los efectos contenidos serán evaluados y dibujados. 
En caso contrario, no. 
 
Un efecto se definirá en un intervalo temporal y en una capa, dispondrá 
de un conjunto de parámetros configurables de manera que, un 
parámetro podrá tener un valor constante o bien, si permite animación, 
ser animado por una curva en función del tiempo. 
 
Para generar la salida de video el motor evaluará un instante dado, de 
modo que buscará en todas las capas visibles los efectos que se 
encuentren en ese instante y los renderizará. 
 
El motor aportará los métodos y clases necesarias para la inclusión de  
nuevos tipos de recursos y el desarrollo de nuevos efectos. 
 
Las secuencias de dibujado se guardarán en scripts, para su posterior 
carga y/o modificación. 
 
Editor visual 
 
La función principal del editor será la de facilitar la composición de 
recursos y efectos de manera visual y generar scripts válidos para la 
ejecución en el motor. 
 
La aplicación permitirá  la carga de recursos (imágenes, escenas 3D). 
Los recursos cargados estarán listados y disponibles para usar como 
inputs en los efectos. 
 
Introducción 
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La inserción de efectos se realizará en una línea de tiempo, 
determinando sus instantes de inicio y fin así como la capa en la que 
deberá renderizarse. Al realizar la inserción de efectos en una misma 
línea temporal, se dispone de una útil herramienta para poder visualizar 
y modificar enteramente la composición realizada. Cada efecto 
insertado podrá ser expandido y desplazado dentro de su propia capa 
siempre que no solape a otros efectos, así como eliminado. 
 
Cada efecto dispondrá de un conjunto de parámetros configurables, 
de manera que, la aplicación, permitirá la parametrización de efectos, 
ya sea mediante valores constantes o mediante la animación de estos, 
empleando métodos de interpolación de curvas. La aplicación 
dispondrá de un editor de curvas que permitirá la inserción, 
modificación de puntos de control, así como, una vista previa con el 
aspecto de la curva diseñada. 
 
La aplicación dispondrá de una zona para la vista previa de la 
secuencia de dibujado actual, con los controles de reproducción 
típicos de cualquier reproductor (play, stop, pause). 
 
El editor generará ficheros de proyecto, que contendrán la secuencia 
de dibujado, la parametrización de los efectos, los recursos cargados y 
la configuración de la composición. 
 
También permitirá la publicación de un proyecto que consiste, 
básicamente, en la agrupación de todos los recursos, la generación de 
los scripts y la copia de todos los ficheros necesarios para la ejecución 
autónoma de la composición. 
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Análisis de antecedentes 
 
Adobe Premiere Pro 
 
 
 
 http://www.adobe.com/products/premiere/ 
 
Según la Wikipedia, 
 
“Adobe Premiere Pro is a real-time, timeline based video editing 
software application. It is part of the Adobe Production Studio, a suite of 
digital video and audio applications.”  
 
El editor presentado emplea una interfaz similar para la composición de 
secuencias, basada en una línea de tiempo organizada en capas. 
 
Exceptuando este punto las diferencias entre ambas aplicaciones son 
claras, mientras que premiere está destinado a la edición de secuencias 
de video para producir como resultado un metraje, la aplicación 
presentada, permite la composición de elementos visuales, empleando 
recursos, como imágenes y escenas 3d, de manera que el resultado 
producido se renderiza en tiempo real en un ordenador. 
 
Moppi demopaja 
 
 
 http://moppi.inside.org/demopaja/ 
 
Según los propios autores, 
 
“Moppi Demopaja is a demo authoring tool. It has a interface similar to 
the popular 2D animation tools such as Macromedia Flash and Adobe 
Introducción 
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After Effects. Many of the user interface functionality is imitated from 
After Effects.” 
 
 
Como bien indica la descripción anterior, demopaja es una herramienta 
para la creación de “demos”, estas “demos” no son más que lo que 
hemos venido nombrando  “creaciones audiovisuales en tiempo real”, 
de manera que, tanto demopaja como  el editor presentado producen 
el mismo resultado (la calidad del resultado dependerá del uso que el 
usuario de a los recursos y efectos). 
 
La principal diferencia con el proyecto presentado radica, en que 
demopaja, de cara al usuario, sólo permite la realización de ‘demos’ y 
como ya se ha mencionado anteriormente uno de los objetivos del 
proyecto es la creación de una base (motor) aplicable a diversas 
aplicaciones cliente. 
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Especificación 
 
En este apartado se expondrán en detalle los requisitos funcionales del 
proyecto. Se analizarán los requerimientos no funcionales, las 
tecnologías empleadas y el entorno de desarrollo empleado en la 
realización del mismo. 
 
Finalmente se presentará un modelo conceptual de las clases que van 
a componer el proyecto, para proporcionar una vista general de la 
estructura de éste. 
Requisitos funcionales 
 
En este apartado se describirán las funcionalidades de las que consta el 
sistema de manera detallada, es decir, se analizarán en detalle los 
objetivos funcionales mostrados anteriormente. 
 
Se usará la notación de diagrama de casos de uso, de manera que, se 
mostrarán casos de uso con sus relaciones y actores implicados. Cada 
caso de uso representará una funcionalidad y describirá el conjunto de 
de acciones ejecutadas por el sistema tras la orden de un actor, en 
nuestro caso el usuario. 
 
Se organizará el análisis de funcionalidades en varias secciones: gestión 
de archivos, gestión de recursos, gestión de efectos, gestión de 
parámetros, gestión de la animación de parámetros y funciones de la 
vista previa. 
Gestión de recursos 
 
En los siguientes casos de uso se describirán aquellas funcionalidades 
referentes a los recursos usados como inputs por los efectos en el 
sistema. 
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La funcionalidad añadir recurso permitirá abrir, básicamente, dos tipos 
de recursos, imágenes y escenas 3D. El sistema se encargará de la 
carga de estos tipos de recursos mediante librerías externas, las cuales 
serán detalladas en el apartado de análisis de tecnologías. Además el 
sistema deberá validar la carga, de manera que, si el recurso no ha 
podido cargarse informará al usuario del fallo y de la no disponibilidad 
del recurso en el sistema. 
 
La funcionalidad eliminar recurso, permitirá al usuario eliminar un recurso 
ya cargado. El sistema solicitará una confirmación del usuario para 
proceder. 
 
La funcionalidad abrir recurso, permite la visualización (en ningún caso 
modificación) del recurso, el recurso se abrirá con la aplicación por 
defecto que el sistema operativo tenga definida para ese tipo de 
fichero. De esta manera el usuario dispondrá de un método para 
comprobar que el fichero cargado es realmente el deseado sin 
necesidad de localizarlo en el disco. 
 
Por último, la funcionalidad abrir carpeta contenedora, permitirá 
localizar en el disco el recurso seleccionado. 
Gestión de efectos y de la línea de tiempo 
 
En este apartado se describirán las funciones disponibles para la gestión 
de efectos así como las funcionalidades que deberá tener la línea de 
tiempo para la gestión de capas, temporización y precisión. Estas dos 
gestiones se muestran de manera conjunta ya que la gestión de efectos 
tiene que realizarse de manera visual desde la línea de tiempo.  
 
También, en este mismo apartado, se describirá la manera en que el 
sistema deberá ejecutar la secuencia de dibujado. 
 
Un efecto será la entidad del sistema encargada de generar la salida 
de video y estará definido por dos instantes, uno de inicio otro de fin, y 
en una capa. 
 
Cada efecto dispondrá de un conjunto de parámetros configurables 
que permitirán modificar el comportamiento del mismo, los distintos tipos 
de parámetros y su gestión se tratarán en los siguientes apartados. 
 
Cada efecto será capaz de decidir si es renderizable o no en la 
configuración de hardware que vaya ejecutarse. Si no lo es, el efecto 
no se tendrá en cuenta en la secuencia de dibujado. 
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En primer lugar describiremos los casos de uso relativos, exclusivamente, 
a los efectos.  
 
Usuario
Añadir efecto
Modificar duración
efecto
Eliminar efecto
Desplazar efecto
 
 
 
La funcionalidad añadir efecto, permitirá la inserción de un efecto. El 
sistema requerirá la especificación de sus instantes de inicio/fin así como 
la capa en la que se dibujará. Distintos efectos no podrán solaparse, 
temporalmente, en una misma capa. 
 
La duración de un efecto podrá variarse, modificando los instantes de 
inicio y fin, teniendo en cuenta que el sistema sólo permitirá su 
modificación mientras el instante de inicio sea anterior al de fin y el 
efecto no solape a ningún a otro en su misma capa. 
 
La funcionalidad desplazar efecto permitirá desplazar un efecto a lo 
largo de una capa sin modificar su duración. El sistema permitirá 
desplazar el efecto siempre que en la acción, el efecto, no se solape 
con ningún otro en su misma capa. 
 
Finalmente un efecto podrá ser eliminado del sistema, previa 
confirmación del usuario. 
 
El sistema organizará la secuencia de dibujado de efectos en capas y a 
lo largo del tiempo. 
 
Una capa contendrá un conjunto de efectos no solapados. Podrá ser 
visible o no visible, de modo, que de acuerdo con la visibilidad de la 
capa los efectos contenidos en ella se dibujarán o no. También 
podremos bloquear una capa de manera que no aceptará la inserción 
de nuevos efectos (del mismo modo se podrá desbloquear). 
 
En la siguiente figura se puede observar el ejemplo de una de 
secuencia de dibujado. 
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Dado un instante, por ejemplo el 4 (en la figura), se puede observar que 
hay dos efectos que requerirán evaluarse el A y el B, la primera capa en 
evaluarse y dibujarse será la 0 y la última la 5, en otras palabras, el 
primer efecto en evaluarse y pintarse es el A, luego B. 
 
De modo que, la ejecución de la secuencia de dibujado por parte del 
sistema consistirá en, dado un instante, recorrer en orden todas las 
capas definidas y, en cada capa, buscar el efecto que contiene ese 
instante y, si lo hay, evaluarlo y dibujarlo. Si una capa tiene 
deshabilitado el atributo visible no se evaluará ninguno de los efectos 
contenidos en ella. 
 
El siguiente diagrama de flujo muestra en detalle la ejecución de una 
secuencia de dibujado. 
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A continuación analizaremos los casos de uso relativos a la línea de 
tiempo. 
 
Usuario
Añadir capa
Insertar capa
Quitar capa
Modificar duración
línea de tiempo
Aumentar precisión
línea de tiempo
Reducir precisión
línea de tiempo
Bloquear capa
Modificar
visibilidad capa
Establecer inicio
de reproducción
 
 
La funcionalidad añadir capa, permitirá al usuario añadir una nueva 
capa, vacía, a continuación del resto de capas creadas. Por defecto la 
capa se presentará visible y no bloqueada. 
 
La funcionalidad insertar capa permitirá, previa selección de una capa 
ya creada, insertar una nueva capa justo en la posición anterior de la 
capa seleccionada. Como en el caso de uso anterior, por defecto, la 
capa se presentará visible y no bloqueada. 
 
Una capa podrá eliminarse del conjunto de capas, previa confirmación 
por parte del usuario,  siempre que no contenga ningún efecto. 
 
El usuario podrá bloquear una capa, de manera que, en ella no se 
podrán añadir nuevos efectos, los efectos contenidos en ésta no 
pueden ser modificados y la capa no puede ser eliminada. 
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El usuario también podrá modificar la visibilidad de una capa, de 
manera que, si una capa no es visible los efectos contenidos en ella no 
se tendrán en cuenta en el momento de ejecutar la secuencia de 
dibujado. 
 
La duración de la línea de tiempo será configurable, de modo que, el 
usuario puede personalizar el tiempo disponible en las capas para la 
inserción de nuevos efectos. 
 
La funcionalidad aumentar precisión, permitirá el aumento de 
resolución (temporal) de la línea de tiempo, de manera que, el usuario 
podrá ajustar más los instantes de inicio y fin de los efectos. De modo 
complementario actuará la funcionalidad reducir precisión, cuyos 
propósitos principales serán la restauración de la precisión original  y 
compactar toda la secuencia de dibujado para tener una vista global 
de ella. 
 
La funcionalidad establecer inicio de reproducción permitirá al usuario 
decidir en que instante empezará la secuencia a ejecutarse. Esta 
funcionalidad facilitará la tarea de composición al no tener que 
ejecutar la secuencia, siempre, desde el inicio. Por defecto el instante 
de inicio de reproducción es el cero. 
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Gestión de parámetros 
 
En este apartado se mostrarán los tipos de recursos disponibles en el 
sistema, así como los casos de uso relativos a la gestión de parámetros. 
 
Como ya se ha mencionado en apartados anteriores, un efecto 
dispondrá de un conjunto de parámetros configurables. Cada 
parámetro se definirá por  nombre, descripción, si es animable o no y 
por el tipo (entero, real, booleano). 
 
Que un parámetro sea animable supondrá, que se podrá animar su 
valor a lo largo del tiempo, mediante el método de animación que se 
describirá en siguientes apartados. 
 
A continuación se describirá cada tipo de parámetro disponible, 
empleando el caso de uso de cada uno de ellos. 
 
 
 
 
La funcionalidad modificar parámetro de tipo recurso, permitirá al 
usuario asignar al parámetro, un recurso previamente cargado en el 
sistema, de modo que el sistema, dará a escoger al usuario entre los 
recursos disponibles. Este tipo de parámetro no admitirá ser animado. 
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Tanto la funcionalidad modificar parámetro de tipo número entero 
como número real, permitirá al usuario asignar, a un parámetro, un 
número entero o real, respectivamente. Ambos tipos admitirán ser 
animados. 
 
La funcionalidad modificar parámetro de tipo cadena texto, permitirá 
asignar una cadena de texto a un parámetro. Este tipo de parámetro 
no admitirá ser animado. 
 
La funcionalidad modificar parámetro de tipo booleano, permitirá 
asignar un valor bolean (verdadero o falso) a un parámetro. Este tipo de 
parámetro admitirá ser animado. 
 
El último tipo de parámetro, lista, no será animable y permitirá al usuario 
escoger  una opción de entre un conjunto, fijo, especificado por el 
sistema. 
Gestión de la animación de parámetros 
 
En este apartado se describirán el método de animación así como los 
casos de uso relativos a la animación de parámetros.  
 
La animación de parámetros se realizará mediante puntos de control 
(keyframe’s) proporcionando tres modos distintos de interpolación: 
lineal, constante y suavizado. Un punto de control se define por el par 
(instante, valor), en el contexto del sistema, el instante estará indicado 
en milisegundos. 
 
A continuación se describirán brevemente los tres modos de 
interpolación disponibles en el sistema. Las gráficas que acompañan a 
cada modo muestran en el eje de las abscisas el plano temporal y en el 
de ordenadas el valor. 
 
El modo de interpolación lineal es el más simple y consiste en unir los 
puntos de control mediante segmentos de línea. 
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El modo de interpolación constante, mantiene de manera constante el 
valor del último punto de control, hasta que otro punto de control 
modifica este valor. 
 
 
 
El modo suavizado, permite evitar las discontinuidades generadas por el 
método lineal en los puntos de control, generando unas suaves 
transiciones. 
 
 
 
Las funcionalidades disponibles para la edición de curvas se muestran 
en el siguiente diagrama. 
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La funcionalidad establecer modo de interpolación permitirá escoger el 
modo de interpolación de entre los tres modos antes mencionados. 
También estará disponible la función modificar el modo de interpolación 
(siguiente caso de uso del diagrama) que tal como su nombre indica, 
permitirá la modificación del modo de interpolación. 
 
En todo momento el usuario podrá ver una representación gráfica de la 
curva, la cual será interactiva en cuanto a inserción y modificación de 
puntos de control, así como al modificar el modo de interpolación el 
dibujo de la curva que cambiará en consecuencia. 
 
El usuario podrá añadir un nuevo punto de control. La única 
comprobación que realizará el sistema será que el punto de control no 
este ya añadido. En caso afirmativo el sistema no permitirá la inserción. 
Se considerará que un punto de control ya está añadido cuando su 
instante ya lo ocupa otro punto. 
 
Cualquier punto de control añadido podrá ser modificado, tanto su 
instante como su valor, siempre que el instante no este ocupado por 
otro punto. 
 
Finalmente un punto de control podrá ser eliminado de la curva, de 
manera que, el sistema solicitará una confirmación del usuario para 
proceder. 
Funciones de la vista previa 
 
En este apartado se analizarán las funcionalidades que deberá cumplir 
la vista previa. 
 
La vista previa proporcionará un método para poder visualizar el estado 
actual de la secuencia de dibujado desde el instante de inicio de la 
línea de tiempo o desde un instante en particular. 
 
En el siguiente diagrama se mostrarán las funcionalidades necesarias. 
 
Usuario
Iniciar   
reproducción
Pausar   
reproducción
Reanudar
reproducción
Detener
reproducción
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La funcionalidad iniciar reproducción, permitirá al usuario iniciar la 
ejecución de la secuencia de dibujado desde el instante establecido 
como inicio de reproducción (ver el apartado anterior, Gestión de 
efectos y de la línea de tiempo). 
 
La funcionalidad pausar reproducción, detendrá la ejecución de la 
secuencia de dibujado en el instante actual. Por otra  parte, la 
funcionalidad reanudar reproducción se empleará para reanudar la 
ejecución en ese instante. 
 
Por último la funcionalidad detener reproducción, detendrá la 
ejecución de la secuencia de dibujado. 
Gestión de archivos 
 
Los siguientes casos de uso describen aquellas funcionalidades 
referentes al abrir, crear y guardar los ficheros de proyecto. 
 
Usuario
Crear proyecto
Guardar proyecto
Abrir proyecto
 
 
Un fichero de proyecto permitirá almacenar una secuencia de dibujado 
así como la configuración general, estado de las capas, duración, y 
propiedades del proyecto (ver apartado Otras funcionalidades). 
 
La funcionalidad crear proyecto, permitirá al usuario crear un nuevo 
proyecto sin efectos insertados ni recursos cargados y con las 
propiedades por defecto, básicamente vacío. 
 
La funcionalidad abrir proyecto, permitirá al usuario abrir un proyecto ya 
guardado. 
 
Por último la funcionalidad guardar proyecto, permite almacenar todos 
los cambios realizados, bien, en un proyecto nuevo o en uno abierto. 
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Otras funcionalidades 
 
En este apartado se mostrarán las funcionalidades que no encajan en 
apartados anteriores. 
 
Como se ha mencionado varias veces, el resultado generado por el 
proyecto, será una creación audiovisual destinada a la ejecución en 
tiempo real.  
 
De modo que el proyecto proporcionará la funcionalidad, publicar. Esta 
funcionalidad permitirá al usuario recopilar todos los recursos usados, los 
scripts de ejecución, los ejecutables y librerías necesarias en un mismo 
directorio, para su distribución y reproducción autónoma. 
 
Esta publicación podrá ser personalizada mediante la configuración de 
las siguientes opciones. 
 
 
 
El usuario podrá decidir la resolución de pantalla con la que se 
ejecutará la creación y decidir si la ejecución se realizará a pantalla 
completa o si, por lo contrario, se ejecutará en una ventana. 
 
Por último, también estará disponible la opción de establecer una 
banda sonora, de manera que, en la ejecución de la secuencia, la 
línea de tiempo a seguir la marcará la reproducción de la banda 
sonora. 
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Requisitos no funcionales 
 
Los requisitos funcionales se refieren exclusivamente al entorno de 
ejecución.  
 
El entorno de ejecución deberá ser en una máquina con sistema 
operativo  Microsoft Windows®. La máquina deberá tener soporte para 
la aceleración gráfica mediante OpenGL, soporte para la reproducción 
de audio y tener instalado el .NET framework en su versión 2.0. No se 
impone ninguna condición sobre la potencia de la  máquina aunque, 
dependiendo de la potencia, la aplicación podrá ejecutar de manera 
más o menos fluida el renderizado. 
 
Entorno de desarrollo 
 
El entorno donde se desarrollará la totalidad del proyecto, viene 
marcado por las necesidades del programa a desarrollar y en gran 
medida por los requerimientos funcionales y no funcionales de la 
aplicación.  
 
El entorno de desarrollo permitirá alcanzar los objetivos de la aplicación, 
tanto funcionales como no funcionales. De manera que se dividirá en 
dos ámbitos el hardware y el software.  
 
En el proyecto, el entorno hardware no será realmente importante, ya 
que, las únicas necesidades son disponer de aceleración gráfica 
mediante OpenGL y ser capaz de reproducir audio, dos funcionalidades 
disponibles en cualquier ordenador actual. No será necesario, por lo 
tanto, ningún requisito hardware específico para la realización de este 
proyecto. 
Entorno de desarrollo software 
 
En este apartado introduciremos el conjunto de herramientas y librerías 
usadas para la realización del proyecto. 
 
El entorno de desarrollo escogido ha funcionado bajo el sistema 
operativo Microsoft Windows®, en su versión XP Profesional. La elección 
de Windows, viene dada por dos motivos. Primero la experiencia del 
autor en la plataforma Windows, y otro, el hecho de que los principales 
usuarios de la aplicación desarrollada, trabajen y generen los recursos 
mediante herramientas disponibles para el sistema Windows.  
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Como IDE de desarrollo se ha escogido Microsoft Visual Studio 2005, y se 
han adaptado como lenguajes de programación C# y C++. 
 
Para la construcción de la aplicación se ha empleado C# y el 
framework .NET, en su versión 2.0. De modo, que la máquina que 
ejecute la aplicación requerirá tener instalado dicho framework. 
 
Se ha escogido C# para la realización del entorno gráfico, por el 
variado conjunto de opciones que ofrece para el desarrollo de entornos 
gráficos bajo Windows® así como por la flexibilidad que ofrece para el 
desarrollo de controles propios. 
 
El motor ha sido construido empleando el lenguaje C++ y haciendo uso 
de la STL (Standard Template Library) propia del lenguaje. De modo, 
que la ejecución autónoma, no requerirá la instalación del framework 
.NET. 
 
A continuación se expondrán el conjunto de librerías empleado para la 
realización del proyecto en sus distintos módulos. 
 
En la construcción de la aplicación se han empleado controles (en el 
ámbito de .NET se les denomina componentes) de la librería 
Component One (http://www.componentone.com/). 
 
Para la construcción del motor se ha usado como librería gráfica 
OpenGL (http://www.opengl.org/).  
 
Para la gestión de extensiones de OpenGL se ha usado la librería GLEW 
(http://glew.sourceforge.net/), la cual ofrece un conjunto de métodos 
para la comprobación, inicialización y carga de dichas extensiones. 
 
Para la carga de imágenes se ha usado la librería FreeImage 
(http://freeimage.sourceforge.net/). 
 
Para la carga de escenas 3D, se ha realizado un exportador de dotXSI a 
un formato própio basado en XML empleando el FTK (File Transfer Kit) 
proporcionado por Softimage (http://www.softimage.com/). 
 
Todo el conjunto de scripts que genera y mantiene el motor están 
escritos en XML, para la escritura y lectura de estos scripts se emplea la 
librería TinyXML (http://www.grinninglizard.com/tinyxml/). 
 
Tanto en la construcción de la aplicación, como en la del motor se ha 
usado la librería de audio FMOD EX (http://www.fmod.org/). 
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De modo que el entorno escogido es el siguiente 
 
Sistema operativo Windows XP Profesional 
IDE de desarrollo Visual Studio 2005 
Lenguajes de programación C# y C++ 
OpenGL, librería gráfica 
GLEW, gestión de extensiones para OpenGL 
FreeImage, carga de imágenes 
TinyXML, manejo de XML 
FMOD, librería de audio 
Análisis de tecnologías 
 
En el apartado anterior se ha introducido el conjunto de tecnologías 
escogido para el desarrollo del proyecto. A continuación se mostrarán  
en detalle las herramientas escogidas, así como, los motivos para la 
elección de las mismas. 
C# 
 
C# es un lenguaje de programación orientado a objetos desarrollado y 
estandarizado por Microsoft como parte de su plataforma .NET. 
 
Como lenguaje orientado a objetos, soporta todas las características 
propias del paradigma encapsulación, herencia y polimorfismo. 
 
Su sintaxis básica deriva de C/C++ y utiliza el modelo de objetos de la 
plataforma .NET el cual es similar al de Java aunque incluye mejoras 
derivadas de otros lenguajes. C# fue diseñado para combinar el control 
a bajo nivel de lenguajes como C y la velocidad de programación de 
lenguajes como Visual Basic. 
 
C# ha sido escogido para el desarrollo de la aplicación cliente por 
diversos motivos. Ofrece un desarrollo muy ágil para aplicaciones y 
permite el uso del framework .NET, el cual básicamente, es un conjunto 
de librerías organizadas mediante espacios de nombres (namespace) 
que cubren un gran abanico de áreas. En el caso que nos ocupa, 
interesan principalmente las áreas de, interficie, colecciones y 
estructuras de datos. 
 
Otro de los motivos para la elección de C# es que el proceso de 
aprendizaje requerido por el autor, era corto, al contar ya con 
experiencia en el entorno .NET. 
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C++ 
 
C++ es un lenguaje de programación, diseñado a mediados de los años 
80, por Bjarne Stroustrup, como extensión del lenguaje de programación 
C.  
 
Actualmente existe un estándar, denominado ISO C++, al que se han 
adherido la mayoría de los fabricantes de compiladores más modernos. 
Las principales características del C++ son el soporte para 
programación orientada a objetos, el soporte de plantillas o 
programación genérica mediante el uso de templates. Se puede decir 
que C++ es un lenguaje que abarca tres paradigmas de la 
programación: la programación estructurada, la programación 
genérica y la programación orientada a objetos. 
 
C++ incluye. Como librería propia, STL (Standard Template Library). Esta 
librería proporciona una serie de clases parametrizadas que permiten 
efectuar operaciones sobre el almacenado de datos, procesado y flujos 
de entrada/salida. 
 
Las razones que han motivado la elección de C++ para el desarrollo del 
motor, son primeramente la sencilla integración de C++ con el resto de 
tecnologías empleadas y el corto periodo de aprendizaje necesario. 
 
Otra de las razones que ha motivado el uso de C++ en contra de un 
lenguaje manejado .NET (con lo que la integración con la aplicación 
hubiese sido más simple), ha sido por motivos de rendimiento. Un 
ejecutable .NET debe ser ejecutado en una máquina virtual, de manera 
que el rendimiento es levemente menor.  Al tratarse el motor de una 
aplicación que requiere de un buen rendimiento se ha preferido evitar 
las bajadas del mismo debidas a este factor. 
Visual Studio 2005 
 
Visual Studio 2005 es la última versión en línea de IDEs de Microsoft, 
Visual Studio soporta los lenguajes .NET: C#, Visual Basic .NET y Managed 
C++, además de C++. Visual Studio puede utilizarse para construir 
aplicaciones dirigidas a Windows (utilizando Windows Forms), Web 
(usando ASP.NET y Servicios Web) y dispositivos portátiles (utilizando .NET 
Compact Framework). 
 
Visual Studio integra perfectamente los dos lenguajes empleados para 
el desarrollo y se trata de una de las mejores y completas IDEs 
disponibles en Windows. Por estos motivos y por la experiencia del autor 
en dicho entorno, Visual Studio ha sido escogido. 
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OpenGL 
 
OpenGL es una especificación estándar que define una API 
multilenguaje multiplataforma para escribir aplicaciones que producen 
gráficos 3D, desarrollada originalmente por Silicon Graphics 
Incorporated (SGI). OpenGL significa Open Graphics Library, cuya 
traducción es biblioteca de gráficos abierta. 
 
Entre sus características podemos destacar que es multiplataforma 
(habiendo incluso un openGL ES para móviles), y su gestión de la 
generación de gráficos 2D y 3D por hardware ofreciendo al 
programador una API sencilla, estable y compacta. Además su 
escalabilidad ha permitido que no se haya estancado su desarrollo, 
permitiendo la creación de extensiones, una serie de añadidos sobre las 
funcionalidades básicas, destinadas a aprovechar las crecientes 
evoluciones tecnológicas.  
 
Siendo OpenGL multiplataforma se encuentra disponible en una gran 
cantidad de sistemas operativos como, Linux, Unix, Mac OS, Microsoft 
Windows. 
 
La alternativa a OpenGL en Windows es DirectX, esta API ofrece 
características muy similares a OpenGL y se podría haber integrado en 
el motor de igual modo. La elección de OpenGL, a parte de ser uno de 
los requisitos no funcionales, está motivada, también, por la 
familiarización del autor con OpenGL y su poca experiencia con la 
plataforma DirectX. 
XML 
 
XML, sigla en inglés de eXtensible Markup Language (lenguaje de 
marcas extensible). Es un metalenguaje extensible de etiquetas 
desarrollado por el World Wide Web Consortium (W3C).  
 
Es una simplificación y adaptación del SGML y permite definir la 
gramática de lenguajes específicos (de la misma manera que HTML es a 
su vez un lenguaje definido por SGML). Por lo tanto XML no es realmente 
un lenguaje en particular, sino una manera de definir lenguajes para 
diferentes necesidades.  
 
XML no ha nacido sólo para su aplicación en Internet, sino que se 
propone como un estándar para el intercambio de información 
estructurada entre diferentes plataformas. Se puede usar en bases de 
datos, editores de texto, hojas de cálculo y casi cualquier cosa 
imaginable. 
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XML es una tecnología sencilla que tiene a su alrededor otras que la 
complementan y la hacen mucho más grande y con unas posibilidades 
mucho mayores. Tiene un papel muy importante en la actualidad, ya 
que, permite la compatibilidad entre sistemas para compartir la 
información de una manera segura, fiable y fácil. 
 
Se ha decidido usar XML para la creación de scripts primeramente por 
su sencillez, de manera que, permite que el script se presente de 
manera muy ordenada y, aunque no es una opción común, su lectura y 
edición manual se simplifican enormemente. También, dado su 
extendido uso, se dispone de una gran cantidad de librerías para la 
lectura y creación de ficheros XMLs, tanto en C++ como en .NET. 
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Modelo conceptual 
 
El modelo conceptual servirá para proporcionar una idea de la 
estructura interna del núcleo del proyecto, aunque la definición de las 
clases que intervienen, tomará su forma definitiva en la fase de diseño. 
Este boceto conceptual servirá como partida, para la realización del 
diseño de la aplicación.  
 
 
+Añadir capa()
+Añadir recurso()
+Añadir efecto()
+Eliminar capa()
+Eliminar recurso()
+Eliminar efecto()
+Ejecutar secuencia()
+Cargar secuencia()
+Guardar secuencia()
Motor
-Inicio
-Fin
+Visibilidad()
+Bloqueo()
Capa
-Id
Instante
-Instante
1 * *
1
1
+Ejecutar()
Efecto
-Id
+Obtener valor()
Parámetro
-Nombre
-Descripción
-Animable1 *+Cargar()
Recurso
-Id
1*
+Ejecutar()
Limpiar pantalla
-...
+Ejecutar()
Mostrar imagen
-...
+Obtener valor()
Animable
+Obtener valor()
No animable
+Obtener tipo interpolación()
+Modificar tipo interpolación()
Curva
-Id
-Interpolación {lineal, constante, suavizado }
+Obtener instante()
+Obtener valor()
Punto de control
-Instante
-Valor
* 1 1 1
+Obtener valor()
Entero
+Obtener valor()
Real
+Obtener valor()
Booleano
+Obtener valor()
Lista
+Obtener valor()
Recurso
+Obtener valor()
Texto*
1
+Cargar()
Imagen
-...
+Cargar()
Escena 3D
-...
+Ejecutar()
...
-...
 
 
Como ya se ha mencionado, ni las clases ni las navegabilidades se han 
definido en este boceto. De todos modos el esquema sirve para 
proporcionar una idea de cómo estará compuesto el núcleo del 
proyecto.   
 
Como se observa en el esquema, los recursos disponibles en el sistema 
resultarán ser las especializaciones de la clase genérica Recurso, así 
como los efectos disponibles lo serán de la clase genérica Efecto. Como 
se ha mencionado en apartados anteriores un efecto se define en una 
capa, por un instante de inicio y por uno de fin. Cada efecto contiene 
un conjunto de parámetros configurables.  
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Hay dos tipos de especializaciones para los parámetros, los que admiten 
animación mediante curvas en función del tiempo y los que no admiten 
animación.  
 
Una curva está formada por un conjunto de puntos de control y dispone 
de tres tipos de interpolación, lineal, constante y suavizado. 
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Diseño 
 
En este apartado se mostrará el diseño de la interfaz gráfica de usuario, 
así como, la manera en que el usuario interactuará con el motor a 
través de ella. También se detallará la estructura de clases y se 
complementará el diseño de cada una de ellas. 
 
El patrón arquitectónico escogido para el diseño de la aplicación ha 
sido un diseño en tres capas separando, de este modo, la capa de 
presentación que implementará las vistas, de los elementos del dominio 
y de la persistencia de los datos (y su gestión). 
 
Presentación
Dominio
Gestión de ficheros
USUARIO
DISCO
Aplicación cliente
Motor
 
 
Se ha realizado un diseño modular y encapsulado del proyecto, 
separando y agrupando lo máximo posible las funcionalidades de la 
aplicación. De este modo se consigue una mayor independencia entre 
las distintas partes del proyecto, simplificando así, diseño e 
implementación. Gracias a este enfoque también se simplifican las 
tareas de mantenimiento y ampliación, ya que la modificación de un 
módulo del proyecto no supone un gran impacto en el resto de 
módulos. 
 
A continuación y a lo largo de los siguientes apartados, se mostrará, en 
primer lugar la arquitectura de la aplicación. Para concluir con el diseño 
de la capa de presentación, el diseño de la capa de dominio y de los 
ficheros. 
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Arquitectura de la aplicación 
 
En este apartado se muestra una visión general de los distintos módulos 
a diseñar. El diagrama no pretende ser exhaustivo sino exponer de 
manera sencilla el funcionamiento de la aplicación. 
 
1 2 3 4 5 6 70
A
B
C
A
X
Y
Z
Editor
Motor gráfico
Inserción y modificación de efectos
Parametrización de efectos
Reproducción
Instante (milisegundo)
Actualización y 
organización de la 
información (capas 
efectos y parámetros).
Obtener efectos a 
dibujar en el instante 
indicado.
Dibujar efectos en 
instante.
dibujarconsultar datos
Salida de video
Salida de audio
 
 
 
En el diagrama anterior se identifican los dos módulos principales, el 
editor y el motor gráfico. El editor se encarga, en términos generales, de 
la interacción con el usuario. El motor gráfico es el responsable de la 
organización de la información (capas, efectos y parámetros) y de la 
evaluación y dibujado de los efectos, tomando como referente el 
instante actual de la salida de audio. 
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Diseño de la capa de presentación 
 
En este apartado, una vez realizada la especificación, se mostrará el 
diseño de la capa de presentación, en la cual, se mostrará el diseño 
funcional y visual de las vistas de la aplicación. Esta será la capa visible 
por el usuario y con la que realizará la interacción con el dominio. 
 
Presentación
Dominio
Gestión de ficheros
USUARIO
DISCO
Aplicación cliente
Motor
 
 
Se ha prestado especial importancia a la sencillez y a la usabilidad de la 
aplicación, ya que, lo que se pretende es que cualquier persona sea 
capaz de aprender a utilizarla relativamente rápido para que pueda 
sacarle partido lo antes posible. De modo que, la aplicación tiene que 
ser lo más intuitiva posible para que el usuario pueda moverse con gran 
facilidad por ella sin necesidad de un largo periodo de aprendizaje. 
 
Uno de los objetivos para que la interfaz sea lo más usable posible, ha 
sido que prácticamente la totalidad de las funcionalidades estén 
disponibles sin necesidad de navegar por distintos menús. De modo que 
exceptuando las funcionalidades relacionadas con abrir, cerrar y 
publicar proyecto, el resto se encuentran disponibles en todo momento 
en la pantalla principal de la aplicación con un nivel de navegación 
mínimo. 
 
Una vez fijados los objetivos se procederá al análisis de las vistas, en un 
primer momento se mostrará una vista general de la aplicación y, 
posteriormente, ésta se dividirá en secciones para poder analizar en 
detalle cada parte. 
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En la siguiente imagen se puede ver el aspecto que presenta la 
aplicación una vez arrancada. Se ha dividido la interfaz en cinco 
secciones. 
 
 
 
En la imagen anterior se puede ver como se ha dividido la interfaz 
principal en cinco secciones bien diferenciadas. La sección A se 
corresponde con la gestión de recursos, la B con la gestión de efectos y 
capas, la C con la parametrización de efectos, la D con la animación 
de parámetros y la E con la visualización previa. 
 
A continuación se analizarán de manera separada. cada una de las 
secciones, para poder detallar que funcionalidades cubre cada 
sección y como lo hace. 
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Vista gestión de recursos 
 
La vista para la gestión de recursos, debe mostrar todos los recursos 
cargados, así como ofrecer la posibilidad de añadir nuevos, eliminar ya 
creados y abrir y localizar en disco un recurso. 
 
 
 
Como se puede observar en la imagen anterior, los recursos cargados 
se muestran, visualmente, mediante una lista. El resto de operaciones se 
realizan desplegando un menú contextual, mediante, el botón derecho 
del ratón.  
 
La opción ‘Add resource’ permite añadir un nuevo recurso al sistema. 
Una vez seleccionada esta opción, se muestra un dialogo de selección 
de fichero. El resto de opciones, del menú contextual, requieren tener 
seleccionado un recurso (una línea de la lista). ‘Delete resource’ elimina 
un recurso, previa confirmación del usuario. La opción ‘Open’ abre el 
recurso seleccionado, con la aplicación asociada por defecto al tipo 
de archivos, en el sistema operativo para. Por último ‘Open container 
folder’ permite al usuario localizar en disco el recurso seleccionado. 
Vista gestión de efectos y capas 
 
Esta vista debe representar, visualmente, las capas creadas en el 
sistema y los efectos que contiene cada una de ellas a lo largo del 
tiempo. Debe permitir, también, la gestión de estas capas, añadirlas, 
quitarlas, modificar su visibilidad y la gestión de efectos (insertar, 
eliminar, desplazar  y modificar el tamaño de los mismos). Siempre 
siguiendo la especificación realizada anteriormente. 
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En la imagen siguiente se muestra el aspecto de la línea de tiempo. Esta 
es la zona donde se gestionan las capas y los efectos del sistema. 
 
 
 
La línea de tiempo que podemos ver en la imagen anterior muestra a la 
izquierda y apiladas una a continuación una de otra, ocho capas (de 
Layer 0 a Layer 7). Cada una de las capas dispone de dos botones para 
configurar su visibilidad y su estado de bloqueo. Si una capa se 
configura como no visible, los efectos que contenga no se tendrán en 
cuenta en el momento de dibujar. La visibilidad de una capa se 
representa con el símbolo del ojo. Si una capa se configura como 
bloqueada, no se podrán realizar modificaciones a ninguno de los 
efectos que contenga. El bloqueo de una capa se representa con el 
símbolo del candado. 
  
 
 
Los efectos están representados por los rectángulos azules, como se 
puede apreciar en la imagen. Cada efecto está definido entre un 
instante de inicio y de fin. El tiempo se indica en la parte superior y de 
manera horizontal. Los efectos pueden ser desplazados a lo largo de la 
línea de tiempo manteniendo apretado el botón izquierdo del ratón 
encima del efecto y moviéndolo a izquierda o derecha. Las bandas de 
color azul oscuro, situadas, en los extremos del rectángulo, permiten 
modificar los instantes de inicio y fin del efecto. Su funcionamiento se 
realiza, de igual modo que el desplazamiento, manteniendo pulsado el 
botón derecho del ratón y moviéndolo de izquierda a derecha. 
 
La inserción de nuevos efectos se realiza presionando el botón de 
derecho del ratón encima de una capa, de modo que, aparece un 
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menú contextual, tal como muestra la imagen, con todos los efectos 
disponibles en el sistema.  
 
Por otro lado para eliminar un efecto de la línea de tiempo, la acción se 
realiza también desde un menú contextual, desplegándolo desde un 
efecto seleccionado (en azul claro en la imagen siguiente). 
 
 
 
Se ofrecen, también, un conjunto de funcionalidades accesibles 
mediante una barra de herramientas, tal como muestra la imagen 
siguiente. 
 
 
 
La funcionalidades relativas a las capas (Layer options), son las de 
añadir capa, a continuación de la última capa y quitar la última capa 
disponible. 
 
Las funcionalidades relativas a la línea de tiempo (Time options y Zoom), 
permiten tanto aumentar como reducir la duración de la línea de 
tiempo o establecer directamente la duración de la línea. La 
funcionalidad de Zoom, permite personalizar la resolución temporal de 
la línea de tiempo. 
Diseño 
 38 
Vista parametrización de efectos 
 
La vista de parametrización de efectos, debe mostrar todos los 
parámetros, de un efecto seleccionado, con el valor actual de cada 
uno de ellos. También debe facilitar la modificación del valor de cada 
parámetro. 
 
 
 
Como se puede observar en la imagen anterior, los parámetros se 
muestran en una lista. Esta lista está organizada en dos columnas, una 
con el nombre del parámetro y otra destinada a la introducción de 
valores. La introducción de valores está diseñada de modo distinto para 
cada tipo de parámetro, por ejemplo, un parámetro booleano se 
representará con un ‘check box’ y un entero con una celda simple que 
sólo acepte valores enteros. 
Vista animación de parámetros 
 
Esta vista, dado un parámetro seleccionado en la vista anterior, debe 
permitir la animación del mismo, habilitando la elección del tipo de 
interpolación así como la inserción y eliminación de puntos de control.  
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En la imagen anterior se puede observar el editor de animación. El cual 
permite, en primer lugar,  escoger el tipo de interpolación mediante una 
lista desplegable. Las opciones de interpolación, como ya se ha dicho, 
son constante, lineal y suavizado. 
 
 
 
Para la inserción de los puntos de control que conforman la curva, se 
ofrecen dos métodos.  
 
En primer lugar, una lista, situada en la parte izquierda del formulario, 
que muestra el listado de los puntos de control creados y permite la 
modificación y eliminación de estos valores, así como, la inserción de 
nuevos.  
 
El otro método disponible, es mucho más visual, y permite la inclusión de 
nuevos puntos de control, mediante el botón izquierdo del ratón y la 
modificación de estos mediante el método de selección y arrastre, de 
manera que en todo momento se puede ver el aspecto que presenta la 
curva y la interacción es mucho más cómoda para el usuario. Este 
último método esta situado en la parte derecha del formulario. 
 
 
 
En la imagen podemos ver un ejemplo de una interpolación lineal, con 
un punto de control seleccionado. 
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Vista visualización previa 
 
La vista de visualización previa debe permitir al usuario reproducir la 
secuencia de dibujado diseñada en la línea de tiempo, ofreciendo los 
típicos controles de reproducción. 
 
 
 
Esta vista se encuentra situada en la esquina superior derecha del 
formulario y permite la reproducción de la secuencia de dibujado 
actual, definida en la línea de tiempo. Ofrece los controles de play, 
pause y stop que reproducen, pausan y paran respectivamente la 
ejecución de la secuencia. 
 
Cada vez que se inicia la ejecución de la secuencia, se muestra en la 
línea de tiempo una línea troquelada y transversal que muestra el 
instante que se está evaluando y dibujando. El inicio de la reproducción 
se puede personalizar a través de la línea de tiempo. Se representa con 
una línea troquelada y roja. 
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Otras vistas 
 
En este apartado se mostrarán el resto de vistas que no tienen sitio en los 
apartados anteriores. 
 
Las opciones para guardar crear, abrir y guardar proyecto están 
disponibles a través del menú ‘File’ del formulario.  
 
La operativa de estas funciones, es la misma que la de la mayoría de 
aplicaciones de la plataforma Windows. 
 
 
 
Otra de las funcionalidades disponibles es la de publicar un proyecto. 
Publicar un proyecto consiste en recopilar todos los recursos usados, los 
scripts de ejecución y los ejecutables y librerías necesarias en un mismo 
directorio, para la distribución y reproducción autónoma. 
 
La opción publicar es accesible desde el menú ‘Tools’ del formulario 
principal. Las propiedades de la reproducción autónoma son 
configurables mediante la vista ‘Project properties’. Las propiedades a 
configurar son, la banda sonora, la resolución, el viewport y si se 
ejecutará en pantalla completa o no. 
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Diagramas de secuencia 
 
En este apartado se mostrarán dos diagramas de secuencia, cada uno 
de ellos modela uno de los casos de uso visto en el apartado de 
especificación. El diagrama de secuencia permitirá ver las clases 
implicadas, así como los mensajes pasados entre ellas a lo largo del 
tiempo. Ya que el apartado que se está tratando es el diseño de la 
capa de presentación, se mostrarán las clases implicadas en ésta, es 
decir, no se detallará el diagrama de secuencia en la capa de dominio. 
Cuando se diseñe la capa de dominio se modelarán en ella, estos 
mismos casos de uso. 
 
Los casos de uso han sido escogidos por ser de los más representativos 
del proyecto. 
Diagrama de secuencia relativo al caso de uso ‘Añadir efecto’ 
 
Según el caso de uso, dicha funcionalidad, permitirá la inserción de un 
efecto. El sistema requerirá la especificación de sus instantes de inicio/fin 
así como la capa en la que se dibujará. Distintos efectos no podrán 
solaparse, temporalmente, en una misma capa. 
 
Usuario Vista línea de tiempo
Controlador línea de
tiempo
Motor
Diálogo
Click en menú contextual
AñadirEfecto(ini, fin, capa, tipo)
ActualizarVista()
Crear
Mostrar diálogo error
b = InsertarEfecto(ini, fin, capa, tipo)
b = true
b = false
El booleano b, indica
si se ha insertado el efecto
 
 
Se puede observar que, la secuencia la inicia el usuario mediante un 
clic en el menú contextual de efectos. El evento de clic es capturado e 
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invoca al método ‘AñadirEfecto’ del controlador, los parámetros de 
este método son los instantes de vida del efecto (inicio y fin) la capa en 
la que el usuario ha escogido y el tipo de efecto que se desea insertar. 
 
El controlador llama al método del motor, ‘InsertarEfecto’ con los 
mismos parámetros antes mencionados. Este método devuelve un 
bolean que indica si el efecto ha sido insertado con éxito o no.  
 
Si el valor devuelto es verdadero se actualiza la vista, en caso contrario 
se muestra un dialogo de error, informando del fallo en la inserción.  
Diagrama de secuencia relativo al caso de uso ‘Iniciar reproducción’ 
 
Según el caso de uso, dicha funcionalidad, permitirá al usuario iniciar la 
ejecución de la secuencia de dibujado desde el instante establecido 
como inicio de reproducción. 
 
 
 
El usuario inicia la ejecución de la secuencia de dibujado mediante el 
botón ‘play’ de la vista de visualización previa. El evento es recogido y 
se realiza una llamada al método ‘Iniciar timer’ disponible en el 
controlador de la vista. 
 
La clase ‘Timer’ contiene los métodos Iniciar, Detener y 
DevolverMsActual. El método Iniciar, resetea el contador de 
milisegundos a cero y empieza de nuevo el conteo, Detener, finaliza el 
conteo de milisegundos y DevolverMsActual retorna el número de 
milisegundos transcurridos desde la llamada al método Iniciar. 
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El controlador de la vista crea una nueva instancia de la clase ‘Timer’ e 
inicia el conteo. Se asigna a la variable ‘ms’ el milisegundo actual. El 
método ‘Dibujar’ realiza la ejecución de la secuencia de dibujado para 
el milisegundo indicado, el controlador actualiza la vista, de modo que, 
el resultado de la llamada ‘Dibujar’ sea visible para el usurio. 
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Diseño de la capa de dominio 
 
En este apartado, una vez realizada la especificación y el diseño de la 
capa de presentación, se mostrará el diseño de la capa de dominio, en 
la cual, se analizará y concretará la estructura interna del proyecto 
describiendo la estructuración de los diversos módulos del mismo. 
 
Presentación
Dominio
Gestión de ficheros
USUARIO
DISCO
Aplicación cliente
Motor
 
 
El diseño de esta capa de se enfocará dividiendo el diseño general en 
diseños más simples, de modo que, juntos compondrán el dominio de 
manera completa. Primeramente se analizarán los módulos más 
específicos, para finalmente, unirlos en el diseño general. Se ha 
decidido usar este enfoque para mostrar, de la mejor manera posible, el 
diseño del dominio en la presente memoria. 
 
También, en este apartado, se mostrará el diseño de los ficheros 
involucrados en la capa de dominio, estos son, scripts de ejecución, 
ficheros de curva y ficheros de configuración. 
Diseño 
 46 
Diagrama de clases 
 
A continuación se muestra el diagrama de clases de la estructura 
interna del proyecto así como las navegabilidades definidas. No se 
muestran la totalidad de atributos ni métodos de cada clase, solamente 
se muestran los más relevantes en cada una de ellas. 
 
+RenderFrame(entrada ms : int)
+SaveScript(entrada filename : string)
+LoadScript()
CEngine
-Id : int
-Visible : bool
CLayer
+DoFrame(entrada ....)
-Id : int
-Start : int
-End : int
-Type : Enum. Effect type
CEffect
-Id : int
-Type  : Enum. Resource type
CResource
-Width
-Height
-XViewport
-YViewport
-WViewport
-HViewport
-FOV
-Near
-Far
CWindowConfig
+NewEffect() : CEffect
+EffectsTypeCount() : int
CEffectFactory
-FX0 : int
-FX1 : int
-FX2 : int
-.
-.
-.
Enum. Effect type
-Image : int
-3D Scene : int
Enum. Resource type
-Animable : int
-NoAnimable : int
Enum. Parameter animable
-Linear : int
-Constant : int
-Smooth : int
Enum. Interpolation type
1
1
* 1
1
1
*
1
1
*
+GetValue()
+SetValue()
-Animable : Enum. Parameter animable
-Type
CParameter
1 *
+Evaluate(entrada ms : float) : float
+AddKey(entrada ms : int, entrada value : float)
+RemoveKey(entrada ms : int)
+KeyCount() : int
-Type : Enum. Interpolation type
CCurve
+GetValue() : float
+GetMs() : int
-Key : int
-Value : float
CKeyFrame
1 1
1
*
-Integer : int
-Real : int
-String : int
-Boolean : int
-List : int
-Resource : int
Enum. Parameter type
+DoFrame()
FX 1
+DoFrame()
...
+DoFrame()
FX 0
+GetValue()
+SetValue()
Resource
+GetValue()
+SetValue()
...
+GetValue()
+SetValue()
Integer
3D Scene ...Image
Disjoint, incomplete
Disjoint, incomplete
Disjoint, incomplete
 
 
A continuación se dividirá el diagrama anterior en varias partes para su 
análisis individualizado. De este modo, tal como se ha expuesto en la 
introducción de este capítulo, se obtendrá una visión más precisa del 
diseño de las clases. 
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Diseño de los recursos 
 
Los recursos en el ámbito del proyecto, son usados por los efectos para 
generar la salida de video. Un recurso puede ser, por ejemplo, una 
imagen, una escena 3D o un video. El diseño de los recursos en el 
proyecto se ha realizado teniendo en cuenta futuras inclusiones de 
nuevos tipos de recursos. Se usará el siguiente diagrama para ilustrar la 
explicación. 
 
 
-Id : int
-Type  : Enum. Resource type
-Name : string
-Path : string
CResource
3D Scene ...
+GetWidth() : int
+GetHeight() : int
+GetBpp() : int
+GatData()
+GetTextureId() : int
-...
Image
Disjoint, incomplete
-Image : int
-3D Scene : int
Enum. Resource type
 
 
 
La clase CResource es una clase general, de la cual, cualquier nuevo 
recurso debe heredar.  Los atributos que comparten cualquier tipo de 
recurso en el dominio son: un Id único que los identifica en el dominio, 
un tipo de recurso (definido en Enum. Resource Type) y la ruta completa 
donde se encuentra el recurso (path). 
 
El diagrama anterior se pueden observar dos especializaciones de la 
clase CResource. La herencia en este caso es especialmente útil para 
poder extender la clase CResources a varios tipos de recursos y facilitar 
de este modo la gestión de recursos en el dominio. 
 
Las especializaciones pueden ofrecer el grado de complejidad, a nivel 
de estructura, que se desee. En el ejemplo mostrado el diseño de la 
especialización Image consta de una sola clase, en cambio el diseño 
de 3D Scene consta de diversas clases como podemos ver en el 
siguiente modelo conceptual, cuyo objetivo es ilustrar el grado de 
complejidad que puede adquirir una especialización. En ningún caso 
pretende ser exhaustivo en cuanto a diseño. 
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El generalizar el uso de los recursos facilitará su gestión dentro del 
dominio a la vez que permitirá disponer del tipo de recursos que se 
desee indistintamente de su complicación estructural. 
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Diseño de los efectos 
 
Un efecto es la entidad del dominio encargada de generar la salida de 
video. Para ello un efecto se define en un instante de inicio, fin y debe 
evaluarse en un instante comprendido en estos dos.  El diseño de los 
efectos permite el fácil desarrollo e integración de nuevos efectos. Se 
usará el siguiente diagrama para ilustrar la explicación a lo largo de este 
aparatado. 
 
 
 
 
La clase CEffect es una clase general, de la cual, cualquier nuevo 
efecto debe heredar.  Los atributos que comparten cualquier tipo de 
efecto en el dominio son, un Id único que los identifica en el dominio, un 
instante de inicio, uno de fin, una capa y un tipo (Enum. Effect type). 
 
Todo tipo nuevo de efecto es una especialización de la clase CEffect y 
debe implementar el método DoFrame(…). Este método se encarga del 
dibujado del efecto y recibe como parámetro el milisegundo en el que 
se debe evaluar, así como la configuración de video actual mediante 
la clase CWindowConfig. El dibujado se realiza, como ya se ha 
mencionado anteriormente, mediante OpenGL, de modo que la clase 
CEffect ofrece métodos para la gestión de aspectos concretos de este 
API, como por ejemplo, la gestión de extensiones. 
 
Un efecto dispone, también, de un conjunto de parámetros 
configurables que permiten la modificación del comportamiento del 
mismo. Cada especialización de CEffect puede disponer de un número 
indeterminado de parámetros. A continuación se describirá el diseño de 
los parámetros en el dominio. 
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En el siguiente diagrama se puede observar el diseño de los parámetros 
en la capa de dominio. 
 
Enum. Parameter type
-Integer : int
-Real : int
-String : int
-Boolean : int
-List : int
-Resource : int
+GetValue()
+SetValue()
-Animable
-Type
CParameter
+Evaluate(entrada ms : float) : float
+AddKey(entrada ms : int, entrada value : float)
+RemoveKey(entrada ms : int)
+KeyCount() : int
-Type
CCurve
+GetValue() : float
+GetMs() : int
-Key : int
-Value : float
CKeyFrame
1 1
1
*
+GetValue()
+SetValue()
Resource
+GetValue()
+SetValue()
...
+GetValue()
+SetValue()
Integer
Disjoint, incomplete
-Animable : int
-NoAnimable : int
Enum. Parameter animable
-Linear : int
-Constant : int
-Smooth : int
Enum. Interpolation type
 
 
Todo nuevo parámetro disponible en el dominio resulta de la 
especialización de la clase CParameter. Los parámetros pueden ser 
desde tipos básicos (enteros, reales, boléanos, cadenas de texto) hasta 
tipos complejos (recursos o listas de opciones). La inclusión de efectos 
en el dominio es sencilla y transparente en su gestión, una vez más, 
gracias  a la herencia. 
 
Los parámetros se pueden clasificar, también, en dos tipos 
dependiendo si admiten o no admiten animación (Enum. Parameter 
animable). De modo que, un parámetro animable permite que su valor 
sea interpolado mediante una curva en función del tiempo.  
 
Se empleará el siguiente diagrama para ilustrar el diseño de las curvas. 
  
-Integer : int
-Real : int
-String : int
-Boolean : int
-List : int
-Resource : int
Enum. Parameter type
+GetValue()
+SetValue()
-Animable
-Type
CParameter
+Evaluate(entrada ms : float) : float
+AddKey(entrada ms : int, entrada value : float)
+RemoveKey(entrada ms : int)
+KeyCount() : int
-EvaluteLinear() : float
-EvaluateConstant() : float
-EvaluateSmooth() : float
-Type
CCurve
+GetValue() : float
+GetMs() : int
-Key : int
-Value : float
CKeyFrame
1 1
1
*
+GetValue()
+SetValue()
Resource
+GetValue()
+SetValue()
...
+GetValue()
+SetValue()
Integer
Disjoint, incomplete
-Animable : int
-NoAnimable : int
Enum. Parameter animable
-Linear : int
-Constant : int
-Smooth : int
Enum. Interpolation type
 
 
Como ya se ha comentado en apartados anteriores, se dispone de tres 
tipos de interpolación lineal, constante y suavizada. El diseño de las 
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curvas se ha realizado teniendo en mente la, posible, futura inclusión de 
nuevos tipos de interpolación. 
 
Observando la clase CCurve se puede apreciar, como una curva es de 
un tipo determinado, según ‘Enum. Interpolation mode’ y está formada 
por un conjunto de puntos de control, estos puntos están modelizados 
en la clase CKeyFrame. 
 
La clase CCurve dispone del método público Evaluate(…), el cual, 
recibe como parámetro un segundo a evaluar y ,dependiendo del tipo 
de interpolación definido, realizará una llamada al método privado 
correspondiente. En el diagrama podemos ver que los métodos 
disponibles son EvaluateLinear, EvaluateConstant y EvaluateSmooth. 
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Diseño de la gestión y organización de efectos y recursos 
 
En los apartados anteriores se ha tratado el diseño interno de los efectos 
y recursos, en este apartado se analizará la manera en que efectos y 
recursos son gestionados por el dominio. Se usará el siguiente diagrama 
para ilustrar la explicación de este apartado. No se muestran todos los 
métodos disponibles en la clase CEngine, tan solo, los más relevantes 
para seguimiento de la explicación. 
 
 
+RenderFrame(entrada ms : int)
+SaveScript(entrada filename : string)
+LoadScript()
CEngine
-Id : int
-Visible : bool
CLayer
+DoFrame(entrada ....)
-Id : int
-Start : int
-End : int
-Type
CEffect
-Id : int
-Type 
CResource
-Width
-Height
-XViewport
-YViewport
-WViewport
-HViewport
-FOV
-Near
-Far
CWindowConfig
+NewEffect() : CEffect
+EffectsTypeCount() : int
CEffectFactory
1
1
* 1
1
1
* 1
1
*
-FX0 : int
-FX1 : int
-FX2 : int
-.
-.
-.
Enum. Effect type
 
 
CEngine es la clase encargada de la gestión de recursos, de efectos y 
es responsable de la organización y ejecución de la secuencia de 
dibujado así como de la inicialización y reproducción del audio. 
También es responsable de la generación y mantenimiento de los Id’s 
necesarios para los efectos y recursos. 
 
La gestión de recursos se reduce a mantener una colección de 
instancias de CResource en la clase CEngine. Esta clase ofrece las 
funciones necesarias para la inserción y eliminación de éstos. 
 
Para realizar la gestión de los efectos instanciados en el sistema, 
CEngine se apoya en las clases CEffectFactory y CLayer.  
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Por un lado CEffectFactory permite crear una nueva instancia de 
cualquier tipo de efecto disponible en el dominio, simplemente 
indicando el tipo de efecto que se desea instanciar (Enum.  Effect type). 
CEffectFactory también evalua si los efectos instanciados se pueden 
dibujar (renderizar) en la configuración hardware actual, básicamente, 
comprueba que todos las extensiones OpenGL necesarias para el 
dibujado de un efecto esten disponibles. 
 
Los efectos, como ya se ha introducido en apartados anteriores, se 
organizan en capas (layers), esta organización se modeliza en la clase 
CLayer. Tal como se observa en el diagrama anterior. CEngine tiene 
acceso al conjunto de capas y, por lo tanto, al conjunto de efectos 
instanciados. 
 
 
 
La clase CLayer proporciona los métodos necesarios para la inserción, 
eliminación y obtención de efectos. InsertEffect(start, end) realiza la 
inserción de un efecto en los instantes de inicio, fin indicados por 
parámetro. La inserción se realiza siempre que no se produzca un solape 
con otro efecto ya insertado. GetEffect(ms) retorna la instancia del 
efecto cuyo intervalo (inicio, fin) contiene el instante indicado por 
parámetro (ms). Si no hay ningún efecto disponible en ese instante 
retorna un valor nulo. Por último dado el Id de un efecto el método 
RemoveEffect(EffectId) eliminará el efecto de la secuencia de dibujado. 
 
La clase CWindowConfig, simplemente, encapsula la configuración de 
video escogida. Esta información es necesaria tanto para CEngine, la 
cual debe crear el contexto válido para el uso de OpenGL con la 
información de CWindowConfig, como para las instancias de CEffect 
que pueden precisar de esta información para dibujarse 
correctamente. 
 
La clase CEngine es, también, responsable de ejecutar la secuencia de 
dibujado. En concreto el método DoFrame(…) implementa las 
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operaciones del diagrama de flujo mostrado en el apartado de 
especificación ‘Gestión de efectos y de la línea de tiempo’. Al final del 
apartado de diseño se mostrará un diagrama de secuencia que 
describe este caso de uso en particular. 
 
Por último CEngine se encarga, también, de interactuar con el sistema 
de ficheros. De modo que, ofrece los métodos necesarios para la carga 
y creación de los scripts que conforman el sistema de ficheros del 
proyecto. En el apartado siguiente, se mostrarán y analizarán dichos 
scripts. 
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Diseño del sistema de ficheros 
 
En este apartado se analizarán la estructura de los distintos archivos que 
conforman el sistema de ficheros de proyecto. La estructura de todos los 
ficheros del sistema está basada en el estándar XML. 
 
El fichero encargado de almacenar la secuencia de dibujado, efectos, 
recursos y visibilidad de capas, presenta la siguiente estructura. 
 
 
 
La primera línea de interés corresponde al tag ‘track’. En ella se 
especifica el nombre de la canción y la ruta completa donde se 
encuentra el fichero en el disco. Esta será la banda sonora que 
ejecutará el motor. 
 
A continuación se puede observar cómo se almacena un recurso. El tag 
‘resource’ muestra el Id del recurso, el nombre, el tipo de recurso 
(correspondiente a la enumeración), y la ruta completa donde se 
encuentra el fichero en el disco. 
 
El tag ‘effect’ permite el almacenaje de efectos. Para cada efecto se 
indica un Id, su nombre, el tipo de efecto (correspondiente a la 
enumeración), la capa en la que se sitúa y sus instantes de inicio y fin. 
Cada tag effect tiene anidados un número indeterminado de tags 
‘param’. Éstos representan un parámetro del efecto. Para cada 
parámetro de indica su nombre, su tipo (correspondiente a la 
enumeración), que valor tiene por defecto, si está animado,  y, en caso 
de que este animado, el Id de la curva que describe esa animación. 
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Las curvas se almacenan en otro fichero, para facilitar la lectura del 
script de ejecución. 
Por último se puede observar que al final del fichero se almacena la 
visibilidad de cada capa. 
 
Como ya se ha dicho, el almacenaje de las curvas se realiza en un 
fichero a parte. A continuación analizaremos las características del 
fichero de curvas. 
 
 
 
Para cada curva se indica su Id, su nombre, el número de puntos de 
control que contiene (keycount) y el tipo de interpolación que emplea 
(correspondiente a la enumeración). Cada tag ‘curve’ tiene anidados 
tags ‘key’ que representan los puntos de control, para cada punto de 
control se define el par (frame, value) o lo que es lo mismo (instante, 
valor). 
 
El fichero encargado de almacenar la configuración de video presenta 
la siguiente estructura. 
 
 
 
En el se puede observar como los parámetros almacenados 
corresponden a la resolución horizontal y vertical, al viewport y si se 
desea o no que la ejecución se realice en pantalla completa o en una 
ventana. Este archivo es empleado por la clase CEngine para inicializar 
el sistema de video. 
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Diagramas de secuencia 
 
En este apartado se mostrarán dos diagramas de secuencia, cada uno 
de ellos modela uno de los casos de uso visto en el apartado de 
especificación. El diagrama de secuencia permitirá ver las clases 
implicadas, así como, los mensajes pasados entre ellas a lo largo del 
tiempo. En este apartado se continuarán los diagramas empezados en 
el diseño de la capa de presentación, mostrando las clases y mensajes 
implicados, ahora, en la capa de dominio.  
Diagrama de secuencia relativo al caso de uso ‘Añadir efecto’ 
 
Según el caso de uso, dicha funcionalidad, permitirá la inserción de un 
efecto. El sistema requerirá la especificación de sus instantes de inicio/fin 
así como la capa en la que se dibujará. Distintos efectos no podrán 
solaparse, temporalmente, en una misma capa. 
 
Controlador línea de
tiempo
Motor
InsertarEfecto(ini, fin, capa, tipo)
ExisteCapa(capa) ?
ObtenerCapa(capa)
EffectFactory
e = CrearEfecto(tipo)
Capa
Insertar(ini, fin, e)
e representa la instancia 
de un nuevo efecto 
de tipo 'tipo'.
Interator
Efecto
Crear
first_element
b = b or Solape(ini, fi)
El booleano b indicará si ya existe 
un efecto que se solape en los 
instantes ini y fin indicados.
next
no_insertado
false
insertado
true
Existe
No existe
b = true
b = false
false
 
 
Se toma la llamada al método ‘InsertarEfecto’ como el punto de 
partida de la secuencia.  
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En primer lugar se comprueba si la capa indicada existe en el sistema, 
en caso de que no sea así, se retorna al controlador de la vista un falso 
indicando que no se ha realizado la inserción.  
 
Si la capa existe, se crea un efecto del tipo indicado en la llamada, 
mediante la clase gestora de efectos, ‘EffectFactory‘ (en este caso sería 
necesario un mensaje entre ‘EffectFactory’ y ‘Efecto’. Por claridad en el 
diagrama este mensaje se ha excluido). 
 
El método de la clase ‘Capa’, ‘Insertar’, itera por todos los efectos ya 
insertados en ella, para comprobar si se producirá algún solape con la 
inserción del nuevo efecto. En caso afirmativo (se produce solape) el 
efecto no es insertado y se informa a ‘Motor’. En caso contrario  (si no se 
produce solape) el efecto es insertado y se informa en consecuencia a 
la clase ‘Motor’. El controlador recibe un valor de tipo bolean indicando 
el éxito o no de la inserción. 
  
Diseño 
 59 
Diagrama de secuencia relativo al caso de uso ‘Iniciar reproducción’ 
 
Según el caso de uso, dicha funcionalidad, permitirá al usuario iniciar la 
ejecución de la secuencia de dibujado desde el instante establecido 
como inicio de reproducción. 
 
 
 
El punto de partida de la secuencia, es la llamada al método ‘Dibujar’.  
 
La clase ‘Motor’ es la encargada de organizar toda la secuencia de 
dibujado. De modo que, dado un milisegundo, se realiza la iteración por 
todas las capas definidas. Si la capa está marcada como visible, se 
comprueba si tiene algún efecto definido en el milisegundo indicado, 
en caso afirmativo se obtiene dicho efecto. Si este efecto se puede 
dibujar (EsRenderizable), dada la configuración de hardware actual, se 
dibuja, se acumula su resultado y se prosigue con la iteración. 
 
Si alguna de las condiciones anteriores no se cumple se ignora la capa y 
se prosigue con la iteración. 
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Implementación 
 
En este apartado se analizará la implementación de cada una de las 
capas que conforman el diseño del proyecto. La tarea de 
implementación de un proyecto, consiste en la codificación de las 
clases y módulos, especificados y diseñados para cada capa, así como 
la integración de todas ellas. 
 
En este proyecto la etapa de implementación ha sido la más pesada, 
tanto en términos temporales como de carga de trabajo. En el siguiente 
apartado de planificación se podrá comparar temporalmente la tarea 
de implementación con el resto de tareas planificadas. 
 
La primera capa que se ha implementado es el motor (capa de 
dominio), ya que se considera la base del proyecto y, también, la base 
para el conjunto de aplicaciones cliente. El siguiente paso ha sido la 
implementación de las vistas (capa de presentación) de la aplicación 
presentada. Al mismo tiempo se realiza la implementación de la 
comunicación entre las dos capas. 
 
La implementación de todas las capas diseñadas, se ha realizado en el 
IDE de desarrollo Visual Studio 2005, ya que, permite el uso y 
combinación de todas las  tecnologías implicadas en la 
implementación del proyecto. 
 
A continuación se analizará, por separado, cada una de las tareas de 
implementación mencionadas. 
Implementación del motor 
 
El diseño del motor, como ya se ha indicado anteriormente, es un diseño 
orientado a objetos. Por este motivo el lenguaje escogido para su 
implementación ha sido C++, el cual dispone de las características 
necesarias para la orientación a objetos, como por ejemplo, herencia, 
polimorfismo y programación genérica. 
 
Se ha empleado, también, la STL (Standard Template Library), propia de 
C++, para el almacenamiento de datos y el procesado de éstos. 
 
La API gráfica escogida para el desarrollo del motor ha sido OpenGL, un 
estándar de la industria, que ofrece un entorno estable y compacto. 
Además gracias al uso de extensiones, OpenGL no se encuentra 
estancado en su desarrollo y permite el uso, a parte de sus 
funcionalidades básicas, de la mayoría de evoluciones tecnológicas 
surgidas. 
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Para la persistencia de los datos se han desarrollado scripts. La 
estructura de estos scripts sigue el estándar XML, lo que facilita una 
buena estructuración del contenido y una fácil edición y lectura, por 
parte del usuario, de los scripts generados. Además la mayoría de 
lenguajes disponen de librerías para el parseo de este tipo de ficheros. 
 
El motor de presenta como una librería dinámica (dll) para facilitar las 
actualizaciones del motor respecto a las aplicaciones cliente. 
Implementación de la interfaz gráfica 
 
La implementación de la interfaz gráfica se ha desarrollado en un 
entorno manejado .NET y bajo el lenguaje C#. 
 
C#, como lenguaje orientado a objetos, soporta todas las 
características propias del paradigma, encapsulación, herencia y 
polimorfismo. 
 
La plataforma .NET implementa directamente el patrón vista 
controlador, ya que cada formulario creado lleva asociado un 
controlador de vista. Este modelo se adapta perfectamente a las 
necesidades del proyecto. Además .NET, facilita la implementación de 
nuevos controles visuales. En el caso del proyecto esta particularidad se 
ha usado para desarrollar la línea de tiempo, empleando el API para 
gráficos GDI+. 
 
Para mejorar la experiencia de usuario y acelerar el desarrollo de la 
interfaz, se han empleado controles disponibles en la librería 
Component One. 
Comunicación entre motor e interfaz gráfica 
 
Para comunicar la interfaz gráfica con el motor se ha desarrollado un 
wrapper en C++/CLI.  
 
C++/CLI es un nuevo lenguaje, disponible en Visual Studio 2005, que 
permite ‘mezclar’ código manejado (managed C++) con código no 
manejado (C++), de modo que lo hace ideal para la programación de 
un wrapper  entre la interfaz gráfica (desarrollada en C#) y el motor 
(desarrollado en C++ nativo). 
 
El principal problema en la realización del wrapper ha sido la 
imposibilidad de iterar por los almacenes de datos STL, utilizados en todo 
el diseño del motor, desde C++/CLI. Por ello se han tenido que 
implementar clases en el motor que funcionan a modo de puente, para 
sortear el uso de STL respecto a la interfaz. 
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Otros aspectos 
 
Durante la implementación del proyecto, se ha realizado el control del 
código fuente mediante un sistema de control de versiones llamado 
Subversion. 
 
Subversion es un software de sistema de control de versiones diseñado 
específicamente para reemplazar al popular CVS. Es software libre bajo 
una licencia de tipo Apache/BSD. 
 
Aunque, normalmente, el control de versiones se suele realizar en 
proyectos donde hay más de un desarrollador involucrado, sus 
características pueden ser muy útiles aunque solamente haya un 
desarrollador involucrado, como en el caso del presente proyecto. 
 
El primer motivo es la unicidad del código, es decir, sólo hay una versión 
del código y está en el repositorio de Subversion, de modo que, 
disminuye la posibilidad de disponer de distintas versiones de un mismo 
fichero, y se reduce así, el número de posibles errores debido a ello. 
 
Subversión es capaz de realizar un control de versiones sobre cualquier 
tipo de fichero, ya sean de tipo texto o binario. De modo que, en el 
caso concreto del proyecto, ha permitido mantener el control, tanto de 
imágenes, escenas 3D de ejemplo, como de la memoria del proyecto. 
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Planificación 
 
En esta apartado se expondrá la planificación inicial planteada para la 
completa realización del proyecto, analizando cada uno de los 
paquetes en los que fue dividido el desarrollo de la planificación. 
 
Al final de este apartado se analizará el seguimiento del proyecto, ya 
que, una vez finalizado el proyecto se dispone de la visión suficiente 
para analizar como se ha seguido la planificación y los motivos que han 
producido los desvíos en la misma. 
División en paquetes de trabajo 
 
La planificación del proyecto se dividió en paquetes de trabajo más 
pequeños. Esta división permite una estimación temporal más sencilla, 
de manera que, se puede realizar una planificación más exacta de la 
totalidad del proyecto. 
 
A continuación se mostrarán los ocho paquetes en los que se dividió el 
desarrollo. Cada uno de los paquetes representa un conjunto de tareas 
de un determinado tipo o naturaleza. 
Definición del proyecto 
 
Este paquete comprende las tareas de definición de objetivos, la 
especificación de requisitos funcionales y la definición de los requisitos 
no funcionales. 
 
El conjunto de estas tareas es necesario para el desarrollo del proyecto, 
ya que, constituyen la base de los siguientes paquetes. 
Estudio de tecnologías 
 
Este paquete comprende el conjunto de tareas destinadas al estudio y 
posterior elección de los posibles entornos, herramientas  y tecnologías 
necesarias para el desarrollo del proyecto, de manera que, se ajusten 
de la mejor manera posible a las especificaciones del proyecto, a los 
requisitos funcionales y a los no funcionales.  
Diseño de la capa de dominio 
 
En este paquete se diseñarán los módulos y clases, pertenecientes a la 
capa de dominio, que mantendrán la lógica del sistema y definirán el 
dominio. En este paquete también se definirá la comunicación de la 
capa de dominio con la capa de presentación, de manera que, la 
Planificación 
 66 
capa de dominio recibirá las peticiones, resultantes de la interacción 
con el usuario, y presentará los resultados. En el caso que nos ocupa la 
capa de dominio corresponde al motor gráfico. 
Diseño de la gestión de ficheros 
 
Este paquete comprende el diseño de la parte de la aplicación que se 
encargará de la persistencia de datos. 
Diseño de la capa de presentación 
 
Este paquete comprende las tareas de diseño funcional y visual de las 
vistas de la aplicación del proyecto. De manera que esta es la capa 
visible para el usuario y desde la que el usuario realizará la interacción 
con el dominio. 
Implementación 
 
Este paquete corresponde a la implementación de cada una de las 
capas que conforman el diseño del proyecto. En otras palabras, se 
realiza la codificación de las clases y módulos, especificados y 
diseñados en anteriores paquetes para cada capa, así como la 
integración de todas ellas. 
Pruebas 
 
El paquete de pruebas, corresponde a la comprobación del correcto 
funcionamiento de todos los módulos desarrollados. 
Redacción de la memoria 
 
Este último paquete corresponde a la realización del presente 
documento. 
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Planificación del desarrollo de los paquetes 
 
Los paquetes descritos anteriormente se desarrollarán a lo largo de 
dieciocho semanas, desde el 13 de febrero del 2006 hasta el 16 de junio 
del 2006. 
 
Concretamente cada paquete se desarrollará entre las siguientes 
fechas. 
 
Paquete Inicio Fin 
Definición del proyecto 13 febrero 2006 26 febrero 2006 
Estudio de tecnologías 27 febrero 2006 12 marzo 2006 
Diseño de la capa de dominio 13 marzo 2006 02 abril 2006 
Diseño de la gestión de ficheros 20 marzo 2006 02 abril 2006 
Diseño de la capa de presentación 27 marzo 2006 09 abril 2006 
Implementación 20 marzo 2006 14 mayo 2006 
Pruebas 17 abril 2006 21 mayo 2006 
Redacción de la memoria 22 mayo 2006 16 junio 2006 
 
A continuación mostraremos la distribución de los paquetes de manera 
gráfica, mediante un diagrama de Gantt. 
 
El diagrama de Gantt es una herramienta gráfica cuyo objetivo es el de 
mostrar el tiempo de dedicación previsto para las diferentes tareas o 
actividades a lo largo de un tiempo total determinado. 
  
En gestión de proyectos, el diagrama de Gantt muestra el origen y final 
de las diferentes unidades mínimas de trabajo y los grupos de tareas o 
las dependencias entre unidades mínimas de trabajo. 
 
El siguiente diagrama de Gantt muestra la distribución de los paquetes 
en el proyecto. 
 
13 20 27 6 13 20 27 3 10 17 24 3 10 17 24 5 12 19
Diseño del proyecto
Estudio de tecnologías
Diseño de la capa de dominio
Diseño de la gestión de ficheros
Diseño de la capa de presentación
Implementación
Pruebas
Redacción de la memoria
jun-06feb-06 mar-06 abr-06 may-06
 
 
La planificación mostrada fue pensada para que la realizase una sola 
persona, con una dedicación semanal de veintiocho horas a lo largo de 
dieciocho semanas, lo que representa, quinientas cuatro horas en total. 
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En el diagrama podemos apreciar como, después, de la definición del 
proyecto y el estudio de tecnologías, se producen solapes entre los 
paquetes de diseño de las tres capas definidas y de la comunicación 
entre ellas. 
 
El enfoque optado para la realización del proyecto es un enfoque 
plenamente modular, de modo que, no es necesario esperar a que el 
diseño de todas capas este finalizado para empezar la implementación 
del proyecto. Se puede empezar la implementación de una parte del 
proyecto, sin tener finalizado el diseño de todos ellos, solamente 
teniendo en cuenta la comunicación necesaria entre los distintos 
módulos. 
 
Durante la realización de los paquetes de implementación y pruebas 
también se producen solapes, esto es debido de igual modo a las 
naturaleza modular del proyecto. Dado un conjunto de módulos, 
pueden testearse para comprobar su correcto funcionamiento sin 
necesidad de haber finalizado la implementación del proyecto. 
Seguimiento de la planificación 
 
La planificación mostrada anteriormente, fijaba como fecha de 
finalización del proyecto, el dieciséis de junio de dos mil seis. La fecha 
fijada, no se cumplió por diversos motivos y se alargo durante un 
cuatrimestre más. 
 
El principal motivo fue externo. La dedicación laboral del autor aumentó 
de veinte horas semanales a cuarenta horas semanales, de manera 
que, las veinte ocho horas semanales previstas para la dedicación del 
proyecto se vieron reducidas. De este modo uno de los recursos 
necesarios para la realización del proyecto, en este caso el humano, 
afectó a la totalidad de la planificación. 
 
La planificación inicial fue muy optimista, en el sentido que el alcance 
del proyecto resultó ser mayor del planificado. En otras palabras, el 
proyecto no fue bien dimensionado y por lo tanto la planificación no fue 
del todo correcta. Aunque si el motivo laboral no hubiera aparecido la 
finalización del proyecto hubiera sido posible con una pequeña 
variación en la fecha. 
 
De todos modos, el tiempo añadido a la planificación, permitió el 
estudio e inclusión de mejoras, sobretodo, en la aplicación cliente y de 
cara al usuario. Como por ejemplo se puede citar, la inclusión de la 
librería Component One, gracias a la cual se produjo una mejora en la 
experiencia ofrecida al usuario. 
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Análisis económico 
 
En el siguiente apartado se valorará en términos de costes económicos 
el desarrollo del proyecto según la planificación inicial mostrada 
anteriormente. Se tendrán en cuenta los recursos software, hardware y 
humanos. Finalmente se mostrará el coste total del proyecto. 
Coste hardware 
 
A continuación se valorará el coste hardware del proyecto. 
Concretamente, para el desarrollo del proyecto y realización de la 
memoria se ha empleado el siguiente equipo. 
 
Equipo Características Coste 
 
 
Dell Dimension 5150 
 
Intel Core Duo 2.0 GHz 
1024 MB RAM 
300 GB HDD 
ATI Radeon X600 
Monitor 19” 
 
 
 
 
1000 € 
 
El coste indicado no es imputable enteramente al proyecto, teniendo 
en cuenta que la vida útil de este equipo puede ser de tres años, el 
coste imputable de este equipo al proyecto es el siguiente. 
 
Valor Plazo de amortización % imputable Coste imputable 
1000 € 36 meses (4/36) * 100 = 11 % 110 € 
 
De modo que el coste imputable al proyecto en términos de hardware 
es de 110 €. 
Coste software 
 
En este apartado se valorará el coste software del proyecto. Se valorará 
tanto el software empleado para el desarrollo del proyecto como el 
software empleado para la redacción de la memoria. 
 
El coste software descrito a continuación se ha realizado bajo el 
supuesto que el proyecto tiene un destino comercial, sin embargo, al 
final del apartado se indicará el coste real del proyecto teniendo en 
cuenta que su destino no es comercial. 
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Herramienta Coste  
Microsoft Windows XP Professional 164,62 € 
Microsoft Visual Studio 2005 679 € 
Component One Studio 500 € 
TortoiseSVN Gratuito 
FMOD 100 € 
FreeImage Gratuito 
TinyXML Gratuito 
GLEW Gratuito 
Microsoft Office 2003 288,71 € 
Microsoft Visio 2003 164,62 € 
TOTAL 1896,95 € 
 
Teniendo en cuenta una amortización del software en dos años. 
 
Valor Plazo de amortización % imputable Coste imputable 
1896 € 24 meses (4/24) * 100 = 17 % 322,32 € 
 
De modo que el coste software del proyecto, si se tratase de un 
proyecto con fines comerciales, sería de 322,32 €. 
 
La mayoría de licencias necesarias para el software indicado, están 
proporcionadas por la facultad y otros tienen una licencia gratuita, en 
cuanto a coste. Así que realmente el coste software del proyecto se 
refiere al uso de la librería Component One. 
 
Herramienta Coste  
Component One Studio 500 € 
 
Teniendo en cuenta una amortización del software en dos años. 
 
Valor Plazo de amortización % imputable Coste imputable 
500 € 24 meses (4/24) * 100 = 17 % 85 € 
 
De modo que el coste software real del proyecto es de 85 €. 
Coste recursos humanos 
 
En este apartado se valorará, económicamente, el trabajo realizado 
diferenciando dos partes en el desarrollo, según el rol desempeñado en 
cada una de ellas y teniendo en cuenta la planificación inicial descrita 
anteriormente. 
 
Identificamos dos roles. El del analista, encargado del análisis, diseño, 
especificación y documentación y el del programador, encargado de 
la implementación y testeo del proyecto. 
Análisis económico 
 71 
 
De modo que el coste debido a los recursos humanos es de  8349,9 €. 
Otros 
 
En este apartado describiremos los costes que no tienen cabida en 
ninguno de los otros apartados. 
 
Concepto Coste  
Conexión a internet ADSL 1MB 4 meses * 39,90 €/mes = 159,6 € 
Servicio de control de versiones 4 meses * 5 €/mes = 20 € 
TOTAL 179,6 € 
 
Coste total 
 
Sumando los costes de cada uno de los apartados anteriores 
obtendremos el coste total del proyecto. Se mostrarán dos costes 
totales, uno considerando el proyecto con fines comerciales y otro no 
comercial. 
 
Considerando al proyecto como comercial el coste sería el siguiente. 
 
Concepto Coste  
Hardware 110 € 
Software 322,32 € 
Recursos humanos 8349,9 € 
Otros 179,6 € 
TOTAL 8961,82 € 
 
 
 
 
 
 
 
 
Rol Sueldo 
bruto 
anual 
Coste 
salarial 
anual 
Coste por 
hora 
Horas Coste 
total 
Analista 29.000 € 38.570 € 20,09 € 249,7 5016,5 € 
Programador 19.000€ 25.270 € 13,16 € 253,3 3333,4 € 
TOTAL 503 8349,9 € 
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El coste el proyecto, considerándolo como no comercial, sería el 
mostrado en la siguiente tabla. 
 
Concepto Coste  
Hardware 110 € 
Software 85 € 
Recursos humanos 8349,9 € 
Otros 179,6 € 
TOTAL 8724,5 € 
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Conclusiones 
 
En este apartado se valorará el cumplimiento de los objetivos fijados 
desdel inicio del proyecto, ahora que, se ha llegado a la finalización del 
mismo. 
 
También se presentarán las posibles mejoras encontradas, y que podrían 
ser implementadas en un futuro, para mejorar las bases del proyecto, 
tanto a nivel del motor como de la aplicación. 
  
Finalmente, se valorará la experiencia personal alcanzada durante la 
realización de este proyecto. 
Resultados y cumplimiento de objetivos 
 
En líneas generales se puede considerar que una vez finalizado el 
proyecto se ha llegado a conseguir todos los objetivos planteados al 
inicio del desarrollo.  
 
Se ha desarrollado un marco de trabajo compuesto por un motor  
gráfico sencillo y escalable a nivel de efectos y una aplicación ágil que 
permite centrarse plenamente en la composición del contenido y no en 
la parte técnica que implica.  
 
El objetivo principal del proyecto aun no se puede valorar. Ya que son 
los usuarios finales de éste, lo que nos confirmarán, si los objetivos han 
sido cumplidos. 
Posibles mejoras 
 
Durante el desarrollo del proyecto, como en cualquier otro, han surgido 
mejoras y ampliaciones posibles. Algunas han sido incorporadas al 
desarrollo y otras se han pospuesto para el futuro. En el desarrollo del 
proyecto se ha intentado conseguir que su diseño de sea lo más 
escalable posible pensando en su ampliación. 
 
A continuación se mencionarán algunas de las principales mejoras 
identificadas. 
 
A nivel de motor se identifican dos de las mejoras y ampliaciones más 
interesantes. En primer lugar añadir una nueva división, entre el código 
lógico del motor y el repositorio de efectos disponibles, de modo que, se 
podría montar un sistema de plugins para la inclusión de nuevos efectos 
y se otorgaría al motor de más flexibilidad. 
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Otra ampliación interesante, sería el uso de Collada 
(https://collada.org/) como formato de escenas 3D, de manera que, al 
existir múltiples exportadores al formato collada en las principales 
aplicaciones de diseño 3D como maya y XSI, el motor permitiría el uso 
de recursos 3D indistintamente del formato que se tratase. 
 
Las ampliaciones y mejoras relativas a la aplicación presentada, se 
refieren básicamente, a los controles de la línea de tiempo y a la 
parametrización de efectos. 
 
Sería interesante que la línea de tiempo dispusiese de las opciones de 
copiar, cortar y pegar. También resultaría muy útil poder arrastrar los 
efectos insertados de capa a capa y que los efectos se mostrasen en el 
menú contextual de inserción, de forma categorizada. 
La configuración de parámetros númericos, sería interesante que se 
realizase mediante sliders en vez de tener que introducir el valor 
manualmente y se debería replantear el modo de configuración de 
algunos de los parámetros, como por ejemplo el color, ahora se deben 
indicar las distintas componentes por separado y numéricamente, lo 
idel, sería usar un dialogo de selección de color y agrupar los 4 
parámetros (alpha, red, green, blue) en uno solo. 
Objetivos personales alcanzados 
 
La realización de este proyecto, me ha ofrecido la posibilidad de estar 
involucrado en todas las fases del desarrollo de un proyecto informático 
de principio a fin. Debido a ello, he puesto en práctica muchos de los 
conocimientos adquiridos en la facultad y he aprendido muchos de 
nuevos. 
 
El desarrollo del proyecto, ha cumplido todas las expectativas que tenía 
puestas en él. He desarrollado un motor gráfico ampliable y que cubre 
todas las necesidades que lo motivaron y, también, he desarrollado una 
interfaz de usuario usable, compacta y visualmente atractiva. 
 
No hay que olvidar, que uno de los objetivos principales del proyecto es 
la definición de un marco de desarrollo para creaciones audiovisuales. 
El poder emplear el proyecto para tal fin ha sido la principal motivación 
para su finalización. De modo que, uno de los objetivos personales, aún 
no alcanzado, es que el proyecto permita el desarrollo de muchas y 
diversas creaciones. 
 
La realización del proyecto, también me ha servido para conocer mejor 
mis capacidades y poder medir con más éxito el tiempo requerido en la 
planificación de las tareas. Así como, para ser más metódico y 
ordenado en el desarrollo. 
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Por otro lado, la realización del proyecto me ha permitido ser 
consciente de que me falta mucho por aprender pero que tengo una 
buena base de conocimiento gracias a la FIB. 
 
Conclusiones 
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Anexo 1: Como añadir un nuevo efecto al motor 
 
Introducción 
 
El proyecto esta organizado mediante la siguiente estructura de 
directorios. 
 
 
 
El desarrollo de nuevos efectos se realiza en la carpeta Inguma → 
Betadur →  EffectFactory. 
 
 
 
La clase CEffect, contenida en los ficheros effect.cpp y effect.h, es la 
clase general de la cual deben heredar todos los nuevos efectos. 
 
Anexo 1: Como añadir un nuevo efecto al motor 
 78 
La clase CEffectFactory, contenida en los ficheros eFactory.cpp y 
eFactory.h, mantiene el repositorio de efectos del sistema y facilita la 
gestión de estos. 
Implementación de efectos 
 
Como ejemplo se describirá la implementación del efecto ‘Put image’. 
Programación del nuevo efecto 
 
En primer lugar deben añadirse los ficheros del nuevo efecto, en nuestro 
caso, FXPutImage.cpp y FXPutImage.h en la estructura de directorios tal 
como muestra la imagen. 
 
 
 
El siguiente código corresponde al header FXPutImage.h 
 
 
 
Los métodos públicos que figuran deben ser implementados siempre en 
cualquier efecto. 
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El constructor recibe como parámetro, el nombre del efecto 
proporcionado por el usuario, el instante de inicio y fin del efecto y la 
capa donde está situado. 
 
El método DoFrame, realiza el render del efecto y recibe como 
parametro el milisegundo en el que debe evaluarse y un objecto 
CWindowConfig. 
 
El objecto CWindowConfig nos informa de, la resolución de pantalla, el 
viewport actual, el FOV, el Near y el Far. 
 
Como métodos y atributos privados, para este efecto en concreto, sólo 
se declaran los parámetros que deben ser configurables para el usuario. 
 
private:
CFloatParameter *X;
CFloatParameter *Y;
CFloatParameter *ROT;
CFloatParameter *X_SCL;
CFloatParameter *Y_SCL;
CFloatParameter *Opacity;
CListBoxParameter *Blending;
CResParameter *Image;  
 
Los distintos tipos de parámetros disponibles son: 
 
CIntParameter, entero. 
CFloatParameter, float. 
CDoubleParameter, double. 
CListBoxParameter, una lista de opciones prefijadas. 
CBoolParameter, boolean. 
CResParameter, recurso (imagen, escena 3D). 
CCharParameter, Char. 
 
La implementación de esta clase se realiza en  el fichero 
FXPutImage.cpp. 
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Analizaremos en la siguiente imagen el código del constructor. 
 
 
 
Para todo efecto deben inicializarse seis atributos 
 
_intType, es la constante del efecto en el sistema. 
_strDescription, un string con la descripción del efecto. 
_chrUsername, nombre del efecto según el usuario (por parámetro). 
_int32Start, instante de inicio en milisegundos (por parámetro). 
_int32End, instante de fin en milisegundos (por parámetro). 
_intLayer, layer donde se sitúa el efecto (por parámetro). 
 
Todos los parámetros que se han declarado como privados hay que 
inicializarlos como muestra la imagen, asignarles un valor mediante un 
objecto CValue y registrarlos. 
 
En el caso que un efecto precisara de una extensión de OpenGL en 
concreto, la clase CEffect proporciona un método para la inicialización 
de extensiones, por ejemplo, en caso de que queremos usar la extensión 
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‘GL_EXT_framebuffer_object’, bastaría con escribir en el método ‘New’ 
el siguiente código. 
 
 
 
Es posible que la configuración hardware no soporte esta extensión, en 
ese caso el objeto no es renderizable y por lo tanto no se renderizará. 
 
Para saber si un objeto es renderizable o no, todo efecto dispone del 
método IsRenderizable (true = renderizable, false = NO renderizable). 
 
Se analizará,ahora, el código del método DoFrame 
 
void FXPutImage::DoFrame(__int32 actualTime, CWindowConfig *oWC){
float fltRot;
float fltXScl, fltYScl;
float fltX, fltY;
float opacity;
int blending;
CImage *oImage;
CValue *oValue;
__int32 int32Ms;
// Get parameters
int32Ms = actualTime - this->Start();
oValue = this->Image->Value();
oImage = (CImage*)oValue->resValue;
oValue = this->X->Value(int32Ms);
fltX = ((oValue->fltValue + 0.5f) * (float)oWC->_intWidth);
oValue = this->Y->Value(int32Ms);
fltY = ((oValue->fltValue + 0.5f) * (float)oWC->_intHeight);
oValue = this->ROT->Value(int32Ms);
fltRot = oValue->fltValue;
oValue = this->X_SCL->Value(int32Ms);
fltXScl = oValue->fltValue;
oValue = this->Y_SCL->Value(int32Ms);
fltYScl = oValue->fltValue;
oValue = this->Opacity->Value(int32Ms);
opacity = oValue->fltValue;
oValue = this->Blending->Value();
blending = oValue->intValue;  
 
El valor de cada parámetro se recoge con un objeto CValue, cada 
parámetro dispone de los métodos 
 
Value() 
Value(__int32 Ms) 
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El primero devuelve el valor asignado por el usuario y el segundo 
devuelve el valor interpolado en el milisegundo indicado, en caso de 
que el parámetro esté animado. En caso contrario devuelve el valor 
asignado (el mismo que devolvería Value()). 
 
A continuación se muestra el código correspondiente al render del 
efecto. 
 
// Render
this->SetOrtho(0, 0, (float)oWC->_intWidth, (float)oWC->_intHeight);
glEnable(GL_TEXTURE_2D);
glEnable(GL_BLEND);
switch(blending){
case 0:
glBlendFunc(GL_SRC_ALPHA, GL_ONE_MINUS_SRC_ALPHA);
break;
case 1:
glBlendFunc(GL_SRC_ALPHA, GL_ONE);
break;
case 2:
glBlendFunc(GL_DST_COLOR, GL_ZERO);
break;
case 3:
glBlendFunc(GL_ZERO, GL_DST_ALPHA);
break;
}
glColor4f(1.0f, 1.0f, 1.0f, opacity);
glBindTexture(GL_TEXTURE_2D, oImage->GetTextureID());
glTranslatef(fltX, fltY, 0.0);
glRotatef(fltRot, 0.0, 0.0, 1.0);
glScalef(fltXScl, fltYScl, 1.0);
glBegin(GL_QUADS);
glTexCoord2f(0,0);
glVertex2f((float)-0.5f*oImage->GetWidth(),(float)-0.5f*oImage->GetHeight());
glTexCoord2f(1,0);
glVertex2f((float)0.5f*oImage->GetWidth(),(float)-0.5f*oImage->GetHeight());
glTexCoord2f(1,1);
glVertex2f((float)0.5f*oImage->GetWidth(),(float)0.5f*oImage->GetHeight());
glTexCoord2f(0,1);
glVertex2f((float)-0.5f*oImage->GetWidth(),(float)0.5f*oImage->GetHeight());
glEnd();
glDisable(GL_TEXTURE_2D);
glDisable(GL_BLEND);
this->ResetOrtho();
}  
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Modificaciones en CEffectFactory 
 
En el fichero eFactory.h hay que añadir y modificar los siguentes 
elementos. 
 
 
 
En primer lugar incrementar el contador de efectos. 
 
En segundo lugar añadir la constante de efecto (tiene que concordar 
con la que se ha asignado en FXPutImage.h). 
 
Por último incluir el FXPutImage.h. 
 
En el fichero eFactory.cpp debe añadirse un caso en la función 
NewEffect. 
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Y otro caso en la función GetDescriptionByID. 
 
char * CEffectFactory::GetDescriptionById(int intID){
char *strValue;
switch(intID){
case FX0:
strValue = "Clear frame buffer";
break;
case FX1:
strValue = "Splash image";
break;
case FX2:
strValue = "Fade out";
break;
case FX3:
strValue = "Fade in";
break;
case FX4:
strValue = "Play 3D";
break;
case FX5:
strValue = "Put image";
}
return strValue;
}  
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Anexo 2: Diseño del control línea de tiempo 
 
En esta apartado se realizará un análisis del desarrollo de la línea de 
tiempo empleada en la aplicación. Se revisarán las necesidades que 
motivaron su desarrollo, el diseño propuesto y se expondrán los detalles 
más interesantes de la implementación. 
 
El entorno de desarrollo de la aplicación fue Visual Studio 2005 usando el 
lenguaje C#, de modo que, para asegurar la compatibilidad e 
integración, el mismo entorno fue usado para el desarrollo del control 
de la línea de tiempo. 
 
Era necesario dotar a la aplicación de un control permitiera la gestión 
de los efectos de manera visual (inserción, eliminación, modificación) a 
la vez que facilitara la identificación, en todo momento, del flujo de 
ejecución de la secuencia. 
 
Este tipo de controles se usan en un gran abanico de aplicaciones, 
sobretodo en software de edición de video (Adobe Premiere) y de 
edición multimedia (Adobe Flash). Sin embargo, Visual Studio 2005 no 
ofrece ningún control de este tipo, y por ello surgió la necesidad de 
crear el presente control. Las aplicaciones antes mencionadas han 
servido, claramente, de inspiración para el desarrollo de este control. 
 
Uno de los primeros bocetos del control, debería tener un aspecto 
parecido al de la siguiente imagen: 
 
 
 
Se puede ver como la línea de tiempo presenta en el eje horizontal la 
representación del tiempo y en el eje vertical las distintas capas 
definidas. Los rectángulos azules representan a los efectos. 
 
Aunque en el boceto anterior no aparece, la línea de tiempo debe 
permitir también la gestión de las capas (configurar visibilidad y 
bloqueos). 
 
En el diseño del control se ha separado la representación lógica de los 
objetos (capas, efectos) de su representación gráfica. De modo que 
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cada objeto gráfico e interactivo de la línea de tiempo se debe 
implementar como una especialización de la clase CBaseObject. 
En la imagen siguiente podemos ver la definición de la clase 
CBaseObject. 
 
 
 
Una decisión de diseño fue que todos los objetos se representarían 
gráficamente en forma de rectángulos, de aquí que para definir un 
CBaseObject, baste con un punto indicando la posición y el tamaño 
que ocupa el objeto. 
 
 
 
El atributo BoolHighLight indicará, normalmente, si el objeto está 
seleccionado o si el puntero del ratón está contenido en el área que 
define al objeto. La función  ‘Bool HitTest(Point p)’ decide si el punto p 
está dentro del área de trabajo. La función Draw, realiza el dibujado del 
objeto. 
 
La función HitTest puede ser sobrecargada y la función Draw debe ser 
implementada en cada especialización de la clase. 
 
Para el desarrollo visual del control se ha usado GDI+ (Graphic Devide 
Interface). GDI+ es un estándar de Microsoft Windows XP para 
representar objetos gráficos, y transmitir estos a dispositivos de salida, ya 
sean monitores o impresoras. Se integra perfectamente en la plataforma 
.NET y su curva de aprendizaje es corta. Como punto negativo se puede 
decir que su rendimiento en ciertas circunstancias no es tan bueno 
como se desearía. 
 
El evento de dibujado del control es el encargado de colocar, decidir el 
tamaño y dibujar todos los objetos gráficos definidos.  
 
En este mismo evento, es cuando se decide que objeto tiene el foco del 
ratón. Para cada objeto que va a dibujarse se realiza una llamada al 
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método HitTest y el resultado se le asigna al atributo HighLight del 
objecto, de modo que, el método Draw será consciente si el objeto 
posee el foco del ratón y podrá dibujar en consecuencia. Además, 
internamente se guarda una referencia al objeto con el foco. 
 
El desplazamiento de los efectos, por ejemplo, se realiza mediante el 
evento ‘MouseMove’. Una vez capturado el evento, si el usuario 
mantiene pulsado el botón izquierdo del ratón, se considera que se está 
desplazando el objeto al que se ha referenciado en el evento de 
dibujado del control, se modifican los instantes de inicio y fin del efecto, 
se lanza un evento para notificar la modificación y se fuerza el 
repintado del control. 
 
Todas las operaciones de modificación de la línea de tiempo funcionan 
de igual modo. 
 
Finalmente, la imagen siguiente muestra el aspecto actual de la línea 
de tiempo empleada en el proyecto. 
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Anexo 3: Otra aplicación cliente, el player 
 
En este apartado se mostrará otro ejemplo de aplicación cliente 
realizado para el proyecto. 
 
El player se encarga de la reproducción autónoma de scripts de 
secuencia. No ofrece ningún tipo de interacción con el usuario excepto 
la posibilidad de cancelar la reproducción mediante la tecla ESC. 
 
El player se presenta como una aplicación Windows nativa y está 
desarrollado con el lenguaje C++. Al apoyarse en el motor gráfico y no 
al no presentar una interacción con el usuario, su diseño es 
extremadamente simple. La siguiente figura muestra, de manera 
esquemática, la función principal (main) del player. 
 
while(true){
MSG msg;
if(PeekMessage(&msg,NULL,0,0,PM_REMOVE)) { 
if(msg.message == WM_QUIT) 
break;
TranslateMessage(&msg);
DispatchMessage(&msg);
} 
else{
DoFrame(oTrack->GetTime());
}
}
if(!iLoadDemo("./Data/script.xml.seq")) return 0;
if(!iSetVideoConfig(GetDC(hwnd))) return 0;
if(!iInitializeSystem("./Data/system.xml.cfg")) return 0;
Código para la inicialización y creación del contexto 
de la ventana.
Código para mostrar la ventana.
Carga de la banda sonora que proporcionará el timing 
para renderizar. En caso que no haya definida un 
banda sonora se instanciará un timer y él será quien 
proporcione el timing.
 
 
Como se puede observar, se realizan cuatro llamadas al sistema. A 
continuación describiremos brevemente las acciones que realiza cada 
una de las llamadas. 
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iInitializeSystem realiza la carga del script de configuración (resolución, 
viewport, pantalla completa o no).  
 
iSetVideoConfig, recibe como parámetro el DeviceContext de la 
ventana creada y establece la configuración de video indicada.  
 
iLoadDemo realiza la carga del script de ejecución, inicializa la 
estructura del motor con el estado de las capas, los efectos, su 
parametrización y las curvas de animación.  
 
Por último tenemos el bucle de dibujado que realiza llamadas al 
método DoFrame del motor, indicando el milisegundo que debe 
evaluarse y dibujarse. 
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Anexo 4: Demoscene 
 
En este apartado se intentará dar una idea de que es la demoscene, 
donde surge, como se organiza y el porqué de ella misma.  
 
Una buena manera de empezar a explicar que es la demoscene, sería 
la definición de Thomas Gruetzmacher (aka Tomaes), disponible en el 
PC Demoscene FAQ. 
 
“The demoscene is a subculture in the computer underground culture 
universe, dealing with the creative and constructive side of technology 
proving that a computer can be used for much more than writing a 
letter […]. Computer technology is just another medium that can 
transport ideas and styles, show off skills and express opinions.” 
 
El ‘producto’ generado por la Demoscene son las demos. En el mismo 
FAQ hay, también, una buena definición de que es una demo. 
 
“A demo(stration) in a Demoscene sense, is a piece of free non-
interactive software that shows realtime rendered graphics, while playing 
music. There is no whatsoever rule what a demo must/can show. The 
creator is free to decide whether he wants to show stylish and/or 
impressive effects, an epic story, funny/bizarre/satirical audiovisual 
artwork or a distorted mindfuck.“ 
 
La aplicación presentada, pretende ser una plataforma para el 
desarrollo ágil de demos, de aquí que se incluya el presente anexo. 
 
La Demoscene surge a mediados de los años ochenta en los países 
nórdicos. En esta época,  las empresas de videojuegos añaden software 
anticopia a sus productos para evitar la pirateria. Sin embargo, ahora, 
los usuarios tienen conocimientos sobre programación y desarrollan 
cracks para saltarse esas protecciones. El desarrollo de cracks no es 
algo sencillo, de modo que, sus autores dejan una firma en éstos, estas 
firmas son conocidas como cracktros (combinación de crack e intro).  
 
Estas firmas evolucionan, desde un simple texto a efectos más complejos 
y a la inclusión de música y gráficos. Ahora los crackers compiten por 
tener la mejor firma. En este momento, en los grupos de crackers se 
produce una especialización entre los responsables del desarrollo de 
cracks y los responsables del desarrollo de cracktros. Llega un momento 
en que las cracktros obtienen un elevado protagonismo. Es entonces, 
cuando las cracktros pasan a llamarse demos y cuando podemos decir 
que nace la Demoscene como tal. 
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La demoscene no dispone de una organización centralizada, sus 
miembros se organizan, principalmente durante estos últimos años, 
mediante Internet y se encuentran en festivales (organizados, también, 
por miembros de la demoscene) llamados parties.  
 
En estas parties, aparte del aspecto de las relaciones sociales, es donde 
los miembros pueden presentar sus producciones y competir con los 
demás para comprobar quien ha realizado el mejor trabajo. Existen 
múltiples tipos de competiciones y categorías.  
 
La categoría reina es la competición de demos, suele ser la más 
sorprendente e impactante a nivel visual y sonoro y la en la que más 
producciones podemos encontrar.  Otro tipo de categorías añaden una 
restricción de tamaño y que todo el conjunto de código, gráficos y 
música debe figurar en un solo ejecutable. Este tipo de producciones 
son conocidas como intros y se clasifican en intros de 64KB y de 4KB 
principalmente. Otro tipo de categorías serían las relacionadas con 
gráficos (pixelados, 3D) y música (4 canales, multichannel). Las 
categorías posibles no están definidas en ningún sitio y la organización 
de una party es libre de añadir, quitar e inventar las competiciones que 
desee. 
  
Actualmente la demoscene, en palabras de Luis Fernandez (aka SIN) se 
puede definir como: 
 
“Un movimiento artístico sin dogmas, ni organización centralizada, que 
se rige por una serie de normas no escritas que son de conocimiento 
popular y se siguen por tradición. La Demoscene se considera una 
meritocracia.“ 
 
Existen múltiples lugares en la red donde se puede obtener y ampliar la 
información sobre la demoscene. A continuación se citarán algunas de 
las más relevantes: 
 
http://www.pouet.net, base de datos de la demoscene internacional. 
http://tomaes.32x.de/text/faq.php, FAQ sobre Demoscene 
http://faq.escena.org, FAQ sobre Demoscene (en castellano). 
http://www.escena.org, portal para la Demoscene hispana. 
http://www.scene.org, archivo de la Demoscene internacional, 
contiene prácticamente, todas las producciones disponibles. 
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