Abstract-Dynamic contrast enhancement (DCE) magnetic resonance imaging (MRI) requires high temporal resolution to capture enhancement processes that occur rapidly after the injection of contrast agent. Undersampling can accelerate the acquisition but will result in image degradation. Typically the DCE images are reconstructed individually and kinetic parameters are estimated by fitting a pharmacokinetic model to the time-enhancement response; this method is denoted as "indirect". Techniques such as ktFOCUSS can be employed in the reconstruction step to avoid aliasing artifacts due to undersampling. This paper suggests a Bayesian inference framework to estimate kinetic parameters (related to the extended Toft model) directly from undersampled (k, t)-space DCE MRI. The proposed scheme is evaluated on a simulated abdominal DCE phantom, for fully sampled, 4 and 8-fold undersampled (k, t)-space data. The estimated kinetic parameters with the proposed algorithm improves correspondence (measured with mean absolute percentage difference) with the ground truth kinetic parameters up to 7% for fully sampled data and up to 19% for 4-fold and 8-fold undersampling, compared to the indirect approach.
I. INTRODUCTION
YNAMIC contrast enhanced magnetic resonance imaging (DCE-MRI) is a common imaging biomarker of vasculature and blood flow. Briefly in DCE-MRI a paramagnetic small molecular weight contrast agent (i.e. Gd-DTPA) is administered via intravenous injection, which results in shortening the T 1 relaxation time from its native value T10. ͳ ܶͳሺǡ ‫ݐ‬ሻ ൌ ͳ ܶͳͲሺሻ ‫ݎ‬ ଵ ȉ ‫ܥ‬ሺǡ ‫ݐ‬ ‫ݐ‬ Ǣ ሻ C(r,t;w)‫א‬C M×J is the concentration of the contrast agent, M is the number of spatial pixels, J is the number of dynamic acquisitions, w(r) are parameters related to the contrast agent kinetics and dictate the enhancement, r 1 is the relaxivity and t 0 is the arrival time of the bolus at the tissue. The concentration of the contrast agent in the extracellular extravascular space (EES) can be described by the extended Toft model [1] using the kinetic parameters w(r)={v p (r), K trans (r), v e (r), t 0 (r)} as illustrated at figure 1. The tissue T1 is related to the contrast agent concentration and fast T1 weighted sequences are employed to measure the signal. An approximation for the signal is
, is in the spatial frequency domain, K is the number of spatial frequency samples, ȡ(r) is the proton density image before the injection, TR is the repetition time and Į is the flip angle. Both T10(r) and ȡ(r) can be estimated from T1 weighted sequences with multiple flip angles before the injection.
Exchanges occur fast hence high temporal resolution is necessary to capture the enhancement process especially immediately after the contrast agent is injected. Undersampling in (k,t)-space will increase the temporal resolution but will degrade the image quality.
Compressed sensing [2] can recover images with non linear reconstruction from randomly undersampled k-space data by promoting sparsity in an image transform domain. The artifacts due to k-space undersampling must be incoherent in the image transformation. An alternative sparse reconstruction algorithm implemented as a quadratic optimization is focal underdetermined system solver (ktFOCUSS) initially suggested by Gorodnitsky [3] and modified by Jung [4] In this work we suggest a direct estimation of the kinetic parameters from undersampled dynamic (k, t)-space data with a Bayesian inference algorithm. An overview of the proposed algorithm and the indirect approach is shown in figure 2 .
The performance of the direct algorithm is compared against indirect approaches where DCE MRI data were reconstructed using either ZF-FFT or ktFOCUSS and kinetic parameters w(r) were fit using the extended Toft model. The comparison was conducted on a simulated DCE MRI abdominal phantom for undersampling acceleration factors of 4 and 8.
II. METROPOLIS-HASTINGS BAYESIAN INFERENCE

ALGORITHM
The acquired T1 weighted signal y(k,t)‫א‬C K×J is modeled, assuming Gaussian noise ı ሺ‫ܓ‬ǡ ‫‪ǡ‬ܓ‪ሺሺ‬ܔ܉ܕܚܗܖ̱‪ሻ‬‬ Ǣ ሻǡ ıሻ
The suggested Bayesian inference algorithm maximizes the posterior probability distribution function p(w,ı|y) as a function of w(r) and ı
According to the Bayes theorem p(w,ı|y) is given by,
where p(y|w,ı) is the likelihood function of y(k,t) given the model parameters w(r),
and p(w,ı) is the product of the prior probability distribution functions of w(r), ı. Our prior knowledge about w(r), ı parameters can be summarized as:
• a low rank prior of the dynamic enhancement signal x(r,t;w)‫א‬R M×J in the image domain to promote local coherence in time, ‫‬ሺ‫ݓ‬ሻ ൌ ሺሺെߣ ȉ ԡ‫ݔ‬ሺ‫ݎ‬ǡ ‫ݐ‬Ǣ ‫ݓ‬ሻԡ ‫כ‬ ሻ ԡȉԡ ‫כ‬ is the nuclear norm and Ȝ‫א‬R + is a regularization parameter.
• Gaussian prior for the kinetic parameters w(r). We assure that they remain positive and within a certain range.
• an uninformative Inverse Gamma (IG) prior is used for the unknown variance ı 2 of the noise,
ܽ, b are the scale and shape parameter respectively, and were set to ܽ, b=10 -4 .
The maximization of the aforementioned posterior probability distribution function p(w,ı|y), would be similar to the problem of minimizing the unconstrained Lagrangian version of the nuclear norm relaxation from undersampled measurements y(k,t),
where F u ‫א‬R M×J ĺ C T×J is a Fourier sampling operator, with TK. Cai [5] described a simplified version of the iterative soft thresholding algorithm (equation 2.10), which in our case can be expressed as
‫ܦ‬ ఒ ൫‫ݔ‬ሺǡ ‫ݐ‬Ǣ ‫ݓ‬ሻ൯ is the singular shrinkage operator. Updates for each w(r) parameter from the minimization of the unconstrained Lagrangian version of the nuclear norm relaxation are employed in the Bayesian scheme and as aforementioned we assume they follow Gaussian distribution.
where ߪ ௪ is the standard deviation for each of the modelled parameters v p (r), K trans (r), v e (r), t 0 (r).
cannot be calculated analytically, consequently p(w,ı|y) is estimated with the Metropolis-Hastings algorithm, whic chain Monte Carlo method.
III. OPTIMIZATION DETAILS
The parameter settings of the Met Bayesian inference algorithm are: total num 500, burn-in iteration 300, thinning equal iterations 67.
This approach was compared against techn modeled enhancement signal to the recons enhancement images and are denoted as i indirect techniques, DCE images were re either i. fast Fourier transformation after ze denoted as Indirect(ZF-FFT) ii.
ktFOCUSS, denoted as Indirect(kt The parameter settings for ktFOCUSS [4 iterations, 2 outer iterations, weighting mat 0.5, and initial estimate corresponding to values.
The fitting algorithm minimizes the l1-no reconstructed measured data and the mode signal with a simplex algorithm (fminsearc To avoid local minima, the onset time t initialized 20 times and the kinetic parameter data were reported.
IV. SIMULATED ABDOMINAL DCE (K A normal volunteer underwent a fast grad MRI protocol (flip angle 10
o , repetition t Informed consent and ethical approval was ob T1-weighted images were acquired in mul without contrast injection. The first time-fram segmented into: liver, bowel, right and left h vein. Such segmentation was used as a m contrast enhancement using the extended To population arterial input function [6] . T1 v from [7] and pharmacokinetic parameters for chosen in agreement with a previous study images were generated from the groun parameters with temporal resolution 3 transformed to (k, t)-space with fast Fourie where normally distributed noise was added.
For the undersampling pattern, phase enc randomly selected per volume and per time f of k-space was more densely sampled. patterns for 4 and 8-fold acceleration were g Monte-Carlo algorithm to generate a sampl minimum peak interference [2] .
V. RESULTS Figure 3 illustrates the ground truth kineti v e and the kinetic maps derived with the Indir Direct method for fully sampled data. btained. ltiple time frames me was manually heart, aorta, portal map to simulate ofts model and a alues were taken r each organ were y [8] . Fifty DCE nd truth kinetic secs; and were er transformation coding lines were frame. The centre Undersampling generated using a ling pattern with ic maps v p , K trans , rect(FFT) and the the Indirect (ZFt method derived from 4 and 8-fold undersampled comparison between the direct parameters, quantitative comparison truth kinetic parameters was also absolute percentage difference (P reconstructed DCE images with ZF Direct method (calculated indi parameters). Table 2 shows that the better match (smaller PD) to the g than ktFOCUSS reconstructed DCE 
VI. DISCUSS
Functional parameters related to as perfusion, vessel permeability, tissue (like diffusion, T1 and T classifiers of diseases [9] [10] [11] . Funct usually estimated indirectly via the s
In this work we aimed to der directly from the measurements (i.e. MRI). Direct parametric reconstruc dynamic PET [12] and demonstrat associated parameters. The sugge algorithm performs direct parame highly undersampled DCE MRI me algorithm (denoted as Direct) is b model of the measured data, and em ensure local coherence in time. D abdominal DCE phantom accurate truth kinetic parameters even for hi space data (up to 8-fold) outperf (using either ZF-FFT or ktFOCUS kinetic maps also resulted in more images than ZF-FFT or ktFOCUSS.
Current implementation does motion, and assumes that the pharm by the extended Toft model. Altho organs such as the prostate, modific organs like the liver where motion signal compartment model is preferr
The concept of direct parametric space data is a promising challenge information which dictates the signa the measurements. This paper prov framework to accurately estimate ph from undersampled (k,t)-space data. 
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