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2.1 本論文で用いる定義 : : : : : : : : : : : : : : : : : : : : : : : : : : 5












kukpLp(G); p 2 (2; 6) (1)
に関する変分問題を
kuk2L2(G) = ;  > 0 (2)
という与えられた数で表現されたmass制限と,与えられた p 2 (2; 6)という固定さ



































が成立する.またペンダント部分で定義される  lについて l !1としたとき
 l(x) *  (x) in H1loc(R) (6)
を満たす自明でない   2 H1(R+)が存在して, E( ;R+) = ER+()が成立す
る.
直線部分で定義される lについては



















た任意の実数を 0 < l0 < l,半直線の本数N としたときに各半直線で [0; (l   l0)=N ]
の区間を作成する.この区間をペンダント部分に移植する.新しく定義した区間上




主定理２. Glをペンダントグラフ, p 2 [4; 6)とする.このとき,ある l > 0が存
在して
 8l > l ) ~EGl()を達成する元が存在する.


















1. 辺 eの長さをLeとする.これは, (0;1)の範囲で値をとる.また長さが無限大
である辺の終点 T は,無限遠にあるものとみなす.これを半直線と呼び, R+
と表記する.
2. 辺 eの始点と終点を入れ替えた辺 e0と,元の辺 eは同一視する.またLe = Le0
が成立する.
3. 辺 eを有界閉区間 Ie = [0; Le]と見なす.この中に定義した変数 xe 2 Ieは,始
点Oeから終点 Teに向かう中で単調増加する. xe = 0はそのグラフの始点Oe
を表現している.
4. xe0と Le   xeは辺 eにおいて,同じ位置にある.
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定義 2.3. (距離グラフ上での関数) u : G ! Rは各辺eを定義域に持ち, ue : Ie ! R
が成立する.つまり ue(x) = ujx2Ie(x)である.
定義 2.4. (距離グラフ上での r乗可積分関数空間) 任意の実数 rに対して,距離グ











定義 2.5. (距離グラフ上のソボレフ空間) 距離グラフ G上のソボレフ空間H1(G)
を以下のように定義する.






上記のH1(G)の定義で用いた連続という言葉を説明する. Gの任意の辺 e; fが共




ue(xe) = 0 (9)






E(';R) < 0 (10)
という式が成立することが知られている.






6  p;  =
p  2
6  p (11)

























8u 2 H1(G) (13)
が成立する.











un * u in H
1(K) =) un ! u in L1(K)
が成立する.
証明: 背理法で示す.結論を否定すると,
9"0 > 0 s:t: 8k 2 N; 9nk  k with kunk   ukL1(K)  "0
となる.命題 2.3より fungに対して,fun0kg  funkgと v 2 L1(K)が存在して,
un0k ! v in L1(K)
が成立する.これにより
un0k ! v in L2(K)
が導かれる.強収束列は弱収束列なので
un0k * v in L
2(K)
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まで導かれる.任意の部分列 fun0kg  fungに対して仮定を用いることで
un0k * u in L
2(K)
を得る.弱収束極限の一意性より u = v が成立する.一方背理法の仮定を部分列
fun0kg  fungに用いると
kun0k   ukL1(K)  "0
となる.これは矛盾である. 2
命題 2.5. Kをコンパクト集合とする. H1(K)上で有界な関数列 fungと定める.
このとき w 2 H1(K)が存在して, fungの任意の部分列 funkgに対して,ある部分
列 fun0kgが存在して,
un0k * w in H
1(K) =) un * w in H1(K)
が成立する.
証明: 背理法で示す.結論を否定すると,
9"0 > 0; 9 ~ 2 H1(K) s:t: 8k 2 N; 9nk  k with j(unk   w; ~)H1(K)j  "0
が成立する.この背理法の仮定を部分列の部分列 fun0kg  funkgに用いると,
j(un0k   w; ~)H1(K)j  "0
を得る.仮定より
8" > 0; 9k0 2 N s:t: 8n0k  k0; j(un0k   w; )H1(K)j < "; 8 2 H1(K)
を得る.ここで  = ~ととれば,矛盾を得る. 2
次に,本論文の主定理２.で用いる単調増加Rearrengementを定義する.まず,単調










 = [0; !]
を定める.これらを用いてuの単調減少Rearrengementは以下のように定義される.
命題 2.6. ([1]) u : I ! Rとして
u(x) = infft  0 j (t)  xg; x 2 I:
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これを用いて, ! < +1のとき,以下のように単調増加 Rearrengementを定義
する.
命題 2.7. u : I ! Rとして
u(x) = u (!   x) :
[1]によって
kukrLr(I) = kukrLr(G); 8r > 0
が示されていた.この事実から










l(x); x 2 R
 l(x); x 2 [0; l] (14)











命題 3.1. ([1]; P rop3:3) Gを距離グラフ, u 2 H1(G)を (1)の変分問題の最小化子
とする.このとき,
1. ある  2 Rが存在して
u00e + uejuejp 2 = ue; 8e 2 E (15)
が成立する.





が成立する. e  vとは頂点 vを連結点としている辺 eのことを指している.
3. u(x) > 0; x 2 Gである.




























定理 3.2. ([1]; Th2:7) ペンダントグラフ Glに対して,最小化子を ul 2 H1(Gl)とお




















2(x) (x 2 [0; l   2])
2(l   2)f x+ (l   1)g (x 2 [l   2; l   1])





v(x)　 (x 2 Il)
0　 (x 2 Gl=Il)
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kvk2L2(Il)  ; liml!1 kvkL2(Il) =
p

であることが分かる.これより vlの係数を とおくと, l ! 1としたとき  ! 1.
ここで vlについて以下の量を計算する.
kv0lk2L2(Gl) = 2kv0k2L2(Il)






j   2(l   2)x+ 2(l   2)(l   1)jpdxg
= pfk2kpLp([0;l 2]) + p2(l   2)
Z l 1
l 2
(x  (l   1))p dxg






















































補題 3.2. a(l) =  l(l), m(l) = klk2L2(R)とする.このとき
lim
l!1
a(l) = 0 (18)
lim
l!1
m(l) = 0 (19)
が成立する.
証明 (18)を示す. a(l) > 0であることは命題3.1より明らか.定理3.2より,  l(x)
について２乗された L2(Il)ノルムを計算すると,










左辺を l!1とすれば 0に収束することから, a(l)! 0が導かれる.
次に (19)を示す. massがm(l)であるソリトン解を 'm(l)とする. ([1] Th4:2)から
a(l) > 'm(l)(0) > 0を得る. 'm(l)の定義より
'm(l)(0) = m(l)























































































が成立する. p 2 (2; 6)より (p
2
  1) < 2が成立する. P(p
2












は 1未満であり, P ので を十分小さくとれば係数は 1未満になる.した
がって










補題 3.4. ラグランジュ係数 lが上にも下にも一様有界である.つまり,
90; 1 > 0 s:t: 0  l  1
が成立する.
証明 下に一様有界であることから示す.オイラー・ラグランジュ方程式を ul 2
H1(Gl)で適用したのち, ulを両辺に掛け Gl上で積分をすると














































 Cp  p4  12M p2 1 <1






klkLp(R) = 0: (23)
lim
l!1






































を得る.右辺が無限大となることに対して,左辺は l 2 H1(R)であったことと,ラ
グランジュ係数 lは上下で一様有界であったことから有限の値になる.これは矛盾






klkpLp(R) + lklk2L2(R) = 0
が成立する.上式全体を l ! 1とすると, lの一様有界性と, (23), (19)から結論
を得る. 2
(19), (24)とH1(R)ノルムの定義から (7)が明らかに導かれる.








ここで任意の L > 0を固定する. l > Lを満たす任意の lに対して
k lkH1([0;L]) M
であることに注意すると,f lgの部分列 f ljgと  L 2 H1([0; L])が存在し,
 lj *  
L
 in H
1([0; L]); 8L > 0
が成立する.ここでカントールの対角線論法により f ljgの部分列と  2 H1loc(R+)
が存在し,
 lj *   in H
1([0; L]); 8L > 0 (27)
が導かれる. [0; L]がコンパクト集合であることに注意すると,
 lj !   in L1([0; L]); 8L > 0; (j !1) (28)
が分かる.以上を踏まえると,   2 H1(R+)が分かる.実際,ノルムの弱下半連続性
によって
k k2H1([0;L])  lim
l!1
k lk2H1([0;L]) M
が判明する. f(x) = x2[0;L](x) (x)とすると,
lim
L!1








ER()  l  Cp  p4  12M p2 1
が判明していた.ここで l(x)は x 2 [0; l]において 0l(x) < 0である.またノイマン
境界条件から,  0l(0) = 0を得る.これらから
f 0l(x)g0jx=0 = lim
h!0




 00l (0) =  l(0)fl    p 2l (0)g
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である.  l(0) > 0に注意すれば, l   p 2l (0)を得る.これにより











を得る.また  0l(x) < 0; x 2 [0; L]であったことから,
x1; x2 2 [0; L] with x1 < x2 )  l(x1)   l(x2)
が成立する. (28)と予備知識により
x1; x2 2 [0; L] with x1 < x2 )  (x1)   (x2)
となることから,  は [0; L]上で単調減少性をもつ.以上で   6 0が示された.
次に












j (x)jpdx  min
'2H1(R+)
E(';R+):
 はH1(R+)の元であったので  (x) ! 0; (x ! 1)が成立する.つまり任意の
l > 0に対して,
8 > 0; 9R1 2 [0; l] s:t:  (R1) < 
が言える.加えて
k 0k2L2([R2;+1)) <  (30)
なるR2 2 [0; l]が取れる. ~R = max (R1; R2)と定義する.また (28)より
k l    kL1([0; ~R]) ! 0; (l!1) (31)
が成立する.これを用いれば, j l( ~R)   ( ~R)j <  が導かれる.三角不等式より,
j l( ~R)j  2
を得る.  lは単調減少なので
 l(x)   l( ~R)  2 (x  ~R) (32)
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(29)の証明に戻る.背理法を用いて証明する. k k2L2(R+) < と仮定すると, k k2L2(R+) =
なる  > 1が存在する.このとき   2 H1(R+)であるので,
min
u2H1(R+)
E(u;R+)  E( ;R+)

















































定理 4.1. ([6],Th3.1) 任意の非コンパクトグラフを G,  > 0とする.このとき
~EG()  0 (33)
が成立する.また
~EG() < 0 (34)
が成立するとき, ~EG()を達成するH1(G)の元が存在する.
定理 4.2. ([6];Th3.4) 任意の非コンパクトグラフを G,  > 0, p 2 [4; 6)とする.こ
のとき正の定数 L1; L2で L2 < L1を満たすものが存在して
meas(K) > L1 ) 最小化子は存在する:
meas(K) < L2 ) 最小化子は存在しない:
上記の定理によって,以下の補題が示される.
補題 4.1. l = inffl > 0 j ~EGl() < 0gとするとき, 0 < l <1
加えて以下の定理を紹介する.









H1m;a(R) = fv 2 H1m(R)jv(0) = ag:
ここで kulk2L2(R) = m, ul(0) = aとおく. ulが ~EGl()に対する最小化子であると










































































































次に ulの [0; l]上での形状を考察する.
補題 4.2. Gl上での最小化子 ulを
ul(x) =
(
f(x)　 (x 2 R)
 l(x)　 (x 2 [0; l]) (35)
と表記する.このとき
 ペンダント部分での最大値はx = lで達成し,最小値はx = 0でのみ達成する.
証明 ペンダント部分での形状について形状
 l(y) = min
x2[0;l]
 l(x) < a







この  lに対して単調増加Rearrengementを行う.その関数を  lと表記する.この









~f(x)　 (x 2 R)
 l(x)　 (x 2 [0; l])
と定義すると, massについては
k~ulk2L2(Gl) < kulk2L2(Gl) = 
となり,




< kf 0k2L2(R) = ku0lk2L2(R)
となる.これにより,










= ~EGl() < 0
を得る.ここで定数 に対して, U(x) =  ~ul(x)と定める.これについてkUk2L2(Gl) = 











< 2 ~E( ~ul;Gl)
< ~E( ~ul;Gl) < ~EGl()
23
となり矛盾.これによりペンダント部分の形状についての主張を得る. 2
補題 4.3. 0 < l0 < lとする.このとき ~EGl0 () < 0が成立するとき, ~EGl() < 0となる.
また, ~EGl0 () = 0であっても, ~EGl0 () = 0となるような最小化子が存在すれば, ~EGl() <
0が成立する.
証明 [2]の手順を参考にする. ul0を Gl0の最小化子とし, l0(x) = f(x), a = ul0(0)
とする. Gl0が持つ２つの半直線上で区間 [0; (l  l0)=2]を切り取る.これらを貼り合
わせることで [0; l  l0]という区間を構成する.これをペンダント部分に貼り合わせ









; x 2 [0; 2] (36)










































ezdz  z =  a2
m







































f(x  ) (x 2 ( 1; 0])
f(x+ )　 (x 2 [0;+1))
v(x)　 (x 2 [0; 2])
 l0(x+ l
0   l)　 (x 2 [l   l0; l])
とおく.この関数はH1(Gl)である. massについては
kUk2L2(Gl) = 2kfk2L2([;+1)) + kvk2L2([0;l l0]) + k l0k2L2([0;l0])
= kfk2L2(R) + k l0k2L2([0;l0])
= kul0k2L2(Gl0 ) = 






 kf 0k2L2([;+1)) + kv0k2L2([0;2]) + k 0l0k2L2([0;l0])  1pkUkpLp([0;l])
< ~E(ul0 ;Gl0)  0
となる.これで証明が終了する. 2
主定理２の証明 補題 4.1で定義した lと補題 4.3を用いることで示される. lの
定義より l > lなる任意の l > 0では最小化子が存在することになる.
l0 < lを満たすある l0 > 0で最小化子が存在すると仮定する.
まず, lから
8l < l; ~EGl() = 0 (37)
が導かれる.補題 4.3から,今 l0 < lでは最小化子を持ち, ~EGl0 () = 0であるので
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