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Abstract
In the paper we present a new family of biorthogonal wavelet transforms and the related library of biorthogonal
symmetric waveforms. For the construction we used the interpolatory discrete splines which enabled us to design a
library ofperf ect reconstruction  lter banks. These  lter banks are related to Butterworth  lters. The construction
is performed in a “lifting” manner. The di erence from the conventional lifting scheme is that the transforms of a
signal are performed via recursive  ltering with the use of IIR  lters. These  lters have linear phase property and
the basic waveforms are symmetric. The  lters allow fast cascade or parallel implementation. We present explicit
formulas for construction of wavelets with arbitrary number of vanishing moments. In addition, these  lters yield
perfect frequency resolution. The proposed scheme is based on interpolation and, as such, it involves only samples
ofsignals and it does not require any use ofquadrature f ormulas. ? 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Continuous polynomial splines have a rich history as a source for wavelet constructions [2–4,6,9,22,
24,25]. But only few authors [11,15,17] use the discrete splines for this purpose. However, discrete
splines are natural tool for processing discrete time signals.
In this work we employed the interpolatory discrete splines [16] as a tool for devising a discrete
biorthogonal wavelet scheme. The proposed construction is somewhat related to Donoho’s interpolating
wavelet construction [7] as it was modi ed later by Sweldens [19] into what is called the “lifting
scheme”. The lifting scheme allows custom design and fast implementation of the transforms. Brie y,
the idea ofthe computation is that values ofthe signal located at odd positions are predicted by values
in the midpoints ofthe spline that interpolates even values ofthe signal. Then, the odd subarray is
replaced by the di erence between the current and the predicted subarrays. On smooth well-correlated
fragments of the signal, these di erences will be near zero whereas irregular fragments will produce
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signi cant di erences. This result resembles the operation of the wavelet transform. To further extend
this resemblance we should employ the new odd subarray for updating the existing even subarray. The
goal ofthis update is to smooth the even subarray and thus reduce the aliasing which is a consequence
ofthe decimation. Based upon the above strategy, we constructed a new f amily ofbiorthogonal wavelet
and wavelet packet transforms and a related library of biorthogonal symmetric waveforms. Note that
other interpolators can be used as the pedicting aggregates. In [2,25] a similar approach was developed
through the use ofpolynomial interpolatory splines. In that paper the computations were conducted in
the frequency domain using FFT. In [7,19] were employed interpolatory polynomials.
Our construction resulted in perfect reconstruction  lter banks that are linear phase. The corresponding
wavelets are symmetric. Our investigation revealed an interesting relation between the discrete splines
and the Butterworth  lters [13] commonly used in signal processing. The  lter banks constructed in
the paper comprise  lters which act as a bi-directional (forward and backward) half-band Butterworth
 lters. The frequency response of Butterworth  lters are maximally  at and we succeeded in construc-
tion ofthe dual  lters with similar property. We name the corresponding wavelets the Butterworth
wavelets. We present explicit formulas for the construction of wavelets with arbitrary number of vanishing
moments.
The one-pass Butterworth  lters were used already for devising orthogonal nonsymmetric wavelets
[8]. The computations there were conducted in time domain using recursive  ltering. A scheme using
recursive  lters for the construction of biorthogonal symmetric wavelets was presented in [12,14]. Our
scheme also is based on recursive  ltering ofthe signals. The  lters which we use are symmetric
and allow fast cascade or parallel implementation. Another advantage of our approach is that we stay
completely in the signal processing setting.
Note that IIR  lters with rational transfer functions are inherent in signal processing schemes using
spline functions. They allow recursive implementation. Construction and implementation of such  lters
were comprehensively studied in [20–22]. The paper is organized as follows: In Section 2 we outline
some facts about the discrete splines and the discrete-time Butterworth  lters. In Section 3, we devise a
family of biorthogonal wavelet-type transforms of signals using lifting steps. The lifting scheme that we
propose operates with IIR  lters contrary to the conventional lifting scheme. Both the primal and dual
schemes for construction are considered. We emphasize the fact that the lifting scheme together with the
proposed construction yields an e cient computational algorithm. Section 4 is devoted to the description
ofthe properties ofthe constructed  lter banks. In Section 5 we discuss recursive implementation of
the  ltering process and present some examples. In Section 6 we describe basis wavelets for the  rst
decomposition scale. The transforms that were presented in Section 3 are one-level (scale) wavelet-type
transforms. They can be extended into coarser scales in two ways. One way is to use the multiscale
wavelet transform when the frequency domain is split in logarithmic fashion. Another way is to use the
wavelet packet transform when the partition of the frequency domain is near uniform and it is being
re ned in each subsequent scale of the transform. In Section 7 we describe the wavelet type transform.
Throughout the paper we present a wide collection ofwavelets and their spectra.
2. Preliminaries
2.1. Discrete splines
In this section, we outline brie y the properties of discrete splines which are needed for further
constructions. For detailed description ofthe subject see [10,16].
The sequences {a(k)}∞
k=−∞, which belong to the spaces l1, we will call the discrete-time signals. The
space ofdiscrete-time signals we denote by S. The z-transform of a signal {a(k)}∈S is de ned asA.Z. Averbuch et al./Signal Processing 81 (2001) 2363–2382 2365
follows:
a(z)=
∞ 
k=−∞
z−k a(k):
Throughout the paper we assume that z=e i!. We recall the following properties of the z-transform:
a(k)=
∞ 
l=−∞
b(k − l)c(l) ⇔ a(z)=b(z)c(z); (2.1)
ae(z2) ,
∞ 
k=−∞
z−2ka(2k)=
1
2
(a(z)+a(−z)); (2.2)
ao(z2) ,
∞ 
k=−∞
z−2k a(2k +1 )=
z
2
(a(z) − a(−z)); (2.3)
a(z)=ae(z2)+z−1ao(z2): (2.4)
The discrete B-spline ofthe  rst order is de ned by the f ollowing sequence:
B1;n(j)=

1i fj=0;:::;2n − 1;n ∈N;
0 otherwise;j ∈Z:
We de ne the higher order B-splines as the discrete convolutions by recurrence:
Bp;n =B1;n∗ Bp−1;n. Obviously, the z-transf orm ofthe B-spline oforder p is
Bp;n(z)=(1+z−1 + z−2 + ···+ z−2n+1)p p=1;2;::: :
In this paper we are interested only in the case when p=2r; r ∈N and n=1. The corresponding
splines are denoted as Br =B2r;1. In this case we have Br(z)=(1+z−1)2r. The B-spline Br(j) is symmetric
about the point j=r where it attains its maximal value. We de ne the central B-spline Qr(j) oforder
2r as the shift of the B-spline:
Qr(j) , Br(j + r);Q r(z)=zrBr(z)=zr(1 + z−1)2r: (2.5)
The discrete spline oforder 2 r is de ned as a linear combination, with real-valued coe cients, ofshif ts
ofthe central B-spline oforder 2 r:
Sr(k) ,
∞ 
l=−∞
c(l)Qr(k − 2l): (2.6)
De nition 2.1. Let {e(k)}∈S be a given sequence. The discrete spline Sr is called the interpolatory
spline ifthe f ollowing relations hold:
Sr(2k)=e(k);k ∈Z: (2.7)
The points {2k} are called the nodes ofthe spline.
The following proposition shows how the interpolatory splines of any order can be constructed.
Proposition 2.1. The interpolatory spline which satis es the conditions (2:7) is represented as follows:
Sr(k)=
∞ 
l=−∞
c(l)Qr(k − 2l);c (z2)=
2e(z2)
zr(1 + z−1)2r +( −z)r(1 − z−1)2r: (2.8)2366 A.Z. Averbuch et al./Signal Processing 81 (2001) 2363–2382
Proof. Let us rewrite (2.7) using (2.6)
∞ 
l=−∞
c(l)Qr(2(k − l))=e(k)
and apply the z2 transform on both sides of this equation. From (2.2) it follows that the z2-transform of
the decimated B-spline is
Qr;e(z2)=
∞ 
l=−∞
z−2l Qr(2l)=
1
2
(Qr(z)+Qr(−z))
=
1
2
(zr(1 + z−1)2r +( −z)r(1 − z−1)2r):
Hence, we have, using (2.1)
1
2(zr(1 + z−1)2r +( −z)r(1 − z−1)2r)c(z2)=e(z2):
To make sure that Qr;e(z2) is nonzero, substitute z=e i!. We have
Qr;e(z2)=
1
2
[eir!( 1+e −i!)2r +( −1)reir!(1 − e−i!)2r]
=
1
2

2cos
!
2
 2r
+

2sin
!
2
 2r
¿0:
Therefore, Qr;e(z2)¿0 on the circle |z|=1. Hence (2.8) follows.
For further development we need to know the values of the splines in the midpoints between the
nodes, which we denote as  (k)=Sr(2k +1 ) ;k ∈Z.
Proposition 2.2. The z-transform of the interpolatory spline in the midpoints are
 (z2)=zU(z)e(z2);U (z) ,
(1 + z−1)2r − (−1)r(1 − z−1)2r
(1 + z−1)2r +( −1)r(1 − z−1)2r: (2.9)
In addition;U (−z)=− U(z).
Proof. Similar to previous considerations, we apply the z2-transform on both sides of the following
equation:
 (k)=
∞ 
l=−∞
c(l)Qr(2k +1− l):
From (2.4) we derive
Qr;o(z2)=
∞ 
l=−∞
z−2l Qr(2l +1 )=
z
2
(Qr(z) − Qr(−z))
=
z
2
(zr(1 + z−1)2r − (−z)r(1 − z−1)2r):
Hence, using (2.8) we get
 (z2)=
z
2
(zr(1 + z−1)2r − (−z)r(1 − z−1)2r)c(z2)=zU(z)e(z2):A.Z. Averbuch et al./Signal Processing 81 (2001) 2363–2382 2367
2.2. Discrete-time Butterworth  lters
We recall brie y the notion ofButterworth  lter. For details we ref er to [13]. The input x(n) and the
output y(n) ofa linear discrete time shif t-invariant system are linked as
y(n)=
∞ 
k=−∞
f(k)x(n − k): (2.10)
Such a processing ofthe signal x(n) is called digital  ltering and the sequence f(n) is called the impulse
response ofthe  lter. Its z-transform f(z)=
∞
n=−∞ z−nf(n) is called the transfer function of the  lter.
Denote by
X(!)=
∞ 
n=−∞
e−i!nx(n);Y (!)=
∞ 
n=−∞
e−i!ny(n);F (!)=
∞ 
n=−∞
e−i!nf(n);
the discrete Fourier transforms of the sequences. Then, we have from (2.10) Y(!)=F(!)X(!). The
function F(!) is called the frequency response of the digital  lter. The digital Butterworth  lter is a
 lter with the maximally  at frequency response. The magnitude squared frequency responses Fl(!) and
Fh(!) ofthe digital low-pass and high-pass Butterworth  lters oforder r, respectively, are given by the
formulas
|Fl(!)|2 =
1
1 + (tan!=2=tan!c=2)2r; |Fh(!)|2 =1−| Fl(!)|2 =
1
1 + (tan!c=2=tan!=2)2r;
where !c is the so-called cuto  frequency.
We are interested in the half-band Butterworth  lters that is !c = =2. In this case
|Fl(!)|2 =
1
1 + (tan!=2)2r; |Fh(!)|2 =1−| Fl(!)|2 =
1
1 + (cot!=2)2r:
Ifwe put z=e i! then we obtain the magnitude squared transfer function of the low-pass  lter
|fl(z)|2 =

1+
(−1)r(1 − z−1)2r
(1 + z−1)2r
	 −1
=
(1 + z−1)2r
(1 + z−1)2r +( −1)r(1 − z−1)2r: (2.11)
Similarly, we have the magnitude squared transfer function of the high-pass  lter
|fh(z)|2 =
(−1)r(1 − z−1)2r
(1 + z−1)2r +( −1)r(1 − z−1)2r: (2.12)
It is readily seen that the function U de ned in (2.9) is related to these transfer functions:
1+U(z)=2|fl(z)|2; 1 − U(z)=2|fh(z)|2: (2.13)
3. Biorthogonal transforms
We introduce a family of biorthogonal wavelet-type transforms that operate on the signal x={x(k)};
k ∈Z, which we construct through lifting steps. We carry out the construction in the z-domain and discuss
the time-domain implementation in subsequent sections.
The lifting scheme can be implemented in a primal or dual modes. We consider both.2368 A.Z. Averbuch et al./Signal Processing 81 (2001) 2363–2382
3.1. Primal mode
3.1.1. Decomposition
Generally, the primal lifting scheme for decomposition of signals consists of three steps: 1. Split. 2.
Predict. 3. Update or lifting. Let us construct our proposed schemes in terms of these steps.
Split—We split the array x into an even and odd sub-arrays:
e1 ={e1(k)=x(2k)}; d1 ={d1(k)=x(2k +1 ) };k ∈Z:
Predict—We use the even array e1 to predict the odd array d1 and rede ne the array d1 as the di erence
between the existing array and the predicted one. To be speci c, we use the spline Sr which interpolates
the sequence e1 and predict the function d1(z2) which is the z2-transform of d1. It is predicted by the
function  (z) de ned in (2.9). The z-transform of the new d-array is de ned as follows:
du
1(z2)=d1(z2) − zU(z)e1(z2): (3.14)
From now on the superscript u means an update operation ofthe array.
Lifting—We update the even array using the new odd array:
eu
1(z2)=e1(z2)+ (z)z−1du
1(z2): (3.15)
Generally, the goal ofthis step is to eliminate aliasing which appears while downsampling the original
signal x into e1. By doing so we have that e1 is transformed into a low-pass  ltered and downsampled
replica of x. In Section 4.2 we will discuss how to achieve this e ect by a proper choice ofthe
control  lter  , but for now we only require the function  (z) to be real-valued and obey the condition
 (−z)=−  (z), so the product  (z)z−1 is a function of z2.
3.1.2. Reconstruction
The reconstruction ofthe signal x from the arrays eu
1 and du
1 is implemented in reverse order: 1. Undo
Lifting. 2. Undo Predict. 3. Unsplit.
Undo Lifting—We restore the even array:
e1(z2)=eu
1(z2) −  (z)z−1du
1(z2): (3.16)
Undo Predict—We restore the odd array:
d1(z2)=du
1(z2)+zU(z)e1(z2): (3.17)
Unsplit—The last step represents the standard restoration ofthe signal f rom its even and odd components.
In the z-domain it looks as:
x(z)=e1(z2)+z−1d1(z2): (3.18)
3.2. Dual scheme
In the primal construction, that was described above, the update step followed the prediction. In some
applications it is preferable to have the update step before prediction step and to control the prediction
step. In particular, such dual scheme allows adaptive nonlinear wavelet transform [5] by choosing di erent
predictors for di erent fragments of the signal. We now describe the dual scheme.
3.2.1. Decomposition
1. We start by averaging the even array with its prediction that was derived from the odd array:
eu
1(z2)=1
2(e1(z2)+z−1U(z)d1(z2)): (3.19)
Such an update results in a smoother even array.A.Z. Averbuch et al./Signal Processing 81 (2001) 2363–2382 2369
2. We form the details array by extracting from the odd array the new even array supplied with the
control function  (z):
du
1(z2)=d1(z2) − 2 (z)zeu
1(z2): (3.20)
3.2.2. Reconstruction
1. We restore the odd array
d1(z2)=du
1(z2)+2  (z)zeu
1(z2):
2. To reconstruct the even array we use d1(z2):
e1(z2)=2eu
1(z2) − z−1U(z)d1(z2):
3. Finally,
x(z)=e1(z2)+z−1d1(z2):
4. Filter banks
4.1. Relation to Butterworth  lters
Lifting schemes, that were presented above, yield e cient algorithms for the implementation of the
forward and backward transform of x ↔ eu
1∪du
1. But these operations can be interpreted as transformations
ofthe signals by a  lter bank that possesses the perf ect reconstruction properties.
First we de ne two  lter transfer functions
 l;r(z) , (1 + U(z))=2;  h;r(z) , (1 − U(z))=2: (4.21)
From (2.13) it is clear that the linear phase  lter with the transfer function  l;r(z) is equal to the
magnitude squared transfer function of the discrete-time low-pass half-band Butterworth  lter of order r.
The transfer function  h;r(z) of a linear phase  lter is equal to the magnitude squared transfer function
ofthe high-pass half -band Butterworth  lter. It means that application ofthese  lters on a signal is
equivalent to two passes applications (forward and backward) of the corresponding Butterworth  lters.
We call these  lters the bi-directional Butterworth  lters.
De ne the  lter functions
˜ g(z) , 2z−1 h;r(z); ˜ h (z) , 1+2  (z) h;r(z)=1+ (z)z ˜ g(z); (4.22)
h(j) , 2 l;r(z);g  (z) , z−1(1 − 2 (z) l;r(z))=z−1(1 −  (z)h(z)): (4.23)
Theorem 4.1. The decomposition and reconstruction formulas of the primal scheme can be represented
as follows:
eu
1(z2)=1
2(˜ h (z)x(z)+˜ h (−z)x(−z)); (4.24)
du
1(z2)=1
2(˜ g(z)x(z)+˜ g(−z)x(−z)); (4.25)
x(z)=h(z)eu
1(z2)+g (z)du
1(z2): (4.26)2370 A.Z. Averbuch et al./Signal Processing 81 (2001) 2363–2382
Proof. We start with the primal decomposition formula (4.25). We modify Eq. (3.14) using Eqs. (2.2)
and (2.3). So, we have:
du
1(z2)=
z
2
(x(z) − x(−z) − U(z)(x(z)+x(−z)))
=
z
2
(x(z)(1 − U(z)) − x(−z)(1 + U(z))): (4.27)
To obtain (4.25), it is su cient to note that the function ˜ g, de ned in (4.22), possesses the property
˜ g(−z)=−z(1+U(z)) and U(z) is a real-valued function as |z|=1. Thus, we see that (4.27) is equivalent
to (4.25).
To prove (4.24) we use the already proved relation (4.25). Moreover, we recall that the function   is
real-valued and (−z)−1 (−z)=z−1 (z): Then the decomposition formula (3.15) can be rewritten as
eu
1(z2)=
1
2
(x(z)+x(−z)) +
 (z)z−1
2
(˜ g(z)x(z)+˜ g(−z)x(−z))
=
1
2
(x(z)(1 +  (z)z−1 ˜ g(z)) + x(−z)(1 +  (−z)(−z)−1 ˜ g(−z))):
Hence, (4.24) follows.
To verify the reconstruction formula (4.26), we  rst rewrite Eq. (3.17) using Eq. (3.16).
d1(z2)=du
1(z2)+zU(z)(eu
1(z2) −  (z)z−1du
1(z2))
=du
1(z2)(1 −  (z)z−1U(z)) + zeu
1(z2): (4.28)
Then we substitute (3.16) and (4.28) into (3.18).
We call ˜ h (z) and ˜ g(z) the transfer functions of the low-pass and high-pass primal decomposition
 lters, respectively. We call h(z) and g (j) the transfer functions of the low-pass and high-pass primal
reconstruction  lters, respectively. These four  lters form a perfect reconstruction  lter bank [18].
Theorem 4.2. If  (−z)=−  (z) then the functions ˜ h (j); ˜ g(j);h (j) and g (j) satisfy the perfect
reconstruction conditions
h(z)˜ h (z)+g (z)˜ g(z)=2
h(z)˜ h (−z)+g (z)˜ g(−z)=0: (4.29)
Proof. From the de nitions (4:22)–(4:23) we immediately derive
h(z)˜ h (z)+g (z)˜ g(z)
=(1+U(z))(1 +  1(z)(1 − U(z) ) )+( 1− U(z))(1 −  1(z)(1 + U(z)))=2:
The equations (4.29) can be similarly checked.
Similar facts hold for the dual transforms. Let us denote by ˜ H and ˜ G  the transfer functions of the
dual decomposition  lters and by H  and G the transfer functions of the dual reconstruction  lters. The
dual decomposition  lters coincide (up to constant factors) with the primal reconstruction  lters and vice
versa, i.e.
˜ H(z)=h(z)=2; ˜ G (z)=g (z);H  (z)=2˜ h (z);G (z)=˜ g(z):
The following is an obvious observation.A.Z. Averbuch et al./Signal Processing 81 (2001) 2363–2382 2371
Proposition 4.1. The  lter functions are linked to each other in the following way:
˜ g(z)=z−1h(−z); g (z)=z−1 ˜ h (−z):
Remark. We notice that the dual decomposition  lter ˜ H(z) and the primal reconstruction  lter h(z) are
equal (up to constant factors) to the transfer function of the bi-directional low-pass half-band Butterworth
 lter oforder r. The primal decomposition  lter ˜ g(z) and the dual reconstruction  lter G(z) multiplied
by z are equal to the bi-directional high-pass half-band Butterworth  lter.
4.2. Choosing the control  lter
So far we did not specify how to choose the  lter  , which occurs during the construction ofthe
primal  lters g  and ˜ h  and the dual ones ˜ G  and H . The only imposed requirements were that the
function  (z) be real-valued and  (−z)=−  (z). Therefore, we are free to use the function  1 for
custom design ofthese  lters and the corresponding wavelets. We consider here only one approach how
to choose the control  lter  (j) which results in retaining the maximal  atness ofthe  lters.
As was mentioned above, the dual decomposition  lter ˜ H (the primal reconstruction  lter h) and the
primal decomposition  lter ˜ g (the dual reconstruction  lter G) are equal to the bi-directional low- and
high-pass half-band Butterworth  lters of order r,  l;r and  h;r, respectively. These  lters are linear
phase and maximally  at in their pass- and stop-bands due to the factors (1 + z−1)2r for the low-pass
 lters and (1−z−1)2r for the high-pass  lters (see (2.11), (2.12)). We retain similar properties for  lters
which depend on  . An easy way to achieve it is to choose
 (z)=U(z)=2=
1
2
(1 + z−1)2r − (−1)r(1 − z−1)2r
(1 + z−1)2r +( −1)r(1 − z−1)2r: (4.30)
Then
˜ h (z)=1+ 1
2U(z)(1 − U(z))= 1
2[(1 + U(z) )+( 1+U(z))(1 − U(z))]
= l;r(z)+2  l;r(z) h;r(z)= l;r(z) ( 1+2  h;r(z)): (4.31)
Similarly
g (z)=z−1(1 − 1
2U(z)(1 + U(z)))
=z−1[ h;r(z)+2  l;r(z) h;r(z)]=z−1[ h;r(z) ( 1+2  l;r(z))]: (4.32)
We conclude from (4.31) and (4.32) that, as in the case of the  lters h and ˜ g, the  lters ˜ h  and g 
are also mirrored replicas ofeach other. They di er f rom bi-directional Butterworth  lters oforder r by
the term 2 l;r(z) h;r(z) which a ects only the central part ofthe f requency domain.
5. Recursive implementation of the transforms
From (2.9) one can see that the function zU(z) depends actually on z2 and we denote it as
Fr(z2) , zU(z)=z
(1 + z−1)2r − (−1)r(1 − z−1)2r
(1 + z−1)2r +( −1)r(1 − z−1)2r =z
(1 + z)2r − (−1)r(z − 1)2r
(1 + z)2r +( −1)r(z − 1)2r: (5.33)
We denote the numerator and the denominator ofthe f unction Fr(z2) as follows:
Nr(z) , z((1 + z)2r − (−1)r(z − 1)2r);
Dr(z) , (z +1 ) 2r +( −1)r(z − 1)2r: (5.34)2372 A.Z. Averbuch et al./Signal Processing 81 (2001) 2363–2382
Proposition 5.1. If the order of the  lter is r =2p +1then the following representation holds:
Dr(z)=4r( r
1 r
2 :::  r
p)−1zr
p 

k=1
(1 +  r
kz−2)(1 +  r
kz2); (5.35)
where
 r
k =cot2 (p + k) 
2r
¡1;k =1;:::;p:
If r =2p then
Dr(z)=2( r
1 r
2 :::  r
p)−1zr
p 

k=1
(1 +  r
kz−2)(1 +  r
kz2); (5.36)
where
 r
k =cot2 (2p +2 k − 1) 
4r
¡1;k =1;:::;p:
Proof. Suppose that r =2p+1. The equation Dr(z)=0 is equivalent to (z+1) 2r =(z −1)2r. Hence, the
roots of Dr(z)=0 can be found from the relation zk +1=e 2 ik=2r(zk − 1);k =1;2;:::;2r − 1: We have
zk =
e2 ik=2r +1
e2 ik=2r − 1
= − icot
k 
2r
;k =1;2;:::;2r − 1: (5.37)
The points xk =cotk =2r are symmetric around zero and x2p+1−k =xr−k =1=xk, therefore we can write
Dr(z)=4rz
2p 

k=1
(z2 + x2
k)=4rz
p 

k=1
(z2 +  r
k)(z2 +(  r
k)−1);
where  r
k =x2
p+k. Hence, (5.35) follows.
When r =2p the roots are derived from the equation zk +1=e 2 i(k−1=2)=2r(zk − 1): So we have
zk = − icot
(2k +1 ) r 
4r
;k =0;1;:::;2r − 1: (5.38)
Hence, (5.36) is derived.
Remark. It is clear from (2.11) and (2.12) that the function Dr(z) coincides with the denominator ofthe
magnitude squared transfer functions |fl(z)|2 and |fh(z)|2 ofthe half -band Butterworth  lters oforder
r. In [8] the formulas for the poles of the functions |fl(z)|2 are given without a proof. Those formulas
are equivalent to (5.37) and (5.38).
Proposition 5.2. If the order is r =2 p then the following representation holds:
Nr(z)=4r( r
1 r
2 :::  r
p−1)−1zr(1 + z2)
p−1 

k=1
(1 +  r
kz−2)(1 +  r
kz2); (5.39)
where
 r
k =cot2 (p + k) 
2r
¡1;k =1;:::;p− 1:
If r =2p +1then
Nr(z)=2( r
1 r
2 :::  r
p)−1zr(1 + z2)
p 

k=1
(1 +  r
kz−2)(1 +  r
kz2); (5.40)A.Z. Averbuch et al./Signal Processing 81 (2001) 2363–2382 2373
where
 r
k =cot2 (2p +2 k +1 )  
4r
¡1;k =1;:::;p:
Proof. Suppose that r =2p. Then the equation Nr(z)=0 is equivalent to (z +1 ) 2r =(z − 1)2r.A si n
Proposition 5.1 we have
zk = − icot
k 
2r
= − icot
k 
4p
;k =1;2;:::;2r − 1;
but, unlike the former case, we have here two roots whose modules are equal to one: zp = − i;z 3p =i.
The root z2p =0. We have
Nr(z)=4rz2(1 + z2)
p−1 

k=1
(z2 +  r
k)(z2 +1 = r
k):
Hence, (5.39) follows. Now let r =2p + 1. In this case we have
zk = − icot
( 1+2 k) 
4r
= − icot
( 1+2 k) 
8p +4
;k =0;1;:::;2r − 1:
Again zp = − i;z 3p+1 =i. So we obtain
Nr(z)=z(1 + z2)
p 

k=1
(z2 +  r
k)(z2 +1 = r
k):
Hence (5.40) follows.
Corollary 5.1. If r =2p +1then the function Fr(z) is represented as follows:
Fr(z)=
 r
1 r
2 :::  r
p(1 + z)
p
k=1 (1 +  r
kz−1)(1 +  r
kz)
2r r
1 r
2 :::  r
p
p
k=1 (1 +  r
kz−1)(1 +  r
kz)
=Ar(1 + z)
p 

k=1
Rr(z;k)
p 

k=1
Rr(z−1;k); (5.41)
where
Ar ,
 r
1 r
2 :::  r
p
2r r
1 r
2 :::  r
p
;R r(z;k) ,
1+ r
kz
1+ r
kz
:
If r =2p then
Fr(z)=
2r r
1 r
2 :::  r
p(1 + z)
p−1
k=1 (1 +  r
kz−1)(1 +  r
kz)
 r
1 r
2 :::  r
p−1
p
k=1 (1 +  r
kz−1)(1 +  r
kz)
=Ar(1 + z)
p 

k=1
Rr(z;k)
p 

k=1
Rr(z−1;k); (5.42)
where
Ar ,
2r r
1 r
2 :::  r
p
 r
1 r
2 :::  r
p−1
;R r(z;p) ,
1
1+ r
pz
;R r(z;k) ,
1+ r
kz
1+ r
kz
;k =1;:::;p− 1:2374 A.Z. Averbuch et al./Signal Processing 81 (2001) 2363–2382
To illustrate the implementation we consider the primal decomposition procedure. Since zU(z)=Fr(z2)
then the predicting formula (3.14) is equivalent to
du
1(z)=d1(z) − Fr(z)e1(z): (5.43)
Eq. (5.43) means that in order to obtain the detail array du
1, we must process the even array e1 by the
 lter Fr with the transfer function Fr(z) and extract the  ltered array from the odd array d1. But Corollary
5.1 implies that both  lters F2p and F2p+1 can be split into a cascade of p elementary causal recursive
 lters, denoted by
− −−→
Rr(k), with the transfer function Rr(z−1;k), p elementary anticausal recursive  lters,
denoted by
← −−−
Rr(k), with the transfer function Rr(z;k) and the FIR  lter Q with the transfer function
1+z. On the other hand, the  lters can be decomposed into sums ofelementary recursive  lters. Such
a decomposition also allows parallel implementation ofthe transf orm.
The causal, anticausal and the FIR  lters operate as follows:
y=
− −−→
Rr(k)x ⇔ y(l)=x(l)+ r
kx(l − 1) −  r
ky(l − 1); (5.44)
y=
← −−−
Rr(k)x ⇔ y(l)=x(l)+ r
kx(l +1 )−  r
ky(l +1 ) ; (5.45)
y=Qx ⇔ y(l)=x(l)+x(l +1 ) : (5.46)
Ifthe control  lter is chosen as  (z)=U(z)=2 then the implementation ofthe update step ofthe decom-
position (see (3.15)) is just similar to the prediction step. To be speci c, to obtain the smoothed array
eu
1, we must process the detail array du
1 with the  lter  r that has the transfer function  r(z)=z−1Fr(z)=2
and add the  ltered array to the even array e1. But the  lter  r di ers from Fr=2 only by one-sample
delay and is acting just similarly.
Since the reconstruction in the lifting scheme di ers from the decomposition only by the order of
operations, its implementation is completely explained above.
5.1. Examples of recursive  lters
Now we present a few particular cases with  lters of various orders.
r =1. This is the simplest case. We have F1(z)=(1+z)=2. The  lter F1 is reduced to the FI R  lter
Q=2.
r =2. In this case  2
1 =3− 2
√
2 ≈ 0:172 and
F2(z)=4 2
1
1+z
(1 +  2
1z)(1 +  2
1z−1)
:
The  lter can be implemented with the following cascade:
x1(k)=4 2
1x(k) −  2
1x1(k − 1);y (k)=x1(k)+x1(k +1 )−  2
1y(k +1 ) : (5.47)
Another option stems from the following decomposition of the function F2(z):
F2(z)=
4 2
1
1+ 2
1

1
1+ 2
1z−1 +
z
1+ 2
1z
	
:
Then the  lter is implemented in parallel mode:
y1(k)=x(k) −  2
1y1(k − 1);
y2(k)=x(k +1 )−  2
1y2(k +1 ) ;y =
4 2
1
1+ 2
1
(y1 + y2):A.Z. Averbuch et al./Signal Processing 81 (2001) 2363–2382 2375
We note that elementary  lters which produce y1 and y2 are operating in opposite directions.
r =3. In this case  3
1 =7− 4
√
3 ≈ 0:0718,  3
1 =1=3 and
F3(z)=
1
18 3
1
1+ 3
1z
1+z=3
1+ 3
1z−1
1+z−1=3
(1 + z):
This formula leads to a cascade implementation of the transform. For the parallel implementation
we use the following decomposition of the transfer function:
F3(z)=
1
6

−
8
1+z=3
−
8
9
z−1
1+z−1=3
+ z +
35
3

:
r =4. Now  4
1 =3−2
√
2 ≈ 0:1716,  4
1 =7−4
√
2−2

20 − 14
√
2 ≈ 0:4465,  4
2 =7+4
√
2−2

20 − 14
√
2
≈ 0:0396. So, we have the cascade representation:
F4(z)=
8 4
1 4
2
 4
1
1+ 4
1z
1+ 4
1z
1+ 4
1z−1
1+ 4
1z−1
1
1+ 4
2z
1
1+ 4
2z−1(1 + z):
Denote r1 = − 20:751762964438, r2 = − 0:226770684430, r3 = − 0:020180988365,
r4 = − 0:001285362767. Then the transfer function is represented as follows:
F4(z)=8

r1 4
2
1+ 4
2z
+
r2 4
1
1+ 4
1z
+
r3z−1
1+ 4
1z−1 +
r4z−1
1+ 4
2z−1 +1

:
5.2. Remarks on implementation
Finite signals—The application ofrecursive  lters on  nite-duration signals requires initialization ofthe
 lter. Namely, ifthe input samples {x(k)} are available only for k =1;:::;K then, to start causal
processing with the causal  lter b=(1+az−1)a sy(k)=bx(k)−ay(k −1), we need to know the value
y(0). While performing the anticausal  lter b=(1+az)a sy(k)=bx(k)−ay(k+1), the value y(K +1)
is required. This initialization problem is discussed in [21] and our scheme ofinitialization of lters
is similar to the scheme suggested in [21].
Long signals—Another problem arises in real time processing oflong signals such as, f or example speech
signals. In this case the anticausal part ofthe  lters cannot be implemented. One way to overcome this
obstacle is to approximate the constructed IIR  lters by FIR  lters. For example, the transfer function
can be written as
T(z)=
1+z
(1 + az)(1 + az−1)
= −a3z4 +( −a3 + a2)z3 +( a2 − a2 − a3)z2 − (a − 1+( a2 − a)a)z
+ 1+( a − 1)a − a3 − (a +( a2 − a)a)z−1 +( a2 + ∗a3)=z−2 − a3=z−3 + O(a4):
Thus, the transfer function T(z) is approximated by the 8-tap FIR  lter which can be implemented as
a sliding convolution.
Another way is to construct special FIR  lters with properties similar to the constructed IIR  lters.
This can be done using local quasi interpolatory (see [23]) rather than using interpolatory splines as
the predicting aggregate in the lifting scheme. We will pursue this way in our next paper.2376 A.Z. Averbuch et al./Signal Processing 81 (2001) 2363–2382
6. Bases for the signal space
The perfect reconstruction  lter banks, that were constructed above, are associated with the biorthogonal
pairs ofbases in the space S ofdiscrete-time signals.
In Section 4 we introduced a family of  lters by their transfer functions h(z), g (z), ˜ h (z), ˜ g(z), ˜ H(z),
˜ G (z), H (z), G(z). We denote by ’1(k),   1
  (k), ˜ ’
1
 (k), ˜  
1
(k), ˜  
1
(k), ˜  
1
 (k),  1
 (k),  1(k) the impulse
response functions of the corresponding  lters. It means that, for example
h(z)=

k∈Z
z−k’1(k)
and similarly for the other functions.
Theorem 6.1. The shifts of the functions ’1(k);  1
  (k); ˜ ’
1
 (k) and ˜  
1
(k) form a biorthogonal pairs of
bases for the space S. This means that any signal x∈S can be represented as:
x(l)=

k∈Z
eu
1(k)’1(l − 2k)+

k∈Z
du
1  1
  (l − 2k):
The coordinates eu
1(k) and du
1(k) can be represented as inner products:
eu
1(k)= x; ˜ ’
1
 ;k ; where ˜ ’
1
 ;k(l)= ˜ ’
1
 (l − 2k); (6.48)
du
1(k)= x; ˜  
1
k ; where ˜  
1
k(l)= ˜  
1
(l − 2k): (6.49)
Proof. We start with the reconstruction formula (4.26) which we rewrite as
x(z)=xh(z)+xg(z) where xh(z)=h(z)eu
1(z2);x g(z)=g (z)du
1(z2):
We can write

l∈Z
z−lxh(l)=

k;n∈Z
z−n−2keu
1(k)’1(n) ⇔ xh(l)=

k∈Z
eu
1(k)’1(l − 2k):
Similarly, we derive the relation
xg(l)=

k∈Z
du
1  1
  (l − 2k):
Let us consider the decomposition formula (4.24). From the property (2.1) we conclude that ˜ h (z)x(z)
is the z-transform of the sequence
a(k) ,

l∈Z
˜ ’
1
 (l − k)x(l):
Now from (4.24) and (2.2) we have
eu
1(k)=a(2k)=

l∈Z
˜ ’
1
 (l − 2k)x(l)= x; ˜ ’
1
 ;k 
which proves Eq. (6.48). Similarly, Eq. (6.49) is proved.
The proved theorem justi es the following de nition.A.Z. Averbuch et al./Signal Processing 81 (2001) 2363–2382 2377
De nition 6.1. The functions ’1 and   1
  , which belong to the space S, are called the primal low-frequency
and high-frequency reconstruction wavelets of the  rst scale, respectively. The functions ˜ ’
1
  and ˜  
1
, which
belong to the space S, are called the primal low-frequency and high-frequency decomposition wavelets
ofthe  rst scale, respectively.
Corollary 6.1. The following biorthogonal relations hold:
  ˜ ’
1
 ;k;’ 1
l =   1
 ;k; ˜  
1
l = l
k;   ˜ ’
1
 ;k; 1
 ;l =  ˜  
1
l;’ 1
k =0; ∀l;k:
Remarks.
1. The decomposition wavelets ofthe dual scheme are the reconstruction wavelets f or the primal scheme
and vice versa.
2. To build the primal reconstruction wavelet ’1, we can apply the primal lifting reconstruction procedure
to the arrays eu
1(k)= k
0;d u
1(k)=0∀k. To obtain the wavelet   1
b , we apply the procedure on the arrays
du
1(k)= k
0;e u
1(k)=0∀k. To build the primal decomposition wavelets ˜ ’
1
 ; ˜  
1
we have to apply the
dual lifting reconstruction procedure on these arrays.
De nition 6.2. We say that a wavelet   has m vanishing moments ifthe f ollowing relations hold

k∈Z
ks  (k)=0;s =0;1;:::;m− 1:
Proposition 6.1. The high-frequency decomposition and reconstruction wavelets of order r have 2r
vanishing moments.
Proof. We consider  rst the primal decomposition wavelet ˜  
1
. Let us ignore for a moment the assumption
|z|=1. Then we examine the function
q(z) ,

k∈Z
zk ˜  
1
(k)=˜ g(z−1)
ofthe complex variable z. From (4.21), (2.12) and (2.12) we have
q(z)=z(1 − U(z−1))=
2(−1)r(1 − z)2r
(1 + z)2r +( −1)r(1 − z)2r =
2(−1)r(1 − z)2r
Dr(z)
:
Recall that the function Dr(z) was de ned in (5.34). As it follows from Proposition 5.1, the denominator
Dr(z) does not vanish in some vicinity of z=1. Therefore, in this vicinity the function q(z) is analytic
and allows di erentiation. It is clear that q(s)(1)=0;s =0;1;:::;2r − 1. On the other hand,
q(s)(1)=

k∈Z
k[s] ˜  
1
(k); where k[s] , k(k − 1)(k − 2)···(k − s +1 ) :
Note that any monomial kl can be represented as a linear combination ofthe polynomials k[n];n =0;:::;l.
Thus, the wavelet ˜  
1
has 2r vanishing moments. Obviously, the same is true for the dual reconstruction
wavelet  1.
Now we turn to the primal reconstruction wavelet   1
  . From (4.32) we have that the function
p(z) ,

k∈Z
zk  1
  (k)=
z
2
(1 − U(z−1))(2 + U(z−1))=(1− z)2rQ(z);2378 A.Z. Averbuch et al./Signal Processing 81 (2001) 2363–2382
Fig. 1. (a) Low-frequency reconstruction wavelets ’1 oforder r =1 at the bottom to order r =8 at the top. (b) The Fourier
transforms of (a). (c) The high-frequency decomposition wavelets ˜   1. (d) Their Fourier transforms.
Fig. 2. (a) Low-frequency decomposition wavelets ˜ ’1
  oforder r =1 at the bottom to order r =8 at the top. (b) The Fourier
transforms of (a). (c) The high-frequency reconstruction wavelets   1
  . (d) Their Fourier transforms.
where Q is a function which is analytic in some vicinity of z=1. Hence, we conclude that the wavelet
  1
  has 2r vanishing moments. The same is true for the dual reconstruction wavelet ˜  1.
In Fig. 1 we display the wavelets ’1 and ˜   1 which are the impulse responses ofthe bi-directional
discrete-time low- and high-pass half-band Butterworth  lters, respectively. To illustrate the frequency
response, we display the discrete Fourier transf orm ofthe periodized versions ofthese wavelets. In
Fig. 2 we display the wavelets ˜ ’ 
1 and ˜   1 which depend on the  lter  . We observe that the wavelets
and their spectra are similar to the previous ones but the  atness ofthe  lters is disturbed by the bumps
(“over shooting”) near the cuto . These bumps appear due to the term 2 l;r(z) h;r(z). For higher r we
get sharper cuto  and the “overshooting” becomes more visible.
All the  lters which are used in our wavelet transform are combination of the bi-directional Butterworth
 lters. Therefore, it is appropriate to name the corresponding wavelets the Butterworth wavelets.A.Z. Averbuch et al./Signal Processing 81 (2001) 2363–2382 2379
7. Multiscale wavelet transforms
Repeated applications ofthe transf orm can be achieved in an iterative way. It can be implemented by
either a linear invertible transform of a wavelet type or by a wavelet packet type transform which results
in an overcomplete representation ofthe signal. In this section we explain one multiscale advance ofthe
wavelet transform.
In this transform we store the array du
1 and decompose the array eu
1. The transformed arrays eu
2 and du
2
ofthe second decomposition scale are derived f rom the even and odd sub-arrays ofthe array eu
1 by the
same lifting steps as those described in Section 3. The transforms can be conducted in either the primal
or the dual mode independently of the mode in which it was used for the transform to the  rst scale.
The transform is implemented using the recursive  lters presented in Section 5. As a result we get that
the signal x is transformed into three subarrays: x ↔ du
1 ∪du
2 ∪eu
2. The reconstruction is performed in the
reverse order.
Again, the transf orm leads to expansions ofthe signal with biorthogonal pairs ofbases. Consider,
for example, the case when both the  rst and second scale transforms are primal. As in Section 6, we
present the z-transform of the signal as follows:
x(z)=xh(z)+xg(z) where xh(z)=h(z)eu
1(z2);x g(z)=g (z)du
1(z2):
But, in turn,
eu
1(z)=eu
1;h(z)+eu
1;g(z) where eu
1;h(z)=h(z)eu
2(z2);e u
1;g(z)=g (z)du
2(z2):
Substituting the latter relation into the former one, we get
x(z)=xhh(z)+xgh(z)+xg(z) where xhh(z)=h(z)h(z2)eu
2(z4);x gh(z)=h(z)g (z2)du
2(z4):
Hence, the signal is expanded as follows
x(l)=

k∈Z
eu
2(k)’2(l − 4k)+

k∈Z
du
2(k)  2
  (l − 4k)+

k∈Z
du
1(k)  1
  (l − 2k); (7.50)
where low- and high-frequency reconstruction wavelets of the second scale are de ned as
’2(l)=

k∈Z
’1(k)’1(l − 2k);  2
  (l)=

k∈Z
  1
  (k)’1(l − 2k):
The coordinates in (7.50) are inner products with 4-sample shifts of the decomposition wavelets of
the second scale:
˜ ’
2
 (l)=

k∈Z
˜ ’
1
 (k)˜ ’
1
 (l − 2k); ˜  
2
 (l)=

k∈Z
˜  
1
(k)˜ ’
1
 (l − 2k):
Namely,
eu
2(k)= x; ˜ ’
2
 ;k ; where ˜ ’
2
 ;k(l)= ˜ ’
2
 (l − 4k)
du
2(k)= x; ˜  
2
 ;k ; where ˜  
2
 ;k(l)= ˜  
2
 (l − 4k):
The cases with dual transforms are treated similarly.
In Fig. 3 we display the Butterworth wavelets oforder 1 up to the f ourth level and their spectra. Note
that these wavelets are compactly supported and have 2 vanishing moments.
In Fig. 4 we display wavelets oforder 10 up to the f ourth level and their spectra. These wavelets, which
are outperformed by the wavelets of lower orders in spatial localization, win in frequency localization,
and smoothness. They have 20 vanishing moments.
Unlike the mechanism in the wavelet transform, in the wavelet packet transform both sub-arrays eu
1
and du
1 ofthe  rst scale are subject to decomposition that produces f our second-scale sub-arrays. In turn,2380 A.Z. Averbuch et al./Signal Processing 81 (2001) 2363–2382
Fig. 3. (a) Reconstruction wavelets   l
 ;l =1:::4 oforder 1 (lines 1–4) and ’l;l =4 (line 5). (b) Their spectra. (c) Decompo-
sition wavelets ˜    
l;l =1:::4 oforder 1 (lines 1–4) and ˜ ’l
 ;l =4 (line 5). (d) Their spectra.
Fig. 4. (a) Reconstruction wavelets   l
 ;l =1:::4 oforder 10 (lines 1–4) and ’l;l =4 (line 5). (b) Their spectra. (c) Decom-
position wavelets ˜    
l;l =1:::4 oforder 1 (lines 1–4) and ˜ ’ 
l;l =4 (line 5). (d) Their spectra.
these four arrays produce eight sub-arrays for the third scale, and so on. All sub-arrays which are related
to a certain scale are stored. Without going into details, we display in Fig. 5 the wavelet packets of
the third scale of rst and  f teenth orders and their spectra. The wavelet packets are derived using the
primal transforms.
8. Conclusions
We presented a new family of biorthogonal wavelet transforms and the related library of biorthogonal
symmetric waveforms. For the construction we used the interpolatory discrete splines which enabled
us to design a library ofperf ect reconstruction  lter banks. These  lter banks are intimately related to
Butterworth  lters.A.Z. Averbuch et al./Signal Processing 81 (2001) 2363–2382 2381
Fig. 5. (a) Wavelet packets ofthird scale oforder 1 (compactly supported). (b) Their spectra. (c) Wavelet packets ofthird scale
oforder 15. (d) Their spectra.
The construction is performed in a “lifting” manner that allows more e cient implementation and
provides tools for custom design of the  lters and wavelets. As it is common in lifting schemes, the
computations can be carried out “in place” and the inverse transform is performed in a reverse order.
The di erence with the conventional lifting scheme [19] is that all the transforms are implemented using
recursive IIR  lters related to digital Butterworth  lters. The  lters are symmetric and allow fast cascade
or parallel implementation.
We established explicit formulas for the construction of wavelets with arbitrary number of vanishing
moments. We also presented examples of lters needed f or the construction ofwavelets with the number
ofvanishing moments up to 8.
The computational complexity ofthe application ofthe wavelet transf orm on a signal oflength N
is O(N). It is remarkably lower than the complexity ofthe transf orms with the compactly supported
wavelets possessing the corresponding number ofvanishing moments. But it should be pointed out
that for the transforms with large number of vanishing moments, the algorithm similar to the algo-
rithm developed in [25], which is based on fast Fourier transform (FFT), is more e cient. When
an FFT based algorithm is used, an increase ofthe order does not a ect the cost ofthe imple-
mentation.
We should particularly emphasize that our scheme is based on interpolation and, as such, it involves
only samples ofsignals and it does not require any use ofquadrature f ormulas. This property is valuable
for digital signal and image processing.
Also ofgreat importance to these applications is the f act that these  lters have linear phase
property and the basic waveforms are symmetric. In addition, these  lters yield perfect frequency
resolution.
We plan to use the presented library of wavelet transforms for some applications, such as compression
ofmultimedia images, seismic data, multiscale classi cation and identi cation ofquasi-periodic signals,
numerical solutions ofPDEs, to name a f ew. Our initial results in compression ofimages and seismic
data using wavelets with four and six vanishing moments are encouraging and will be presented in
our next paper. The wavelet packets ofhigher orders proved to be very e cient when used within our
algorithm for detection of moving vehicles [1].2382 A.Z. Averbuch et al./Signal Processing 81 (2001) 2363–2382
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