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Abstract
This thesis examines the spectral ζ-function ζ((M, g), s) and the height ζ1((M, g), 0)
of compact nonsingular Heisenberg-like nilmanifolds (M, g). Heisenberg-like nilmani-
folds were introduced by Gornet and Mast as a natural generalisation of nilmanifolds of
Heisenberg-type. In case M is a Heisenberg manifold ΓzHn, every metric induced by a
left-invariant metric on Hn is Heisenberg-like.
The first result of the main chapter consists of formulas for the spectral ζ-function and
the height which are valid for all Heisenberg-like metrics. Hereafter, by means of these
formulas several results concerning the (non-)existence of global lower bounds for the
height ζ1(¨, 0) and the ζ-function ζ(¨, s) for positive s not in the pole set are proved. The
first of these results is the existence of lower bounds for the height and the ζ-function on
the moduli space of metrics of Heisenberg-type and with volume 1 on a given nilmanifold
M. Next, conditions for the existence of lower bounds for the height and the ζ-function
on the moduli space of Heisenberg-like metrics with volume 1 on M are investigated. In
case of the height, lower bounds exist if the dimension of M equals 3 modulo 4. In case
of ζ(¨, s), the existence of lower bounds depends on the position of s.
To understand the remaining dimensions resp. positions of s, we introduce a path
in the moduli space of Heisenberg-like metrics with volume 1 on M. It is shown that
the height is not bounded from below on this path if the dimension of M equals 0 or 1
modulo 4. Analogously, it is shown that for all s not covered by above existence results
ζ(¨, s) is not bounded from below along this path. The final result regarding the existence
of lower bounds is that the height and the ζ-function are always bounded from below if
one restrics to the moduli space of Heisenberg-like metrics with volume 1 and sectional
curvature bounded from above by a positive constant. In case M is a Heisenberg mani-
fold, all of the above results concerning the existence of lower bounds are strengthened.
Under the same assumptions the existence of global minima is concluded.
The last section treats concrete minima of the height and the ζ-function of Heisenberg
manifolds. First, it is shown that that certain Heisenberg-type nilmanifolds in dimension
3, 5, 9 and 25 are (local) minima under variations of the metric in the space of Heisenberg-
type metrics with volume 1. These nilmanifolds are characterised by the fact that the
corresponding 2, 4, 8, resp. 24 dimensional base torus is the quotient by the hexagonal,
checkerboard, E8-root resp. Leech lattice. The final result is that a global minimum of the
height or the ζ-function of three dimensional Heisenberg manifolds is always attained at
a metric for which the corresponding base torus is the quotient by a hexagonal lattice.
ii
Zusammenfassung
Die vorliegende Arbeit untersucht die spektrale ζ-Funktion ζ((M, g), s) und die Höhe
ζ1((M, g), 0) kompakter nicht-singulärer heisenbergartiger Nilmannigfaltigkeiten (M, g).
Heisenbergartige Nilmannigfaltigkeiten wurden von Gornet und Mast als natürliche Ve-
rallgemeinerung von Nilmannigfaltigkeiten vom Heisenberg-Typ eingeführt. Ist M eine
Heisenbergmannigfaltigkeit ΓzHn, so ist jede von einer links-invarianten Metrik auf Hn
induzierte Metrik heisenbergartig.
Das erste Resultat besteht aus Formeln für die spektrale ζ-Funktion und die Höhe
einer heisenbergartigen Nilmannigfaltigkeit. Mithilfe dieser Formeln werden im Weit-
eren mehrere Ergebnisse zur (Nicht-)Existenz globaler unterer Schranken der Höhe ζ1(¨, 0)
und der ζ-Funktion ζ(¨, s) für positive s bewiesen. Das erste ist die Existenz unterer
Schranken für Höhe und ζ-Funktion auf dem Modulraum der Metriken vom Heisenberg-
Typ mit Volumen 1 einer gegebenen Nilmannigfaltigkeit M. Daraufhin wird die Existenz
unterer Schranken der Höhe und der ζ-Funktion auf dem Modulraum der heisenbergar-
tigen Metriken mit Volumen 1 über M untersucht. Solche existieren im Falle der Höhe,
falls die Dimension von M gleich 3 modulo 4 beträgt. Im Falle von ζ(¨, s) hängt die Exis-
tenz von der Position von s ab.
Um die verbleibenden Dimensionen bzw. Positionen von s zu verstehen, wird ein
Weg im Modulraum der heisenbergartigen Metriken mit Volumen 1 auf M eingeführt.
Es wird gezeigt, dass, wenn die Dimension von M gleich 0 oder 1 modulo 4 ist, die Höhe
auf diesem Weg nicht von unten beschränkt ist. Analog wird gezeigt, dass ζ(¨, s) für alle
s, die von obigen Resultaten nicht abgedeckt wurden, auf diesem Weg nicht von unten
beschränkt ist. Das finale Ergebnis zur Existenz globaler unterer Schranken ist dann,
dass sowohl Höhe als auch ζ-Funktion stets von unten beschränkt sind, wenn man den
Modulraum der heisenbergartigen Metriken mit Volumen 1 und von oben beschränkter
Schnittkrümmung betrachtet.
Der letzte Abschnitt behandelt konkrete Minima der Höhe und ζ-Funktion von Heisen-
bergmannigfaltigkeiten. Zunächst wird gezeigt, dass in den Dimensionen 3, 5, 9 und
25 gewisse Heisenberg-Typ Mannigfaltigkeiten (lokale) Minima unter Variationen der
Metrik im Raum der Heisenberg-Typ Metriken mit Volumen 1 sind. Diese zeichnen sich
dadurch aus, dass der entsprechende zugehörige 2, 4, 8, bzw. 24 dimensionale Basistorus
Quotient nach dem hexagonalen, Checkerboard-, E8-Wurzel- bzw. Leech-Gitter ist. Das
finale Resultat ist, dass ein globales Minimum der Höhe bzw. der ζ-Funktion einer drei-
dimensionalen Heisenbergmannigfaltigkeit stets an einer Metrik angenommen wird, für
die der zugehörige Basistorus der Quotient nach einem hexagonalen Gitter ist.
iii
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Introduction
Let Mn be a compact n-dimensional manifold and A a 2nd order elliptic self-adjoint op-
erator on M. By elliptic PDE theory the spectrum of A is a pure point spectrum with only
accumulation point8. Furthermore, every eigenvalue of A is real and of finite multiplic-
ity. We assume further that A is bounded from below so that at most finitely many of its
eigenvalues are negative. The spectral ζ-function of A is defined by
(0.1) ζA(s) :=
ÿ
λ‰0
λ´s ,
where the sum extends over all nonzero eigenvalues of A and the branch of λs is chosen
so that λs ą 0 when λ ą 0 and s P R. The sum in (0.1) converges absolutely for ℜs ą n/2
by known estimates for the growth of the eigenvalues of A. Furthermore, ζA extends to
a meromorphic function on Cwhich is regular at s = 0 (see [See67]). The value
(0.2) ζ1A(0) =
d
ds |s=0
ζA(s)
is called the height of A. The associated value
(0.3) det A := e´ζ1A(0)
is called the determinant of A. This naming can be justified as follows. The derivative of
(0.1) for ℜs large enough is given by
d
ds
ζA(s) = ´
ÿ
λ‰0
(lnλ) ¨ λ´s .
Formally setting s = 0 in this formula and substituting into (0.3) yields
e´ζ1A(0) = exp
(ÿ
λ‰0
lnλ
)
=
ź
λ‰0
λ ,
which can be seen as a generalisation of the well-known determinant formula from linear
algebra. Of course, this calculation was purely formal. Indeed, the product on the right
hand side does not converge. But we assign a finite value to it by the process of analytic
continuation.
Usually, M comes equipped with a Riemannian metric g and A = Ag is chosen to
be a canonically given geometric operator such as the Laplace-Beltrami operator ∆g, the
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Hodge-Laplace operator ∆g,p acting on exterior p-forms, the square of the Atiyah-Singer
(Dirac) operator Dg or the conformal Laplacian Lg. In case of the Laplace-Beltrami oper-
ator we also speak of the height and the determinant of (M, g). Since det Ag is a spectral
invariant, an important question is:
How is the geometry of (M, g) related to the determinant (of Ag)?
One line of work that explores this question examines the behaviour of the determinant
under changes of the metric. More specifically, one relates the extrema of the determinant
to the degree of symmetry of the metrics at which these are attained. For the determinant
to possibly have any local extrema, one has to normalise the volume: a uniform scaling
of the metric g by a constant τ results in Ag as above being scaled by τ´1: Aτ¨g = τ´1 ¨ Ag.
By formulas (0.2) and (0.3) we then have
det Aτg = τ
´ζAg (0) ¨ det Ag .
It is very well known that in odd dimensions ζAg(0) = ´dim ker Ag, whereas in even
dimensions ζAg(0) is related to the heat invariants of Ag. Thus, in general, a scaling of
the metric results in a scaling of the determinant. As we will see shortly, there are cases
where additional constraints have to be posed in order for the determinant to have global
extrema.
In [OPS88b], B. Osgood, R. Phillips and P. Sarnak investigated the extremal values of
the determinant of the Laplace-Beltrami operator ∆g on compact smooth surfaces (M, g).
If BM ‰ H we impose Dirichlet boundary conditions.
In case M is closed we call g uniform if it has constant curvature. In case BM ‰ H the
metric g is called uniform if one of the following conditions holds:
(I) (M, g) has constant curvature and BM has zero geodesic curvature.
(II) (M, g) is flat and BM is of constant geodesic curvature.
Metrics satisfying (I) or (II) are called metrics of type I and II, respectively. We further
introduce the following conditions (CI) and (CII) for metrics g in case BM ‰ H:
(CI)
ş
BM
kds ě 0, or equivalently ş
M
KdA ď 2πχ(M),
(CII)
ş
BM
kds ě 2πχ(M) or ş
M
KdA ď 0.
Here, k, K, ds and dA denote the geodesic curvature, the Gauss curvature, the arc length
and the area, respectively, relative to the metric g, and χ(M) is the Euler characteristic of
the surface.
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THEOREM 0.1 ([OPS88b][Theorem 1]).
(a) If M is closed then of all metrics in a given conformal class and of given area, the uniform
metric has maximum determinant.
(b) If BM ‰ H then in a given conformal class of metrics all of a given area and all satisfying
(CI), the uniform metric of type I has maximum determinant.
(c) If BM ‰ H then in a given conformal class of metrics all of a given boundary length and all
satisfying (CII), the uniform metric of type II has maximum determinant.
Note that in case M is closed the assertion that a uniform metric exists in a given
conformal class is equivalent to the uniformisation theorem.
On the sphere S2 every metric is conformally equivalent to the round metric which
by Theorem 0.1 maximises the determinant. This particular case was already solved in
[Ono82].
On the two-torus T2 there is a manifold of flat metrics and the metric which max-
imises the determinant in the class of flat metrics with a given area maximises the deter-
minant among all metrics with a given area. Regarding the determinant of flat metrics
on T2, B. Osgood, R. Phillips and P. Sarnak obtained the following result.
COROLLARY 0.2 ([OPS88b][Corollary 1(b)]). In the class of flat metrics of volume 1 on the
two-torus T2 the determinant is maximised by the flat metric corresponding to the hexagonal
lattice.
We note that this result is implicit in earlier work on Epstein’s ζ-function (see Theo-
rem 2.43 and Remark 2.44(ii)).
We stay in the realm of flat tori as it relates directly to the results in this thesis. The
results are formulated in terms of the height. By (0.3) its minima are precisely the maxima
of the determinant.
P. Chiu proved that the height attains a global minimum on the moduli space of flat
n-dimensional tori with volume 1 [Chi97, Theorem 3.1]. The minima of the height of flat
tori T = LzRn, where L Ă Rn is a lattice of full rank, are related to the minimal norm m(L)
of L, which is the minimal squared length of a nonzero vector in L:
m(L) = mint}v}2 | v P Lzt0uu .
Note that this is exactly the squared systole sys(T)2 of T, i.e., the squared length of a
shortest noncontractible closed curve in T. Maximising m(L) in the space of volume
normalised lattices is the much studied and well-known lattice packing problem. The so-
lutions Ln are known and unique in dimensions n = 2, . . . , 8 and n = 24 (see Defini-
tion and Remarks 2.39) and have particularly large automorphism groups. For example,
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L2 is the familiar hexagonal lattice whose automorphism group is a dihedral group of or-
der 12 generated by a rotation through 60˝ and a reflection in a line through 0 joining two
points of L2 of minimal distance. Note that the corresponding torus L2zR2 is the global
minimiser of the height (Corollary 0.2).
P. Sarnak and A. Strömbergsson [SS06] looked at the height of higher dimensional
flat tori. They showed that L3zR3 is the unique global minimiser of the height in dimen-
sion three, thereby improving a local result of V. Ennola [Enn64b] and a result of P. Chiu
[Chi97], who checked the height of L3zR3 against the height of a set of lattices equidis-
tributed in the moduli space of three dimensional flat tori of volume 1. P. Sarnak and
A. Strömberggson also proved that in dimensions n = 4, 8, 24, the height has a strict local
minimum at LnzRn with Ln as above.
As for the general case, Sarnak conjectured that the height on the moduli space of flat
tori with volume 1 is always globally minimised at a torus LnzRn, where Ln is a lattice
with a longest shortest vector, i.e., a lattice which maximises m(L) (see Conjecture 2.47).
The work of B. Osgood, R. Phillips and P. Sarnak on the height/determinant stimu-
lated a lot of research. They themselves followed up with two articles ([OPS89], [OPS88a])
proving that on any given compact surface, the set of metrics isospectral to a given met-
ric is compact in the C8 topology. Here, on a surface with boundary, Dirichlet boundary
conditions are imposed and the result is directly related to M. Kac’ question “Can one
hear the shape of a drum?”. An essential ingredient in their proof was the use of the
determinant.
K. Richardson investigated the determinant with respect to conformal variations in
higher dimensions [Ric94]. He obtained a necessary criterion for a metric to be a criti-
cal point of the determinant under such variations, which is satisfied by homogeneous
metrics. Complementing this result, Richardson gives examples of locally homogeneous
spaces which are not critical. In dimension three, he also computes the second deriva-
tive of the determinant and gives examples of local maxima under conformal variations,
among which are the flat torus Z3zR3 and the round sphere S3.
In dimension 4 and with respect to conformal variations of the metric, the determi-
nant of the conformal Laplacian L and the square D2 of the Dirac operator D was studied
in [BØ91], [BCY92], [CY95] and [Gur97]. For example, the round sphere S4 is a maxi-
mum in its conformal class for det D2 and a minimum for det L (see [BCY92]). In [Bra93]
T. P. Branson proved that the round sphere S6 is a maximum for the det L and a minimum
for det D2 in its conformal class, which led him to conjecture that the pattern continues,
i.e., that the round sphere Sn is a local minimum for (´1) n2 det L and a local maximum
for (´1) n2 det D2 in its conformal class for all even n ě 2.
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A truly novel approach was made by K. Okikiolu [Oki01], who worked out formulas
for the first and second variation of det∆ and det L under volume preserving variations
in the space of all Riemannian metrics over a compact odd dimensional manifold. With
these formulas, she showed that S3 is a local maximum for det∆, generalising K. Richard-
son’s result across conformal classes. She also showed that for m ě 1, S4m+3 is a saddle
point for det∆ among metrics fixing the conformal class. In contrast, S4m+1 is a local
minimum and S4m+3 a local maximum for det L in the space of all Riemannian metrics.
Note that this, in particular, shows the analogue of T. P. Branson’s conjecture in odd di-
mensions, though the statement is of course much stronger. N. M. Møller in [Mø12] and
B. Ørsted and N. M. Møller in [MØ14] completed this line of work by showing that for all
n ě 2, Sn is a local minimum for (´1)t n2 u det L and a local maximum for (´1)t n2 u det D2 in
the space of all Riemannian metrics with the same volume. In particular, they confirmed
T. P. Branson’s conjecture.
Thereby, we finish our (nonexhaustive) account of the literature surrounding ex-
tremal properties of determinants and turn to the present work.
This thesis contributes to the theory of the behaviour of the spectral ζ-function and
the height of the Laplace-Beltrami operator under metric variations in a class of locally
homogeneous manifolds. More specifically, we deal with compact nilmanifolds (ΓzG, m).
Here, G is a simply connected 2-step nilpotent Lie group, Γ Ă G a discrete and cocompact
subgroup and m is induced by a left invariant metric on G. The prototypical example
is G = Hn, the (2n + 1)-dimensional Heisenberg group. For other groups, we impose
additional regularity assumptions on the metric m, namely that it is Heisenberg-like as
defined by R. Gornet and M. Mast in [GM00]. An important subclass of the manifolds
we consider is that of Heisenberg-type nilmanifolds. The compact 2-step nilmanifolds
are precisely the total spaces of principal torus-bundles over tori. Thus, it is clear from
the beginning that there is some relation to the ζ-function and the height of flat tori.
Our first result establishes formulas for the ζ-function ζ((ΓzG, m), s) (Theorem 2.5)
and the height ζ1((ΓzG, m), 0) (Corollary 2.6). Then, we investigate conditions under
which m ÞÑ ζ((ΓzG, m), s) with s ą 0 not a pole and m ÞÑ ζ1((ΓzG, m), 0) are bounded
from below or attain global minima. Theorem 2.10 states that both functions are always
bounded from below when we restrict to the space of volume normalised metrics of
Heisenberg-type. In case the centre of G is 1-dimensional, they even attain global minima.
Next, we show that if dim(ΓzG) ” 3 (mod 4), then the height is bounded from below on
the moduli space of volume normalised Heisenberg-like metrics (Theorem 2.11). The ex-
istence of lower bounds for the ζ-function depends on the position of s. In case the centre
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of G is 1-dimensional, both results are strengthened as above: under the same assump-
tions, the height and the ζ-function attain a global minimum. To understand whether the
respective restrictions on the dimension and the position of s are necessary, we introduce
a path of metrics in the space of volume normalised Heisenberg-like metrics (Proposi-
tion 2.12). If dim(ΓzG) ” 0, 1 (mod 4) then the height is not bounded from below on
this path (Theorem 2.19). Also, for all positions s that were not covered by Theorem 2.11,
the ζ-function is not bounded from below along this path. In case the group G is the
(2n + 1)-dimensional Heisenberg group we introduce a second path in the space of vol-
ume normalised metrics. This path is geometrically more restrictive than the first one.
Nevertheless, if dim Hn ” 1 (mod 4) then the height is not bounded from below along it
(Theorem 2.28). A similar result holds for the ζ-function.
The two paths of metrics share the property that the sectional curvature along them is
not bounded from above. As it turns out, this is precisely the reason for the nonexistence
of lower bounds for the height and the ζ-function in the situations of Theorem 2.19 and
Theorem 2.28: the height and ζ-function are bounded from below on the moduli space of
volume normalised Heisenberg-like metrics whose sectional curvature is bounded from
above by a positive constant (Theorem 2.30). As above, both functions attain a global
minimum if the centre of G is 1-dimensional.
Unfortunately, the existence of lower bounds for the height in case dim(ΓzG) ”
2 (mod 4) eludes our analysis. Nevertheless, the existence of lower bounds obeys a
(mod 4)-pattern w.r.t. the dimension. As we have seen above, such patters are also
present in work of K. Okikiolu, N. M. Møller and B. Ørstedt ([Oki01], [Mø12], [MØ14]).
However, the author does not know how they are related to our (mod 4)-pattern since
the above mentioned authors deal with different settings and methods.
We also investigate concrete minima of the height and the ζ-function in the class of
Heisenberg manifolds (ΓzHn, m). In dimension 3 this is no restriction: every compact
2-step nilmanifold of dimension 3 is a Heisenberg manifold. A minimum of the height
or the ζ-function in the class of 3-dimensional Heisenberg-type nilmanifolds is always
attained at a metric at which the 2-dimensional base torus, corresponding to the principal
torus-bundle structure, is the quotient by a hexagonal lattice (Theorem 2.49). Note that
the existence of these minima is assured by Theorem 2.10. We also show that for n P
t2, 4, 12u certain (2n + 1)-dimensional Heisenberg-type nilmanifolds are local minima in
the class of Heisenberg-type nilmanifolds. Analogous to the 3-dimensional case, their
base torus is of the form L2nzR2n, where L2n is a solution of the lattice packing problem.
Coming back to general Heisenberg manifolds, we prove that for a metric m to be
extremal for the height or the ζ-function of (ΓzHn, m), the height of the corresponding
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base torus must be extremal on a certain submanifold of the moduli space of volume
normalised flat tori (Theorem 2.50). This allows us to prove that every global minimum
of the height or the ζ-function in dimension 3 is attained at a metric for which the corre-
sponding base torus is the quotient by a hexagonal lattice (Theorem 2.52). We finish with
computations that suggest that a certain 5-dimensional Heisenberg manifold is extremal
for the height (pp. 117).
This thesis is organised as follows. In Chapter 1, we lay the ground for our work
on the height. Section 1 introduces the reader to (2-step) nilmanifolds, their spectra and
geometry. In the following three sections, we state basic facts about the manifold of pos-
itive definite symmetric matrices, Schwartz functions and their Fourier transform, and
parameter dependent integrals. These sections serve as reference and to fix notation and
conventions. In Section 5 we introduce the various moduli spaces that we will use. The
main result of this section, which might also be of independent interest, is a character-
isation of the compact sets of the moduli space of all metrics of a Heisenberg manifold
(Theorem 1.63 and Corollary 1.64). Section 6 focuses on the heat trace of Heisenberg-
like nilmanifolds. We prove a Poisson type formula (Theorem 1.78 and Proposition 1.82)
which provides, in particular, the explicit description of the asymptotic expansion of the
heat trace (Corollary 1.83 and Lemma 1.90).
Chapter 2 contains the main results of this thesis. In Section 1 we prove Theorem 2.5
and Corollary 2.6 stating our formulas for the ζ-function and the height. Section 2 is de-
voted to the study of the global behaviour of the height and the ζ-function. Here, we
prove Theorems 2.10, 2.11, 2.19, 2.28 and Theorem 2.30. We finish this section by con-
sidering discrete sequences of (2n + 1)-dimensional Heisenberg-type manifolds whose
height was investigated by K. Furutani and S. de Gosson [Fd03] in the cases n = 1, 2,
see Example 2.31 and Proposition 2.32. Section 3 looks at concrete minima of the height
and the ζ-function. In Subsection 3.1, we introduce Epstein’s ζ-function, which is closely
related to the spectral ζ-function of flat tori. We also describe the lattice packing problem
and relate its solutions to the minimisers of Epstein’s ζ-function and the height of flat
tori. In the last section, Subsection 3.2, we prove Theorems 2.49, 2.50 and Theorem 2.52.
We close with said computations for the height of a 5-dimensional Heisenberg manifold.
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CHAPTER 1
Preliminaries
1. Structure of compact 2-step Nilmanifolds
Let g be a Lie algebra over R. The descending central series of g is defined inductively
by
g(1) := g
g(n+1) := [g, g(n)] := spanR
!
[X, Y] |X P g, Y P g(n)
)
.
With this definition we have for all p, q PN:
[g(p+1), g(q)] = [[g, g(p)], g(q)] Ď [g(p), [g, g(q)]] + [g, [g(p), g(q)]]
Ď [g(p), g(q+1)] + [g, g(p+q)] = g(p+q+1)
by Jacobi’s identity and induction. In particular, each g(n) is an ideal.
The Lie algebra g is said to be nilpotent if there is n P N such that g(n+1) = t0u. If
n is the smallest such integer then g is said to be n-step nilpotent. Note that if g is n-step
nilpotent then g(n) Ď z, where z := z(g) = tX P g | [X, Y] = 0@Y P gu is the centre of g.
In particular, a nontrivial nilpotent Lie algebra always has nontrivial centre. Let now G
be a Lie group with Lie algebra g. If g is (n-step) nilpotent, we call G (n-step) nilpotent as
well. From now on, unless stated otherwise, we will always assume that G is connected, simply
connected and 2-step nilpotent. This means that for all X, Y P g we have [X, Y] P z. The Lie
algebra g is, so to speak, as close to being abelian as possible.
For any Lie group H with Lie algebra h there is an open neighborhood U Ď h of 0
such that the Lie group exponential map exp : hÑ H restricted to U is a diffeomorphism
onto its image. We denote by log : exp(U)Ñ U the inverse and define
X ˚Y := log(exp X ¨ exp Y)
for all X, Y P U such that exp X ¨ exp Y P exp U. The Campbell-Baker-Hausdorff formula
expresses the product X ˚ Y in terms of algebraic operations in h. In case H is 2-step
nilpotent, it reads
(1.1) X ˚Y = X +Y + 1
2
[X, Y] .
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Restricting to connected and simply-connected 2-step nilpotent Lie groups gives us the
following structure theorem.
THEOREM 1.1 ([CG90, Theorem 1.2.1]). Let G be a connected and simply connected 2-step
nilpotent Lie group with Lie algebra g.
(a) exp : gÑ G is an analytic diffeomorphism.
(b) The Campbell-Baker-Hausdorff formula (1.1) holds for all X, Y P g.
We can thus think of G as g with multiplication ˚ as above. Another consequence is
that the centre Z of G is precisely Z = exp(z). The following example is paramount for
everything to come.
EXAMPLE 1.2. Let n PN. We define hn, the (2n+ 1)-dimensional Heisenberg algebra, to be
the Lie algebra with basis Bn := (X1, . . . , Xn, Y1, . . . , Yn, Z). The Lie bracket is given by
the following relations on the basis vectors:
[Xi, Yj] = ´[Yj, Xi] = δi,jZ 1 ď i, j ď n ,
[Xi, Xj] = [Yi, Yj] = 0 1 ď i, j ď n ,
[Z, Xi] = [Z, Yi] = 0 1 ď i ď n .
Clearly, the centre z of hn is spanned by Z. We realise hn as a matrix algebra. Withřn
j=0
(
xjXj + yjYj
)
+ sZ, where x, y P Rn and s P R, we associate the matrix
X(x, y, s) :=
⎛⎜⎝0 x
t s
0 0 y
0 0 0
⎞⎟⎠ P M(n + 2;R).(1.2)
The Lie bracket in this representation is given by the comutator, i.e.,
[X(x, y, s), X(x1, y1, s1)] = X(x, y, s)X(x1, y1, s1)´ X(x1, y1, s1)X(x, y, s)
= X(0, 0, A((x, y), (x1, y1))) ,
where A is the standard symplectic form onR2n whose matrix representation in the stan-
dard basis is
(1.3) J =
(
0 Idn
´Idn 0
)
.
Note that Bn is the standard basis of R2n+1 in the representation (1.2).
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The group G corresponding to the Heisenberg algebra g = hn is the (2n + 1) dimen-
sional Heisenberg group Hn. For x, y P Rn and s P R let
γ(x, y, s) :=
⎛⎜⎝1 x
t s
0 Idn y
0 0 1
⎞⎟⎠ P GL(n + 2;R) .(1.4)
Then Hn is defined by
(1.5) Hn := tγ(x, y, s) | x, y P Rn, s P Ru
with the group structure it inherits from GL(n+ 2;R). The Lie group exponential map is
the matrix exponential map:
exp X(x, y, s) = Id + X(x, y, s) +
1
2
X(x, y, s)2
= γ
(
x, y, s + 12xx, yy
)
(1.6)
and
logγ(x, y, s) = X
(
x, y, s´ 12xx, yy
)
,(1.7)
where x¨, ¨y denotes the standard euclidean inner product.
We note that every nilpotent Lie algebra can be realised as a matrix algebra of up-
per triangular matrices. This is known as the Birkhoff Embedding Theorem, see [CG90,
Theorem 1.1.11].
We now equip g with a positive definite inner product m = x¨, ¨ym and extend it
to a left invariant Riemannian metric on G, which we also denote by m, by the usual
identification TeG = g. We denote the norm corresponding to the inner product x¨, ¨ym by
} ¨ }m. Let n := n(g) := zK be the orthogonal complement of z w.r.t. m, i.e.,
(1.8) g = zk n ,
and write mz and mn for the restriction of m to z and n respectively. Define the structure
map j = jm : zÑ so(n) by
xj(Z)X, Yym = xZ, [X, Y]ym @Z P z, X, Y P n .(1.9)
The map j is well-defined by (1.9). Conversely, given two euclidean vector spaces (z, mz)
and (n, mn) and a nontrivial linear map j : z Ñ so(n), we can define a metric 2-step
nilpotent Lie algebra (g, m) as follows: Define g as a euclidean vector space by (1.8) and
an alternating bracket [¨, ¨] : nˆ n Ñ z by (1.9). Extend [¨, ¨] to all of gˆ g by [Z, X] = 0
for all Z P z, X P g. Note that z is not neccessarily the centre of g in this construction. It is,
however, if the map j(Z) has trivial kernel for all Z P zzt0u.
12 1. PRELIMINARIES
By Theorem 1.1 and the fact that the Riemannian metric m of G is left-invariant, it is
apparent that the geometry of (G, m) is completely encoded in j.
We introduce important classes of 2-step nilpotent Lie algebras which possess certain
degrees of regularity. Note that j(Z) is skew-symmetric w.r.t. m for each Z P z since [¨, ¨]
is alternating. It follows that the eigenvalues of j(Z) are purely imaginary and come in
complex conjugate pairs, except for a possible eigenvalue 0.
DEFINITION 1.3.
(i) The metric Lie algebra (g, m) is called nonsingular if j(Z) has trivial kernel for all
Z P zzt0u. Note that in this case dim n = 2n for some n P N. We call (g, m) singular
if it is not nonsingular.
(ii) We call a nonsingular metric 2-step nilpotent Lie algebra (g, m) a Heisenberg-like Lie
algebra if there are real numbers 0 ă cm1 ď . . . ď cmn such that for all Z P z the
eigenvalues of j(Z) are ˘icmj }Z}m with 1 ď j ď n.
(iii) A Heisenberg-like Lie algebra (g, m) is a Heisenberg type Lie algebra or H-type algebra
if cm1 = c
m
2 = . . . = c
m
n = 1, i.e., if for each Z P z the eigenvalues of j(Z) are ˘i}Z}m.
(iv) We call (G, m) a nonsingular, Heisenberg-like or Heisenberg type nilpotent Lie
group if (g, m) has the corresponding property. Also, if the group or the Lie algebra
is fixed we call m a Heisenberg-like or Heisenberg type metric.
REMARK 1.4.
(i) The metric Lie algebra (g, m) being nonsingular is equivalent to adX : g Ñ z,
adX(¨) = [X, ¨], being surjective for all X P gzz. This criterion does not involve
the metric m. In fact, if Definition 1.3.(i) is fulfilled for one inner product on g, it is
so for any inner product on g (see Definition 1.4 and Lemma 1.8 in [Ebe94]). Con-
sequently, we call a 2-step nilpotent Lie group G with Lie algebra g nonsingular, if
adX : gÑ z is surjective for all X P gzz.
(ii) Every 2-step nilpotent Lie algebra g with dim z = 1 is isomorphic to the Heisenberg
algebra hn, n = (dim g´ 1)/2.
(iii) Let m be an inner product on the Heisenberg algebra hn. Since z is one dimensional,
there exist numbers 0 ă cm1 ď cm2 ď . . . cmn such that for every Z P z the eigenvalues
of j(Z) are ˘icmj }Z}m. In particular, (hn, m) is a nonsingular Heisenberg-like Lie
algebra.
(iv) The Heisenberg-like Lie algebras were introduced in [GM00]. However, there a
slightly broader definition was made which included certain singular Lie algebras.
We will at no point deal with singular Lie algebras.
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REMARK 1.5. The Heisenberg type Lie algebras were introduced in [Kap81]. Let (g, m)
be such a Lie algebra. By definition we have
j(Z)2 = ´}Z}2m ¨ Id for all Z P z .(1.10)
Now recall the definition of the (real) Clifford algebra Cl(z, } ¨ }2mz) over the quadratic
space (z, } ¨ }2mz): it is the (up to isomorphism) unique associative unital algebra containing
z subject to the relations
X ¨ X = ´}X}2mz ¨ 1 for all X P z .
Clearly j : z Ñ so(n) extends to a unitary (algebra) representation of Cl(z, } ¨ }2mz). By
unitary, we mean that every Z P z Ă Cl(z, } ¨ }2mz) with }Z}mz = 1 acts orthogonally. Con-
versely, if (n, } ¨ }2mn) is the representation space of a unitary Cl(z, } ¨ }2mz)-representation,
the inclusion map z ãÑ Cl(z, } ¨ }2mz) induces a map j : zÑ so(n) which satisfies (1.10).
The Clifford algebras and their representations are classified (see, e.g., [LM89, Chap-
ter I, §§ 3-5]). Each representation is a direct sum of irreducible representations. The
number νl of irreducible (real) representations of the (real) Clifford algebra Cl(z, } ¨ }2mz)
with dim z = l is νl = 1 if l ı 3 (mod 4) and ν = 2 if l ” 3 (mod 4).
EXAMPLE 1.6. Let z := R2 be equipped with the standard euclidean inner product. The
Clifford algebra Cl(z, } ¨ }2std) in this case is simply denoted by Cl2. As algebras we have
Cl2 – H, the quaternions (see [LM89, Chapter I, § 4]). Up to isomorphism, there is only
one irreducible real representation of Cl2. This is apparent from the fact thatH is a simple
algebra and its unique irreducible representation can be realised by left multiplication
on itself. Any Cl2-module (n, } ¨ }2mn) must be a direct sum of copies of this irreducible
module. In particular, a metric 2-step nilpotent Heisenberg-type Lie algebra (g, m) with
dim z = 2 has dim n = 4k, k PN.
Concretely, let (n, } ¨ }2) := (R4, } ¨ }2std) and define j : z Ñ so(n) in the standard
coordinate system by
j(e1) :=
⎛⎜⎜⎜⎜⎝
0 1 0 0
´1 0 0 0
0 0 0 1
0 0 ´1 0
⎞⎟⎟⎟⎟⎠ , j(e2) :=
⎛⎜⎜⎜⎜⎝
0 0 1 0
0 0 0 ´1
´1 0 0 0
0 1 0 0
⎞⎟⎟⎟⎟⎠(1.11)
and linear continuation. Then the eigenvalues of j(Z) are ˘i}Z} for all Z P z. Hence, the
corresponding 2-step nilpotent Lie algebra is of Heisenberg type. In particular, for any
metric Heisenberg type Lie algebra (g, m) with dim z = 2 and structure map j1 : z Ñ
so(n), j1(Z) is (up to a metric Lie algebra isomorphism) equivalent to the direct sum of
j(Z)‘ . . .‘ j(Z) for all Z P z, with j as in (1.11).
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EXAMPLE 1.7. A slight alteration of the previous example yields a Heisenberg-like Lie
algebra. Let (z, mz) = (R2, x¨, ¨ystd), (n, mn) = (R4, x¨, ¨ystd) and α ą 0. Define j : zÑ so(n)
in standard coordinates by
j(e1) :=
⎛⎜⎜⎜⎜⎝
0 α 0 0
´α 0 0 0
0 0 0 1/α
0 0 ´1/α 0
⎞⎟⎟⎟⎟⎠ , j(e2) :=
⎛⎜⎜⎜⎜⎝
0 0 α 0
0 0 0 ´1/α
´α 0 0 0
0 1/α 0 0
⎞⎟⎟⎟⎟⎠
and linear continuation. Then the eigenvalues of j(Z) are ˘iα}Z},˘i 1α}Z} for all Z P z.
Hence, the corresponding metric 2-step nilpotent Lie algebra is Heisenberg-like. Note
that there is no structure theory for Heisenberg-like Lie algebras as there is for Heisenberg
type Lie algebras.
It is time to come to our chosen objects of study. Let Γ Ă G be a discrete and cocom-
pact subgroup of G. We call such Γ uniform. They exist if and only if the Lie algebra g
has a basis (X1, . . . , Xdim g) such that the corresponding structure constants aki,j, defined
by [Xi, Xj] =
ř
aki,jXk, are rational (see, e.g., [CG90, Theorem 5.1.8]). For example, this is
always the case for Heisenberg type Lie algebras (see [CD02]). The quotient ΓzG is, as
a smooth manifold, the total space of a principal torus-bundle over a torus. Conversely,
every such space is the compact quotient of a 2-step nilpotent Lie group [PS61].
PROPOSITION 1.8. Let G be a connected and simply-connected nonsingular 2-step nilpotent Lie
group with Lie algebra g and Γ Ă G a uniform subgroup. Let ℓ := dim z and n := (dimg´ ℓ)/2.
Then there exists a basis (Z1, . . . , Zℓ, X1, . . . , X2n) of g such that (Z1, . . . , Zℓ) is a basis of z and
Γ =
!
exp(m1Z1) ¨ ¨ ¨ exp(mℓZℓ) ¨ exp(mℓ+1X1) ¨ ¨ ¨ exp(mℓ+2nX2n) |m P Zℓ+2n
)
.
PROOF. This is a special case of [CG90, Proposition 5.3.2] with H1 := Z, the centre of
G, and h1 = z, the Lie algebra of Z. 
Since Γ acts on G by left translation, its action is isometric w.r.t. the metric m. There
is thus a unique Riemannian metric on ΓzG, which we also denote by m, such that the
canonical projection π : (G, m) Ñ (ΓzG, m) is a Riemannian covering. We call (ΓzG, m)
a compact Riemannian (2-step) nilmanifold. In case (G, m) is a nonsingular, Heisenberg-
like or a Heisenberg type nilpotent Lie group, we say that (ΓzG, m) is a nonsingular,
Heisenberg-like or Heisenberg type nilmanifold, respectively. Also, if G = Hn, the (2n +
1)-dimensional Heisenberg group, we call (ΓzHn, m) a compact Heisenberg manifold. By
Remark 1.4(iii) a compact Heisenberg manifold is always a nonsingular Heisenberg-like
nilmanifold.
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Denote by πn : gÑ n the orthogonal projection onto n. Define the two sets
(1.12)
Γz := log ΓX z ,
Γn := πn log Γ .
By the Campbell-Baker-Hausdorff formula (1.1) we have X + Y + 12 [X, Y] P log Γ for all
X, Y P log Γ. It follows that Z1 + Z2 = Z1 + Z2 + 12 [Z1, Z2] P Γz for all Z1, Z2 P Γz. Also,
if X = π(X˜), Y = π(Y˜) P Γn with X˜, Y˜ P Γn, then X + Y = πn(X˜ + Y˜ + 12 [X˜, Y˜]) P Γn.
Hence, the sets Γz and Γn are lattices.
PROPOSITION 1.9. Let (G, m) be a connected and simply-connected nonsingular 2-step nilpo-
tent Lie group and Γ Ă G a uniform subgroup. Furthermore, let (Z1, . . . , Zℓ, X1, . . . , X2n) be a
basis of g as in Proposition 1.8. Then (Z1, . . . , Zℓ) is a basis of Γz and (πn(X1), . . . ,πn(X2n)) is
a basis of Γn. In particular, Γz and Γn have full rank in z and n respectively.
PROOF. By the last proposition and formula (1.1) we have
Γ =
!
exp(m1Z1) ¨ ¨ ¨ exp(mℓZℓ) ¨ exp(mℓ+1X1) ¨ ¨ ¨ exp(mℓ+2nX2n) |m P Zℓ+2n
)
=
$&%exp
⎛⎝ ℓÿ
i=1
miZi +
2nÿ
i=1
mℓ+iXi +
1
2
ÿ
1ďiăjď2n
mℓ+imℓ+j[Xi, Xj]
⎞⎠ |m P Zℓ+2n
,.- .
It follows that
log Γ =
$&% ℓÿ
i=1
miZi +
2nÿ
i=1
mℓ+iXi +
1
2
ÿ
1ďiăjď2n
mℓ+imℓ+j[Xi, Xj] |m P Zℓ+2n
,.- .
By (1.12) we now have
Γz = log ΓX z =
#
ℓÿ
i=1
miZi |m P Zℓ
+
,
Γn = πn log Γ =
#
πn
(
2nÿ
i=1
miXi
)
|m P Z2n
+
.
Since (Z1, . . . , Zℓ) is a basis of z, it is a basis for Γz. The tuple (πn(X1), . . . ,πn(X2n)) is a
basis of Γn since (Z1, . . . , Zℓ, X1, . . . , X2n) is a basis of g and z is the kernel of πn. 
The last proposition implies that
(1.13)
Tz,mz := (Γzzz, mz) ,
Tn,mn := (Γnzn, mn) ,
are flat tori. We call Tn,mn the base torus and Tz,mz the fibre torus of (ΓzG, m). The justifica-
tion for these names lies in the following proposition.
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PROPOSITION 1.10 ([Ebe94, Proposition 5.5]). The map
π : (ΓzG, m)Ñ Tn,mn
Γ ¨ exp X ÞÑ Γn + πn(X)
is a Riemannian submersion whose fibres are totally geodesic imbedded flat tori isometric to Tz,mz .
COROLLARY 1.11. Let (ΓzG, m) be a compact Riemannian nilmanifold. Then
Vol(ΓzG, m) = Vol Tn,mn ¨Vol Tz,mz .
At last in this section, we describe the sectional curvature of the compact Riemann-
ian nilmanifold (ΓzG, m). Since (ΓzG, m) is locally isometric to (G, m) and the latter is
homogeneous, it suffices to describe the sectional curvature Kmσ (Π) at e P G, the identity
element, of the plane Π spanned by the linearly independent elements X, Y P g = TeG.
PROPOSITION 1.12 ([Ebe94, (2.4)]). Let (G, m) be a connected and simply connected 2-step
nilpotent Lie group with a left invariant metric. Let X, Y be orthonormal elements of (g, m) and
Π := spanRtX, Yu. Then
(a) Kmσ (Π) = ´34}[X, Y]}2m if X, Y P n.
(b) Kmσ (Π) =
1
4}j(X)Y}2m if X P z and Y P n.
(c) Kmσ (Π) = 0 if X, Y P z.
Unfortunately, there is a sign error in [Ebe94, (2.4)(b)]. That there must be an error is
clear as P. Eberlein himself mentions in the introduction of [Ebe94] that J. A. Wolf proved
in [Wol64] that every nilpotent Lie group with a left invariant metric must admit both
positive and negative sectional curvatures.
The Spectrum of compact Heisenberg-like Nilmanifolds. We consider the Lapla-
cian ∆ acting on complex valued C8-functions on a compact Riemannian nilmanifold
(ΓzG, m). As is well known (see, e.g., [BGM71, Chapitre III]), the spectrum of ∆ consists
of nonnegative eigenvalues with finite multiplicites and its only accumulation point is
+8.
The spectrum of all compact Riemannian 2-step nilmanifolds was computed by H.
Pesce [Pes93]. We give a short review of these results and specialise to compact
Heisenberg-like nilmanifolds afterwards. Let (ΓzG, m) be a compact Riemannian 2-step
nilmanifold. Let g˚ be the dual of g. For every λ P g˚ define an antisymmetric bilinear
form Bλ : gˆ g Ñ R by Bλ(X, Y) := λ([X, Y]) and denote by gλ its kernel. Let further-
more uλ be the endomorphism of g defined by Bλ(X, Y) = m(X, uλ(Y)). Note that uλ is
skew-symmetric w.r.t. m.
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The group G acts on g˚ via the coadjoint map Adg˚ : g˚ Ñ g˚, g P G:
(Adg˚ λ)(Y) = λ(Adg´1 Y), Y P g,λ P g˚ .
Let A be a full set of representatives of the space of G-orbits in g˚ and define A (Γ) =
tλ P A |λ(log ΓX gλ) Ď Zu. Now write A (Γ) = A1(Γ)YA2(Γ) where A1(Γ) = tλ P
A (Γ) | gλ = gu and A2(Γ) = A (Γ)zA1(Γ).
Finally, define mλ := 1 for every λ P A1(Γ) and mλ := (detĂBλ)1/2 for λ P A2(Γ).
Here, ĂBλ is the bilinear antisymmetric form induced by Bλ on the quotient gλzg and the
determinant is taken w.r.t. a basis of the lattice Lλ which is the image of log Γ under the
canonical projection gÑ gλzg.
THEOREM 1.13 ([Pes93, II Proposition 1]). The spectrum Σ(ΓzG, m) of the Laplacian ∆ of the
compact Riemannian 2-step nilmanifold (ΓzG, m) is the union Σ(ΓzG, m) = ŤλPA (Γ) Σ(λ, m),
where
‚ if λ P A1(Γ): Σ(λ, m) = t4π2řnj=1 λ(Xj)2u for any orthonormal basis
(X1, . . . , Xn) of g with respect to m.
‚ if λ P A2(Γ): Σ(λ, m) = tµ(λ, p, m) | p PNk0u with
µ(λ, p, m) = 4π2
ℓÿ
j=1
λ(Xj)2 + 2π
kÿ
j=1
(2pj + 1)dj ,
where
(1) ℓ = dim gλ, k = (dim g´ dim gλ)/2 = (n´ ℓ)/2,
(2) (X1, . . . , Xℓ) is an orthonormal basis of gλ with respect to the restriction of m to
gλ,
(3) ˘idj, 1 ď j ď k, are the eigenvalues of uλ.
Furthermore, every eigenvalue σ has the multiplicity Σλmλ where the sum is over all
λ P A such that σ P Σ(λ, m).
In case (ΓzG, m) is a nonsingular Heisenberg-like nilmanifold, the above theorem has
a much simpler form. We introduce the dual lattices of Γz and Γn defined in (1.12):
(1.14)
Γz˚ := tλ P z | xλ, Xym P Z@X P Γzu ,
Γn˚ := tλ P n | xλ, Xym P Z@X P Γnu .
COROLLARY 1.14. Let (ΓzG, m) be a compact Riemannian nonsingular Heisenberg-like nil-
manifold. Furthermore, let ℓ := dim z and n := dimn/2. Denote by 0 ă cm1 ď . . . ď cmn the real
numbers such hat ˘icmj }Z}m, 1 ď j ď n, are the eigenvalues of j(Z) for all Z P z. Then the spec-
trum Σ(ΓzG, m) of the Laplacian ∆ of (ΓzG, m) is the union Σ(ΓzG, m) = ŤλPΓn˚YΓz˚ Σ(λ, m)
where
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‚ if λ P Γn˚ : Σ(λ, m) = t4π2}λ}2mu.
‚ if λ P Γz˚ : Σ(λ, m) = tµ(λ, p, m) | p PNn0u with
µ(λ, p, m) = 4π2}λ}2m + 2π}λ}m
nÿ
j=1
(2pj + 1)cmj .
Each eigenvalue σ P Σ (λ, m) with λ P Γn˚ has multiplicity 1, whereas each eigenvalue σ P
Σ (λ, m) with λ P Γz˚ has multiplicity
(śn
j=1 c
m
j
)
}λ}nm Vol Tn,mn .
PROOF. Let 5 : g Ñ g˚ be the metric isomorphism and 7 : g˚ Ñ g its inverse. Define
Γ1z :=
(
Γz˚
)5 and Γ1n := (Γn˚)5. We will show that Γ1n and Γ1zzt0u can be taken for A1(Γ) and
A2(Γ), respectively.
By Remark 1.4.(i) the nonsingularity of g is equivalent to adX : gÑ z being surjective
for all X P nzt0u. Let λ P g˚ and gλ = tX P g |λ([X, Y]) = λ(adX(Y)) = 0@Y P gu.
Then gλ = z in case λ|z ‰ 0 and gλ = g if λ|z ” 0. Since gλ is an ideal (every additive
subspace of g that contains the derived algebra g1 = g(2) = [g, g] Ď z is an ideal) the
AdG˚-orbit through λ is exactly λ+ gKλ , where gKλ is the annihilator of gλ in g˚ (see [CG90,
Theorem 3.2.3]).
If gλ = g then gKλ = t0u, i.e., the orbit through an element λ P g˚ with λ|z ” 0
contains only λ. Clearly, a parametrising set for all such λ which additionally satisfy
λ(log ΓX gλ) = λ(log Γ) Ď Z is Γ1n.
Now let λ P g˚ with λ|z ‰ 0. Then gλ = z and zK = tµ P g˚ | µ(Z) = 0@Z P zu = n5.
Hence, the AdG˚-orbit through λ is λ+ n5. We can thus w.l.o.g. assume that λ|n ” 0. The
set of all λ P g˚ such that λ|n ” 0 and λ(log ΓX gλ) = λ(log ΓX z) = λ(Γz) Ď Z is clearly
Γ1z. Hence, Γ1zzt0u = A2(Γ) is a valid choice.
We will now prove with the help of Theorem 1.13 that the above eigenvalue and
multiplicity formulas are correct. First, let λ5 P Γ1n and (X1, . . . , Xℓ+2n) be an orthonormal
basis of g. Then
4π2
ℓ+2nÿ
j=1
λ5(Xj)2 = 4π2
ℓ+2nÿ
j=1
xλ, Xjy2 = 4π2}λ}2m .
Now, let λ5 P Γ1zzt0u and (X1, . . . , Xℓ) be an orthonormal basis of z = gλ. By the definition
of uλ5 and (1.9) we have
xX, uλ5(Y)y = λ5([X, Y]) = xλ, [X, Y]y = xj(λ)X, Yy
for all X, Y P n. It follows that dj = cmj }λ}m for all 1 ď j ď n and that
µ(λ5, p, m) = 4π2
ℓÿ
j=1
λ5(Xj)2 + 2π
nÿ
j=1
(2pj + 1)dj = 4π2}λ}2m + 2π}λ}m
nÿ
j=1
(2pj + 1)cmj
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for all p PNn0 .
It remains to prove the multiplicity formula for λ5 P Γ1zzt0u. Since gλ = z we have
gλzg – n andLλ = Γn. Let (X1, . . . , X2n) be a basis of Γn. Then
detĄBλ51/2 =bdet (λ5 ([Xi, Xj]))i,j =bdet (xλ, [Xi, Xj]y)i,j =bdet (xj (λ)Xi, Xjy)i,j
=
b
det j (λ)Vol Tn,mn .

REMARK 1.15. In light of Proposition 1.10, the eigenfunctions corresponding to the eigen-
values in Σ(λ, m) with λ P Γn˚ are precisely the lifts of eigenfunctions of the Laplace-
Beltrami operator on the base torus Tn,mn .
2. The Manifold Pn of Symmetric and Positive Definite nˆ n Matrices
We we will throughout this thesis be concerned with the space of all inner products on
a 2-step nilpotent Lie algebra and certain subspaces thereof. By a choice of basis, this
space can be identified with the set of positive definite symmetric matrices. This can in
turn be given the structure of a complete Riemannian homogeneous manifold, which we
briefly describe below. We refer the reader to [O’N83, Ch. 9] for a good introduction to
the general theory of homogeneous spaces and to the comprehensive [Ter88] for specifics
about Pn, SPn and P2˚n.
NOTATION 1.16. For a quadratic matrix A P M(m;R) and a matrix B P M(m, n;R) we
write
A[B] := tB ¨ A ¨ B P M(n;R) .
DEFINITION 1.17. For every n PNwe define
Pn :=
␣
Y P M(n;R) | t Y = Y, Y positive definite( ,
SPn := tY P Pn | det Y = 1u Ă Pn .
Furthermore, for every Y P P2n we define
P2˚n(Y) :=
!
Y[S] | S P ĂSp(2n;R)) Ă P2n ,
where ĂSp(2n;R) := ␣S P GL(2n;R) | tSJS = ε(S)J, ε(S) = ˘1(
with J as in (1.3). In the special case Y = Id, we use the abbreviation
P2˚n := P2˚n(Id) .
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There is a smooth GL(n;R)-right action on Pn given by
Pn ˆGL(n;R)Ñ Pn(1.15)
(Y, G) ÞÑ Y[G] .
By the spectral theorem for symmetric matrices this action is transitive. Through re-
striction, we also obtain a smooth transitive SL(n;R)-right action on SPn and a smoothĂSp(2n;R)-right action on P2˚n(Y). The latter is transitive by definition of P2˚n(Y).
REMARK 1.18. We have P2˚n = tId[S] | S P Sp(2n;R)u. Indeed, for if we let
K = diag(1, . . . , 1,´1, . . . ,´1) P GL(2n;R)
with exactly n entries +1, then K P ĂSp(2n;R)z Sp(2n;R), tK = K, K2 = Id and K maps
Sp(2n;R) diffeomorphically onto ĂSp(2n;R)z Sp(2n;R) via left multiplication. Hence for
every S1 P ĂSp(2n;R) with S1 R Sp(2n;R), there is S P Sp(2n;R) with S1 = KS and
Id[S1] = Id[KS] = Id[K][S] = K2[S] = Id[S].
Thus, the manifold P2˚n is a homogeneous manifold for the group Sp(2n;R). It is
known as the Siegel upper half plane, see [Ter88, Chapter V]. One can show that P2˚n =
P2n X Sp(2n;R) (see [Ter88, Chapter 5.1, Lemma 1(a)]).
The tangent spaces of Pn, SPn and P2˚n at Id are given by
TIdPn = rn = tX P M(n;R) | tX = Xu ,
TIdSPn = qn = tX P M(n;R) | tX = X, tr X = 0u ,
TIdP2˚n = p2n = q2n X sp(2n;R) = tX P M(2n;R) | tX = X, XJ + JX = 0u .
Here, sp(2n;R) is the Lie algebra of Sp(2n;R). It is very well-known that the matrix ex-
ponential provides a diffeomorphism exp : rn Ñ Pn with exp(qn) = SPn and exp(p2n) =
P2˚n.
An inner product on rn is given by the trace form ([Ter88, (1.11) on p. 11]):
rn ˆ rn Q (X, Y) ÞÑ tr(XY) P R .
We extend this inner product to a Riemannian metric on Pn by the GL(n;R)-right action
(1.15). Through restriction, we obtain Riemannian metrics on SPn and P2˚n that are in-
variant under the action of SL(n;R) and Sp(2n;R), respectively. The matrix exponential
map exp : rn Ñ Pn is precisely the geodesic exponential map w.r.t. this metric (see [Ter88,
Ch. IV, Theorem 1]). By this and the transitivity and isometry of the respective actions,
we see that SPn Ă Pn and P2˚n Ď SP2n are totally geodesic submanifolds. By the Hopf-
Rinow Theorem, exp being a diffeomorphism also implies that Pn (resp. SPn and P2˚n)
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are complete Riemannian manifolds. By the same Theorem, this is equivalent to Pn, SPn
and P2˚n being complete metric spaces under the Riemannian distance.
Note that for any r ą 0 one has P2˚n(r ¨ Id) = r ¨ P2˚n. It follows that P2˚n(r ¨ Id) is a
totally geodesic submanifold of P2n and a complete metric space under the Riemannian
distance too.
3. Schwartz Functions, the Fourier Transform and the Poisson Summation Formula
Schwartz functions, their Fourier transform and the Poisson summation formula play
important roles in this thesis. Following [Gra14, Section 2.2 and Section 3.2.3], we state
all definitions, examples and theorems we use for reference.
For a point x P Rn, we denote by }x} = }x}2 the Euclidean norm. A multi-index is an
element of Nn0 . The size of a multi-index α P Nn0 is defined as |α| := α1 + α2 + . . . + αn.
For x P Rn and α a multi-index, we define xα := xα11 xα22 ¨ ¨ ¨ xαnn . It is a simple fact that for
every α PN0 there exists a constant cn,α ą 0 such that
|xα| ď cn,α}x}|α|(1.16)
for all x P Rn.
For a function f P C8(Rn) we denote by BmBxmj f (x) the m-th derivative w.r.t. the j-th
variable and for α PN0, we use the notation
B|α|
Bxα f (x) :=
Bα1
Bxα11
Bα2
Bxα22
¨ ¨ ¨ B
αn
Bxαnn f (x) .
DEFINITION 1.19. A complex valued function f P C8(Rn) is called a Schwartz function if
for every pair of multi-indices α, β PNn0 there exists a Cα,β ą 0 such that
sup
xPRn
ˇˇˇˇ
ˇxα B|β|Bxβ f (x)
ˇˇˇˇ
ˇ ď Cα,β .(1.17)
The set of all Schwartz functions on Rn is denoted byS (Rn).
REMARK 1.20. It follows directly from the definition of a Schwartz function that if α PN0,
f P S (Rn) and P is a polynomial on Rn, then x ÞÑ P(x) ¨ B|α|Bxα f (x) P S (Rn).
REMARK 1.21. Note that Definition 1.19 is invariant under pullback by linear isomor-
phisms of Rn. It follows that Definition 1.19 makes sense on any finite dimensional eu-
clidean vector space.
EXAMPLE 1.22. The function Rn Q x ÞÑ e´}x}2 P R lies inS (Rn).
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LEMMA 1.23 ([Gra14, cf. Remark 2.2.4]). Let f P C8 (Rn). Then f is in S (Rn) if and only
if for every α PNn0 and every N PN there exists Cα,N such thatˇˇˇˇ
ˇ B|α|Bxα f (x)
ˇˇˇˇ
ˇ ď Cα,N(1+ }x})N(1.18)
for all x P Rn.
REMARK 1.24. The function
Rn Q x ÞÑ 1
(1+ }x})n+1 P R
is integrable. It follows from Lemma 1.23 thatS (Rn) Ă L1(Rn).
DEFINITION 1.25. Let f , g P L1 (Rn). The convolution of f and g is defined as the function
( f ˚ g) : Rn Q x ÞÑ
ż
Rn
f (y)g(x´ y)dµ(y) P C .(1.19)
REMARK 1.26. An application of Fubini’s Theorem shows that the right hand side of
(1.19) is defined almost everywhere and that f ˚ g P L1 (Rn). Furthermore, the convolu-
tion as a map L1 (Rn)ˆ L1 (Rn)Ñ L1 (Rn) is associative.
PROPOSITION 1.27. Let f , g P S (Rn). Then f g and f ˚ g are inS (Rn). Moreover,
B|α|
Bxα ( f ˚ g) =
(
B|α|
Bxα f
)
˚ g = f ˚
(
B|α|
Bxα g
)
for all multi-indices α PNn0 .
DEFINITION 1.28. Let (V, x¨, ¨y) be a euclidean vector space. Given a Schwartz function
f P S (V) we define
F[ f ](ξ) := pf (ξ) := ż
V
e´2πixx,ξy f (x)dVolV(x) ,(1.20)
where dVolV is the volume density determined by the Lebesgue measure and the inner
prodct x¨, ¨y. We call F[ f ] = pf the Fourier transform of f .
Note that the Fourier transform F[ f ] : V Ñ C of a Schwartz function f always exists
sinceS (V) Ă L1(V, dVolV).
For a function f : Rn Ñ C, y P Rn and a ą 0 we define translation, dilation and
reflection of f by
(τy f )(x) := f (x´ y) ,
(δa f )(x) := f (ax) ,
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rf (x) := f (´x) .
We also use the notation fa := a´n(δ1/a f ).
PROPOSITION 1.29 ([Gra14, Proposition 2.2.11]). Given f , g P S (Rn), y P Rn, b P C,
α PN0 and t ą 0, we have
(i) {f + g = pf + pg,
(ii) xb f = b pf ,
(iii) prf = rpf ,
(iv) pf = rpf ,
(v) yτy f (ξ) = e´2πixy,ξy pf (ξ),
(vi) (x ÞÑ e2πixx,yy f (x))p(ξ) = τy( pf )(ξ),
(vii)
(
δt f
)p
= t´nδ1/t pf = ( pf )t,
(viii) pf P S (Rn),
(ix)
(
x ÞÑ B|α|Bxα f (x)
)p
(ξ) = (2πiξ)α pf (ξ),
(x) (x ÞÑ (´2πix)α f (x))p(ξ) = B|α|Bξα pf (ξ),
(xi) yf ¨ g = pf ˚ pg,
(xii) zf ˝ A(ξ) = pf (Aξ) for every A P O(n;R).
EXAMPLE 1.30 (cf. [Gra14, Example 2.2.9]). Let (V, x¨, ¨y) be a euclidean vector space and
f : V Q x ÞÑ e´π}x}2 P R. Then pf = f .
DEFINITION 1.31. Given f P S (Rn), we define
fq : Rn Q x ÞÑ pf (´x) P C .
Note that fq P S (Rn) by Proposition 1.29(viii). The map S (Rn) Q f ÞÑ fq P S (Rn) is
called inverse Fourier Transform.
THEOREM 1.32 ([Gra14, Theorem 2.2.14]). Given f P S (Rn) we have
( pf )q= f = ( fq)p.
REMARK 1.33. By the last theorem and Proposition 1.29(iii) we have ppf = f for any even
Schwartz function f .
THEOREM 1.34. [Gra14, Theorem 3.2.8] Let f be a continuous function on Rn which satisfies
for some C, δ ą 0 and for all x P Rn
| f (x)| ď C(1+ }x})´n´δ ,
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and whose Fourier transform pf restricted to Zn satisfiesÿ
mPZn
|pf (m)| ă 8 .
Then for all x P Rn we have ÿ
mPZn
pf (m)e2πixm,xystd = ÿ
kPZn
f (x + k) ,
and in particular ÿ
mPZn
pf (m) = ÿ
kPZn
f (k) .
COROLLARY 1.35. Let (V, x¨, ¨y) be an inner product space, L Ă V a lattice of full rank and
f P S (V). Let L˚ be the dual lattice of L, i.e.,
L˚ = tv P V | xv, my P Z for all m P Lu .
Then we have ÿ
mPL
f (m) = Vol (L˚zV)
ÿ
mPL˚
pf (m) .
PROOF. Identify V with Rn by a linear isometry and let B P GL(n;R) be such that
L = B ¨Zn. Then L˚ = tB´1 ¨Zn. By Theorem 1.34 we now haveÿ
mPL
f (m) =
ÿ
kPZn
f ˝ B(k) =
ÿ
mPZn
zf ˝ B(m) .
A simple application of integration by substitution shows thatÿ
mPZn
zf ˝ B(m) = ˇˇˇdet B´1 ˇˇˇ ÿ
mPZn
pf ˝ (tB´1) (m) = Vol(L˚zV) ÿ
mPL˚
pf (m) .

4. Parameter Dependent Integrals
We will often be in a situation in which we have to show the continuity, the differen-
tiability or holomorphy of an integral depending on a parameter. We present here three
standard theorems from [Els05] to avoid the reader having to browse through text books.
In the three following theorems, (X,A, µ) denotes a measure space; i.e., A is a σ-
algebra over X and µ : A Ñ [0,8] a measure. Also, K denotes either R or C and L 1
denotes theK-valued integrable functions over X.
THEOREM 1.36 (Continuity of a Parameter Dependent Integral,
see [Els05, Kapitel IV,Satz 5.6]). Let T be a metric space. Assume f : T ˆ X Ñ K possesses
the following properties:
(a) f (t, ¨) P L 1 for every t P T.
4. PARAMETER DEPENDENT INTEGRALS 25
(b) f (¨, x)Ñ K is continuous in t0 P T for µ-almost all x P X.
(c) There exists a neighborhood U of t0 and a positive integrable function g : X Ñ R such that
for all t P U one has: | f (t, ¨)| ď g µ-almost everywhere.
Then the function F : T Ñ K defined by
F(t) :=
ż
X
f (t, x)dµ(x)
is continuous in t0 P T, as is the function Φ : T Q t ÞÑ f (t, ¨) P L 1.
THEOREM 1.37 (Differentiation under the Integral Sign, see [Els05, Kapitel IV, Sath 5.7] ).
Let I Ă R be an interval and t0 P I. Assume f : I ˆ X Ñ K possesses the following properties:
(a) f (t, ¨) P L 1 for every t P T.
(b) The partial derivative B fBt (t0, x) exists for all x P X.
(c) There exists a neighorhood U of t0 and a positive integrable function g : X Ñ R such that for
all t P U X I, t ‰ t0, one hasˇˇˇˇ
f (t, x)´ f (t0, x)
t´ t0
ˇˇˇˇ
ď g(x) µ-almost everywhere .
Then the function F : I Ñ K defined by
F(t) :=
ż
X
f (t, x)dµ(x)
is (possibly one-sided) differentiable in t0,
B f
Bt (t0, ¨) is integrable, and one has
F1(t0) =
ż
X
B f
Bt (t0, x)dµ(x) .
Supplement: The conclusion of the theorem still holds if one replaces assumptions (b), (c) by
(b*) There exists δ ą 0 such that the partial derivative B fBt (t, x), x P X, exists for all t P U :=
(t0 ´ δ, t0 + δ)X I.
(c*) There exists a positive function g P L 1 such that for all t P U and x P X one has:ˇˇˇˇB f
Bt (t, x)
ˇˇˇˇ
ď g(x) .
THEOREM 1.38 (Holomorphic Parameter Integral, see [Els05, Kapitel IV, Satz 5.8]).
Let G Ă C be open and assume f : Gˆ X Ñ C possesses the following properties:
(a) f (z, ¨) P L 1 for all z P G.
(b) f (¨, x) : G Ñ C is holomorphic for all x P X.
(c) For every compact disc D Ă G there exists a positive function gD P L 1 such that for all
z P D one has: | f (z, ¨)| ď gD µ-almost everywhere.
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Then the function F : G Ñ C defined by
F(z) :=
ż
X
f (z, x)dµ(x)
is holomorphic, B
n f
Bzn (z, ¨) P L 1 for all n PN0 and one has
F(n)(z) :=
ż
X
Bn f
Bzn (z, x)dµ(x) for all z P G .
5. Moduli Spaces
This section is devoted to the study of moduli spaces of compact nonsingular nil-
manifolds. First, we introduce moduli spaces on a compact nonsingular nilmanifold for,
respectively, all metrics, all Heisenberg-like metrics and all Heisenberg type metrics (Def-
inition 1.43). We show that the numbers cm1 , . . . , c
m
j from Definition 1.3(ii) are continuous
functions on the moduli space of Heisenberg-like metrics (Proposition 1.40).
Then, we specialise to the case of the Heisenberg group Hn. Here, we introduce home-
omorphic but simpler moduli spaces (Theorem 1.46). The main result (Theorem 1.63 and
Corollary 1.64) of this section will be a characterisation of the compact sets of these mod-
uli spaces.
The moduli space of all flat n-dimensional tori is the locally symmetric orbifold
Pn/ GL(n;Z) » O(n;R)zGL(n;R)/ GL(n;Z). Here, a flat torus T = Rn/L, where L
is a lattice of full rank in Rn, is identified with the congruence class [Y] P Pn/ GL(n;Z),
where Y is the Gram matrix of any Z-basis of L. The flat torus T, or equivalently the
lattice L, has two important invariants. One is its volume, which is the square root of the
determinant of the Gram matrix Y. The other is the length of a shortest smoothly closed
geodesic which is not homotopic to the identity. This length is the same as the length of a
shortest nontrivial vector in L. We will denote the latter by
a
m(Y). The classic Selection
Theorem of Mahler (see Corollary 1.57) says that any set M Ă Pn/ GL(n;Z) for which
there are constants C0, C1 ą 0 such that det(Y) ď C1 and m(Y) ě C0 for all [Y] P M has
compact closure.
When we move from flat tori to compact Heisenberg manifolds, the moduli space
essentially changes to P2n/ĂSp(2n;Z)ˆ (0,8) (see Theorem 1.46 for the exact definition).
We know what the compact sets of the (0,8) factor are. Now Example 1.59 shows that
the existence of bounds for det(¨) and m(¨) on a set M Ă P2n/ĂSp(2n;R) is in general
not enough to ensure relative compactness of M. This asks for additional invariants.
The action of the group ĂSp(2n;Z) on Y P P2n leaves invariant the eigenvalues of Y´1 J,
where J is the matrix representation of the standard symplectic form on R2n (see (1.3)).
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Accordingly, Theorem 1.63 states that any set M Ă P2n/ĂSp(2n;R) for which there are
uniform bounds for det(Y), m(Y) and the eigenvalues of Y´1 J for every [Y] P M, is
relatively compact.
DEFINITION AND REMARKS 1.39. Let G be a connected and simply-connected nonsingu-
lar 2-step nilpotent Lie group and g its Lie algebra.
(i) We define the following three sets:
M (G) := tm |m is an inner product on gu ,
M HL(G) := tm PM (G) | (g, m) is a Heisenberg-like Lie algebrau ,
M HT(G) := tm PM (G) | (g, m) is an H-type Lie algebrau .
Note that we have the two inclusions M HT(G) Ď M HL(G) Ď M (G) by Defini-
tion 1.3.
(ii) By our convention made in Section 1 we regard every element in M (G) as a left
invariant Riemannian metric on G and as a Riemannian metric on every compact
nilmanifold ΓzG, where Γ Ă G is a uniform subgroup.
(iii) For applications of Theorem 1.36 with T = M (G) we need a metric on M (G). We
turnM (G) into a complete metric space as follows. Fix a basis (X1, . . . , Xℓ+2n) of g
and define a diffeomorphismM (G)Ñ Pℓ+2n by m ÞÑ (m(Xi, Xj))i,j=1,...,ℓ+2n. Here,
Pℓ+2n is the space of symmetric positive definite matrices of dimension ℓ+ 2n, see
Definition 1.17. Now define the metric onM (G) to be the pullback of the complete
metric on Pℓ+2n (see Section 2) under this diffeomorphism.
PROPOSITION 1.40. Let G be a connected and simply connected nonsingular 2-step nilpotent
Lie group with Lie algebra g. Define ℓ := dim z and n := (dimg)´ ℓ/2.
(i) M HL(G) andM HT(G) are closed inM (G). In particular, they are complete metric spaces.
(ii) For m PM HL(G) denote by 0 ă cm1 ď . . . ď cmn the real numbers associated with m such
that ˘icmj }Z}m, j = 1, . . . , n, are the eigenvalues of jm(Z), where jm : z Ñ so(n) is the
structure map. Then each cmj is continuous onM
HL(G).
PROOF. We want to work with the structure map jm : z Ñ so(n) as a function of the
metric m. Unfortunately, the subspace n Ă g depends itself on m and so it is not clear
what the range of this function should be. We remedy this by defining a map j1m : z Ñ
gl(g) by
xj1m(Z)X, Yym = xZ, [X, Y]ym
for all X, Y P g. Clearly, we have j1m(Z)X = jm(Z)X for all Z P z and X P n. Additionally,
we have j1m(Z)X = 0 for all Z, X P z. Just as jm, j1m is skew-symmetric w.r.t. m. Note
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that as an element of Hom(z, gl(g)), j1m depends continuously on m P M (G). Let 0 ă
θ1(m, Z) ď . . . ď θn(m, Z) be the real numbers such that ˘iθj(m, Z), j = 1, . . . , n, are
the nonzero eigenvalues of j1m(Z). By [Zed65, Theorem 1], each of the mapsM (G)ˆ z Q
(m, Z) ÞÑ θj(m, Z) P (0,8) is continuous. Since z and n are invariant subspaces of j1m(Z)
for all Z P z and m P M (G), ˘iθj(m, Z), j = 1, . . . , n, are precisely the eigenvalues of
jm(Z) for all Z P z and m PM (G).
Let (mk)kPN be a sequence inM HL(G) that converges inM (G) and m := limkÑ8 mk.
Furthermore, let 0 ă cmk1 ď . . . ď cmkn be the real numbers such that
θj(mk, Z) = c
mk
j }Z}mk
for all Z P z and k PN. Pick a Z0 P zzt0u and define
cj := lim
kÑ8
θj(mk, Z0)
}Z0}mk
for all j = 1, . . . , n. We want to show that θj(m, Z) = cj}Z}m for all Z P z and j = 1, . . . , n.
Let p P t1, 2, . . . , nu. Since mk PM HL(G) we have
θp(mk, Z1)
}Z1}mk
= cmkp =
θp(mk, Z0)
}Z0}mk
for all Z1 P zzt0u, k P N, and by taking the limit k Ñ 8 we obtain θp(m, Z1) = cp}Z1}m.
Thus, we have
θj(m, Z) = cj}Z}m
for all j = 1, . . . , n and Z P z. This proves thatM HL(G) is a closed subspace ofM (G).
Note thatM (G)ˆ z Q (m, Z) ÞÑ }Z}m P [0,8) is continuous. It follows that
M HL(G) Q m ÞÑ cmj =
θj(m, Z)
}Z}m P (0,8) , Z P zzt0u ,
is continuous. This proves (ii). To complete the proof of (i), we note that M HT(G) =!
m PM HL(G) | cmj = 1 for all j = 1, . . . , n
)
. 
REMARK 1.41. Note that M HL(G) inherits local compactness from M (G). Even better,
every closed ball in M HL(G) is compact by the last Proposition. This property is called
properness, i.e.,M HL(G) is a proper metric space and so isM HT(G).
By the simply connectedness of G and the naturality of the exponential map, the map
Aut(G)Ñ Aut(g)
Φ ÞÑ ϕ = dΦe
is a Lie group isomorphism, which is why we will identify an autormorphism of G with
its differential at the identity henceforth.
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The group Aut(g) acts onM (G) via pullback, i.e.,
M (G)ˆAut(g)ÑM (G)
(m, ϕ) ÞÑ ϕ˚m .
This action is smooth. Indeed, by a choice of basis of g this action corresponds to a
restriction of the GL(dim g;R)-right action on Pdim g defined in Section 2.
Note that the group Aut(G) acts on the space of left-invariant Riemannian metrics on
G via pullback. This action corresponds to the above action of Aut(g) on M (G) via the
identification of Aut(G) with Aut(g) and the identification made in Remark 1.39.(ii).
Let Inn(g) be the subgroup of inner automorphisms of g.
PROPOSITION 1.42. Let G be a connected and simply connected nonsingular 2-step nilpotent
Lie group with Lie algebra g and Γ Ă G a uniform subgroup. Furthermore, let m1, m2 PM (G)
and define C(log Γ, g) := tϕ P Aut(g) | ϕ(log Γ) = log Γu. Then the compact nilmanifolds
(ΓzG, m1) and (ΓzG, m2) are isometric if and only if there exists ϕ P Inn(g) ¨ C(log Γ, g) such
that m1 = ϕ˚m2.
PROOF. By the definition of 2-step nilpotency, the map adX : g Ñ g, adX Y = [X, Y]
is nilpotent for all X P g. This implies that the eigenvalues of every adX are zero, and
so, in particular, real. Thus the Lie algebra g has only real roots. The statement of the
proposition now follows from [GW88, Theorem 5.4]. 
DEFINITION 1.43. Let G be a connected and simply connected nonsingular 2-step nilpo-
tent Lie group with Lie algebra g and Γ Ă G a uniform subgroup. Define an equivalence
relation „ onM (G) by
m1 „ m2 if and only if D ϕ P Inn(g) ¨ C(log Γ, g) with m1 = ϕ˚m2 .
With this equivalence relation, define the following three quotients:
M (Γ, G) :=M (G)/ „ ,
M HL(Γ, G) :=M HL(G)/ „ ,
M HT(Γ, G) :=M HT(G)/ „ .
By Proposition 1.42 it is clear that M (Γ, G) is a moduli space for ΓzG, i.e, (ΓzG, m1) is
isometric to (ΓzG, m2) if and only if [m1] = [m2] PM (Γ, G). The subspacesM HT(Γ, G) Ă
M HL(Γ, G) Ď M (Γ, G) are precisely the spaces of (equivalence classes of) metrics [m]
such that (ΓzG, m) is a Heisenberg type or Heisenberg-like nilmanifold, respectively.
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We equip M (Γ, G) with the quotient topology. The subspaces M HL(Γ, G) and
M HT(Γ, G) are closed since M HL(G) and M HT(G) are saturated sets w.r.t. the canon-
ical projection π : M (G) Ñ M (Γ, G), i.e., M HL(G) = π´1(π(M HL(G))) and likewise
forM HT(G).
We will now specialise to the case G = Hn, the (2n + 1)-dimensional Heisenberg
group. The contents of what follows up to and including Theorem 1.46 are taken from
[GW86]. Recall the definitions made in Example 1.2. For x, y P Rn, s P Rwe let
γ(x, y, s) =
⎛⎜⎝1
tx s
0 Idn y
0 0 1
⎞⎟⎠ , X(x, y, s) =
⎛⎜⎝0
tx s
0 0 y
0 0 0
⎞⎟⎠ .
The (2n+ 1)-dimensional Heisenberg group Hn is Hn = tγ(x, y, s) | x, y P Rn, s P Ruwith
the group structure that it inherits as a subset of GL(n + 2;R). Its Lie algebra is hn =
tX(x, y, s) | x, y P Rn, s P Ru. The standard basis Bn of hn is
Bn = (X1, . . . , Xn, Y1, . . . , Yn, Z)
with
(1.21)
Xj = X(ej, 0, 0) for all 1 ď j ď n ,
Yj = X(0, ej, 0) for all 1 ď j ď n ,
Z = X(0, 0, 1) ,
where (e1, . . . , en) is the standard basis of Rn. Multiplication and inversion in Hn obey
the rules
γ(x, y, s) ¨ γ(x1, y1, s1) = γ(x + x1, y + y1, s + s1 + xx, y1y) ,
γ(x, y, s)´1 = γ (´x,´y,´s + xx, yy) .
It follows that commutators in Hn and hn are given by
(1.22)
[γ(x, y, s),γ(x1, y1, s1)] = γ (0, 0, A((x, y), (x1, y1))) ,
[X(x, y, s), X(x1, y1, s1)] = X (0, 0, A((x, y), (x1, y1))) ,
where A is as in Example 1.2.
The centre z = zn of hn is zn = tX(0, 0, s) | s P Ru. We identify the subspace
tX(x, y, 0) | (x, y) P R2nu with R2n. Under this identification hn is the direct sum hn =
R2n
À
z and (X1, . . . , Xn, Y1, . . . , Yn) is the standard basis ofR2n. By (1.22) we have for all
X, Y P R2n
[X, Y] = A(X, Y)Z .
We now turn to the automorphisms of hn. We will identify an automorphism ϕ with its
matrix representation relative to the basis Bn. Recall from Definition 1.17: ĂSp(2n;R) =
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β P GL(2n;R) | tβJβ = ϵ (β) J, ε (β) = ˘1(, with J as in (1.3). We imbed ĂSp(2n;R) into
GL(2n + 1;R) via
ĂSp(2n;R) Q β ÞÑ (β 0
0 ϵ (β)
)
P GL(2n + 1;R) .(1.23)
For a P Rzt0u and w P R2n, let
α(a, w) :=
(
a ¨ I2n 0
wt a2
)
P GL(2n + 1;R) .(1.24)
Simple calculations show that the group Aut (hn) consists of all products of the form
α(a, w) ¨ β, a P Rzt0u, w P R2n, β P ĂSp(2n;R). The inner automorphisms are those for
which a = 1 and β = Id.
We introduce a set of distinguished uniform subgroups of Hn. Let
(1.25) Dn := tr = (r1, . . . , rn) PNn | @i P t1, . . . , n´ 1u : ri|ri+1u .
For an r P Dn define the matrix
δr := diag (r1, . . . , rn, 1, . . . , 1)(1.26)
and the uniform subgroup Γr Ă Hn by
(1.27) Γr :=
␣
γ(x, y, s) | ( xy ) P δr ¨Z2n, s P Z
(
.
THEOREM 1.44 ([GW86, Theorem 2.4]). The subgroups Γr defined in (1.27) classify the uni-
form discrete subgroups of Hn up to automorphism; that is, if Γ Ă Hn is any uniform subgroup
of Hn, then there exists a unique r P Dn for which some automorphism of Hn maps Γ to Γr.
Moreover, for r, s P Dn, Γr and Γs are isomorphic if and only if r = s.
We address the Riemannian structure of Heisenberg manifolds. Via the basis Bn, we
identify the space M (Hn) of inner products on hn with P2n+1. In case that for a given
metric m P P2n+1 the subspaces z Ă hn and R2n Ă hn are orthogonal, the metric takes the
form
(1.28) m =
(
h 0
0 g
)
P P2n ˆ (0,8) .
We call such a metric normalised and write m = (h, g). Note that in this case n = R2n,
mn = h and mz = g.
PROPOSITION 1.45. For every metric m P P2n+1 there exists exactly one ϕ P Inn(hn) such that
ϕ˚m is a normalised metric. Moreover, ϕ depends continuously on m.
32 1. PRELIMINARIES
PROOF. Let m P P2n+1 and write
m =
(
h w
tw g
)
with h P P2n, w P R2n and g P (0,8). With α(¨, ¨) as in (1.24) we have
(α(1,´g´1w))˚m =
(
Id2n ´g´1w
0 1
)
¨
(
h w
tw g
)
¨
(
Id2n 0
´g´1 tw 1
)
=
(
h´ g´1w ¨ tw g(´g´1)w + w
tw g
)
¨
(
Id2n 0
´g´1 tw 1
)
=
(
h´ g´1w ¨ tw 0
0 g
)
.

We call a Riemannian Heisenberg manifold (ΓrzHn, m), where m = (h, g) is a nor-
malised metric, a normalised Heisenberg manifold.
If m = (h, g) is a normalised metric and α(a, w) ¨ β P Aut(hn), then (α(a, w) ¨ β)˚m
is a normalised metric if and only if w = 0. Furthermore, for r P Dn we have α(a, 0) ¨
β log Γr = log Γr if and only if a = 1 and β P δr GL(2n;Z)δ´1r . We therefore define
Gr := δr GL(2n;Z)δ´1r , Πr := Gr XĂSp(2n;R) .(1.29)
Combining the above with Proposition 1.42, Theorem 1.44 and Proposition 1.45 we obtain
THEOREM 1.46 (cmp. [GW86]). Every compact Riemannian Heisenberg manifold is isometric
to a normalised Heisenberg manifold. Moreover, two normalised Heisenberg manifolds (ΓrzHn, m)
and
(
Γr
1zHn, m1
)
are isometric iff r = r1 and m1 = β˚m, where β P Πr = ĂSp(2n;R) X
δr GL(2n;Z)δ´1r . They are homeomorphic iff r = r1. Accordingly, the set
Mn :=
ď
rPDn
Mrn , Mrn := (P2n ˆ (0,8)) /Πr
parametrises the isometry classes of compact Riemannian Heisenberg manifolds. For every n PN
and r P Dn the map
Mrn ÑM (Γr, Hn)
[m] ÞÑ [m] ,
is a homeomorphism. Here, m is the inner product on hn whose matrix representation w.r.t. the
basis Bn is m.
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Let Y P P2n. Note that the map Y´1 J is skew-symmetric w.r.t. the inner product
defined by Y. It follows that the eigenvalues of Y´1 J are purely imaginary and come in
complex conjugate pairs.
DEFINITION AND REMARKS 1.47.
(i) For every n P N we define n functions d1, . . . , dn : P2n Ñ (0,8) such that ˘idk(Y),
k = 1, . . . , n, are the eigenvalues of Y´1 J and d1 ď d2 ď . . . ď dn.
(ii) Note that the dk are continuous (see, e.g., [Zed65, Theorem 1]).
(iii) The functions d1, . . . , dn : P2n Ñ (0,8) are invariant under the action of ĂSp(2n;R).
Indeed, for Y P P2n and A P ĂSp(2n;R) one has
(Y[A])´1 J = (tAYA)´1 J = A´1Y´1 tA´1 J „ A(A´1Y´1 tA´1 J)A´1
= Y´1 tA´1 JA´1 = ε(A)Y´1 J
with ε(A) P t˘1u. By the definition of the dk we thus have dk(Y[A]) = dk(Y) for all
1 ď k ď n, Y P P2n and A P ĂSp(2n;R).
For the next proposition recall the following from Definition 1.17:
P2˚n(Y) =
!
Y[S] | S P ĂSp(2n;R))
PROPOSITION 1.48. Let X, Y P P2n. Then
X P P2˚n(Y) iff Y P P2˚n(X) iff dj(X) = dj(Y) for all 1 ď j ď n .
PROOF. The first ’iff’ is a direct consequence of the definition of P2˚n(M), M P P2n.
We first prove the second ’if’: By assumption X´1 J „ Y´1 J. Since X´1 J „ X´1/2 JX´1/2,
we have X´1/2 JX´1/2 „ Y´1/2 JY´1/2, which means that there is A P O(2n;R) such that
tAX´1/2 JX´1/2 A = Y´1/2 JY´1/2 .
This implies that X´1/2 AY1/2 =: S P ĂSp(2n;R). By definition of S we have AY1/2 = X1/2S
and hence Y = Y1/2 tAAY1/2 = Id[AY1/2] = Id[X1/2S] = tSXS as claimed. The ’only if’
part is proved as follows: If Y P P2˚n(X) then Y = tSXS for some S P ĂSp(2n;R). But then
Y´1 J = S´1X´1 tS´1 J = ˘S´1X´1 JS „ ˘X´1 J since S P ĂSp(2n;R). 
In Section 1 we defined data associated with a compact nilmanifold (ΓzG, m). In the
following proposition we collect that data in case (ΓzG, m) is a normalised Heisenberg
manifold. Recall the definition of the structure map (1.9) on page 11, the definition of
the lattices Γz and Γn in (1.12) on page 15 and the definition of the fibre torus and the
base torus in (1.13) on page 15. We also remind ourselves that every compact Heisenberg
manifold is a Heisenberg-like nilmanifold.
34 1. PRELIMINARIES
PROPOSITION 1.49. Let n P N, r P Dn and (ΓrzHn, m) be a normalised Heisenberg manifold
with m = (h, g). Then we have
‚ Γrz = Z ¨ Z and Tz,mz » (ZzR, g),
‚ Γrn = δr ¨Z2n and Tn,mn =
(
δr ¨Z2nzR2n, h
) » (Z2nzR2n, h[δr]),
‚ relative to the basis Bn, j
(
g´1/2Z
)
has the representation ´g1/2h´1 J,
‚ cmk = g1/2dk(h) for all 1 ď k ď n.
PROOF. By the definition of Γr and (1.7) we have
log Γr =
␣
X(x, y, s´ 12xx, yy) | ( xy ) P δr ¨Z2n, s P Z
(
.
By definition of Γrz and Γrn we have
Γrz = zX log Γr = tX(0, 0, s) | s P Ru X log Γr = spanZtZu ,
Γrn = πn log Γ
r =
␣
X(x, y, 0) | ( xy ) P δr ¨Z2n
(
= δr ¨Z2n.
By definition of the structure map j (see (1.9)) we have
xj
(
g´1/2Z
)
Xi, Yjyh = xg´1/2Z, [Xi, Yj]yg = g1/2δi,j ,
where δi,j is the Kronecker-delta symbol. Let A be the matrix representation of j
(
g´1/2Z
)
w.r.t. the basis Bn. Since brackets of the form [Xi, Xj] and [Yi, Yj] vanish, we have tAh =
g1/2 J from which we obtain
A = ´g1/2h´1 J .
The expression for the cmk now follow from Definition 1.47(i). 
COROLLARY 1.50. The normalised Heisenberg manifold (ΓrzHn, m) with m = (h, g) is of
Heisenberg type if and only if h P P2˚n
(
g1/2Id
)
if and only if dk(h) = g´1/2 for all 1 ď k ď n.
Accordingly, the set
MHTn :=
ď
rPDn
Mr,HTn , Mr,HTn :=
!
[(h, g)] PMrn | h P P2˚n(g1/2Id)
)
parametrises the isometry classes of compact Nilmanifolds of Heisenberg type with one dimen-
sional centre. Furthermore, the restriction of the homeomorphism Mrn ÑM (Γr, Hn) from The-
orem 1.46 to Mr,HTn is a homeomorphism onto its image, denoted byM HT(Γr, Hn).
PROOF. By the last proposition (ΓrzHn, m) is of Heisenberg type if and only if dk(h) =
g´1/2 for all 1 ď k ď n. This, in turn, is the case if and only if h P P2˚n
(
g1/2Id
)
by Proposi-
tion 1.48.
That the Mr,HTn parametrise the compact nilmanifolds of Heisenberg type with one
dimensional centre now follows from Theorem 1.46. 
5. MODULI SPACES 35
We will now study the compact sets of the moduli space Mrn.
NOTATION AND REMARKS 1.51.
(i) Minkowski’s fundamental domain in Pn is the domain
Mn =
␣
Y =
(
yi,j
) P Pn | @k = 1, . . . , n : yk,k+1 ě 0
and Y[a] ě yk,k for all a P Zn with gcd(ak, . . . , an) = 1
(
.
(ii) For Y P Pn we define
m(Y) := inftY[a] | a P Znzt0uu .
The value m(Y) is called the first minimum of Y. It is the squared norm of a shortest
nonzero vector of a lattice with Gram matrix Y. Note that m(Y) = y1,1 for Y P Mn
by the very definition ofMn.
(iii) For r P Dn and Y P P2n we define
mr(Y) := inftY[δra] | a P Z2nzt0uu = m(Y[δr]) .
If r = (1, . . . , 1), we abbreviate mr(Y) simply to m(Y) which is in accordance with
(ii).
(iv) The function m : Pn Ñ (0,8) is constant on the orbits of the action of GL(n;Z) on
Pn and we denote the induced function on Pn/ GL(n;Z) by m, too.
Similarly, the function mr : P2n Ñ (0,8) is constant on the orbits of the action of
Gr = δr GL(2n;Z)δ´1r on P2n and we denote the induced function on the quotient
by mr as well.
THEOREM 1.52 ([Ter88, 4.4.2 Theorem 1]). Minkowski’s fundamental domain Mn has the
following properties:
(a) For any Y P Pn, there exists a matrix A P GL(n;Z) such that Y[A] lies inMn.
(b) Only a finite number of inequalities are neccessary in the definition of Mn. Thus, Mn is a
convex cone through the origin bounded by a finite number of hyperplanes.
(c) If Y and Y[A] both lie in the domain Mn, and A is an element of GL(n;Z) distinct from
˘Id, then Y must lie on the boundary BMn. Moreover, Mn is bounded by a finite number
of images Mn[A], for A in GL(n;Z). That is Mn X (Mn[A]) ‰ H for only finitely many
A P GL(n;Z).
REMARK 1.53. Theorem 1.52 states that Mn is a fundamental domain for the quotient
space Pn/ GL(n;Z). For r P Dn, define the map
Ψr : P2n Ñ P2n(1.30)
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Y ÞÑ Y
[
δ´1r
]
= δ´1r Yδ´1r .
Then Ψr induces a map
ψr : P2n/ GL(2n;Z)Ñ P2n/Gr(1.31)
[Y] ÞÑ [Y[δ´1r ]] = [δ´1r Yδ´1r ] .
The maps Ψr and ψr are diffeomorphisms and satisfy πr ˝Ψr = ψr ˝ π where π : P2n Ñ
P2n/ GL(2n;Z) and πr : P2n Ñ P2n/Gr are the canonical projections. It follows that
M2n,r := Ψr(M2n)(1.32)
is a fundamental domain for the space P2n/Gr. Note that mr(Ψr(Y)) = m(Y) and
mr(ψr([Y])) = m([Y]).
PROPOSITION 1.54 ([Ter88, 4.4.2 Proposition 1]).
(a) If Y PMn, then the entries of Y satisfy the inequalities
y1,1 ď y2,2 ď ¨ ¨ ¨ ď yn,n
and
|yi,j| ď yi,i/2 if 1 ď i ă j ď n .
(b) There is a positive constant kn such that all Y PMn satisfy the inequality
kny1,1 ¨ ¨ ¨ yn,n ď det Y ď y1,1 ¨ ¨ ¨ yn,n .
The right hand inequality actually holds for any Y P Pn.
REMARK 1.55. We will in later sections often make an argument of the following form:
If det Y Ñ 0 for a sqeuence or a path Y P Pn, then m(Y) Ñ 0. We justify this argument
as follows: without loss of generality we can assume that Y P Mn (Y[G] P Mn for some
G P GL(n;Z), under whose action det(¨) and m(¨) are invariant). By part (b) of the last
proposition, det Y Ñ 0 implies that y1,1 ¨ ¨ ¨ yn,n Ñ 0, and since, by part (a), y1,1 ď . . . ď
yn,n, surely y1,1 Ñ 0. Finally, by Remark 1.51(ii), we have y1,1 = m(Y).
THEOREM 1.56 (Mahler-Hermite Compactness Theorem). Any set M ĂMn for which there
are positive constants C0, C1 ą 0 such that m(Y) ě C0 and detY ď C1 for all Y P M has compact
closure inMn.
PROOF. By assumption det Y is bounded from above by C1 and m(Y) is bounded
from below by C0 on M. It follows from Remarks 1.51 (ii) and Proposition 1.54 that
the diagonal entries of Y are bounded from below by C0 and from above by k´1n C1´n0 C1.
This in turn, again by Proposition 1.54, implies that all entries of Y are bounded from
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below and above. Hence, the closure M is compact in Sym(n;R), the space of symmetric
matrices. But, since 0 ă knCn0 ď knm(Y)n ď det(Y) for all Y P M, we already have
M Ă Pn. Finally, by Theorem 1.52(c), we know that Minkowski’s fundamental domain
Mn is a closed cone with boundary the union of a finite number of hypersurfaces. Hence,
M ĂMn. 
COROLLARY 1.57 (Selection Theorem of Mahler, cf. [GL87, Ch. 3 §17 Theorem 2]).
Let M Ă Pn/ GL(n;Z) be a set such that there are constants C0, C1 ą 0 so that m([Y]) ě C0
and det([Y]) ď C1 for all [Y] P M. Then M has compact closure in Pn/ GL(n;Z).
COROLLARY 1.58. Let n P N, r P Dn and M Ă P2n/Gr be a set such that there are constants
C0, C1 ą 0 so that mr([Y]) ě C0 and det([Y]) ď C1 for all [Y] P M. Then M has compact
closure in P2n/Gr.
PROOF. This follows from the last corollary via the diffeomorphism ψr defined in
Remark 1.53. 
The following example shows that Corollary 1.58 does not remain true if we replace
P2n/Gr by P2n/Πr = P2n/(Gr XĂSp(2n;R)).
EXAMPLE 1.59. Let k PN0 and
Yk :=
⎛⎜⎜⎜⎜⎝
1 k 0 0
k k2 + 1 0 0
0 0 1 0
0 0 0 1
⎞⎟⎟⎟⎟⎠ =
t⎛⎜⎜⎜⎜⎝
1 k 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎞⎟⎟⎟⎟⎠ ¨ Id ¨
⎛⎜⎜⎜⎜⎝
1 k 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎞⎟⎟⎟⎟⎠ .
Obviously, det(Yk) = 1 for all k P N0. Also, since Yk is in the same GL(4;Z)-orbit as Id,
m(Yk) = 1 for all k PN0. One easily calculates
Y´1k ¨ J =
⎛⎜⎜⎜⎜⎝
k2 + 1 ´k 0 0
´k 1 0 0
0 0 1 0
0 0 0 1
⎞⎟⎟⎟⎟⎠ ¨ J =
⎛⎜⎜⎜⎜⎝
0 0 k2 + 1 ´k
0 0 ´k 1
´1 0 0 0
0 ´1 0 0
⎞⎟⎟⎟⎟⎠ ,
so that
(
Y´1k ¨ J
)2
=
⎛⎜⎜⎜⎜⎝
´k2 ´ 1 k 0 0
k ´1 0 0
0 0 ´k2 ´ 1 k
0 0 k ´1
⎞⎟⎟⎟⎟⎠ .
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The eigenvalues of
(
Y´1k ¨ J
)2
are thus the solutions of
0 =
(
(X + k2 + 1)(X + 1)´ k2)2 = (X2 + (k2 + 2)X + 1)2 .
It follows that
d1(Yk) = 2´
1/2
b
k2 + 2´ k
a
k2 + 4 ,
d2(Yk) = 2´
1/2
b
k2 + 2+ k
a
k2 + 4 .
The sequence d2(Yk) is monotonously and unboundedly increasing in k. Since d2 is an
invariant of the ĂSp(4;R)-action (see Remarks 1.47(iii)), no two matrices of the family
tYkukPN are in the same ĂSp(4;Z)-orbit. Note that the dj(Y), j = 1, 2, are continuous
in Y P P4 (see Remarks 1.47(ii)) and descend to continuous functions on P4/ĂSp(4;Z).
Therefore, no subsequence of t[Yk]ukPN converges. In particular, boundedness of det(¨)
and m(1,1)(¨) on a set M Ă P4/Π(1,1) is not sufficient for M to be relatively compact.
LEMMA 1.60. Let n PN, r P Dn and let U be a complete set of representatives for Gr/Πr. Then,
for any C ą 0 and any matrix norm } ¨ } : M(2n;R) Ñ [0,8) there are only finitely many
G P U with } tG´1 JG´1} ď C.
PROOF. Firstly, for any G, H P U with G ‰ H we have tG´1 JG´1 ‰ ˘ tH´1 JH´1. For
if this were not the case, we would have H´1G = P P ĂSp(2n;R), that is [G] = [HP] =
[H] P Gr/Πr which would be a contradiction. Secondly, if G P U, then the entries of
tG´1 JG´1 are elements of 1r2nZ. Since M(2n;R) is a finite dimensional vector space, all
norms are equivalent and we can choose a particular one. Let } ¨ } be the maximum
norm }G} = maxt|Gi,j| | 1 ď i, j ď 2nu. Then } tG´1 JG´1} ě r´2n and by the above,
} tG´1 JG´1´ tH´1 JH´1} ě r´2n for all G, H P U with G ‰ H. The lemma’s statement now
follows from the fact that the closed norm ball tG P M(2n; R) | }G} ď Cu is compact. 
NOTATION AND REMARKS 1.61.
(i) By the spectral theorem for symmetric matrices the eigenvalues of any matrix Y P
Pn are real and positive. We introduce functions λ1, . . . ,λn : Pn Ñ (0,8) such that
λk(Y) is an eigenvalue of Y and λ1 ď λ2 ď ¨ ¨ ¨ ď λn. Note that the λk, 1 ď k ď n, are
continuous functions (see, e.g., [Zed65, Theorem 1]).
(ii) We furthermore define functions s1, . . . , sn : GL(n;R) Ñ (0,8) such that sk(G),
1 ď k ď n, are the singular values of G and s1 ě s2 ě ¨ ¨ ¨ ě sn. These functions
satisfy sk(G) =
b
λn´k+1(tGG) which means in particular that they are continuous.
Care has to be taken though as the sk are in general not invariant under conjugation.
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If, however, tGG „ A P Pn then sk(G), 1 ď k ď n, are the square roots of the
eigenvalues of A.
(iii) We want to relate the functions dj : P2n, 1 ď j ď n, from Definition 1.47 to the
singular values sk : GL(2n;R) Ñ (0,8), 1 ď k ď 2n. For any G P GL(2n;R) we
have
t(tG´1 JG´1) (tG´1 JG´1) = ´ tG´1 JG´1 tG´1 JG´1
„ ´G´1 tG´1 JG´1 tG´1 J = ´
((tGG)´1 J)2 ,
which implies
dj(tGG) = sk(tG´1 JG´1)
for k P t2n´ 2j + 2, 2n´ 2j + 1u.
LEMMA 1.62. The inequality
dn
(tGG) (λ2n(Y))´1 ď dn(Y[G])
holds for all Y P P2n and G P GL(2n;R).
PROOF. By [Bha96, p. 72, (III.20)] one has
(1.33)
kź
j=1
sij(A)
kź
j=1
s2n´ij+1(B) ď
kź
j=1
sj(AB)
for all A, B P M(2n;R) and all 1 ď i1 ă ¨ ¨ ¨ ă ik ď 2n. We choose k = 1, i1 = 2n,
A = Y´1/2 and B = tG´1 JG´1Y´1/2 and obtain
s2n
(
Y´1/2
)
s1
(
tG´1 JG´1Y´1/2
)
ď s1
(
Y´1/2 tG´1 JG´1Y´1/2
)
.
We apply (1.33) again to the second factor of the left hand side of this inequality, this time
with A = tG´1 JG´1, B = Y´1/2, k = 1 and i1 = 1, which yields
(1.34)
(
s2n
(
Y´1/2
))2
s1
(
tG´1 JG´1
)
ď s1
(
Y´1/2 tG´1 JG´1Y´1/2
)
.
Now
(
s2n
(
Y´1/2
))2
= s2n
(
Y´1
)
= λ1
(
Y´1
)
= (λ2n(Y))
´1. Furthermore, one has
s1
(tG´1 JG´1) = dn(tGG) by Remark 1.61(iii). Together, this shows that the left hand
side of (1.34) matches the left hand side of the inequality in the statement of the lemma.
We have a look at the right hand side of (1.34). Let H := Y1/2G. By Remark 1.61(iii) we
have
s1
(
Y´1/2 tG´1 JG´1Y´1/2
)
= s1
(
tH´1 JH´1
)
= dn
(tHH) = dn (tGY1/2Y1/2G)
= dn (Y[G]) ,
which finishes the proof of the stated inequality. 
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THEOREM 1.63. Let M Ă P2n/Πr. Assume that there are positive constants C0, C1 and C2 such
that mr([Y]) ě C0, det([Y]) ď C1 and dn([Y]) ď C2 for all [Y] P M. Then, M has compact
closure in P2n/Πr.
PROOF. We denote by πr : P2n Ñ P2n/Gr, pr : P2n Ñ P2n/Πr and ηr : P2n/Πr Ñ
P2n/Gr the canonical projections. Note that ηr ˝ pr = πr.
By Corollary 1.58, the set ηr(M) is precompact. There is thus a precompact set K ĂM2n,r,
where M2n,r is the fundamental domain for P2n/Πr defined by (1.32), with πr(K) =
ηr(M). Consequently, one has
M Ď
ď
GPU
pr
(tGKG) ,(1.35)
where U is a full set of representatives of Gr/Πr. The function λ2n is continuous and
therefore takes its maximum M ą 0 on the closure K of K. By Lemma 1.62 one has
dn
(tGYG) ě (λ2n(Y))´1 dn (tGG) ě M´1dn (tGG) for all Y P K, G P U .(1.36)
Let } ¨ }2 be the spectral norm, that is, }G}2 = s1(G). Also, recall that dn
(tGG) =
s1
(tG´1 JG´1) by Remark 1.61(iii). Then, by Lemma 1.60 there are only finitely many
G P U with dn
(tGG) = s1 (tG´1 JG´1) = } tG´1 JG´1}2 ď C2M. Let G1, . . . , GN be those
G P U. Because of inequality (1.36) we have
dn
(tGYG) ą C2 for all Y P K and all G P UztG1, . . . , GNu ,
which in turn implies, by the assumption on dn|M, that
M Ď
Nď
j=1
pr
(tGjKGj) .
The right hand side is a finite union of precompact sets and hence precompact. The set
M has thus compact closure, as claimed. 
For the next corollary, recall the imbedding of ĂSp(2n;R) into GL(2n + 1;R) by (1.23)
and the moduli space Mrn defined in Theorem 1.46.
COROLLARY 1.64. Let n P N, r P Dn and M ĂMrn. Assume that there are positive constants
C0, C1, C2 ą 0 and a compact intervall I Ă (0,8) such that g P I, mr(h) ě C0, det(h) ď C1
and dn(h) ď C2 for all [(h, g)] P M. Then M has compact closure.
COROLLARY 1.65. Let n P N and r P Dn. Then any set M Ă Mr,HTn for which there exists
a constant C0 ą 0 and a compact interval I Ă (0,8) such that mr([h]) ě C0 and g P I for all
[(h, g)] P M is relatively compact.
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PROOF. By Proposition 1.40 and Theorem 1.46, Mr,HTn is a closed subspace of Mrn.
Hence, the closure of M is still contained in Mr,HTn . 
REMARK 1.66. We think of the degeneracies mr(h) = 0, det(h) = 8, dn(h) = 8 and
g P t0,8u as defining the boundary (at infinity) B8Mrn = BMrn of Mrn. In later sections
we will speak of the behaviour of a function as the argument m = (h, g) PMrn (or one of
the subspaces of Mrn) approaches the boundary, by which we mean that m degenerates
in one of these ways.
J. M. Lee [Lee02] introduces the notion of a sequence escaping to infinity: The sequence
txiuiPN Ă T, where T is a topological manifold, is said to escape to infinity if for every
compact set K Ă T, there are only finitely many xi containted in K. By our definition
above and Corollary 1.64, the sequences escaping to infinity in Mrn are precisely the se-
quences approaching the boundary at infinity.
We state the result of Corollary 1.64 for an arbitrary nilmanifold ΓzG, where G has
one-dimensional centre, by pulling the geometry to ΓrzHn via the homeomorphism de-
fined in Theorem 1.46.
DEFINITION 1.67. Let (V, x¨, ¨y) be a euclidean vector space and L Ă V a lattice of full
rank. We define
m(L) := m(L, x¨, ¨y) := inf ␣}v}2 | v P Lzt0u( .
Note that this is in accordance with Notation 1.51(ii) in the sense that if Y P Pdim V is a
Gram matrix for L, then m(L) = m(Y).
COROLLARY 1.68. Let G be a connected and simply connected 2-step nilpotent Lie group of
dimension 2n+ 1 with Lie algebra g, Γ Ă G a uniform subgroup and M ĂM HL(Γ, G). Assume
dim z = 1 and that there are constants Ci ą 0, i = 0, . . . , 4, such that m (Γz, mz) ą C0,
Vol Tz,mz ă C1, m (Γn, mn) ą C2, Vol Tn,mn ă C3 and cmn ă C4 for all [m] P M. Then M has
compact closure inM HL(Γ, G).
PROOF. By assumption, the centre of G is one dimensional. Hence, w.l.o.g., G = Hn,
the (2n + 1)-dimensional Heisenberg group. By Theorem 1.44, we can further assume
that Γ = Γr for some r P Dn. We now identify the set M with its preimage in Mrn under
the homeomorphism from Theorem 1.46. Let [m] P M with m = (h, g). By Proposi-
tion 1.49 and Remark 1.53 we have
m (Γz, mz) = m(Z, g) = g , Vol Tz,mz = Vol(ZzR, g) = ?g ,
m (Γn, mn) = m(δr ¨Z2n, h) = mr(h) , Vol Tn,mn = Vol(δr ¨Z2nzR2n, h) =
(
nź
k=1
rk
)?
det h ,
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cmn = g
1/2dn(h) .
The statement of the corollary now follows from Corollary 1.64. 
REMARK 1.69.
(i) It seems reasonable to conjecture that the conclusion of Corollary 1.68 still holds if
one drops the assumption that the centre of G is one dimensional.
(ii) In accordance with (i), for an arbitrary connected and simply connected nonsingular
2-step nilpotent Lie group G and a uniform subgroup Γ, we define the boundary (at
infinity) B8M HL(Γ, G) = BM HL(Γ, G) of M HL(Γ, G) (resp. its subspaces) by the
degeneracies m (Γz, mz) = 0, Vol Tz,mz = 8, m (Γn, mn) = 0, Vol Tn,mn = 8 and
cmn = 8.
DEFINITION 1.70. Let G be a connected and simply connected nonsingular 2-step nilpo-
tent Lie group and Γ Ă G a uniform subgroup. We define subsets of the moduli spaces
M (Γ, G),M HL(Γ, G) andM HT(Γ, G) that will come into play in Chapter 2. Let
SM (Γ, G) := t[m] PM (Γ, G) | Vol(ΓzG, m) = 1u ,
SM HL(Γ, G) := SM (Γ, G)XM HL(Γ, G) ,
SM HT(Γ, G) := SM (Γ, G)XM HT(Γ, G) .
For any C ą 0 we also define
SM HLC (Γ, G) :=
!
[m] P SM HL(Γ, G) |Kmσ ď C
)
,
where Kmσ is the sectional curvature of (ΓzG, m). The sectional curvature is continuous in
the metric. Hence,SM HLC (Γ, G) is a closed subspace ofSM
HL(Γ, G).
In case G = Hn and Γ = Γr we also define subspaces of Mrn that correspond to above
defined moduli spaces under the homeomorphism from Theorem 1.46:
SMrn := t[(h, g)] PMrn | Vol(ΓrzHn, (h, g)) = 1u ,
SMr,HTn :=Mr,HTn X SMrn =
!
[(h, g)] P SMrn | h P P2˚n(g1/2Id)
)
SMrn,C :=
!
[(h, g)] P SMrn |K(h,g)σ ď C
)
,
where Mr,HTn is as in Corollary 1.50.
Recall that M (Γr, Hn) = M HL(Γr, Hn). Under the homeomorphism from Theo-
rem 1.46 we have SMrn » SM HL(Γr, Hn), SMr,HTn » SM HT(Γr, Hn) and
SMrn,C » SM HLC (Γr, Hn).
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REMARK 1.71. Let n P N, r P Dn and let (ΓrzHn, (h, g)) be a normalised Heisenberg
manifold. By Corollary 1.11 and Proposition 1.49 we have
Vol(ΓrzHn, (h, g)) = |Γr| ¨
a
g ¨ det h ,
where |Γr| := r1 ¨ r2 ¨ ¨ ¨ rn. Furthermore, by Definition 1.47(i) we have
det(h) = det(J ¨ h) = d1(h)´2 ¨ ¨ ¨ dn(h)´2 .
Now assume (ΓrzHn, (h, g)) to have volume one and to be of Heisenberg type. By Corol-
lary 1.50, the latter is the case if and only if d1(h) = . . . = dn(h) = g´1/2. Hence,
1 = Vol(ΓrzHn, (h, g)) = |Γr| ¨ g(n + 1)/2. It follows that
SMr,HTn =
!
[(h, g)] PMrn | g = |Γr|´2/(n + 1) and h P P2˚n(g1/2 ¨ Id)
)
.
In particular, SMr,HTn Q [(h, g)] ÞÑ det h is constant.
6. A Poisson Type Formula
In this section we prove a Poisson type formula for all compact nonsingular Heisenberg-
like nilmanifolds (Theorem 1.78). This formula will play a central role when we mero-
morphically continue the spectral ζ-function of nilmanifolds in the next section.
Let T = LzRn be a flat torus and f : Rn Q x ÞÑ e´4π2}x}2t P R with t ą 0. Then
the classic Poisson summation formula from Corollary 1.35 applied to L˚ and f reads, by
1.29(vii) and 1.30 ÿ
λPL˚
e´4π2}λ}2t = Vol T
(4πt)n/2
ÿ
XPL
e´
}X}2
4t .(1.37)
Since 4π2}λ}2 with λ P L˚ are the eigenvalues of the Laplace operator on T, the left hand
side is precisely the heat trace K(t) of T. Formula (1.37) has many applications. For
example, t}X} |X P Lu is the set of length of smoothly closed geodesics and with (1.37)
one can retrieve each }X}, including its multiplicity, once one knows the left hand side,
i.e., the Laplace spectrum of T. We are interested in (1.37) since it allows us to determine
the behaviour of K(t) for t Œ 0. We write the right hand side of above formula as
Vol T
(4πt)n/2
+
Vol T
(4πt)n/2
ÿ
XPLzt0u
e´
}X}2
4t .
Then one can show that the second term is in o(tN) as t Œ 0 for every N PN. Hence, the
first term determines the behaviour of K(t) for small t.
44 1. PRELIMINARIES
In Theorem 1.78 we will prove a Poisson type formula for every compact nonsingular
Heisenberg-like nilmanifold (ΓzG, m):
K(t) =
Vol(ΓzG)
(4πt) dim G/2
ÿ
α
fα(t) ,
where K(t) is the heat trace of (ΓzG, m). Here, α ranges over a discrete set. While we do
not know whether this formula can be used to retrieve the length of smoothly closed geo-
desic, we will show that
ř
α‰0 fα(t) is in o(tN) as t Œ 0 for every N PN (Proposition 1.82).
Hence, f0 determines the asymptotic behaviour of K(t) as t Œ 0 (Corollary 1.83). We then
prove the rather surprising fact that all fα are nonnegative (Corollary 1.84), which is not
apparent from their definition. We also give a complete asymptotic expansion of f0(0) as
t Œ 0 in Lemma 1.90.
DEFINITION 1.72. A function f : [0,8) Ñ R is completely monotone if it lies in
C([0,8))X C8((0,8)) and
(´1)n f (n)(x) ě 0 for all n PN0, x ą 0 .(1.38)
We denote the set of all completely monotone functions by CM .
REMARK 1.73. Note that (1.38) implies that a completely monotone function f and all its
derivatives f (n), n PN, are bounded on (0,8).
PROPOSITION 1.74 ([SSV12, Corollary 1.6]). The set CM of completely monotone functions
is a convex cone, i.e.,
s f1 + t f2 P CM for all s, t ě 0 and f1, f2 P CM ,
which is closed under multiplication, i.e.,
[0,8) Q x ÞÑ f1(x) f2(x) P R lies in CM for all f1, f2 P CM ,
and under pointwise convergence.
LEMMA 1.75. Let rϕ : [0,8) Q x ÞÑ ?xsinh?x P R. Then rϕ P CM .
PROOF. We consider the product expansion of the hyperbolic sine [OLBC10, 4.36.1]:
sinh z = z
8ź
j=1
j2π2 + z2
j2π2
, z P C .
Define for every m PN
ϕm : [0,8) Q t ÞÑ
mź
j=1
j2π2
j2π2 + t
P R .
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Then clearly ϕm Ñ rϕ as m Ñ 8 pointwise. Now each ϕm, m P N, is obviously com-
pletely monotone. As a pointwise limit of completely monotone functions, rϕ is com-
pletely monotone by Proposition 1.74. 
LEMMA 1.76. Let ℓ P N. Consider the function ϕ : Rℓ Q x ÞÑ }x} csch }x} P R. Then ϕ lies
in the Schwartz space S
(
Rℓ
)
. Moreoever, its Fourier transform pϕ P S (Rℓ) is nonnegative
everywhere and has noncompact support.
PROOF. We first prove that the function R Q x ÞÑ x ¨ csch x P R lies in S (R). With
the differentiation rules
d
dx
csch x = ´ coth x csch x and d
dx
coth x = ´ csch2 x ,
it is easy to see that
dn
dxn
x csch x = csch x ¨ Pn(x, csch x, coth x) ,
where Pn P R[v, w, z] is a polynomial. The left hand side has finite value in x = 0. Thus
we have lim
xÑ0 Pn(x, csch x, coth x) = 0. Since csch x decays exponentially for x Ñ ˘8, it
follows that
sup
xPR
ˇˇˇˇ
xα
dβ
dxβ
x csch x
ˇˇˇˇ
ă 8 ,
for all α, β P N0, which proves that x ÞÑ x ¨ csch x is a Schwartz function. Since x ÞÑ
x csch x is even, ϕ is smooth in x = 0 and hence lies inS
(
Rℓ
)
.
Denote by } ¨ }d the Euclidean norm on Rd. By the Theorems of Schoenberg [Fas07,
Theorem 5.2] and Bochner [SSV12, Theorem 4.14], a function f : [0,8) Ñ R is com-
pletely monotone if and only if f ˝ } ¨ }2d has nonnegative Fourier transform for all d PN.
Hence, to prove that pϕ is nonnegative everyhwere, it suffices to show that rϕ : [0,8) Q
x ÞÑ ?x ¨ csch?x P R is completely monotone. This is the statement of Lemma 1.75.
To prove that pϕ has noncompact support, suppose this was not the case, i.e., suppose
S := supp pϕ is compact. Set M := sup
xPS
|pϕ(x)| and define f : CˆRℓ Ñ C by
(z, x) ÞÑ e´2πiz¨x1 pϕ(x) .
Then clearly f (z, ¨) is integrable on Rℓ for every z P C, because it is supported on the
compact set S. Furthermore, f (¨, x) is holomorphic for all x P Rℓ. At last, we obviously
have | f (z, ¨)| ď M on Rℓ for all z P C. It now follows from Theorem 1.38 that
F : C Q z ÞÑ
ż
S
f (z, x)dµ(x) P C
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is an entire function. Since ϕ is even, we have ppϕ = ϕ (see Remark 1.33). It follows that
F(x) = ppϕ(x ¨ e1) = ϕ(x ¨ e1) = |x| ¨ csch |x| = x ¨ csch x
for all x P R. The function x ÞÑ x ¨ csch x is real analytic. Hence, F(z) = z ¨ csch z for all
z P C. This is a contradiction to F being entire since z ÞÑ z ¨ csch z has a pole at every
z = πik with k P Zzt0u. Thus, the support S of pϕ is not compact. 
REMARK 1.77. If ℓ = 1 one can show that pϕ : Rℓ Q ω ÞÑ π22 sech2 (π2ω) P R (see, e.g.,
[EMOT54, (18) in Chapter 1, Section 9]). In particular, pϕ is positive everywhere.
We will now prove our Poisson type formula. Let (ΓzG, m) be a compact nonsingular
Heisenberg-like nilmanifold of dimension ℓ+ 2n, where ℓ is the dimension of the centre
of G. We calculate the heat trace K(t) of (ΓzG, m). By Corollary 1.14, we have
K(t) =
ÿ
σPΣ(ΓzG,m)
e´σt =
ÿ
σPΣ1(ΓzG,m)
e´σt +
ÿ
σPΣ2(ΓzG,m)
e´σt ,(1.39)
where ÿ
σPΣ1(ΓzG,m)
e´σt =
ÿ
λPΓn˚
e´4π2}λ}2mn t =:
ÿ
λPΓn˚
smH,t(λ)(1.40)
and
ÿ
σPΣ2(ΓzG,m)
e´σt =
ÿ
λPΓz˚ zt0u
⎛⎝ nź
j=1
cmj
⎞⎠ }λ}nmz Vol Tn,mn ÿ
pPNn0
e´(4π
2}λ}2mz+2π}λ}mz
řn
j=1(2pj+1)c
m
j )t
= Vol Tn,mn
⎛⎝ nź
j=1
cmj
⎞⎠ ÿ
λPΓz˚ zt0u
}λ}nmze´4π
2}λ}2mz t+2π}λ}mz
řn
j=1 c
m
j t
nź
j=1
ÿ
pjPN0
e´2π}λ}mz2pjc
m
j t
= Vol Tn,mn
⎛⎝ nź
j=1
cmj
⎞⎠ ÿ
λPΓz˚ zt0u
}λ}nmze´4π
2}λ}2mz t+2π}λ}mz
řn
j=1 c
m
j t
nź
j=1
1
1´ e´4π}λ}2mz cmj t
=
Vol Tn,mn
(4πt)n
ÿ
λPΓz˚ zt0u
e´4π
2}λ}2mz t
nź
j=1
2π}λ}mzcmj t
sinh
(
2π}λ}mzcmj t
)
=
Vol Tn,mn
(4πt)n
ÿ
λPΓz˚ zt0u
smV,t(λ) ,(1.41)
with
smV,t : z Q λ ÞÑ e´4π
2}λ}2mz t
nź
j=1
2π}λ}mzcmj t
sinh
(
2π}λ}mzcmj t
) P R .(1.42)
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THEOREM 1.78. Let (ΓzG, m) be a compact nonsingular Heisenberg-like nilmanifold and K(t)
its heat trace. Then
(i) K(t) = Vol Tn,mn
ř
XPΓnzt0u
ysmH,t(X) + Vol(ΓzG,m)(4πt)n ř
XPΓz
ysmV,t(X),
(ii) ysmH,t(X) = 1(4πt)n e´ }X}2mn4t ,
(iii) ysmV,t(X) = 1(4πt)ℓ/2σmX (t),
where
(1.43) σmX (t) := π
´ℓ/2
ż
z
e´
i?
t
xX,ξymz e´}ξ}
2
mz
nź
j=1
?
tcmj }ξ}mz
sinh(
?
tcmj }ξ}mz)
dVolz ξ .
Consequently
(1.44) K(t) =
Vol Tn,mn
(4πt)n
ÿ
XPΓnzt0u
e´
}X}2
4t +
Vol (ΓzG, m)
(4πt) dim G/2
ÿ
XPΓz
σmX (t) .
PROOF. By (1.39), (1.40) and (1.41)
K(t) =
ÿ
λPΓn˚
smH,t(λ) +
Vol Tn,mn
(4πt)n
ÿ
λPΓz˚ zt0u
smV,t(λ) .(1.45)
An application of Poisson’s summation formula (see Corollary 1.35) to the first term
yields by Example 1.30 and Proposition 1.29(vii)ÿ
λPΓn˚
smH,t(λ) = Vol Tn,mn
ÿ
XPΓn
ysmH,t(X)
=
Vol Tn,mn
(4πt)n
ÿ
XPΓnzt0u
e´
}X}2mn
4t +
Vol Tn,mn
(4πt)n
.
A second application of Corollary 1.35, this time to the second term of (1.45), leads to
Vol Tn,mn
(4πt)n
⎛⎝ ÿ
λPΓz˚
smV,t(λ)´ 1
⎞⎠ = Vol Tn,mn
(4πt)n
(
Vol Tz,mz
ÿ
XPΓz
ysmV,t(X)´ 1
)
=
Vol (ΓzG, m)
(4πt)n
ÿ
XPΓz
ysmV,t(X)´ Vol Tn,mn(4πt)n .
To complete the proof of the statement in the Theorem, we compute the Fourier transform
of smV,t:ysmV,t(X) = ż
z
e´2πixX,ξymz smV,t(ξ) dVolz(ξ)
=
π´ℓ/2
(4πt)ℓ/2
ż
z
e´
i?
t
xX,ξymz e´}ξ}
2
mz
nź
j=1
?
tcmj }ξ}mz
sinh(
?
tcmj }ξ}mz)
dVolz(ξ) =
1
(4πt)ℓ/2
σmX (t) ,
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where we have transformed the integral via z Q ξ ÞÑ 2π?tξ P z. 
REMARK 1.79. By Theorem 1.78 and the calculations preceding it, we now have 2 differ-
ent representations of the the heat trace K(t) of a compact nonsingular Heisenberg-like
nilmanifold:
(1.46)
K(t) =
ÿ
λPΓn˚
smH,t(λ) +
Vol Tn,mn
(4πt)n
ÿ
λPΓz˚ zt0u
smV,t(λ)
= Vol Tn,mn
ÿ
XPΓnzt0u
ysmH,t(X) + Vol(ΓzG, m)(4πt) dim G/2 ÿ
XPΓz
σmX (t) .
Both of these formulas consist of two terms. Note that these depend on different parts of
the metric m: in both lines, the first term depends only on mn, whereas the second term
depends only on mz, cm1 , . . . , c
m
n and the total volume Vol(ΓzG, m) = Vol Tn,mn ¨Vol Tz,mz .
REMARK 1.80. By introducing spherical coordinates, σm0 is easily seen to be given by the
expression
(1.47) σm0 (t) = π
´ℓ/2 Vol
(
Sℓ´1
) 8ż
0
e´r2
nź
j=1
?
tcmj r
sinh(
?
tcmj r)
rℓ´1dr .
LEMMA 1.81. Let f P S (R) and P : Pℓ ˆRℓ Ñ R be a polynomial. Then for every compact
set K Ă Pℓ there exists a positive function g P L1
(
Rℓ
)
such thatˇˇˇˇ
f
(b
A[ξ]
)
¨ P(A, ξ)
ˇˇˇˇ
ď g(ξ)
for all A P K, ξ P Rℓ.
PROOF. If P ” 0 set p = 0. Otherwise, we view P as a polynomial in its second
argument only and let p PN0 be the corresponding degree, i.e.,
P(A, ξ) =
ÿ
|α|ďp
aα(A)ξα
where aα : Pℓ Ñ R, α P Nℓ0 with |α| ď p, are continuous functions. Since K is compact,
the functions |aα||K : K Ñ R attain their respective maxima a¯α on K. By (1.16) we have
|P(A, ξ)| ď
ÿ
|α|ďp
|aα(A)| |ξα| ď
ÿ
|α|ďp
a¯α |ξα| ď
ÿ
|α|ďp
a¯αcℓ,α }ξ}|α| + 1 =: Q(ξ) ,(1.48)
for all A P K and ξ P Rℓ, where we have added 1 to ensure that Q is positive everywhere
The smallest eigenvalue λ1 of A P Pℓ is a continuous function λ1 : Pℓ Ñ (0,8) (see
Notation 1.61). Let λ1 be its minimum on K. Then we have λ1}ξ}22 = λ1Id[ξ] ď A[ξ] for
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all A P K and ξ P Rℓ. Since f P S (R) there exists C ą 0 such that
sup
xPR
ˇˇˇ
(1+ λ1´
1/2|x|)p+ℓ+1 f (x)
ˇˇˇ
ď C ,
which means that
| f (x)| ď C
(1+ λ1´
1/2|x|)p+ℓ+1
for all x P R. Combining this inequality with (1.48) we obtainˇˇˇˇ
f
(b
A[ξ]
)
P(A, ξ)
ˇˇˇˇ
ď C(
1+ λ1´
1/2aA[ξ])p+ℓ+1 |P(A, ξ)| ď
C ¨Q(ξ)
(1+ λ1´
1/2λ
1/2
1 }ξ}2)p+ℓ+1
ď C ¨Q(ξ)
(1+ }ξ}2)p+ℓ+1
=: g(ξ)
for all A P K, ξ P Rℓ. The function g is positive by definition of Q. Since Q is a polynomial
in }ξ} of degree p, g is integrable. 
PROPOSITION 1.82. Let G be a connected and simply connected nonsingular 2-step nilpotent
Lie group and Γ Ă G a uniform subgroup. Assume that M HL(G) ‰ H and let K Ă M HL(G)
be nonempty and compact and ϵ ą 0. Then
(i) M HL(G)ˆ (0,8) Q (m, t) ÞÑ σmX (t) P R is continuous for every X P Γz,
(ii) there exists a C1 ą 0 such thatÿ
XPΓzzt0u
sup
(m,t)PKˆ[0,ϵ]
|σmX (t)| ď C1 ,(1.49)
(iii) for every N PN there exists C ą 0 such thatÿ
XPΓzzt0u
|σmX (t)| ď C ¨ tN(1.50)
for all t P [0, ϵ] and m P K.
Consequently, t ÞÑ σmX (t) is continuous on [0,8) for every X P Γz and m PM HL(G), the seriesÿ
XPΓzzt0u
σmX (t)(1.51)
is locally normally convergent onM HL(G)ˆ [0,8) and it lies, uniformly for every compact set
K ĂM HL(G), in o(tN) as t Œ 0 for all N PN.
PROOF. Firstly, we choose a basis of z and write ξ P z as ξ = (ξ1, . . . , ξℓ) with respect
to this basis. Also, we identify inner products mz of z with their matrix representations in
Pℓ w.r.t. this basis. Under this identification, we have }ξ}2mz = mz[ξ]. Note that csch x =
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1
sinh x . The function z Q ξ ÞÑ }ξ}mz csch }ξ}mz P R lies in S (z) by Lemma 1.76. It follows
that the function Φ(m, t, ¨) with
Φ(m, t, ξ) := e´}ξ}
2
mz
nź
j=1
?
tcmj }ξ}mz
sinh(
?
tcmj }ξ}mz)
is inS (z) for all m PM HL(G) and t ě 0. Let α PNℓ0. Note thatS (z) Ă L1(z). Hence, for
any m PM HL(G) and t ě 0 we have››› B|α|BξαΦ(m, t, ξ)›››L1(z) ă 8 .(1.52)
Note that the L1-norm itself depends on mz since the measure dVolz =
a
det mzdξ de-
pends on mz, but that the space L1(z) does not depend on mz.
We will show that the left hand side of (1.52) is continuous in (m, t) and obtain in-
termediately (i). Let ϕ(x) := x ¨ csch x. The function ϕ is even and lies in S (R) (see
Lemma 1.76). Hence, its derivative is odd and ψ(x) := x´1ϕ1(x) is even again and also
lies inS (R). Thus, ξ ÞÑ ϕ
(?
tcmj }ξ}mz
)
P R is smooth and we have
B
Bξi ϕ
(?
tcmj }ξ}mz
)
= ϕ1
(?
tcmj }ξ}mz
) ?tcmj
2}ξ}mz
( B
Bξi mz[ξ]
)
= ψ
(?
tcmj }ξ}mz
) (?
tcmj
)2 1
2
( B
Bξi mz[ξ]
)
for every 1 ď j ď n, 1 ď i ď ℓ and (m, t) P M HL(G)ˆ [0,8). Repeating this argument
we have for every multi-index β PNℓ0:
B|β|
Bξβ ϕ
(?
tcmj }ξ}mz
)
=
|β|ÿ
k=0
(?
tcmj
)2k
ψk
(?
tcmj }ξ}mz
)
¨ Pk(mz, ξ) ,(1.53)
where ψk, 1 ď k ď |β|, are even functions inS (R) and Pk : Pℓ ˆRℓ Ñ R, 1 ď k ď |β|, are
polynomials. Let K Ă M HL(G) be compact and ϵ ą 0. Since cmj is continuous in m (see
Proposition 1.40), it attains its maximum cj on K. From (1.53) we obtain that there exists
a polynomial Q|β| : Pℓ ˆRℓ Ñ R such thatˇˇˇˇ
ˇ B|β|Bξβ ϕ (?tcmj }ξ}mz)
ˇˇˇˇ
ˇ ď
|β|ÿ
k=0
(?
ϵcj
)2k max |ψk| ¨ |Pk(mz, ξ)| ď ˇˇQ|β|(mz, ξ)ˇˇ
for all t P [0, ϵ], m P K and ξ P Rℓ. Consequently, there exists a polynomial P : Pℓ ˆRℓ Ñ
R such that ˇˇˇˇ
ˇ B|α|BξαΦ(m, t, ξ)
ˇˇˇˇ
ˇ ď ˇˇˇe´}ξ}2mz ¨ P(mz, ξ)ˇˇˇ(1.54)
6. A POISSON TYPE FORMULA 51
for all t P [0, ϵ], m P K and ξ P Rℓ. This implies, by Lemma 1.81, that there exists a
positive function g P L1(z) such thatˇˇˇˇ
ˇ B|α|BξαΦ(m, t, ξ)
ˇˇˇˇ
ˇ ď g(ξ)
for all t P [0, ϵ], m P K and ξ P Rℓ. Note that the density adet mz attains a maximum
on K. It follows that K ˆ [0, ϵ] Q (m, t) ÞÑ σmX (t) P R is continuous for every X P Γz by
Theorem 1.36. By the same argument, it also follows that }Φ(m, t, ¨)}L1(z) is continuous in
(m, t) P Kˆ [0, ϵ]. Hence
Mα,K,ϵ := sup
(m,t)PKˆ[0,ϵ]
››››› B|α|BξαΦ(m, t, ξ)
›››››
L1(z)
= max
(m,t)PKˆ[0,ϵ]
››››› B|α|BξαΦ(m, t, ξ)
›››››
L1(z)
ă 8 .
Let X P zzt0u and N PN. Choose N1 ą maxtℓ/2, Nu. Since Schwartz functions vanish
at infinity, integration by parts yields for every 1 ď j ď ℓ:
i?
t
Xj
ż
z
e´
i?
t
xX,ξymzΦ(m, t, ξ) dVolz(ξ) =
ż
z
e´
i?
t
xX,ξymz B
Bξ jΦ(m, t, ξ) dVolz(ξ) .
By iterating this step 2N1 times and then taking absolute values, we obtain for every
1 ď j ď ℓ and every (m, t) P Kˆ [0, ϵ]:
|Xj|2N1
tN1
ˇˇˇˇ
ˇˇż
z
e´
i?
t
xX,ξymzΦ(m, t, ξ) dVolz(ξ)
ˇˇˇˇ
ˇˇ ď ż
z
ˇˇˇˇ
ˇ B2N
1
Bξ2N1j
Φ(m, t, ξ)
ˇˇˇˇ
ˇ dVolz(ξ) ď M2N1ej,K,ϵ .
(1.55)
By taking the supremum, we also obtain the inequality
|Xj|2N1 sup
(m,t)PKˆ[0,ϵ]
ˇˇˇˇ
ˇˇż
z
e´
i?
t
xX,ξymzΦ(m, t, ξ) dVolz(ξ)
ˇˇˇˇ
ˇˇ ď ϵN1M2N1ej,K,ϵ .(1.56)
We now sum in both (1.55) and (1.56) over 1 ď j ď ℓ and X P Γzzt0u, which yields
ÿ
XPΓzzt0u
ˇˇˇˇ
ˇˇż
z
e´
i?
t
xX,ξymzΦ(m, t, ξ) dVolz(ξ)
ˇˇˇˇ
ˇˇ ď tN1 ℓÿ
j=1
M2N1ej,K,ϵ
ÿ
XPΓzzt0u
1
}X}2N12N1
,(1.57)
for all m P K and t P [0, ϵ] and
ÿ
XPΓzzt0u
sup
(m,t)PKˆ[0,ϵ]
ˇˇˇˇ
ˇˇż
z
e´
i?
t
xX,ξymzΦ(m, t, ξ) dVolz(ξ)
ˇˇˇˇ
ˇˇ ď ϵN1 ℓÿ
j=1
M2N1ej,K,ϵ
ÿ
XPΓzzt0u
1
}X}2N12N1
,
(1.58)
where }X}2N12N1 =
ř
j |Xj|2N1 .
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The series on the right hand side of (1.57) and (1.58) converge for the following reason:
Let C2 ą 0 be such that }X}2 ď C2}X}2N1 for all X P z. Then we have for every X P Γzzt0u
1
}X}2N12N1
ď C22N1 1}X}2N12
.
Let now M be a generator matrix for Γz; i.e., M P GL(ℓ;R) is such that Γz = M ¨Zℓ.
Furthermore, let A := tMM. Thenÿ
XPΓzzt0u
1
}X}2N12N1
ď C22N1
ÿ
XPΓzzt0u
1
}X}2N12
= C22N1
ÿ
mPZℓzt0u
1
(A[m])N
1 .(1.59)
The series on the right hand side of (1.59) is the defining Dirichlet series of Epstein’s ζ-
function applied to (A, N1) (see Definition 2.33 on page 106). It converges by choice of
N1.
From (1.57), (1.58) and (1.59) we get
(1.60)
ÿ
XPΓzzt0u
|σmX (t)| = π´ℓ/2
ÿ
XPΓzzt0u
ˇˇˇˇ
ˇˇż
z
e´
i?
t
xX,ξymzΦ(m, t, ξ) dVolz(ξ)
ˇˇˇˇ
ˇˇ ď
tN
1
π´ℓ/2C22N1
ℓÿ
j=1
M2N1ej,K,ϵ
ÿ
mPZℓzt0u
1
(A[m])N
1 ,
for every (m, t) P Kˆ [0, ϵ] and
ÿ
XPΓzzt0u
sup
(m,t)PKˆ[0,ϵ]
|σmX (t)| ď ϵN1π´ℓ/2C22N1
ℓÿ
j=1
M2N1ej,K,ϵ
ÿ
mPZℓzt0u
1
(A[m])N
1 ,
To obtain the statements of (ii) and (iii) define the constant C to be the right hand side
of (1.60) divided by tN
1
and C1 := ϵN1 ¨ C. 
Recall that the heat trace K(M,g)(t) of a compact Riemannian manifold (M, g) has an
asymptotic expansion of the form:
K(M,g)(t) „ 1
(4πt) dim M/2
(
a0 + a1t + a2t2 + . . .
)
as t Œ 0 ,(1.61)
see, e.g., [BGM71, Chapitre III.E]. The ai are spectral invariants called heat invariants.
COROLLARY 1.83. Let (ΓzG, m) be as in Theorem 1.78 and K(t) its heat trace. Then the asymp-
totic expansion
K(t) „ 1
(4πt) dim G/2
(a0 + a1t + a2t2 + . . .) for t Œ 0
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is determined by σm0 , i.e.,
K(t)´ Vol (ΓzG, m)
(4πt) dim G/2
σm0 (t) P o(tN) as t Œ 0 for all N PN0 .
Consequently, σm0 is infinitely often right-differentiable in t = 0 and we have
K(t) „ Vol (ΓzG, m)
(4πt) dim G/2
8ÿ
j=0
(σm0 )
(j)(+0)
j!
tj as t Œ 0 .
PROOF. By Theorem 1.78 we have
K(t) =
Vol Tn,mn
(4πt)n
ÿ
XPΓnzt0u
e´
}X}2mn
4t +
Vol (ΓzG, m)
(4πt) dim G/2
ÿ
XPΓz
σmX (t) .
Proposition 1.82(iii) says that Vol(ΓzG,m)
(4πt) dim G/2
ř
XPΓzzt0u
σmX (t) decays faster than any power of t as
t Œ 0. We will show that Vol Tn,mn
(4πt)n
ř
XPΓnzt0u
e´
}X}2mn
4t also dacays faster than any power of t
as t Œ 0. The statement of the Corollary then follows from (1.61).
Let f : R Q x ÞÑ e´x2 P R. Then f P S (R) by Example 1.22. Let N P N. Since
f P S (R) there exists C ą 0 such that |x2(N+n) f (x)| ă C for all x P R and so in particular
f (x) ă C
x2(N+n)
for all x P (0,8) .
From this we obtain
Vol Tn,mn
(4πt)n
ÿ
XPΓnzt0u
e´
}X}2mn
4t =
Vol Tn,mn
(4πt)n
ÿ
XPΓnzt0u
f
( }X}mn
2
?
t
)
ă Vol Tn,mn
(4πt)n
ÿ
XPΓnzt0u
4N+n ¨ C
}X}2(N+n)mn
tN+n
=
Vol Tn,mn
πn
ÿ
XPΓnzt0u
4N ¨ C
}X}2(N+n)mn
tN .
The series converges for the following reason: Let (X1, . . . , Xn) be a basis of Γn and A P
P2n the associated Gram matrix, i.e., }řj ajXj}2mn = A[a] for all a P Z2n. Then we haveÿ
XPΓnzt0u
}X}´2(N+n)mn =
ÿ
aPZ2nzt0u
}
ÿ
j
ajXj}´2(N+n)mn =
ÿ
aPZ2nzt0u
(A[a])´N´n .
The right-hand side is the defining Dirichlet-series of Epstein’s ζ-function, see Defini-
tion 2.33 on page 106. It converges since n + N ą n = 2n/2. 
Recall the definition of the function smV,t : zÑ R in (1.42):
sV,t : z Q λ ÞÑ e´4π2}λ}2mz t
nź
j=1
2π}λ}mzcmj t
sinh
(
2π}λ}mzcmj t
) P R ,
The following is a corollary to Lemma 1.76.
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COROLLARY 1.84. The function smV,t : z Ñ R has positive Fourier transform for all t ą 0. In
particular, σmX : [0,8)Ñ R is positive on (0,8) for every X P Γz.
PROOF. By Proposition 1.29(xi) we have
F[smV,t] = F
[
λ ÞÑ e´4π2}λ}2mz t
]
˚
n
˚
j=1
F
[
λ ÞÑ 2π}λ}mzc
m
j t
sinh(2π}λ}mzcmj t)
]
,
where ˚ is the convolution defined in (1.19). The first function in this product is the
Fourier transform of a Gaussian und thus a Gaussian (see Example 1.30 and Proposi-
tion 1.29(vii)); in particular, it is everywhere positive. According to Lemma 1.76 the other
functions in this product are nonnegative and obviously nonzero. By the definition of the
convolution (see (1.19)), the whole product is then a nonnegative function. Note that its
support is all of z since the support of the first factor is all of z.
Since σmX (t) = (4πt)
l/2ysmV,t(X) by Theorem 1.78(iii), we have σmX (t) ą 0 for all t ą
0. 
LEMMA 1.85. For every m PN0, the point x = 0 is a global extremum point of the function
ψm : R Q x ÞÑ d
2m
dx2m
nź
j=1
cmj x
sinh
(
cmj x
) P R .
More precisely, x = 0 is a global minimum point if m is odd and x = 0 is a global maximum
point if m is even. The global extremum is achieved only at x = 0.
PROOF. An argument similar to that in the last proof shows that ψ0 has positive
Fourier transform. More precisely: by Proposition 1.29(xi) one has
F [ψ0] =
n
˚
j=1
F
⎡⎣x ÞÑ cmj x
sinh
(
cmj x
)
⎤⎦ ,
the right hand side being a convolution of functions which are positive by Remark 1.77.
Hence, xψ0(ω) ą 0 for all ω P R. The Fourier inversion (see Theorem 1.32) and Proposi-
tion 1.29(ix) give us for all x P R
ψm(x) =
d2m
dx2m
ψ0(x) =
ż
R
e2πixξ(2πiξ)2mxψ0(ξ)dξ
= (´1)m2(2π)2m
ż 8
0
cos(2πxξ)ξ2mxψ0(ξ)dξ ,
where the last equality holds since xψ0 is an even, real function. Since cos y ă 1 = cos 0
almost everywhere and sincexψ0 ą 0, we arrive at
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(´1)mψm(0) = 2(2π)2m
8ż
0
ξ2mxψ0(ξ)dξ ą 2(2π)2m 8ż
0
cos(2πxξ)ξ2mxψ0(ξ)dξ
= (´1)mψm(x) ,
for every x ‰ 0, which proves the claim. 
For a point x0 P R and a function f : RÑ R which is m-times differentiable in x0, let
Tmx0 [ f ](x) be the m-th degree Taylor polynomial of f at x0, evaluated at x P R. In case f is
only m-times right-differentiable in x0, we denote the corresponding Taylor polynomial
by Tm+x0 [ f ].
COROLLARY 1.86. (´1)mψ0(x) ď (´1)mT2m0 [ψ0](x) for all x P R and m PN0, with equality
if and only if x = 0.
PROOF. Since ψ0 and T2m0 [ψ0] agree in x = 0, a sufficient condition for the claim to
hold in all x ą 0 is
(´1)m d
dx
ψ0(x) ă (´1)m ddx T
2m
0 [ψ0](x) = (´1)mT2m´10 [ψ10](x) .
Proceeding inductively, we see that a sufficient condition for the statement to hold in all
x ą 0 is
(´1)mψm(x) = d
2m
dx2m
ψ0(x) ă (´1)m d
2m
dx2m
T2m0 [ψ0](x) = (´1)mT00 [ψm](x)
= (´1)mψm(0) ,
which is guaranteed by Lemma 1.85. The statement for x ď 0 now follows since ψ0 and
T2m0 [ψ0] are even functions. 
REMARK 1.87. (i) The function ψ0 is even and meromorphic. Hence, in x = 0 it is
represented by a power series
ψ0(x) =
8ÿ
j=0
ajx2j ,
which has radius of convergence R for some R ą 0. Replacing x by ?x yields a
power series
8ÿ
j=0
ajxj
with radius of convergence R2. It follows that, after analytic continuation, the func-
tion Ăψ0(x) := ψ0(?x)
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is defined in a neighborhood of and analytic in x = 0. In particular, we have
T2m0 [ψ0](
?
x) = Tm0
[Ăψ0] (x)(1.62)
for all x ě 0 and m PN0.
(ii) Note that
Ăψ0(x) = nź
j=1
rϕ ((cmj )2x) for all x ě 0 ,
where rϕ is the function defined in Lemma 1.75. It follows by Lemma 1.75, Proposi-
tion 1.74 and Remark 1.73 that for each m P N0 and every set K ĂM (G) on which
cmn is bounded, the function
Kˆ [0,8) Q (m, x) ÞÑ Ăψ0(m)(x) = dmdxm
⎛⎝ nź
j=1
rϕ ((cmj )2x)
⎞⎠ P R
is bounded.
Recall from Corollary 1.83 that σm0 : [0,8) Ñ R is infinitely often continuously right
differentiable in t = 0. Also, recall formula (1.47):
σm0 (t) = π
´ℓ/2 Vol
(
Sℓ´1
) 8ż
0
e´r2ψ0(
?
tr)rℓ´1dr .(1.63)
LEMMA 1.88. We have for all m PN0 and t0 P [0,8):
dm
dtm |t=t0
σm0 (t) = π
´ℓ/2 Vol
(
Sℓ´1
) 8ż
0
e´r2 B
m
Btm |t=t0ψ0(
?
tr) ¨ rℓ´1dr .
In particular, we have
Tm+0[σ
m
0 ](t) = π
´ℓ/2 Vol
(
Sℓ´1
) 8ż
0
e´r2 Tm0 [t ÞÑ ψ0(
?
tr)] ¨ rℓ´1dr(1.64)
for all t ě 0. Moreover, for any set K ĂM(G) on which cmn is bounded,
M (G)ˆ [0,8) Q (m, t) ÞÑ d
m
dtm
σm0 (t) P R
is continuous and bounded on Kˆ [0,8).
PROOF. By Remark 1.87(ii) there exists a Cm,K ą 0 for every m P N0 and every set
K ĂM (G) on which cmn is bounded such that
e´r2 B
m
Btmψ0(
?
tr) = e´r2 B
m
BtmĂψ0(tr2) = e´r2Ăψ0(m)(tr2) ¨ r2m ď Cm,K ¨ e´r2r2m(1.65)
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for all r, t P [0,8) and m P K. It follows from Theorem 1.37 that for any t0 P [0,8):
dm
dtm |t=t0
σm0 (t) = π
´ℓ/2 Vol
(
Sℓ´1
) 8ż
0
e´r2 B
m
Btm ˇˇt=t0ψ0(?tr) ¨ rℓ´1dr .
Formula (1.64) follows from Remark 1.87(i). The continuity of (m, t) ÞÑ (σm0 )(m)(t) fol-
lows from (1.65) and Theorem 1.36 and boundedness from Remark 1.87(ii). 
COROLLARY 1.89. (´1)mσm0 (t) ď (´1)mTm+0[σm0 ](t) for all t ě 0 and m P N0, with equality
if and only if t = 0.
PROOF. By Corollary 1.86 we have (´1)mψ0(x) ď (´1)mT2m0 [ψ0](x) for all x P R and
m PN0, where “=” holds if and only if x = 0. Furthermore, by (1.62)
(´1)mψ0(
?
tr) ď (´1)mT2m0 [ψ0](
?
tr) = (´1)mTm0 [t ÞÑ ψ0(
?
tr)](t)
for all t, r P [0,8) and m P N0. Left and right hand side agree precisely when t = 0 or
r = 0. The desired result now follows from (1.63) and (1.64). 
LEMMA 1.90. For j P N0 define b(j) := 2(1´22j´1)(2j)! ¨ B2j, where Bj is the j-th Bernoulli number.
Then we have for all m PN0 and t ě 0
Tm+0 [σ
m
0 ] (t) =
mÿ
j=0
amj t
j(1.66)
with
amj := π
´ℓ/2 Vol
(
Sℓ´1
)
1
2Γ(
ℓ
2 + j)
ÿ
j1,...,jnPN0
j1+...+jn=j
nź
i=1
b(ji)(cmi )
2ji .(1.67)
In particular, since the sign of b(j) is (´1)j, every term in the coefficient of tj has sign (´1)j.
PROOF. First consider the case n = 1. We have
Tm0 [t ÞÑ cm1
?
tr csch(cm1
?
tr)](t) = T2m0 [x ÞÑ x csch x](cm1
?
tr)
which, by [OLBC10, 4.19.4], equals
mÿ
j=0
2
(
1´ 22j´1) B2j
(2j)!
(cm1 )
2jtjr2j =
mÿ
j=0
b(j)(cm1 )
2jtjr2j .
Lemma 1.88 now gives us
Tm+0[σ
m
0 ](t) = π
´ℓ/2 Vol Sℓ´1
8ż
0
e´r2 Tm0
[
t ÞÑ cm1
?
tr csch
(
cm1
?
tr
)]
(t)rℓ´1dr
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= π´ℓ/2 Vol Sℓ´1
mÿ
j=0
b(j)(cm1 )
2jtj
8ż
0
e´r2r2j+ℓ´1dr
= π´ℓ/2 Vol Sℓ´1
mÿ
j=0
b(j)(cm1 )
2jtj 12Γ
(
ℓ
2 + j
)
,
where we have used the integral representation of the gamma function(see [OLBC10,
5.9.1]). The formula for n ą 1 follows from an application of the Cauchy product formula.

REMARK 1.91. Note that σm0 determines the asymptotic expansion of the heat trace (see
Corollary 1.83). This means that we have just computed all heat invariants of Heisenberg-
like nilmanifolds.
REMARK 1.92. We present an argument that will assure the convergence and asymptotic
behaviour of certain recurring series. Let f P S (R), L Ă (V, x¨, ¨y) a lattice of full rank in
the n-dimensional real vector space V and α, β ą 0. Denote the set of inner products on
V byM (V). For t ą 0 and m PM (V) consider the seriesřvPLzt0u f (}v}αmtβ). Let N PN
be such that Nα ą n. By Definition 1.19 there exists CN ą 0 such that
| f (x)| ď CN|x|N for all x P Rzt0u .
Hence, ÿ
vPLzt0u
ˇˇˇ
f
(
}v}αmtβ
)ˇˇˇ
ď CN
ÿ
vPLzt0u
}v}´αNm ¨ t´βN .(1.68)
Let (v1, . . . , vn) be a basis for L and Am P Pn the corresponding Gram matrix in the metric
m, i.e., (Am)i,j = m(vi, vj). Then we haveÿ
vPLzt0u
}v}´αNm =
ÿ
aPZnzt0u
(Am[a])´αN/2 .
The right hand side is the defining Dirichlet series of Epstein’s ζ-function (see Defini-
tion 2.33 on page 106). It converges since N was chosen such that αN/2 ą n/2. Moreover,
w.r.t. Am it converges locally normally, see Remark 2.34. Hence, for every compact set
K PM (V) and every ϵ ą 0 we have that the series
Kˆ [ϵ,8) Q (m, t) ÞÑ
ÿ
vPLzt0u
f
(
}v}αmtβ
)
=
ÿ
aPZnzt0u
f
(
(Am[a])
α/2tβ
)
P R(1.69)
converges normally. Furthermore, it is, uniformly on K, in o(t´N) as t Ñ 8 for every
N PN.
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Replacing t by 1/t in (1.69) yields a normally convergent series
Kˆ [0, ϵ] Q (m, t) ÞÑ
ÿ
vPLzt0u
f
(
}v}αmt´β
)
P R(1.70)
which is, uniformly on K, in o(tN) as t Œ 0 for every N PN.
Note that we have already used above argument in the proofs of Proposition 1.82 and
Corollary 1.83.
We would like to apply the last remark to the series
Vol Tn,mn
(4πt)n
ÿ
XPΓnzt0u
e´
}X}2mn
4t ,
ÿ
λPΓn˚ zt0u
e´4π2}λ}2mn t , Vol Tn,mn
(4πt)n
ÿ
λPΓz˚ zt0u
smV,t(λ) .(1.71)
However, by changing the metric m P M HL(G), the lattices Γz˚ , Γn and Γn˚ also change.
Even worse, the subspace n Ă g depends on the metric m. Hence, it is a priori not clear
what normal convergence of one of the series in (1.71) means. We work around this by us-
ing coordinates. Let B = (Z1, . . . , Zℓ, X1, . . . , X2n) be a basis of g as in Proposition 1.8. We
identify an inner product m PM HL(G) of g with its Gram matrix in Pℓ+2n. Likewise we
view mz and mn as matrices in Pℓ and P2n, respectively. Let πz and πn be the respective
orthogonal projections onto z and n. We view these as functions πz,πn : gˆM HL(G)Ñ g
to make the dependence on the metric explicit. Let X =
řℓ
j=1 αjZj +
ř2n
k=1 βkXk. Then
X ÞÑ πz(X, m) being an orthogonal projection onto z is equivalent to
πz(X, m) =
ℓÿ
j=1
πj(X, m)Zj ,
xπz(X, m)´ X, Ziym = 0 for all i = 1, . . . , ℓ ,
where πj : gˆM HL(G) Ñ g, j = 1, . . . , ℓ, are functions linear in their first argument.
Substituting the first equation into the second yields
ℓÿ
j=1
πj(X, m)xZj, Ziym = xX, Ziym for all i = 1, . . . , ℓ .(1.72)
Denote by X˜m the vector with components xX, Ziym, i = 1, . . . , ℓ and identify πz(X, m)
with its representation w.r.t. the basis (Z1, . . . , Zℓ). Then (1.72) is equivalent to mz ¨
πz(X, m) = X˜m, i.e.,
πz(X, m) = m´1z ¨ X˜m ,
which is clearly continuous in m. On the other hand, we have πn(X, m) = X´ πz(X, m)
for all X P g, m P M HL(G). Hence, πn is continuous too. By Proposition 1.9,
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(πn(X1), . . . ,πn(X2n)) is a basis of Γn. It follows that m ÞÑ mn P P2n, (mn)i,j =
xπn(Xi),πn(Xj)ym, is continuous. Now we clearly have
Vol Tn,mn
(4πt)n
ÿ
XPΓnzt0u
e´
}X}2mn
4t =
?
det mn
(4πt)n
ÿ
aPZ2nzt0u
e´
mn [a]
4t(1.73)
and ÿ
λPΓn˚ zt0u
e´4π2}λ}2mn t =
ÿ
aPZ2nzt0u
e´4π2m
´1
n [a]t .(1.74)
By the above, each term on the right-hand side of (1.73) and (1.74) is a continuous function
of m PM HL(G). Analogously, we have
Vol Tn,mn
(4πt)n
ÿ
λPΓz˚ zt0u
smV,t(λ) =
?
det mn
(4πt)n
ÿ
aPZℓzt0u
e´4π2m
´1
z [a]t
nź
j=1
2π
b
m´1z [a]cmj t
sinh
(
2π
b
m´1z [a]cmj t
) .
(1.75)
Here, too, every term on the right hand side of (1.75) is a continuous function of m P
M HL(G). With these formulas, we can apply Remark 1.92 to the series (1.71). We sum-
marise the statements in the following proposition.
PROPOSITION 1.93. Let K ĂM HL(G) be compact. Then
(i) Kˆ [0, 1] Q (m, t) ÞÑ Vol Tn,mn
(4πt)n
ř
XPΓnzt0u
e´
}X}2mn
4t converges normally,
(ii) Kˆ [1,8) Q (m, t) ÞÑ ř
λPΓn˚ zt0u
e´4π2}λ}2mn t converges normally and
(iii) Kˆ [1,8) Q (m, t) ÞÑ Vol Tn,mn
(4πt)n
ř
λPΓz˚ zt0u
smV,t(λ) converges normally.
Furthermore, for every N PN there exist Ci ą 0, i = 0, 1, 2, such that
(a) Vol Tn,mn
(4πt)n
ř
XPΓnzt0u
e´
}X}2mn
4t ă C0 ¨ tN for all t P [0, 1] and all m P K,
(b)
ř
λPΓn˚ zt0u
e´4π2}λ}2mn t ă C1 ¨ t´N for all t P [1,8) and all m P K, and
(c) Vol Tn,mn
(4πt)n
ř
λPΓz˚ zt0u
smV,t(λ) ă C2 ¨ t´N for all t P [1,8) and all m P K.
REMARK 1.94. Theorem 1.78 was not conceived of nothing. The author’s starting point
for it was a Poisson formula for normalised Heisenberg manifolds by H. Pesce [Pes94].
If K(t) is the heat trace of the normalised Heisenberg manifold (ΓzG, m) = (ΓrzHn, m),
then that formula reads
K(t) =
Vol(ΓzG)
(4πt) dim G/2
ÿ
α
fα(t)e´
α2
4t .(1.76)
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Here, α ranges over the set of lengths of smoothly closed geodesics of (ΓzG, m). The
functions fα have at most a pole at t = +0 so that f0 determines the asymptotic expansion
of K(t) as t Œ 0. Moreover, an analysis of the full asymptotic expansion of fα(t) as t Œ 0
allowed H. Pesce to show that the length spectrum of (ΓzG, m) (without multiplicities)
can be recovered from the spectrum of (ΓzG, m).
In his unpublished thesis [Bla98], H. Blanchard found a formula analogous to (1.76)
for all Heisenberg type nilmanifolds (ΓzG, m), where G has odd dimensional centre. With
his formula he was also able to read off the length spectrum from the Laplace spectrum.
While working on the height of compact nilmanifolds, the author generalised H. Blan-
chard’s formula to all nonsingular Heisenberg-like nilmanifolds (ΓzG, m), where G has
odd dimensional centre. The wish to remove the additional assumption on the parity of
the dimension of the centre of G then resulted in Theorem 1.78. Unfortunately, the appli-
cation of the Poisson formula to the retrieval of the length spectrum failed which is why
we omit the result.

CHAPTER 2
ζ-Functions and Heights
This chapter contains the main results of this thesis. In section 1 we introduce the
central object, the spectral ζ-function of a Riemannian manifold. We obtain formulas for
its meromorphic continuation and for the height in the case of a compact Heisenberg-like
nilmanifold. Section 2 explores when the ζ-function and the height are bounded from
below as functions on the moduli space of Heisenberg-like metrics. Lastly, in section 3,
we present work by P. Sarnak et al. on the spectral ζ-function and the height of flat tori
and identify a few extremal metrics for the height of normalised Heisenberg manifolds.
1. Formulas for the ζ-Function and the Height
DEFINITION 2.1.
(i) For α P R define the set
D(α) := ts P C |ℜs ą αu .(2.1)
D(α) is the right half plane with axis of abscissa ℜs = α.
(ii) For k PN define
sing(k) :=
(
k
2 ´N0
)
z(´N0) .(2.2)
If k is odd we have sing(k) = tk/2, k/2´1, . . .u, whereas if k is even we have sing(k) =
tk/2, k/2´ 1, . . . , 1u.
(iii) For any compact Riemannian manifold (M, g) define the spectral ζ-function
ζ((M, g), s) of (M, g) to be the ζ-function associated with the spectrum of the
Laplace-Beltrami operator ∆ of (M, g), i.e.,
C Q s ÞÑ ζ((M, g)) =
ÿ
λą0
λ´s P C .(2.3)
Here, the sum extends over all nonzero eigenvalues of ∆ and the branch of λs is
chosen so that λs ą 0 if λ ą 0 and s P R. By Weyl’s law, the sum in (2.3) converges
absolutely for s P D(dim M/2) and ζ((M, g), s) has a meromorphic continuation to all
of Cwith at most simple poles located at sing(dim M) (see, e.g., [See67], [MP49]).
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(iv) For ζ-functions of any kind, not just the spectral ζ-functions defined in (iii), we will
denote the s-derivative by ζ1. Thus, e.g.,
ζ1((M, g), s) = BBs ζ((M, g), s) .
Recall the definition of a proper metric space M, i.e., a metric space in which every
closed ball is compact. In particular, every point p P M has a compact neighborhood.
LEMMA 2.2. Let M be a proper metric space and α P R. Furthermore, let f : Mˆ (0, 1] Ñ R
be a continuous function such that for every compact set K Ă M and every N P N there exists a
C ą 0 such that
| f (x, t)| ď C ¨ tN for all x P K, t P (0, 1] .
The function
F : MˆC Q (x, s) ÞÑ
1ż
0
f (x, t) ¨ ts´αdt P C
is continuous and C Q s ÞÑ F(x, s) P C is holomorphic for every x P M.
PROOF. Let G : MˆCˆ (0, 1] Q (x, s, t) ÞÑ f (x, t) ¨ ts´α Ñ C. Clearly, G is continuous
and s ÞÑ G(x, s, t) is holomorphic for every x P M and t P (0, 1]. Let K Ă M be compact
and D Ă C a compact disc. Choose N P N such that N ą α´ 1´ℜs for all s P D and let
δ ą 0 be such that N ą α´ 1´ℜs + δ for all s P D. By the assumption on f there exists
C ą 0 such that
|G(x, s, t)| = ˇˇ f (x, t) ¨ ts´α ˇˇ ď C ¨ tN+ℜs´α ă C ¨ t´1+δ(2.4)
for all x P K and s P D. The right hand side of (2.4) is integrable on (0, 1]. The statement
of the Lemma now follows from Theorems 1.36 and 1.38. 
We can dualize the last lemma in the following sense:
LEMMA 2.3. Let M be a proper metric space and α P R. Furthermore, let f : Mˆ [1,8) Ñ R
be a continuous function such that for every compact set K Ă M and every N P N there exists a
C ą 0 such that
| f (x, t)| ď C ¨ t´N for all x P K, t P [1,8) .
The function
F : MˆC Q (x, s) ÞÑ
8ż
1
f (x, t) ¨ ts´αdt P C
is continuous and C Q s ÞÑ F(x, s) P C is holomorphic for every x P M.
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PROOF. We define f˜ (x, t) := f (x, 1/t). Then the last Lemma tells us that
F˜(x, s) :=
1ż
0
f˜ (x, t) ¨ ts´αdt =
1ż
0
f (x, 1/t) ¨ ts´αdt
is continuous and holomorphic in s for every x P M. We transform the integral via the
diffeomorphism (0, 1] Q t ÞÑ 1/t P [1,8) and obtain
F˜(x, s) =
8ż
1
f (x, t) ¨ tα´s´2dt = F(x,´s + 2α+ 2) .
Since ρ ÞÑ ´ρ+ 2α+ 2 is holomorphic, the claim follows. 
Let (ΓzG, m) be a compact nonsingular Heisenberg-like nilmanifold. Recall the defi-
nition of smV,t in (1.42) and the definition of σ
m
X in (1.43). Also, recall from Corollary 1.83
that σm0 : [0,8) Ñ R is infinitely often continuously right-differentiable in t = 0. Denote
by TN+0[σ
m
0 ](t) =
řN
j=0 a
m
j t
j the N-th degree Taylor polynomial of σm0 in t0 = +0 evalu-
ated at t. Furthermore, recall either from Lemma 1.88 or from the explicit formula for
TN+0[σ
m
0 ](t) from Lemma 1.90 and Proposition 1.40(ii) that the coefficients a
m
j are contin-
uous when considered as functions on the spaceM HL(G) of Heisenberg-like metrics on
G: M HL(G) Q m ÞÑ (´1)jamj P (0,8).
LEMMA 2.4. Let N PN0 Y t´1u and TN+0[σm0 ](t) =
řN
j=0 a
m
j t
j. The function
(m, s) ÞÑ 1
Γ(s)
Vol(ΓzG, m)
(4π) dim G/2
( 1ż
0
(
σm0 (t)´ TN+0[σm0 ](t)
)
ts´dim G/2´1dt +
Nÿ
j=0
amj
s´ dim G/2 + j
)(2.5)
is continuous on M HL(G)ˆ (D (dim G/2´ N ´ 1) z sing(dim G)). For every m P M HL(G),
(2.5) is meromorphic in s P D(dim G/2´ N´ 1). The set of poles is sing(dim G)XD(dim G/2´
N ´ 1). Every pole is of first order and is generated by exactly one term in the sum in (2.5).
Furthermore, the s-derivative of (2.5) in s = 0 is continuous in m PM HL(G) and is given by
(2.6) m ÞÑ Vol(ΓzG, m)
(4π) dim G/2
( 1ż
0
(
σm0 (t)´ TN+0[σm0 ](t)
)
t´dim G/2´1dt +
Nÿ
j=0
j‰dim G/2
amj
j´ dim G2
+
$&%γ ¨ amdim G/2 if dim G is even ,0 if dim G is odd .
)
,
where γ = ´Γ1(1) = lim
kÑ8
(1+ 12 +
1
3 + . . . +
1
k ´ ln k) is Euler’s constant.
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PROOF. Note that the factor 1/Γ(s) in (2.5) produces a zero at every s P ´N0. Hence,
in case dim G is even and N ą dim G/2´ 1, 1/Γ(s) cancels any pole generated by the sum
in (2.5) that is not in sing(dim G)XD(dim G/2´ N ´ 1).
We will first show that the integral is a continuous function of (m, s) and a holomor-
phic function on s P D(dim G/2 ´ N ´ 1) for every m P M HL(G). Let K Ă M HL(G)
be compact and D Ă D (dim G/2´ N ´ 1) be a compact disc. By Taylor’s theorem with
Langrangian remainder we have for all t P [0, 1]:ˇˇˇ
σm0 (t)´ TN+0[σm0 ](t)
ˇˇˇ
ă 1
(N+1)!
ˇˇˇ
(σm0 )
(N+1)(τt)
ˇˇˇ
¨ tN+1 ,
for some τt P (0, 1). By Lemma 1.88, K ˆ [0, 1] Q (m, t) ÞÑ (σm0 )(N+1)(t) is continuous.
Hence, with C := sup(m,t)PKˆ[0,1] |(σm0 )(N+1)| we haveˇˇˇ
σm0 (t)´ TN+0[σm0 ](t)
ˇˇˇ
ď C ¨ tN+1
for all m P K and t P [0, 1]. Since D is compact there exists δ ą 0 such that ℜs ą
dim G/2´ N ´ 1+ δ. It follows thatˇˇˇ
(σm0 (t)´ TN+0[σm0 ](t)) ¨ ts´dim G/2´1
ˇˇˇ
ď C ¨ tN+1 ¨ tℜs´dim G/2´1 ď C ¨ t´1+δ .
The right hand side is integrable on (0, 1]. It follows from Theorems 1.36 and 1.38 that
(m, s) ÞÑ
1ż
0
(
σm0 (t)´ TN+0[σm0 ](t)
)
ts´dim G/2´1dt
is continuous onM HL(G)ˆD(dim G/2´N´ 1) and holomorphic on s P D(dim G/2´N´
1) for every m PM HL(G).
It remains to prove (2.6). We have just shown that (2.5) is of the form
1
Γ(s)
( f (s) + I(s)) ,
where I is holomorphic in s = 0 and
f (s) =
$&%
adim G/2
s if dim G is even ,
0 otherwise .
By [OLBC10, 5.7.1] we have 1Γ(s) =
ř8
j=1 bjs
j with b1 = 1 and b2 = γ. It follows that
d
ds |s=0
1
Γ(s)
( f (s) + I(s)) = I(0) + γ ¨ f (1) .

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THEOREM 2.5. Let G be a connected and simply connected nonsingualar 2-step nilpotent Lie
group, Γ Ă G a uniform subgroup and let ℓ be the dimension of the centre of G and n := (dim G´
ℓ)/2. Assume there exists m P M HL(G). Let N P N0 Y t´1u and TN+0[σm0 ](t) =
řN
j=0 a
m
j t
j.
Then for every (m, s) PM (G)HL ˆD(dim G/2´ N ´ 1) we have
ζ ((ΓzG, m) , s) = ζB ((ΓzG, m) , s) + ζF ((ΓzG, m) , s)(2.7)
where
(2.8) ζB ((ΓzG, m) , s) :=
1
Γ(s)
⎛⎝´1
s
+
8ż
1
ÿ
λPΓn˚ zt0u
e´4π2}λ}2mn tts´1dt + Vol Tn,mn
(4π)n
8ż
1
ÿ
XPΓnzt0u
e´
}X}2mn
4 ttn´s´1dt
⎞⎠
and
(2.9) ζF ((ΓzG, m) , s) :=
1
Γ(s)
⎛⎝Vol Tn,mn
(4π)n
8ż
1
ÿ
λPΓz˚ zt0u
smV,t(λ)t
s´n´1dt + Vol (ΓzG, m)
(4π) dim G/2
1ż
0
ÿ
XPΓzzt0u
σmX (t) t
s´dim G/2´1dt
+
Vol (ΓzG, m)
(4π) dim G/2
⎛⎝ 1ż
0
(
σm0 (t)´ TN+0[σm0 ](t)
)
ts´dim G/2´1dt +
Nÿ
j=0
amj
s´ dim G2 + j
⎞⎠⎞⎠ .
The function
M HL(G)ˆC Q (m, s) ÞÑ ζB ((ΓzG, m) , s)
is continuous and for every m PM (G)HL, C Q s ÞÑ ζB((ΓzG, m), s) is entire. The function
M HL(G)ˆ (D(dim G/2´ N ´ 1)z sing(dim G)) Q (m, s) ÞÑ ζF ((ΓzG, m) , s)
is continuous and for every m P M (G)HL, D(dim G/2 ´ N ´ 1) Q s ÞÑ ζF ((ΓzG, m) , s) is
meromorphic with pole set sing(dim G)X D(dim G/2´ N ´ 1). Every pole is of first order and
generated by exactly one term in the sum in the last line of (2.9).
PROOF. Let m P M HL(G) and s P C with ℜs ą dim G/2. We start with the defining
Dirichlet series of the spectral ζ-function of (ΓzG, m):
ζ((ΓzG, m), s) =
ÿ
σPΣ(ΓzG,m)
σ‰0
σ´s .(2.10)
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Let now K(t) be the heat trace of (ΓzG, m). Then K(t) and (2.10) are related by the Mellin
transform (see, e.g., [OLBC10, 1.14(iv)]):
ζ((ΓzG, m), s) =
ÿ
σPΣ(ΓzG,m)
σ‰0
σ´s = 1
Γ(s)
ÿ
σPΣ(ΓzG,m)
σ‰0
8ż
0
e´σtts´1dt
=
1
Γ(s)
8ż
0
ÿ
σPΣ(ΓzG,m)
σ‰0
e´σtts´1dt = 1
Γ(s)
8ż
0
(K(t)´ 1)ts´1dt .(2.11)
Integration and summation can be exchanged due to the uniform convergence of the
the heat trace series. We split the integral
ş8
0 into
ş1
0 +
ş8
1 and use two different expres-
sions for K(t), the one given in (1.39), (1.40) and (1.41) and the other one given in Theo-
rem 1.78(i):
(2.12)
ζ((ΓzG, m), s) = 1
Γ(s)
1ż
0
⎛⎝Vol Tn,mnÿ
XPΓnzt0u
ysmH,t(X) + Vol(ΓzG, m)(4πt)n ÿ
XPΓz
ysmV,t(X)´ 1
⎞⎠ ts´1dt
+
1
Γ(s)
8ż
1
⎛⎝ ÿ
λPΓn˚ zt0u
smH,t(λ) +
Vol Tn,mn
(4πt)n
ÿ
λPΓz˚ zt0u
smV,t(λ)
⎞⎠ ts´1dt
=
1
Γ(s)
⎛⎝´1
s
+
Vol Tn,mn
(4π)n
1ż
0
ÿ
XPΓnzt0u
e´
}X}2mn
4t ts´n´1dt +
8ż
1
ÿ
λPΓn˚ zt0u
e´4π2}λ}2mn tts´1dt
⎞⎠
+
1
Γ(s)
⎛⎝Vol Tn,mn
(4π)n
8ż
1
ÿ
λPΓz˚ zt0u
smV,t(λ)t
s´n´1dt + Vol (ΓzG, m)
(4π)dim G/2
1ż
0
ÿ
XPΓzzt0u
σmX (t) t
s´dim G/2´1dt
+
Vol (ΓzG, m)
(4π)dim G/2
1ż
0
σm0 (t) ¨ ts´dim G/2´1dt
⎞⎠ .
The third line of (2.12) is, up to a transformation of the first integral by the diffeomor-
phism t ÞÑ 1/t, the expression for ζB((ΓzG), s). The factor 1/Γ(s) is entire and its zero at
s = 0 cancels the pole of 1/s. The two integrals are continuous in (m, s) and entire in s P C
by Proposition 1.93 and Lemmata 2.2, 2.3.
The fourth line of (2.12) is continuous in (m, s) and entire in s P C by Proposi-
tions 1.82, 1.93 and Lemmata 2.2 and 2.3. The fifth line is continuous in (m, s) and
holomorphic in s P D(dim G/2) by Lemma 2.4 (choose N = ´1 there). We obtain its
meromorphic continuation to D(dim G/2´ N ´ 1) by a simple trick:
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1
Γ(s)
1ż
0
σm0 (t) ¨ ts´dim G/2´1dt = 1Γ(s)
1ż
0
(
σm0 (t)´ TN+0[σm0 ](t) + TN+0[σm0 ](t)
)
¨ ts´dim G/2´1dt
=
1
Γ(s)
⎛⎝ 1ż
0
(
σm0 (t)´ TN+0[σm0 ](t)
)
¨ ts´dim G/2´1dt +
Nÿ
j=0
amj
s´ dim G/2 + j
⎞⎠
The remaining statements about ζF((ΓzG, m), s) now follow from Lemma 2.4. 
COROLLARY 2.6. Let G be a connected and simply connected nonsingualar 2-step nilpotent
Lie group of dimension ℓ + 2n, where ℓ is the dimension of the centre of G. Let Γ Ă G be a
uniform subgroup. Assume there exists m P M HL(G). Let N P N with N ě tdim G2 u and
TN+0[σ
m
0 ](t) =
řN
j=0 a
m
j t
j. Then for every m PM (G)HL the height of (ΓzG, m) is given by
ζ1 ((ΓzG, m) , 0) = ζ1B ((ΓzG, m) , 0) + ζ1F ((ΓzG, m) , 0)(2.13)
where
(2.14) ζ1B ((ΓzG, m) , 0) =
´ γ+
8ż
1
ÿ
λPΓn˚ zt0u
e´4π2}λ}2mn tt´1dt + Vol Tn,m
(4π)n
8ż
1
ÿ
XPΓnzt0u
e´
}X}2mn
4 ttn´1dt
and
(2.15) ζ1F ((ΓzG, m) , 0) =
Vol Tn,m
(4π)n
8ż
1
ÿ
λPΓz˚ zt0u
smV,t(λ)t
´n´1dt + Vol (ΓzG, m)
(4π) dim G/2
1ż
0
ÿ
XPΓzzt0u
σmX (t) t
´dim G/2´1dt
+
Vol (ΓzG, m)
(4π) dim G/2
( 1ż
0
(
σm0 (t)´ TN+0[σm0 ](t)
)
t´dim G/2´1dt +
Nÿ
j=0
j‰dim G/2
amj
j´ dim G/2
+
$&%γ ¨ amdim G/2 if dim G is even ,0 if dim G is odd .
)
.
Here, γ denotes Euler’s constant. Moreover, the functions M (G)HL Q m ÞÑ ζ1B((ΓzG, m), 0)
andM (G)HL Q m ÞÑ ζ1B((ΓzG, m), 0) are continuous.
PROOF. By the assumption on N we have 0 P D(dim G/2´ N ´ 1). Hence we can use
formulas (2.7), (2.8) and (2.9). In the course of the proofs of Lemma 2.4 and Theorem 2.5
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we have shown that these expressions are of the form
ζ ((ΓzG, m) , s) = 1
Γ(s)
(
´1
s
+ f (s) + I(s)
)
,
where I is holomorphic in s = 0 and
f (s) =
$&%
adim G/2
s if dim G is even ,
0 otherwise .
Since 1Γ(s) =
ř8
j=1 bjs
j with b1 = 1 and b2 = γ (see [OLBC10, 5.7.1]) we have
ζ1 ((ΓzG, m) , 0) = γ( f (1)´ 1) + I(0) .
This proves formulas (2.13), (2.14) and (2.15). The continuity of m ÞÑ ζ1B((ΓzG, m), 0) and
m ÞÑ ζ1F((ΓzG, m), 0) now follows from Proposition 1.93 and Lemmata 2.2, 2.3, 2.4. 
REMARK 2.7. The ζ-function ζ((ΓzG, m), s) and the height ζ1((ΓzG, m), 0) of a nonsin-
gular Heisenberg-like nilmanifold are spectral objects. As such, they only depend on
the isometry class of (ΓzG, m). Therefore, we obtain well-defined and continuous func-
tions M HL(Γ, G) Q m ÞÑ ζ((ΓzG, m), s) and M HL(Γ, G) Q m ÞÑ ζ1((ΓzG, m), 0), where
M HL(Γ, G) is the moduli space of Heisenberg-like metrics on ΓzG from Definition 1.43.
REMARK 2.8. Building on Remark 1.79 we observe that ζB((ΓzG, m), s) and
ζF((ΓzG, m), s) (resp. ζ1B and ζ1F) depend on different parts of the metric m. Namely,
ζB((ΓzG, m), s) depends only on mn and ζF((ΓzG, m), s) depends only on mz, cm1 , . . . , cmn
and the total volume Vol(ΓzG, m) = Vol Tn,mn ¨Vol Tz,mz .
In case (ΓzG, m) is a normalised Heisenberg manifold (ΓrzHn) with m = (h, g) as in
(1.28) we have mn = h, mz = g, cmj = g
1/2dj(h) (see Proposition 1.49) and
Vol(ΓrzHn, (h, g)) = |Γr|
a
g det h = |Γr|?gd1(h)´1 ¨ ¨ ¨ dn(h)´1 (see Remark 1.71). Hence,
ζB((ΓrzHn, (h, g)), s) only depends on h whereas ζF((ΓrzHn, (h, g)), s) only depends on g
and d1(h), . . . , dn(h). By Proposition 1.48 this means that
P2˚n(h0) Q h ÞÑ ζF((ΓrzHn, (h, g)), s)
is constant for any h0 P P2n and fixed g P (0,8). A situation of this kind arises in the
context of volume normalised Heisenberg manifolds of Heisenberg-type. Recall from
Remark 1.71:
SMr,HTn =
"
[(h, g)] PMrn | g = |Γr|´
2
n+1 and h P P2˚n(g1/2 ¨ Id)
*
.
It follows that
SMr,HTn Q m ÞÑ ζF((ΓrzHn), m)
is constant.
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2. (Non-)Existence of Global Minima
This section explores conditions under wich [m] ÞÑ ζ1((ΓzG, m), 0) and
[m] ÞÑ ζ((ΓzG, m), s) with s P (0,8) not a pole attain global minima.
First, we consider Heisenberg type metrics. Theorem 2.10 states that both functions
are bounded from below on the moduli space of volume normalised Heisenberg type
metrics. Moreover, in case the centre of G is 1-dimensional, both functions attain global
minima.
Next, we consider Heisenberg-like metrics. Theorem 2.11(i) establishes bounded-
ness from below of the height in case dim ΓzG ” 3 (mod 4). As for the ζ-function, we
restrict to the interval (0, dim G/2). The poles of ζ((ΓzG), s), located at sing(dim G) =
tdim G/2, dim G/2 ´ 1, . . .u, divide the interval (0, dim G/2) into tdim G/2u + 1 subintervalls.
Theorem 2.11(ii) establishes boundedness of the ζ-function in case s is contained in every
other of these subintervalls. For G with 1-dimensional centre, both of these statements
are then strengthened in Theorem 2.11(iii) and (iv), respectively. Under the same assump-
tions, the height and the ζ-function attain global minima.
The inevitable question then is: what happens to the height in dimensions ı 3
(mod 4) and to the ζ-function for s not covered by Theorem 2.11(ii)?
In Proposition 2.12 we introduce for any Heisenberg-like metric m a path mρ of
Heisenberg-like metrics with m1 = m. If ρ Ñ 8 then [mρ] approaches the boundary
at infinity of the moduli space of Heisenberg-like metrics. Theorem 2.19(i) establishes
that the height is not bounded from below along mρ in case dim(ΓzG) ” 0 (mod 4) or
dim(ΓzG) ” 1 (mod 4). Accordingly, Theorem 2.19(ii) states that the ζ-function is not
bounded from below along mρ if s is in a subintervall of (0, dim G/2)z sing(dim G) not
covered by Theorem 2.11(ii).
The path mρ represents the most basic deformation of a metric we can think of in the
context of nilmanifolds; along it, we simply scale the metrics of the base torus Tn,mn and
the fibre torus Tz,mz in such a way that the total volume of (ΓzG, mρ) remains constant.
Unfortunately, it is also the only constant volume metric deformation of a Heisenberg-
like metric through Heisenberg-like metrics that exists in general. We therefore change
the setting to Heisenberg manifolds.
Definition 2.20 provides for any Heisenberg manifold (ΓrzHn) a path fn,r(ρ) of met-
rics. This path also approaches the boundary at infinity of the moduli space of volume
normalised Heisenberg-like metrics, but the volumes of the base and fibre tori stay con-
stant along it. Nevertheless, Theorem 2.28 establishes facts for the path fn,r(ρ) analogous
to those in Theorem 2.19: if dim(ΓrzHn) ” 1 (mod 4) then the height of (ΓrzHn, fn,r(ρ))
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is not bounded from below as ρ Ñ 8. Similarly, for s in positions as in Theorem 2.19(ii),
the ζ-function of (ΓrzHn, fn,r(ρ)) is not bounded from below as ρÑ8.
What properties do the paths mρ and fn,r(ρ) share? One chan show that the sectional
curvature w.r.t. each of these paths grows unboundedly as ρÑ8.
Thus, Theorem 2.30 concludes all of the above considerations by establishing the
boundedness from below of the height and the ζ-function on the moduli space of vol-
ume normalised metrics whose sectional curvature is uniformly bounded from above.
As in Theorem 2.11, both of these functions even attain global minima if the dimension
of the centre of G is 1. With respect to the height, the author does not know whether
the additional assumption on the sectional curvature is necessary in case dim(ΓzG) ” 2
(mod 4).
At last in this section, we reprove results from [Fd03]. There, K. Furutani and
S. de Gosson presented formulas for the height of two discrete series of respectively
3- and 5-dimensional Heisenberg type nilmanifolds and proved that the height grows
unboundedly as the series parameter goes to infinity. While we cannot reproduce their
formula for the height using ours, we can reprove their asymptotic result which we do
in Proposition 2.32. In fact, the methods we develop allow us to generalise their result to
arbitrary dimensions.
Patrick Chiu proved in [Chi97, Theorem 3.1] that the height attains a minimum on
the moduli space of flat tori with volume one. The following lemma captures a varia-
tion of his argument and will be used in the proofs of Theorem 2.10, Theorem 2.11 and
Theorem 2.30.
Recall from Notation and Remarks 1.51(ii) the definition of the first minimum m(Y)
of a positive definite symmetric matrix Y P Pn:
m(Y) = inftY[a] | a P Znzt0uu .
LEMMA 2.9. Let n PN, C ą 0, τ P R and
F : Pn Q Y ÞÑ
8ż
1
ÿ
XPZnzt0u
e´CY[X]ttτ´1dt P R ,
which is well-defined by Remark 1.92 and Lemma 2.3. Then we have
F(Y)Ñ8 as m(Y)Ñ 0 .
2. (NON-)EXISTENCE OF GLOBAL MINIMA 73
PROOF. Fix an arbitrary T ą 1. Since all terms of the integrand are positive functions,
we have
8ż
1
ÿ
XPZnzt0u
e´CY[X]ttτ´1 dt ě
Tż
1
ÿ
XPZnzt0u
e´CY[X]ttτ´1 dt .(2.16)
We discard all terms but those which are indexed by an integral multiple of a fixed short-
est vector of the lattice with Gram matrix Y. Thus, we get the following lower estimate
for the right hand side of (2.16):
Tż
1
2
8ÿ
n=1
e´Cm(Y)n2ttτ´1 dt ě
Tż
1
2
8ż
1
e´Cm(Y)x2t dxtτ´1 dt
=
Tż
1
2
8ż
?
Cm(Y)t
e´u2 1a
Cm(Y)t
du tτ´1 dt
=
c
π
Cm(Y)
Tż
1
erfc
(b
Cm(Y)t
)
tτ´3/2 dt ,
where erfc(z) = 2?
π
ş8
z e
´u2 du is the complementary error function (see, e.g. [OLBC10,
Ch. 7]). Viewed as a function on the nonnegative real axis, 0 ă erfc ď 1 is a monotonously
decreasing function with erfc(0) = 1. We thus have
c
π
Cm(Y)
Tż
1
erfc
(b
Cm(Y)t
)
tτ´3/2 dt ě
?
π erfc
(a
Cm(Y)T
)
a
Cm(Y)
Tż
1
tτ´3/2 dt
Ñ8 as m(Y)Ñ 0 .

Now recall from Definition 1.70 the moduli space SM HT(Γ, G) and from
Remark 1.69(ii) the definition of the boundary (at infinity) BSM HT(Γ, G).
THEOREM 2.10. Let G be a connected and simply connected nonsingular 2-step nilpotent Lie
group, Γ Ă G a uniform subgroup and s P (0,8)z sing(dim G). Then, the ζ-function [m] ÞÑ
ζ((ΓzG, m), s) and the height [m] ÞÑ ζ1((ΓzG, m), 0) are bounded from below on the moduli
space SM HT(Γ, G) of isometry classes of metrics of Heisenberg type and with volume one on
ΓzG.
Moreover, if the dimension of the centre of G is one then this statement can be strengthened
as follows: The height [m] ÞÑ ζ1((ΓzG, m), 0) and the ζ-function [m] ÞÑ ζ((ΓzG, m), s) both
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go to +8 as [m] Ñ BSM HT(Γ, G). Consequently, both functions attain a global minimum on
SM HT(Γ, G).
PROOF. We will work with the function [m] ÞÑ Γ(s)ζ((ΓzG, m), s) instead of [m] ÞÑ
ζ((ΓzG, m), s). The result is the same since Γ(s) ą 0 for all s P (0,8).
By Theorem 2.5 and Corollary 2.6 the functions [m] ÞÑ Γ(s)ζ((ΓzG, m), s) and [m] ÞÑ
ζ1((ΓzG, m), 0) are of the form
(2.17) C(τ) +
8ż
1
ÿ
λPΓn˚ zt0u
e´4π2}λ}2mn ttτ´1dt + Vol Tn,mn
(4π)n
8ż
1
ÿ
XPΓnzt0u
e´
}X}2mn
4 ttn´τ´1dt
+
Vol Tn,mn
(4π)n
8ż
1
ÿ
λPΓz˚ zt0u
smV,t(λ)t
τ´n´1dt + 1
(4π) dim G/2
1ż
0
ÿ
XPΓzzt0u
σmX (t)t
τ´ dim G/2´1dt
+
1
(4π) dim G/2
⎛⎜⎜⎝
1ż
0
(
σm0 (t)´ TN+0[σm0 ](t)
)
tτ´dim G/2´1dt +
Nÿ
j=0
j‰dim G/2
amj
τ´ dim G/2 + j
+
$’’’&’’’%
γ ¨ amdim G/2 if dim G is even and τ = 0 ,
0 if dim G is odd ,
amdim G/2
s if dim G is even and τ = s
⎞⎟⎟⎟⎠ ,
where τ equals s or 0, respectively, C(τ) P R is a constant, N = tdim G2 u or N PN0 Y t´1u
such that s = ℜs ą dim G/2´ N ´ 1 and TN+0[σm0 ](t) =
řN
j=0 a
m
j t
j.
The first line of (2.17) is clearly bounded from below. The first term in the second line
is positive by definition of smV,t (see (1.42)), the second term is positive by Corollary 1.84.
The formula for σm0 given in (1.47) shows that σ
m
0 also only depends on c
m
1 , . . . , c
m
n , but
not on any other part of the metric m. Since the amj are Taylor coefficients of σ
m
0 , the
third and fourth lines of (2.17) only depend on cm1 , . . . , c
m
n . But by the very definition of a
Heisenberg type metric, cm1 = ¨ ¨ ¨ = cmn = 1 for every [m] P SM HT(Γ, G). It follows that
(2.17) is bounded from below onSM HT(Γ, G).
Let now the centre of G be one dimensional. W.l.o.g. we can assume that G = Hn,
the (2n + 1) dimensional Heisenberg group, and Γ = Γr (see Theorem 1.44). We work
with the homeomorphic moduli space SMr,HTn » SM HT(Γr, Hn) (see Definition 1.70).
By Corollary 1.65, Remark 1.66 and Remark 1.71, the boundary BSMr,HTn is defined by
mr(h) = 0, where mr was defined in Notation and Remarks 1.51(iii) and [m] = [(h, g)] P
SMr,HTn . This means that we have to prove that (2.17) goes to +8 as mr(h) Ñ 0. Since
we have shown that (2.17) is bounded from below, it suffices to show that the last term in
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the first line of (2.17) goes to +8 as mr(h)Ñ 0. By Proposition 1.49 we have Γrn = δr ¨Z2n.
Hence,
␣}X}2mn |X P Γrn( = ␣h[δr][X] |X P Z2n(. The last term in the first line of (2.17) can
therefore be written as
Vol Tn,h
(4π)n
8ż
1
ÿ
XPZ2nzt0u
e´
h[δr ][X]
4 ttn´τ´1dt .
Recall from Remark 1.71 that [m] = [(h, g)] ÞÑ det h is constant on SMr,HTn . Hence,
Vol Tn,h = |Γr|det h1/2 is constant. The result now follows from mr(h) = m(h[δr]) and
Lemma 2.9. 
THEOREM 2.11. Let G be a connected and simply connected nonsingular 2-step nilpotent Lie
group, Γ Ă G a uniform subgroup and s P (0, dim G/2)z sing(dim G). Then we have:
(i) If dim G and tdim G/2u are odd, i.e., dim G ” 3 (mod 4), then [m] ÞÑ ζ1((ΓzG, m), 0)
is bounded from below on the moduli space SM HL(Γ, G) of isometry classes of volume
normalised Heisenberg-like metrics on ΓzG.
(ii) Assume s P (dim G/2´ µ´ 1, dim G/2´ µ) with µ P [0, dim G/2)XN0. If µ is odd, then
[m] ÞÑ ζ((ΓzG, m), s) is bounded from below onSM HL(Γ, G).
Moreover, if the centre of G is one dimensional, then (i) and (ii) can be replaced by:
(iii) If dim G ” 3 (mod 4) then [m] ÞÑ ζ1((ΓzG, m), 0) attains a global minimum on
SM HL(Γ, G).
(iv) Assume s P (dim G/2´ µ´ 1, dim G/2´ µ) with µ P [0, dim G/2)XN0. If µ is odd, then
[m] ÞÑ ζ((ΓzG, m), s) attains a global minimum onSM HL(Γ, G).
PROOF. We prove (i) and (ii) together. Choose N := tdim G/2u in (i) and N := µ
in (ii). By Theorem 2.5 and Corollary 2.6 the functions [m] ÞÑ Γ(s)ζ((ΓzG, m), s) and
[m] ÞÑ ζ1((ΓzG, m), 0) are of the form
(2.18) C(τ) +
8ż
1
ÿ
λPΓn˚ zt0u
e´4π2}λ}2mn ttτ´1dt + Vol Tn,mn
(4π)n
8ż
1
ÿ
XPΓnzt0u
e´
}X}2mn
4 ttn´τ´1dt
+
Vol Tn,mn
(4π)n
8ż
1
ÿ
λPΓz˚ zt0u
smV,t(λ)t
τ´n´1dt + 1
(4π) dim G/2
1ż
0
ÿ
XPΓzzt0u
σmX (t)t
τ´ dim G/2´1dt
+
1
(4π) dim G/2
⎛⎝ 1ż
0
(
σm0 (t)´ TN+0[σm0 ](t)
)
tτ´dim G/2´1dt +
Nÿ
j=0
amj
τ´ dim G/2 + j
⎞⎠ ,
where τ equals s or 0 respectively, C(τ) P R is a constant, and TN+0[σm0 ](t) =
řN
j=0 a
m
j t
j.
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Note the absence of the term in line 4 of (2.15). This is because we assume dim G to
be odd in (i).
As functions of the metric m, the first line of (2.18) is clearly bounded from below. The
first term in the second line is positive by definition of smV,t (see (1.42)) and the second term
is positive by Corollary 1.84. Now note that N is odd by definition. Hence, the integral
on the third line of (2.18) is positive by Corollary 1.89. Next, note that by Lemma 1.90
the coefficients amj are homogeneous polynomials of order 2j in c
m
1 , . . . , c
m
n and that the
sign of the coefficient of every monomial in amj is (´1)j. Thus, the sum in the third line
of (2.18) is a polynomial in cm1 , . . . , c
m
n . The highest degree monomials are all contained
in amN . Their sign is +1 by definition of τ and since N is odd. It follows that (2.18) is
bounded from below onSM HL(Γ, G).
We will now prove (iii) and (iv). W.l.o.g. we assume G = Hn and Γ = Γr for some
r P Dn (see Theorem 1.44). Furthermore, we will work on the moduli space SMrn »
SM HL(Γr, Hn) of normalised metrics on ΓrzHn (see Definition 1.70). The argument goes
as follows. On every compact set of SMrn, (2.18) will attain a minimum since the height
and the ζ-function are continous on SMrn. It thus suffices to show that (2.18) goes to +8
as [m] = [(h, g)]Ñ BSMrn.
The latter is by Corollary 1.64 the case if and only if one of the following cases is
met (Recall that g = |Γr|´2 det h´1): g Ñ 0; g Ñ 8; mr(h) Ñ 0; dn(h) Ñ 8. This a
priori constitutes 11 individual cases, depending on which of the functions g, mr and dn
stay bounded or degenerate (e.g., g Ñ 0, mr bounded from below and dn bounded from
above). We first show that we actually only need to consider 3 derived cases, which are:
m
(
h´1
[
δ´1r
])Ñ 0; g ă b ă 8 and mr (h)Ñ 0; g ą a ą 0 and dn(h)Ñ8.
If g = |Γr|´2 det h´1 Ñ 0 then also det (h´1 [δ´1r ]) Ñ 0. Hence by Remark 1.55
m
(
h´1
[
δ´1r
]) Ñ 0, which is covered by the first case. On the other hand, if
g = |Γr|´2 det h´1 Ñ 8 then det (h [δr]) Ñ 0 and again by Remark 1.55 mr(h) Ñ 0.
Recall that ˘id1(h), . . . ,˘idn(h) are the eigenvalues of h´1 J (Definition 1.47). Hence,
g = |Γr|´2 det h´1 = |Γr|´2(d1(h) ¨ ¨ ¨ dn(h))2 and g Ñ 8 implies dn(h) Ñ 8. We can
thus w.l.o.g. assume that g ă b ă 8 and mr (h)Ñ 0 or g ą a ě 0 and dn(h)Ñ8.
Now we look at the growth of (2.18) in each of the three cases.
‚ The first case we treat is m (h´1 [δ´1r ])Ñ 0. By Proposition 1.49 we have Γrn = δr ¨
Z2n. Hence
␣
4π2}λ}2mn |λ P (Γrn)˚
(
=
␣
4π2h´1[δ´1r ][X] |X P Z2n
(
and the first
nonconstant term in (2.18) can be written as
8ż
1
ÿ
XPZ2nzt0u
e´4π2h´1[δ
´1
r ][X]ttτ´1dt .
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It now follows from Lemma 2.9 that (2.18) goes to +8 if m (h´1 [δ´1r ])Ñ 0.
‚ The second case is g bounded from above and mr(h) Ñ 0. First note that, since
|Γr|g1/2 det h1/2 = 1 and g is bounded from above, det h is bounded from below.
It follows that Vol Tn,mn = Vol(δr ¨Z2nzR2n, h) = Vol(Z2nzR2n, h[δr]) ě C1 for
some C1 ą 0. Since ␣1/4}X}2mn |X P Γrn( = ␣1/4h[δr][X] |X P Z2n( we have the
following estimate for the third term in the first line of (2.18):
Vol Tn,mn
(4π)n
8ż
1
ÿ
XPΓnzt0u
e´
}X}2mn
4 ttn´τ´1dt ě C
1
(4π)n
8ż
1
ÿ
XPZ2nzt0u
e´
h[δr ][X]
4 ttn´τ´1dt .
Since mr(h) = m(h[δr]) the right hand side goes to +8 when mr(h) Ñ 0 by
Lemma 2.9.
‚ The last case is g ą a ą 0 and dn(h)Ñ8. We have a look at the term
amN
τ´ dim G/2 + N ,
which is, as we have noted above, always positive and a linear combination of
monomials of order 2N in cm1 , . . . , c
m
n . Since cmj = g
1/2dj(h) and g is bounded
from below, we have
amN
τ´ dim G/2 + N Ñ8 as dn(h)Ñ8 .

To understand the restrictions on the dimension of ΓzG and the position of s in Theo-
rem 2.11(i) and (ii), respectively, we introduce a deformation ρ ÞÑ mρ of a Heisenberg-like
metric m in the next proposition. With respect to the submersion structure of (ΓzG, m)
from Proposition 1.10, this deformation is simply a scaling of the base and fibre tori Tn,mn
and Tz,mz . In a series of lemmata, we will then prove asymptotics for the various terms
in the formulas for the ζ-function and the height as ρ Ñ 8. In Theorem 2.19 we show
that the restrictions on the dimension of ΓzG and the position of s in the context of Theo-
rem 2.11 were indeed necessary.
PROPOSITION 2.12. Let (g, m) be a metric nonsingular Heisenberg-like Lie algebra, z the centre
of g and n the orthogonal complement of z w.r.t m. For real numbers σ, τ ą 0 define the metric
mσ,τ by the requirement that z K n and
(mσ,τ)z := σ ¨mz ,
(mσ,τ)n := τ ¨mn .
Then (g, mσ,τ) is Heisenberg-like, too. Moreover, if 0 ă cm1 ď . . . ď cmk are the real numbers such
that ˘icmj }Z}m are the eigenvalues of jm(Z), Z P z, then ˘icmσ,τj }Z}mσ,τ = ˘i
?
στ´1cmj }Z}mσ,τ
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are the eigenvales of jmσ,τ (Z), Z P z. In particular, if ℓ = dim z and 2n = dim n then for any
ρ ą 0 the Lie algebra (g, mρ) with
mρ := mρ1/ℓ,ρ´1/2n
is Heisenberg-like too and cmρj = ρ
1/2ℓ+1/2n ¨ cmj for all 1 ď j ď n.
PROOF. Let Z P z and V, W P n be arbitrary. By definition of mσ,τ and jm (and jmσ,τ
resp.) (see (1.9)) we have
τ ¨m (jmσ,τ (Z)V, W) = mσ,τ (jmσ,τ (Z)V, W) = mσ,τ(Z, [V, W])
= σ ¨m(Z, [V, W]) = σ ¨m (jm(Z)V, W) .
Since Z, V, W were arbitrary, this implies
jmσ,τ = σ ¨ τ´1 jm .
For every Z P z we have mσ,τ(Z, Z) = σ ¨m(Z, Z) which means that the eigenvalues of
jmσ,τ (Z) are
˘iστ´1cmj }Z}m = ˘i
?
στ´1cmj }Z}mσ,τ .

From here on, let G be a connected and simply connected nonsingular 2-step nilpotent
Lie group and Γ Ă G a uniform subgroup. Assume that there exists [m] P SM HL(Γ, G).
REMARK 2.13. The mρ-dual lattice to Γn is given by
Γn˚(ρ) =
!
λ P n | xλ, Xy(mρ)n P Z@X P Γn
)
=
!
λ P n | ρ´1/2nxλ, Xymn P Z@X P Γn
)
=
!
ρ
1/2nλ P n | xλ, Xymn P Z@X P Γn
)
= ρ
1/2n ¨ Γn˚ ,
where Γn˚ is the usual m-dual to Γn. From this we obtain!
}λ}2mρ |λ P Γn˚(ρ)
)
=
!
ρ
1/n}λ}2mρ |λ P Γn˚
)
= ρ
1/2n ¨ ␣}λ}2m |λ P Γn˚( .(2.19)
Analoguosly, we have Γz˚ (ρ) = ρ´
1/ℓΓz˚ for the mρ-dual Γz˚ (ρ) to Γz and!
}λ}2mρ |λ P Γz˚ (ρ)
)
=
!
ρ´2/ℓ}λ}2mρ |λ P Γz˚
)
= ρ´1/ℓ ¨ ␣}λ}2m |λ P Γz˚ ( .(2.20)
For the next lemma, recall the definition of smV,t in (1.42):
smV,t : z Q λ ÞÑ e´4π
2}λ}2mz t
nź
j=1
2π}λ}mzcmj t
sinh
(
2π}λ}mzcmj t
) P R .
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LEMMA 2.14. Let s P [0,8) and assume there exists [m] P SM HL(Γ, G). Then
Vol Tn,(mρ)n
(4π)n
8ż
1
ÿ
λPΓz˚ (ρ)zt0u
smρV,t(λ)t
s´n´1dt Ñ 0 as ρÑ8 .
PROOF. Let ρ ě 1. With formula (2.20) we calculate straight forwardly:
Vol Tn,(mρ)n
(4π)n
8ż
1
ÿ
λPΓz˚ (ρ)zt0u
smρV,t(λ)t
s´n´1dt
=
Vol Tn,(mρ)n
(4π)n
8ż
1
ÿ
λPΓz˚ (ρ)zt0u
e´4π
2}λ}2mρ t
nź
j=1
2π}λ}mρcmρj t
sinh
(
2π}λ}mρcmρj t
) ts´n´1dt
= ρ´1/2 Vol Tn,mn
(4π)n
8ż
1
ÿ
λPΓz˚ zt0u
e´4π2ρ´
1/ℓ}λ}2mt
nź
j=1
2πρ´1/2ℓ}λ}mρ1/2ℓ+1/2ncmj t
sinh
(
2πρ´1/2ℓ}λ}mρ1/2ℓ+1/2ncmj t
) ts´n´1dt
= ρ´s/2n Vol Tn,mn
(4π)n
8ż
ρ1/2n
ÿ
λPΓz˚ zt0u
e´4π2ρ´
1/ℓ´1/2n}λ}2mt
nź
j=1
2π}λ}mcmj t
sinh
(
2π}λ}mcmj t
) ts´n´1dt
ď ρ´s/2n Vol Tn,mn
(4π)n
8ż
ρ1/2n
ÿ
λPΓz˚ zt0u
nź
j=1
2π}λ}mcmj t
sinh
(
2π}λ}mcmj t
) ts´n´1dt Ñ 0
as ρÑ8. 
Now recall the definition σmX in Theorem 1.78(ii):
σmX (t) = (4πt)
ℓ/2ysmV,t(X)
= (4πt)ℓ/2
ż
z
e´2πixX,ξymz e´4π
2}X}2mz t
nź
j=1
2π}X}mzcmj t
sinh
(
2π}X}mzcmj t
) dVolz(ξ) .
Also, recall from Corollary 1.84 that σmX is nonnegative.
LEMMA 2.15. Let s P [0,8) and assume there exists [m] P SM HL(Γ, G). Let ψ : [1,8)Ñ R
be defined by
ψ(ρ) :=
1ż
0
ÿ
XPΓzzt0u
σ
mρ
X (t)t
s´dim G/2´1dt .
Then ψ is bounded.
PROOF. By Proposition 2.12 we have cmρj = c
m
j ¨ ρ1/2ℓ+1/2n and }X}(mρ)z = }X}mz ¨ ρ1/2ℓ
for all X P z. Hence
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σ
mρ
X (t)
= (4πt)ℓ/2
ż
z
e´2πixX,ξymzρ
1/ℓ
e´4π
2}ξ}2mzρ1/ℓt
nź
j=1
2π}ξ}mzcmj ρ1/ℓ+1/2nt
sinh
(
2π}ξ}mzcmj ρ1/ℓ+1/2nt
)ρ1/2 dVol(z,mz)(ξ)
= (4πt)ℓ/2ρ´1/2
ż
z
e´2πixX,ξymz e´4π
2}ξ}2mzρ´1/ℓt
nź
j=1
2π}ξ}mzcmj ρ1/2nt
sinh
(
2π}ξ}mzcmj ρ1/2nt
) dVol(z,mz)(ξ) ,
where we have transformed the integral via the diffeomorphism z Q ξ ÞÑ ρ´1/ℓξ P z. From
this we obtain
1
(4π)ℓ/2
ψ(ρ)
= ρ´1/2
1ż
0
ÿ
XPΓzzt0u
ż
z
e´2πixX,ξymz e´4π
2}ξ}2mzρ´1/ℓt
nź
j=1
2π}ξ}mzcmj ρ1/2nt
sinh
(
2π}ξ}mzcmj ρ1/2nt
) dVolz(ξ)ts´n´1dt
= ρ´s/2n
ρ1/2nż
0
ÿ
XPΓzzt0u
ż
z
e´2πixX,ξymz e
´ 4π
2}ξ}2mz t
ρ1/ℓ+1/2n
nź
j=1
2π}ξ}mzcmj t
sinh
(
2π}ξ}mzcmj t
) dVolz(ξ)ts´n´1dt
(2.21)
We split the outer integral into
şρ1/2n
0 =
ş1
0 +
şρ1/2n
1 and treat
ş1
0 first. Our claim is that
limρÑ8
ş1
0 converges to a positive real number. To show this we have to exchange limρÑ8
with 3 barriers, an integral, a sum and another integral. The innermost integral does not
pose a problem. Indeed, we have for all t P (0, 1]:ˇˇˇˇ
ˇˇe´2πixX,ξymz e´ 4π
2}ξ}2mz t
ρ1/ℓ+1/2n
nź
j=1
2π}ξ}mzcmj t
sinh
(
2π}ξ}mzcmj t
)
ˇˇˇˇ
ˇˇ ď nź
j=1
2π}ξ}mzcmj t
sinh
(
2π}ξ}mzcmj t
)
for all ρ P [1,8). The right hand side is integrable. Theorem 1.36 yields
lim
ρÑ8
ż
z
e´2πixX,ξymz e
´4π
2}ξ}2mz t
ρ1/ℓ+1/2n
nź
j=1
2π}ξ}mzcmj t
sinh
(
2π}ξ}mzcmj t
) dVolz(ξ)
=
ż
z
e´2πixX,ξymz
nź
j=1
2π}ξ}mzcmj t
sinh
(
2π}ξ}mzcmj t
) dVolz(ξ) .
Note that the right hand side is positive by Lemma 1.76 and Proposition 1.29(xi).
To be able to exchange limρÑ8 with the remaining series and integral, we first prove
an estimate for the inner integral. Define
I(X, t, ρ) :=
ż
z
e´2πixX,ξymz e
´4π
2}ξ}2mz t
ρ1/ℓ+1/2n
nź
j=1
2π}ξ}mzcmj t
sinh
(
2π}ξ}mzcmj t
) dVolz(ξ) .
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LEMMA 2.16. For each N PN there exists C ą 0 such that
|I(X, t, ρ)| ď C ¨ t
N
}X}2(N+ℓ)m
for all X P Γzzt0u, t P (0, 1] and ρ P [1,8).
PROOF. Choose an mz-orthonormal basis of z and write ξ = (ξ1, . . . , ξℓ) w.r.t. this
basis. Let ρ ě 1, t P (0, 1] and X P Γzzt0u. By repeated integration by parts, we obtain for
every 1 ď j ď ℓ and every k PN, writing }ξ} for }ξ}mz :
(´2πiXj)k I(X, t, ρ) = (´1)k
ż
z
e´2πixX,ξy B
k
Bξkj
⎛⎝e´4π2}ξ}2tρ1/ℓ+1/2n nź
j=1
2π}ξ}cmj t
sinh
(
2π}ξ}cmj t
)
⎞⎠dξ .
Hence,
|2πXj|k ¨ |I(X, t, ρ)| ď
ż
z
ˇˇˇˇ
ˇˇ BkBξkj
⎛⎝e´4π2}ξ}2tρ1/ℓ+1/2n nź
j=1
2π}ξ}cmj t
sinh
(
2π}ξ}cmj t
)
⎞⎠ˇˇˇˇˇˇdξ .(2.22)
Note that the derivative in (2.22) is a linear combination of functions of the form
z Q ξ ÞÑ tm/2ρ´β f
(?
t ξ
ρ1/2ℓ+1/4n
)
¨ g(tξ) P Rwith m P tk, k + 1, . . . , 2ku ,
where β ě 0 and f , g P S (z). SinceS (z) Ă L1(z) we have for all k PNwith k ě 2ℓ:ż
z
ˇˇˇ
tk/2ρ´β f
(?
t ξ
ρ1/ℓ+1/2n
)
¨ g(tξ)
ˇˇˇ
dξ = tk/2´ℓρ´β
ż
z
ˇˇˇ
f
(
ξ
ρ1/ℓ+1/2nt
)
¨ g(ξ)
ˇˇˇ
dξ
ď tk/2´ℓ
ż
z
|max f | ¨ |g(ξ)|dξ ď
ż
z
|max f | ¨ |g(ξ)|dξ .
This and (2.22) imply that there exists Cj,k ą 0 such that
|Xj|k ¨ |I(X, t, ρ)| ď Cj,k ¨ tk/2´ℓ .
We sum over j and obtain
|I(X, t, ρ)| ď
ℓÿ
j=1
Cj,k ¨ t
k/2´ℓ
}X}kk
.
Now let N PN. Choose k := 2(N+ ℓ) and let C ą 0 be such that }y}´kk
řℓ
j=1 Cj,k ď C}y}´k
for all y P zzt0u. Then we have
|I(X, t, ρ)| ď C ¨ t
N
}X}2(N+ℓ) .

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We return to the proof of
lim
ρÑ8
1ż
0
ÿ
XPΓzzt0u
I(X, t, ρ) ¨ ts´n´1dt =
1ż
0
ÿ
XPΓzzt0u
lim
ρÑ8 I(X, t, ρ) ¨ t
s´n´1dt ă 8 .(2.23)
Choose a basis of Γz and let Y be the Gram matrix of Γz w.r.t. this basis. Choose N P N
with N + s´ n´ 1 ą ´1. By the last lemma there exists C ą 0 such thatÿ
XPΓzzt0u
sup
ρP[1,8)
|I(X, t, ρ)| ď C ¨ tN
ÿ
XPΓzzt0u
1
}X}2(N+ℓ)2
= C ¨ tN
ÿ
aPZℓzt0u
1
(Y[a])2(N+ℓ)
= C ¨ tN ¨ ζEp(Y, 2(N + ℓ)) ,
where ζEp is Epstein’s ζ-function, see Definition 2.33. It follows thatÿ
XPΓzzt0u
I(X, t, ρ)
converges normally on (t, ρ) P [0, 1]ˆ [1,8) and thatÿ
XPΓzzt0u
|I(X, t, ρ)| ¨ ts´n´1 ď C ¨ tN+s´n´1 .
The right hand side is integrable on t P [0, 1]. Now (2.23) follows from Theorem 1.36 and
the continuity of normally convergent series.
Let us bound the integral
şρ1/2n
1 in (2.21). We use Poisson’s summation formula (see
Corollary 1.35). Keeping in mind that the Fourier transform is an involution on even
functions, we calculate
ρ1/2nż
1
ÿ
XPΓzzt0u
ż
z
e´2πixX,ξymz e
´4π
2}ξ}2mz t
ρ1/ℓ+1/2n
nź
j=1
2π}ξ}mzcmj t
sinh
(
2π}ξ}mzcmj t
) dVolz(ξ)ts´n´1dt
=
ρ1/2nż
1
ÿ
XPΓz
ż
z
e´2πixX,ξymz e
´4π
2}ξ}2mz t
ρ1/ℓ+1/2n
nź
j=1
2π}ξ}mzcmj t
sinh
(
2π}ξ}mzcmj t
) dVolz(ξ)ts´n´1dt
´
ρ1/2nż
1
ż
z
e
´4π
2}ξ}2mz t
ρ1/ℓ+1/2n
nź
j=1
2π}ξ}mzcmj t
sinh
(
2π}ξ}mzcmj t
) dVolz(ξ)ts´n´1dt
= Vol(Γz˚ zz)
ρ1/2nż
1
ÿ
XPΓz˚
e
´4π
2}X}2mz t
ρ1/ℓ+1/2n
nź
j=1
2π}X}mzcmj t
sinh
(
2π}X}mzcmj t
) dVolz(ξ)ts´n´1dt
´
ρ1/2nż
1
ż
z
e
´4π
2}ξ}2mz t
ρ1/ℓ+1/2n
nź
j=1
2π}ξ}mzcmj t
sinh
(
2π}ξ}mzcmj t
) dVolz(ξ)ts´n´1dt
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ď Vol(Γz˚ zz)
ρ1/2nż
1
ÿ
XPΓz˚ zt0u
e
´ 4π
2}X}2mz t
ρ1/ℓ+1/2n
nź
j=1
2π}X}mzcmj t
sinh
(
2π}X}mzcmj t
) dVolz(ξ)ts´n´1dt
+Vol(Γz˚ zz)
ρ1/2nż
1
ts´n´1dt
ď Vol(Γz˚ zz)
8ż
1
ÿ
XPΓz˚ zt0u
nź
j=1
2π}X}mzcmj t
sinh
(
2π}X}mzcmj t
) dVolz(ξ)ts´n´1dt
+Vol(Γz˚ zz)
$&% 1s´n
(
ρs/2n´1/2 ´ 1) , for s ‰ n ,
1
2n ln ρ, for s = n .
The term Vol(Γz˚ zz)
8ş
1
is finite by Remark 1.92 and Lemma 2.3. From this calculation and
formulas (2.21) and (2.23) it follows that
1
(4π)ℓ/2
ψ(ρ) ď ρ´s/2n ¨
$&%C1 + vs´n
(
ρs/2n´1/2 ´ 1) , for s ‰ n ,
C1 + v ¨ ln ρ, for s = n
,(2.24)
where v = Vol(Γz˚ zz) and C1 ą 0 is a constant. The right hand side of (2.24) is clearly
bounded. 
We remind ourselves that we split the spectral ζ-function into two terms:
ζ((ΓzG, mρ), s) = ζB((ΓzG, mρ), s) + ζF((ΓzG, mρ), s) ,
see Theorem 2.5.
LEMMA 2.17. Let s P [0,8) and asume there exists [m] P SM HL(Γ, G). Then,
(i) ζB((ΓzG, mρ), s) P O(1) and ζ1B((ΓzG, mρ), 0) P O(ln ρ) as ρÑ8,
(ii) ζB((ΓzG, mρ), s)Ñ +8 if s ą 0, and ζ1B((ΓzG, mρ), 0)Ñ +8 as ρÑ 0.
PROOF. Choose an mn-orthonormal basis of n and identify n by a linear isometry
with (R2n, x¨, ¨ystd). Furthermore, choose a matrix M P M(2n;R) such that Γn = M ¨Z2n
and let Y = Id[M] = tM ¨ M be the corresponding Gram matrix. Note that ρ´1/2nY is the
Gram matrix of Γn w.r.t. the inner product (mρ)n. By Observation 2.38 we have
Γ(s)ζB((ΓzG, mρ), s) = π´sΓ(s)ζEp(4πρ1/2nY´1, s)´
Vol Tn,(mρ)n
(4π)n
1
s´ n ,
where ζEp is Epstein’s ζ-function, see Definition 2.33. Note that the pole of the last term
is canceled by the pole of ζEp, see Theorem 2.36. By the very definition of ζEp we have
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π´sζEp(4πρ1/2nY´1, s)´
Vol Tn,(mρ)n
(4π)n
1
Γ(s) ¨ (s´ n) = ρ
´s/2nζEp(4π2Y´1, s)
´ ρ´1/2 Vol Tn,mn
(4π)n
1
Γ(s) ¨ (s´ n) ,
which is bounded as ρÑ8 and which goes to+8 as ρÑ 0. Furthermore, differentiating
this in s = 0 yields
d
ds
ˇˇ
s=0
(
ρ´s/2nζEp(4π2Y´1, s)´ ρ´1/2 Vol Tn,mn
(4π)n
1
Γ(s) ¨ (s´ n)
)
= ´ 1
2n
ln ρ ¨ ζEp(4π2Y´1, 0) + ζ1Ep(4π2Y´1, 0) + ρ
´1/2
n
Vol Tn,mn
(4π)n
,
since 1/Γ(s) =
ř8
j=1 bjs
j with b1 = 1, see [OLBC10, 5.7.1]. This is in O(ln ρ) as ρ Ñ 8 and
in O(ρ´1/2) as ρÑ 0. 
LEMMA 2.18. Let s P [0, dim G/2)z sing(dim G) and assume that there exists
[m] P SM HL(Γ, G). Let N P N0 be the smallest number such that N ą dim G/2 ´ s ´ 1.
Then there exists C ą 0 such that
1ż
0
(
σ
mρ
0 (t)´ TN+0[σmρ0 ](t)
)
ts´dim G/2´1dt „ (´1)N+1 ¨ C ¨ ρ(1/ℓ+1/n)(ℓ/2+n´s) ¨ A(ρ)
as ρÑ8, where
A(ρ) :=
$&%1, if dim G is odd or s ą 0 ,ln ρ, if dim G is even and s = 0 .
PROOF. Let ρ ą 1. By Proposition 2.12 we have cmρj = cmj ¨ ρ1/2ℓ+1/2n. Hence, with the
expression for σm0 given in Remark 1.80, we obtain
σ
mρ
0 (t) = π
´ℓ/2 Vol Sℓ´1
8ż
0
e´r2
nź
j=1
?
tcmρj r
sinh
(?
tcmρj r
) rℓ´1dr
= π´ℓ/2 Vol Sℓ´1
8ż
0
e´r2
nź
j=1
?
tcmj ρ
1/2ℓ+1/2nr
sinh
(?
tcmj ρ
1/2ℓ+1/2nr
) rℓ´1dr
= π´ℓ/2 Vol Sℓ´1
8ż
0
e´r2
nź
j=1
a
ρ1/ℓ+1/ntcmj r
sinh
(a
ρ1/ℓ+1/ntcmj r
) rℓ´1dr = σm0 (ρ1/ℓ+1/nt) .
It follows that TN+0[σ
mρ
0 ](t) = T
N
+0[σ
m
0 ](ρ
1/ℓ+1/nt) and
1ż
0
(
σ
mρ
0 (t)´ TN+0[σmρ0 ](t)
)
ts´dim G/2´1dt
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=
1ż
0
(
σm0 (ρ
1/ℓ+1/nt)´ TN+0[σm0 ](ρ1/ℓ+1/nt)
)
ts´dim G/2´1dt
=ρ(
1/ℓ+1/n)(dim G/2´s)
ρ1/ℓ+1/nż
0
(
σm0 (t)´ TN+0[σm0 ](t)
)
ts´dim G/2´1dt .(2.25)
By Taylor’s Theorem with Lagrange remainder we haveˇˇˇ
σm0 (t)´ TN+0[σm0 ](t)
ˇˇˇ
ts´dim G/2´1 ď 1
(N+1)! ¨ (σm0 )(N+1)(τt) ¨ tN+s´dim G/2
for some τt P (0, t). Since N + s´ dim G/2 ą ´1, the integral in (2.25) is finite. We investi-
gate its behaviour as ρÑ8.
By Lemma 1.88, σm0 and all its derivatives are bounded on [0,8). Hence, the in-
tegrand of (2.25) is in O
(
tN+s´dim G/2´1
)
as t Ñ 8. By choice of N we have ´1 ě
N+ s´ dim G/2´1 ą ´2. Equality on the left hand side occurs precisely if N+ s = dim G/2.
Suppose dim G is odd. Since N P N0, 2s is odd, i.e., s P sing(dim G), which is a contra-
diction. Now suppose dim G is even. Then dim G/2 P N and hence s P N0. Since s P
[0, dim G/2)z sing(dim G), we have s = 0. In summary, we have N + s´ dim G/2´ 1 ă ´1
unless s = 0 and dim G is even, in which case we have N + s ´ dim G/2 ´ 1 = ´1. It
follows that in case dim G is odd or s ą 0 we have
lim
ρÑ8
ρ1/ℓ+1/nż
0
(
σm0 (t)´ TN+0[σm0 ](t)
)
ts´dim G/2´1dt =
8ż
0
(
σm0 (t)´ TN+0[σm0 ](t)
)
ts´dim G/2´1dt ,
which is finite, nonzero and has sign (´1)N+1 by Corollary 1.89. On the other hand, if
dim G is even and s = 0 we have
ρ1/ℓ+1/nż
0
(
σm0 (t)´ TN+0[σm0 ](t)
)
ts´dim G/2´1dt „ (´1)N+1 ¨ C1 ¨ ln ρ as ρÑ8
for some C1 ą 0. These two facts together with (2.25) and dim G = ℓ + 2n imply the
desired result. 
THEOREM 2.19. Let G be a connected and simply connected nonsingular 2-step nilpotent Lie
group and Γ Ă G a uniform subgroup. Assume there exists [m] P SM HL(Γ, G) and let s P
(0, dim G/2) sing z(dim G).
(i) If tdim G/2u is even, i.e., if dim G ” 0 (mod 4) or dim G ” 1 (mod 4), then
ζ1((ΓzG, mρ), 0)Ñ ´8 as ρÑ8 .
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(ii) Assume s P (dim G/2´ µ´ 1, dim G/2´ µ) where µ PN0 X [0, dim G/2). If µ is even, then
ζ((ΓzG, mρ), s)Ñ ´8 as ρÑ8 .
(iii) (a) ζ1((ΓzG, mρ), 0) Ñ +8 as ρ Ñ 0. Consequently, if dim G ” 0, 1 (mod 4) then
[m] ÞÑ ζ1((ΓzG, m), 0) is neither bounded from above nor below onSM HL(Γ, G).
(b) ζ((ΓzG, mρ), s) Ñ +8 as ρ Ñ 0. Consequently, if s P (dim G/2´ µ´ 1, dim G/2´ µ)
with µ PN0 X [0, dim G/2) and µ even, then [m] ÞÑ ζ((ΓzG, m), s) is neither bounded
from above nor below onSM HL(Γ, G).
PROOF. We use the formulas for Γ(s)ζ((ΓzG, m), s) and ζ1((ΓzG, m), 0) given in The-
orem 2.5 and Corollary 2.6 respectively:
Γ(s)ζ((ΓzG, mρ), s) = Γ(s)ζB((ΓzG, mρ), s) + Γ(s)ζF((ΓzG, mρ), s) ,(2.26)
ζ1((ΓzG, mρ), 0) = ζ1B((ΓzG, mρ), 0) + ζ1F((ΓzG, mρ), 0) ,(2.27)
where Γ(s)ζF((ΓzG, mρ), s) and ζ1F((ΓzG, mρ), 0) are given by
(2.28)
Vol Tn,(mρ)n
(4π)n
8ż
1
ÿ
λPΓz˚ (ρ)zt0u
smρV,t(λ)t
τ´n´1dt + 1
(4π) dim G/2
1ż
0
ÿ
XPΓzzt0u
σ
mρ
X (t)t
τ´dim G/2´1dt
+
1
(4π) dim G/2
⎛⎜⎜⎝
1ż
0
(
σ
mρ
0 (t)´ TN+0[σmρ0 ](t)
)
tτ´dim G/2´1dt +
Nÿ
j=0
j‰dim G/2
aρj
τ´ dim G2 + j
+
$&%γ ¨ a
ρ
dim G/2 if dim G is even and τ = 0 ,
0 if dim G is odd or τ ą 0
⎞⎠ .
Here, N = tdim G/2u and τ = 0 in the cases (i) and (iii)(a), N = µ and τ = s in the cases (ii)
and (iii)(b), and TN+0[σ
mρ
0 ](t) =
řN
j=0 a
ρ
j t
j.
First, we prove (i) and (ii). Γ(s)ζB((ΓzG, mρ), s) and ζ1B((ΓzG, mρ), 0) both lie in
O(ln ρ) as ρÑ8 by Lemma 2.17. The two terms in the first line of (2.28) are bounded by
Lemma 2.14 and Lemma 2.15. By Lemma 2.18 there exists C ą 0 such that the integral in
the second line of (2.28) is asymptotically equal to
(´1)N+1 ¨ C ¨ ρ(1/ℓ+1/n)(ℓ/2+n´τ) ¨
$&%1, if dim G is odd or τ ą 0 ,ln ρ, if dim G is even and τ = 0 .(2.29)
Note that N is even by assumption and (2.29) is thus negative.
We address the sum in the second line of (2.28) including the term on the third line.
By Lemma 1.90 each aρj is a homogeneous polynomial in c
mρ
1 , . . . , c
mρ
n of degree 2j. Now
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recall that cmρj = ρ
1/2ℓ+1/2n ¨ cmj . Hence, aρj = ρ(1/ℓ+1/n)j ¨ a1j . It follows that there exists a
C1 P Rzt0u such that the sum in the second line including the possibly present term in
the third line of (2.28) is asymptotically equal to
C1 ¨ ρ(1/ℓ+1/n)¨N(2.30)
as ρ Ñ 8. We argue that the order of growth of (2.29) is higher than that of (2.30) in any
case:
‚ Case τ = 0, dim G odd: Since dim G = ℓ + 2n, ℓ is odd. Hence, for ρ ą 1 we
have
ρ(
1/ℓ+1/n)¨N = ρ(1/ℓ+1/n)¨t(ℓ+ 2n)/2u = ρ(1/ℓ+1/n)¨(ℓ/2´1/2+n)
ă ρ(1/ℓ+1/n)¨(ℓ/2+n)
= ρ(
1/ℓ+1/n)¨(ℓ/2+n´τ) .
‚ Case τ = 0, dim G even: In this case ℓ is even. Hence,
ρ(
1/ℓ+1/n)¨N = ρ(1/ℓ+1/n)¨t(ℓ+ 2n)/2u = ρ(1/ℓ+1/n)¨(ℓ/2+n)
ă ρ(1/ℓ+1/n)¨(ℓ/2+n) ¨ ln ρ
for ρ ą e.
‚ Case τ ą 0: This is case (ii) and we have τ = s P (dim G/2 ´ µ ´ 1, dim G/2 ´ µ)
and N = µ. Hence,
N = µ ă dim G/2´ τ = (ℓ/2 + n)´ τ ,
so that for all ρ ą 1
ρ(
1/ℓ+1/n)¨N ă ρ(1/ℓ+1/n)¨(ℓ/2+n´τ) .
Clearly, in all three cases (2.29) grows faster than (2.30) and is thus the term which is
responsible for the behaviour of (2.28) as ρÑ8.
It remains to show (iii). We prove the subcases (a) and (b) together. Lemma 2.17(ii)
ensures that Γ(s)ζB((ΓzG, mρ), s) and ζ1B((ΓzG, mρ), 0) go to +8 as ρ Ñ 0. By positivity
of the first line of (2.28), it suffices to show that the second and third line of (2.28) are
bounded. We have seen above that aρj = ρ
(1/ℓ+1/n)¨j ¨ a1j and hence aρj Ñ 0 as ρÑ 0, except
for aρ0 ” 1. As for the integral in the second line of (2.28), we have seen in the proof of
Lemma 2.18 that σmρ0 (t) = σ
m
0
(
ρ1/ℓ+1/nt
)
. Hence,
1ż
0
⎛⎝σmρ0 (t)´ Nÿ
j=0
aρj t
j
⎞⎠ tτ´dim G/2´1dt
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=
1ż
0
⎛⎝σm0 (ρ1/ℓ+1/n ¨ t)´ Nÿ
j=0
a1j (ρ
1/ℓ+1/n ¨ t)j
⎞⎠ tτ´dim G/2´1dt
=ρ(
1/ℓ+1/n)¨(dim G/2´τ)
ρ1/ℓ+1/nż
0
⎛⎝σm0 (t)´ Nÿ
j=0
a1j t
j
⎞⎠ tτ´dim G/2´1dt Ñ 0
as ρÑ 0. 
We now change the setting to Heisenberg manifolds. Here, we introduce a path ρ ÞÑ
[ fn,r(ρ)] in the moduli space of metrics with volume 1. This time, though, the volume
of the base and fibre tori will remain constant along it. Just as in the case of the path mρ
above, we will prove asymptotics for the various terms in the formulas for the height and
ζ-function as ρÑ8. This will be the contents of Lemma 2.22 - Lemma 2.25. Theorem 2.28
concludes these calculations and is the analog of Theorem 2.19 for fn,r.
Recall from Definition 1.70 the moduli space SMrn.
DEFINITION 2.20. (cf. Example 1.59) Let n ě 2 be an integer and r P Dn. We define a
family of (equivalence classes of) metrics [ fn,r] : [0,8)Ñ SMrn by
fn,r(ρ) := (h(ρ), gn,r) ,
gn,r := |Γr|´2 =
nź
j=1
r´2j ,
h(ρ) :=
⎛⎜⎝1 ρρ 1+ ρ2
Id2n´2
⎞⎟⎠ .
REMARK 2.21. Let ρ P [0,8). Then
h(ρ)´1 J =
⎛⎜⎜⎜⎜⎝ 0
1+ ρ2 ´ρ
´ρ 1
Idn´2
´Idn 0
⎞⎟⎟⎟⎟⎠
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has square
(
h(ρ)´1 J
)2
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
´1´ ρ2 ρ
ρ ´1
´Idn´2
´1´ ρ2 ρ
ρ ´1
´Idn´2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Hence the characteristic polynomial p(X) of
(
h(ρ)´1 J
)2 is
p(X) =
(
X2 + (2+ ρ2)X + 1
)2
(X + 1)2n´4
=
(
X + ρ
2+2
2 +
b
(ρ2+2)2
4 ´ 1
)2 (
X + ρ
2+2
2 ´
b
(ρ2+2)2
4 ´ 1
)2
(X + 1)2n´4
=
(
X + ρ
2+2
2 +
ρ
2
b
ρ2 + 4
)2 (
X + ρ
2+2
2 ´ ρ2
b
ρ2 + 4
)2
(X + 1)2n´4 .
It follows that dn(h(ρ)) =
b
ρ2+2+ρ
?
ρ2+4?
2
, d1(h(ρ)) =
b
ρ2+2´ρ
?
ρ2+4?
2
and dj(h(ρ)) = 1 for
all j R t1, nu in case n ą 2. Note that d1(h(ρ)) = d´1n (h(ρ)) because det h(ρ) = 1.
By Proposition 1.49 we have c(h(ρ),gn,r)j = g
1/2
n,r ¨ dj(h(ρ)) for all 1 ď j ď n. Also note that
Vol(Tn,h(ρ)) = Vol(δr ¨Z2nzR2n, h(ρ)) = |Γr| ¨ det h(ρ)1/2 = |Γr| for all ρ P [0,8).
LEMMA 2.22. Let n ě 2 be an integer, r P Dn and s P [0,8). Then
(2.31) [0,8) Q ρ ÞÑ ζB((ΓrzHn, fn,r(ρ)), s) = 1Γ(s)
(
´ 1
s
+
+
8ż
1
ÿ
λP(Γrn)˚zt0u
e´4π
2}λ}2h(ρ)tts´1dt +
Vol Tn,h(ρ)
(4π)n
8ż
1
ÿ
XPΓrnzt0u
e´
}X}2h(ρ)
4 ttn´s´1dt
)
P R
is a bounded function.
PROOF. The matrix
A := δr
⎛⎜⎝1 10 1
Id2n´2
⎞⎟⎠ δ´1r =
⎛⎜⎝1 r1/r20 1
Id2n´2
⎞⎟⎠
is by definition an element of Gr = δr GL(2n;Z)δ´1r . Furthermore we have
tA ¨ h(ρ) ¨ A =
⎛⎜⎝ 1 0r1/r2 1
Id
⎞⎟⎠
⎛⎜⎝1 ρρ 1+ ρ2
Id2n´2
⎞⎟⎠
⎛⎜⎝1 r1/r20 1
Id2n´2
⎞⎟⎠
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=
⎛⎜⎝ 1 0r1/r2 1
Id
⎞⎟⎠
⎛⎜⎝1 ρ+ r1/r2ρ 1+ r1/r2ρ+ ρ2
Id
⎞⎟⎠
=
⎛⎜⎝ 1 ρ+ r1/r2ρ+ r1/r2 (ρ+ r1/r2)2 + 1
Id
⎞⎟⎠ .
This means that
(2.32) h(ρ) ” h
(
ρ+ r1r2
)
mod δr GL(2n;Z)δ´1r
for all ρ P [0,8)
Now note that the value of the function (2.31) only depends on the residue class [h(ρ)] P
P2n/Gr; in fact, the action of any G P Gr on h(ρ) P P2n induces a rearrangement of the
terms in each sum in (2.31). By (2.32) the image [h([0,8))] Ă P2n/Gr is compact, which
in turn means that the image of the function (2.31) is compact. 
LEMMA 2.23. Let n PN with n ě 2, r P Dn and s P [0,8). Then the function
[0,8) Q ρ ÞÑ Vol Tn,h(ρ)
(4π)n
8ż
1
ÿ
λP(Γrz)˚zt0u
s fn,r(ρ)V,t (λ)t
s´n´1dt
=
|Γr|
(4π)n
8ż
1
ÿ
cPZzt0u
e
´4π2 c2gn,r t
nź
j=1
2πcdj(h(ρ))t
sinh(2πcdj(h(ρ))t)
ts´n´1dt P R
is bounded.
PROOF. We have
8ż
1
ÿ
cPZzt0u
e
´4π2 c2gn,r t
nź
j=1
2πcdj(h(ρ))t
sinh(2πcdj(h(ρ))t)
ts´n´1dt ă
8ż
1
ÿ
cPZzt0u
e
´4π2 c2gn,r tts´n´1dt ă 8 ,
where the last inequality holds because of Remark 1.92 and Lemma 2.3. 
The following Lemma is the equivalent of Lemma 2.15 for the path fn,r. Though the
path and the result of the lemma is different, the method of proof is identical.
Recall the definition of σmX in (1.43) and its relation toysmV,t(X) in Theorem 1.78(iii).
LEMMA 2.24. Let n P N with n ě 2, r P Dn and s P [0,8). Let ψn,r : [0,8) Ñ R be the
function
ψn,r(ρ) :=
Vol(ΓrzHn, (h(ρ), gn,r))
(4π)(2n + 1)/2
1ż
0
ÿ
XPΓrzzt0u
σ
(h(ρ),gn,r)
X (t)t
s´(2n + 1)/2´1dt .
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Then there exist C, b ą 0 such that for all ρ ą b we have
0 ă ψn,r(ρ) ď C
$’’’&’’’%
1, for s ą n ,
dn(h(ρ))n´s, for s ă n ,
ln dn(h(ρ)), for s = n .
PROOF. First note that ψn,r ą 0 by Corollary 1.84. Fix ρ P [0,8) and recall from
Remark 2.21 that
d1(h(ρ)) ď 1 = d2(h(ρ)) = . . . = dn´1(h(ρ)) ď dn(h(ρ)) = d1(h(ρ))´1 ,
dn(h(τ))Ñ8 as τ Ñ8 .
In the following we use dj as short hand for dj(h(ρ)). Let
ϕ1(x) := e´4π
2gn,rx2 ,
ϕ2(x) :=
2πgn,rx
sinh(2πgn,rx)
.
Then, by (1.43) and Theorem 1.78(iii):
ψn,r(ρ) =
Vol(ΓrzHn, (h(ρ), gn,r))
(4π)(2n + 1)/2
1ż
0
ÿ
XPΓzzt0u
σ
(h(ρ),gn,r)
X (t)t
s´(2n + 1)/2´1dt
=
Vol(ΓrzHn, (h(ρ), gn,r))
(4π)n
1ż
0
ÿ
XPΓzzt0u
{
s(h(ρ),gn,r)V,t (X)t
s´n´1dt
=
1
(4π)n
1ż
0
ÿ
cPZzt0u
ż
R
e´2πign,rc¨ξϕ1
(
t1/2ξ
) nź
j=1
ϕ2(djtξ)g
1/2
n,rdξt
s´n´1dt
=
1
(4π)n
dnż
0
ÿ
cPZzt0u
ż
R
e´2πign,rc¨ξϕ1
(
t1/2d´1/2n ξ
)
ϕ2(d´2n tξ)
¨ ϕ2(d´1n tξ)n´2ϕ2(tξ)g1/2n,rdξ
(
d´1n t
)s´n´1
d´1n dt
= dn´sn
1
(4π)n
dnż
0
ÿ
cPZzt0u
ż
R
e´2πign,rc¨ξϕ1
(
t1/2d´1/2n ξ
)
ϕ2(d´2n tξ)(2.33)
¨ ϕ2(d´1n tξ)n´2ϕ2(tξ)g1/2n,rdξts´n´1dt .
We split the outer integral in (2.33) into
şdn
0 =
ş1
0 +
şdn
1 and treat
ş1
0 first.
We will show that limdnÑ8
ş1
0 converges to a real number. To compute this limit we
have to cross 3 borders: an integral, a sum and another integral. The innermost integral
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poses no problem: Since 0 ď ϕ1,2 ď 1 we have for all t ą 0 and all dn:ˇˇˇ
e´2πign,rc¨ξϕ1
(
t1/2d´1/2n ξ
)
ϕ2(d´2n tξ)ϕ2(d´1n tξ)n´2ϕ2(tξ)
ˇˇˇ
ď ϕ2(tξ) .
It follows via Theorem 1.36 and Remark 1.77 that
(2.34) lim
dnÑ8
ż
R
e´2πign,rc¨ξϕ1
(
t1/2d´1/2n ξ
)
ϕ2(d´2n tξ)ϕ2(d´1n tξ)n´2ϕ2(tξ)g
1/2
n,rdξ
=
ż
R
e´2πign,rc¨ξϕ2(tξ)g1/2n,rdξ =
π
4tg1/2n,r
sech2
(πc
2t
)
.
To be able to exchange the limit with the remaining series and integral, we first have to
prove an estimate for the innermost integral. We denote that integral by I(c, t, dn), i.e.,
I(c, t, dn) :=
ż
R
e´2πign,rc¨ξϕ1
(
t1/2d´1/2n ξ
)
ϕ2(d´2n tξ)ϕ2(d´1n tξ)n´2ϕ2(tξ)g
1/2
n,rdξ .
LEMMA 2.25. For all N PN there exists C ą 0 such that
|I(c, t, dn)| ď C ¨ t
N
|c|2(N+1)
for all c P Zzt0u, t ą 0 and dn P [1,8).
PROOF. By repeated integration by parts we have for every k PN
(´2πign,rc)k ¨ I(c, t, dn)
= (´1)k
ż
R
e´2πign,rc¨ξ B
k
Bξk
(
ϕ1
(
t1/2d´1/2n ξ
)
ϕ2(d´2n tξ)ϕ2(d´1n tξ)n´2ϕ2(tξ)
)
g1/2n,rdξ .
Hence,
(2.35) |2πign,rc|k ¨ |I(c, t, dn)|
ď
ż
R
ˇˇˇˇ Bk
Bξk
(
ϕ1
(
t1/2d´1/2n ξ
)
ϕ2(d´2n tξ)ϕ2(d´1n tξ)n´2ϕ2(tξ)
)ˇˇˇˇ
g1/2n,rdξ .
Now note that BkBξk
(
ϕ1
(
t1/2d´1/2n ξ
)
ϕ2(d´2n tξ)ϕ2(d´1n tξ)n´2ϕ2(tξ)
)
is a linear combination
of functions of the form
R Q ξ ÞÑ tα/2d´β/2n ψ1
(
t1/2d´1/2n ξ
)
ψ2(d´2n tξ)ψ3(d´1n tξ)ψ4(tξ) P R ,(2.36)
where ψj P S (R), α, β PN0 with α ě k. Hence, there exists C1 ą 0 such that
tα/2d´β/2n
ż
R
ˇˇˇ
ψ1
(
t1/2d´1/2n ξ
)
ψ2(d´2n tξ)ψ3(d´1n tξ)ψ4(tξ)
ˇˇˇ
dξ
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= tα/2´1d´β/2n
ż
R
ˇˇˇ
ψ1
(
t´1/2d´1/2n ξ
)
ψ2(d´2n ξ)ψ3(d´1n ξ)ψ4(ξ)
ˇˇˇ
dξ
ď tα/2´1d´β/2n
ż
R
max |ψ1ψ2ψ3| ¨ |ψ4(ξ)|dξ ă tα/2´1d´β/2n ¨ C1
for all t ą 0 and all dn P [1,8). From this and (2.35) it follows that for every k P N there
exists C ą 0 such that
|c|k ¨ |I(c, t, dn)| ď C ¨ tk/2´1(2.37)
for all c P Zzt0u, t P (0, 1] and dn P [1,8). Let now N PN. With the choice k = 2(N + 1)
we obtain the desired result from (2.37). 
We return to the proof of
lim
dnÑ8
1ż
0
ÿ
cPZzt0u
I(c, t, dn) ¨ ts´n´1dt =
1ż
0
ÿ
cPZzt0u
lim
dnÑ8
I(c, t, dn) ¨ ts´n´1dt ă 8 .
Choose N P N with N ą n ´ s. By the last lemma there exists C1 ą 0 such that
|I(c, t, dn)| ď C1 ¨ tN/|c|2(N+1) for every c P Zzt0u, t P (0, 1] and dn P [1,8). Hence,ÿ
cPZzt0u
sup
dnP[1,8)
|I(c, t, dn)| ď C1 ¨ tN ¨ 2 ¨ ζR(2(N + 1)) ,
where ζR is the Riemann ζ-function. It follows that
ř
c I(c, t, dn) converges normally on
(t, dn) P (0, 1]ˆ [1,8) and thatˇˇˇˇ
ˇˇ ÿ
cPZzt0u
I(c, t, dn)
ˇˇˇˇ
ˇˇ ¨ ts´n´1 ď C1 ¨ 2 ¨ ζR(2(N + 1)) ¨ tN+s´n´1 .
The right hand side is integrable on t P (0, 1] by choice of N. With Theorem 1.36 and
(2.34) we finally arrive at the claim
lim
dnÑ8
1ż
0
ÿ
cPZzt0u
I(c, t, dn) ¨ ts´n´1dt =
1ż
0
lim
dnÑ8
ÿ
cPZzt0u
I(c, t, dn) ¨ ts´n´1dt(2.38)
=
1ż
0
ÿ
cPZzt0u
lim
dnÑ8
I(c, t, dn) ¨ ts´n´1dt
=
π
4g1/2n,r
1ż
0
ÿ
cPZzt0u
sech2
(πc
2t
)
¨ ts´n´2dt ă 8 .
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We will now calculate bounds for the integral
şdn
1 in (2.33) as dn Ñ8. Note that ϕ1, ϕ2
are even functions and that the Fourier transform of such is its own inverse. With an
application of Poisson’s summation formula (see Corollary 1.35) we calculate
(2.39)
dnż
1
ÿ
cPZzt0u
ż
R
e´2πign,rc¨ξϕ1
(
t1/2d´1/2n ξ
)
ϕ2(d´2n tξ)ϕ2(d´1n tξ)n´2ϕ2(tξ)g
1/2
n,rdξt
s´n´1dt
=
dnż
1
ÿ
cPZ
ż
R
e´2πign,rc¨ξϕ1
(
t1/2d´1/2n ξ
)
ϕ2(d´2n tξ)ϕ2(d´1n tξ)n´2ϕ2(tξ)g
1/2
n,rdξt
s´n´1dt
´
dnż
1
ż
R
ϕ1
(
t1/2d´1/2n ξ
)
ϕ2(d´2n tξ)ϕ2(d´1n tξ)n´2ϕ2(tξ)g
1/2
n,rdξt
s´n´1dt
= g´1/2n,r
dnż
1
ÿ
cPZzt0u
ϕ1
(
t1/2d´1/2n g´1n,r c
)
ϕ2(d´2n tg´1n,r c)ϕ2(d´1n tc)n´2ϕ2(tg´1n,r c)tn´s´1dt
+ g´1/2n,r
dnż
1
ts´n´1dt
´
dnż
1
ż
R
ϕ1
(
t1/2d´1/2n ξ
)
ϕ2(d´2n tξ)ϕ2(d´1n tξ)n´2ϕ2(tξ)g
1/2
n,rdξt
s´n´1dt
ď g´1/2n,r
ż 8
1
ÿ
cPZzt0u
ϕ2(tg´1n,r c)ts´n´1dt + g´
1/2
n,r
$&% 1s´n (ds´nn ´ 1) , for s ‰ n ,log dn, for s = n ,
where we have simply dropped the last term due to its nonpositivity and bounded the
integrand with ϕ1 ¨ ϕ2 ¨ ϕn´22 ¨ ϕ2 ď ϕ2. The integral on the last line is finite by Remark 1.92
and Lemma 2.3. Putting (2.33), (2.38) and (2.39) together, we conclude that there exist
C, b ą 0 such that
ψn,r(ρ) ď C
$’’’&’’’%
1, for s ą n ,
dn(h(ρ))n´s, for s ă n ,
ln dn(h(ρ)), for s = n ,
for all ρ ą b. 
The following lemma is the equivalent of Lemma 2.18 for the path fn,r(ρ). Unfortu-
nately, we have to work harder this time.
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LEMMA 2.26. Let n P N, r P Dn and s P [0, (2n + 1)/2)z sing(2n + 1). Let N P N0 be the
smallest number such that N ą (2n + 1)/2´ s´ 1. Then there exists C ą 0 such that
(2.40)
1ż
0
(
σ
fn,r(ρ)
0 (t)´ TN+0[σ fn,r(ρ)0 ](t)
)
ts´
2n+1
2 ´1dt „ (´1)N+1 ¨ C ¨ dn(h(ρ))2n+1´2s
as ρÑ8.
PROOF. We first note that by Corollary 1.89 the integrand on the left hand side is
nonzero and has sign (´1)N+1 for all t P (0, 1]. Let ϕ(x) = ?gn,rx csch(?gn,rx) and
abbreviate dj(h(ρ)) to dj. Furthermore, let TN+0[σ
fn,r(ρ)
0 ](t) =
řN
j=0 a
ρ
j t
j. Then, using the
expression for σ fn,r(ρ)0 given in Remark 1.80 and recalling that c
fn,r(ρ)
j =
?gn,rdj(h(ρ)), we
have
1ż
0
(
σ
fn,r(ρ)
0 (t)´ TN+0[σ fn,r(ρ)0 ](t)
)
ts´
2n+1
2 ´1dt
=
1ż
0
⎛⎝ 2?
π
8ż
0
e´r2ϕ(
?
trd1)ϕ(
?
trdn)ϕ(
?
tr)n´2dr´
Nÿ
j=0
aρj t
j
⎞⎠ ts´2n+12 ´1dt
=d2n+1´2sn
d2nż
0
⎛⎝ 2?
π
8ż
0
e´r2ϕ(
?
trd´2n )ϕ(
?
tr)ϕ(
?
trd´1n )n´2dr´
Nÿ
j=0
aρj
tj
d2jn
⎞⎠ ts´ 2n+12 ´1dt
=d2n+1´2sn
d2nż
0
(
Fρ(t)´ TN+0[Fρ](t)
)
ts´
2n+1
2 ´1dt ,
where
fρ(t, r) := 2?π e
´r2ϕ(
?
trd´2n (h(ρ)))ϕ(
?
tr)ϕ(
?
trd´1n (h(ρ)))n´2 , Fρ(t) :=
8ż
0
fρ(t, r)dr .
Define also
f (t, r) := 2?
π
e´r2ϕ(
?
tr) , F(t) :=
8ż
0
f (t, r)dr .
We claim that
d2nż
0
(
Fρ(t)´ TN+0[Fρ](t)
)
ts´
2n+1
2 ´1dt Ñ
8ż
0
(
F(t)´ TN+0[F](t)
)
ts´
2n+1
2 ´1dt(2.41)
as ρÑ8 and that the right hand side is finite and has sign (´1)N+1.
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LEMMA 2.27. (i) For all j PN: djdtj Fρ(t) =
8ş
0
B j
Btj fρ(t, r)dr and
dj
dtj F(t) =
8ş
0
B j
Btj f (t, r)dr.
(ii) For all j PN: djdtj Fρ(t) converges uniformly to d
j
dtj F(t) on [0,8) as ρÑ8.
PROOF. Note that there is a function ψ : (´ϵ,8) Ñ R with ϕ(?x) = ψ(x) for all
x P [0,8) such that ψ|[0,8) is completely monotone (see Lemma 1.75 and the related
Remark 1.87). In particular,
Mj := max
ℓPt0,...,ju
suptψ(ℓ)(x) | x ě 0u ă 8
by Remark 1.73. Moreover, we have
B j
Btj fρ(t, r) = e
´r2 ¨
ÿ
a
τa(t, r, ρ) ,
where the sum is finite and each τa(t, r, ρ) is the product of a monomial
mona(r, d´1n (h(ρ))) = ca ¨ rµa ¨ d´νan (h(ρ)) with ca P R; µa, νa P N0 and the product of
up to j-th derivatives of ψ at one of the points tr2, tr2d´4n (h(ρ)), tr2d´2n (h(ρ)).
Define
gj(r) := e´r
2 ¨ Mnj ¨
ÿ
a
|mona(r, 1)| .
Since dn(h(ρ)) ě 1 for all ρ ě 0 we have for all ρ P [0,8):ˇˇˇˇ B j
Btj fρ(t, r)
ˇˇˇˇ
ď gj(r) for all t, r P [0,8) .(2.42)
From (2.42) it follows iteratively by Theorem 1.37 (Supplement) that
dj
dtj
Fρ(t) =
8ż
0
B j
Btj fρ(t, r)dr .
One shows analogously that
dj
dtj
F(t) =
8ż
0
B j
Btj f (t, r)dr .
Now note thatˇˇˇˇ B j
Btj fρ(t, r)´
B j
Btj f (t, r)
ˇˇˇˇ
ď e´r2 ¨ Mnj ¨
ÿ
a
ˇˇˇ
mona(r, d´1n (h(ρ)))´mona(r, 0)
ˇˇˇ
.
Define pj,ρ(r) to be the sum on the right hand side. Then we have by (i):ˇˇˇˇ
dj
dtj
Fρ(t)´ d
j
dtj
F(t)
ˇˇˇˇ
ď Mnj ¨
8ż
0
e´r2 ¨ pj,ρ(r)dr Ñ 0
as ρÑ8, which proves (ii). 
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We return to the proof of Lemma 2.26. Lemma 2.27(ii) in t = +0 reads
j! ¨ a
ρ
j
d2jn (h(ρ))
Ñ j! ¨ bj := d
j
dtj |t=0
F(t)
as ρÑ8. In particular, we have
TN+0[Fρ](t) =
Nÿ
j=0
aρj
tj
d2jn
Ñ
Nÿ
j=0
bjtj = TN+0[F](t)
as ρÑ8.(
F(t)´ TN+0[F](t)
) ¨ ts´(2n + 1)/2´1 is integrable on (0,8): By Taylor’s Theorem with La-
grange remainder term we have |F(t)´ TN+0[F](t)| ď 1(N+1)! ¨ µ ¨ tN+1 for all t P [0, 1], for
some µ ą 0. Hence
1ż
0
ˇˇˇ
F(t)´ TN+0[F](t)
ˇˇˇ
¨ ts´(2n + 1)/2´1dt ď 1
(N + 1)!
¨ µ ¨
1ż
0
tN+s´(2n + 1)/2dt ă 8(2.43)
by choice of N. On the other hand, F(t) ď 2?
π
ş8
0 e
´r2dr = 1 and thus
8ż
1
F(t) ¨ ts´(2n + 1)/2´1dt ď
8ż
1
ts´(2n + 1)/2´1dt ă 8(2.44)
as well as
8ż
1
|bj| ¨ tj ¨ ts´(2n + 1)/2´1dt = |bj| ¨
8ż
1
tj+s´(2n + 1)/2´1dt ă 8 for j P t0, 1, . . . , Nu .
Analogously, one shows that
(
Fρ(t)´ TN+0[Fρ](t)
) ¨ ts´(2n + 1)/2´1 is integrable on (0,8).
To show (2.41) it now suffices to prove that
lim
ρÑ8
8ż
0
ˇˇˇ
(Fρ ´ F)(t)´ TN+0[Fρ ´ F](t)
ˇˇˇ
¨ ts´(2n + 1)/2´1dt = 0(2.45)
since then we also have
lim
ρÑ8
d2n(h(ρ))ż
0
ˇˇˇ
(Fρ ´ F)(t)´ TN+0[Fρ ´ F](t)
ˇˇˇ
¨ ts´(2n + 1)/2´1dt = 0 .
To prove (2.45) we first note that |(Fρ ´ F)(t)| ¨ ts´(2n + 1)/2´1 Ñ 0 for every t P [1,8) as
ρÑ8 and that
|(Fρ ´ F)(t)| ¨ ts´(2n + 1)/2´1 ď 2F(t) ¨ ts´(2n + 1)/2´1 .
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We have already proven that the right hand side is integrable, see (2.44). It follows from
the Dominated Convergence Theorem that
8ż
1
|(Fρ ´ F)(t)| ¨ ts´(2n + 1)/2´1dt Ñ 0 as ρÑ8 .
We also have
8ż
1
ˇˇˇ
TN+0[Fρ ´ F](t)
ˇˇˇ
¨ ts´(2n + 1)/2´1 ď max
jPt0,...,Nu
ˇˇˇˇ
ˇ a
ρ
j
d2jn (h(ρ))
´ bj
ˇˇˇˇ
ˇ ¨ Nÿ
j=0
8ż
1
tj+s´(2n + 1)/2´1dt Ñ 0
as ρÑ8.
Let Gρ := Fρ ´ F. It remains to show that
1ż
0
ˇˇˇ
Gρ(t)´ TN+0[Gρ](t)
ˇˇˇ
¨ ts´(2n + 1)/2´1dt Ñ 0 as ρÑ8 .
By Taylor’s Theorem with Lagrange remainder, we haveˇˇˇ
Gρ(t)´ TN+0[Gρ](t)
ˇˇˇ
ď 1N+1 ¨ G(N+1)ρ (ξt)tN+1
for some ξt P (0, 1). By Lemma 2.27(ii) we have maxtP[0,1] |G(N+1)ρ (t)| Ñ 0 as ρ Ñ 8.
Hence,
1ż
0
ˇˇˇ
Gρ(t)´ TN+0[Gρ](t)
ˇˇˇ
¨ ts´(2n + 1)/2´1dt ď 1
(N+1)! maxtP[0,1]
|G(N+1)ρ (t)|
ż 1
0
tN+s´(2n + 1)/2dt Ñ 0
as ρÑ8.
Note that we still have
(´1)N+1
⎛⎝F(t)´ Nÿ
j=0
bjtj
⎞⎠ ě 0
for all t ě 0 with equality if and only if t = 0. Indeed, this is the statement of Corol-
lary 1.89 with n = 1 and m any metric with cm1 =
?gn,r. Hence, by defining
C :=
ˇˇˇˇ
ˇˇ
8ż
0
(
F(t)´ TN+0[F](t)
)
¨ ts´(2n + 1)/2´1dt
ˇˇˇˇ
ˇˇ ,
we finally arrive at the desired result. 
THEOREM 2.28. Let n PN with n ě 2, r P Dn and s P (0,8)z sing(2n + 1).
(i) If n is even, i.e., dim(ΓrzHn) ” 1 (mod 4), then ζ1((ΓrzHn, fn,r(ρ)), 0) Ñ ´8 as ρ Ñ
8. By this and Theorem 2.10, it follows that the height [m] ÞÑ ζ1H((ΓrzHn, m), 0) is neither
bounded from above nor below on SMrn.
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(ii) Assume s P ( 2n+12 ´ µ´ 1, 2n+12 ´ µ) where µ P t0, 1, . . . , nu. If µ is even, then
ζ((ΓrzHn, fn,r(ρ)), s) Ñ ´8 as ρ Ñ 8. By this and Theorem 2.10, it follows that
[m] ÞÑ ζ((ΓrzHn, m), s) is neither bounded from above nor below on SMrn.
PROOF. We use the representation of Γ(s)ζ((ΓrzHn, fn,r(ρ)), s) and
ζ1((ΓrzHn, fn,r(ρ)), 0) given in Theorem 2.5 and Corollary 2.6 and have a look at how
the different terms behave along the path fn,r:
(2.46)
C(τ) +
8ż
1
ÿ
λP(Γrn)˚zt0u
e´4π
2}X}2h(ρ)ttτ´1dt +
Vol Tn,h(ρ)
(4π)n
8ż
1
ÿ
XPΓrnzt0u
e´
}X}2h(ρ)
4 ttn´τ´1dt
+
Vol Tn,h(ρ)
(4π)n
8ż
1
ÿ
λP(Γrz)˚zt0u
s fn,r(ρ)V,t (λ)t
τ´n´1dt + 1
(4π)(2n + 1)/2
1ż
0
ÿ
XPΓzzt0u
σ
fn,r(ρ)
X t
τ´(2n + 1)/2´1dt
+
1
(4π)(2n + 1)/2
⎛⎝ 1ż
0
(
σ
fn, f (ρ)
0 (t)´ TN+0[σ
fn, f (ρ)
0 ](t)
)
tτ´(2n + 1)/2´1dt +
Nÿ
j=0
aρj
τ´ (2n + 1)/2 + j
⎞⎠ ,
where C(τ) P R is a constant, TN+0[σ fn,r(ρ)0 ](t) =
řN
j=0 a
ρ
j t
j, τ = 0 in case (i), τ = s in case
(ii) and N := n in case (i) and N := µ in case (ii).
The first two nonconstant terms of (2.46) are bounded as ρÑ8 by Lemma 2.22. The
first term on the second line is bounded as ρÑ8 by Lemma 2.23.
Now we address the unbounded terms. By Lemma 2.24 there exists a C0 ą 0 such
that the second term in the second line is bounded by
C0 ¨
$’’’&’’’%
1, for τ ą n ,
dn(h(ρ))n´τ, for τ ă n ,
ln dn(h(ρ)), for τ = n .
(2.47)
Lemma 2.26 tells us that there exists a C1 ą 0 such that the first term on the third line of
(2.46) is asymptotically equal to
´C1 ¨ dn(h(ρ))2n+1´2τ .(2.48)
We have a look at the sum in the third line of (2.46). Recalling that
c fn,r(ρ)j =
?gn,rdj(h(ρ)) and using Lemma 1.90 we see that each aρj is a homogeneous
polynomial in d1(h(ρ)), . . . , dn(h(ρ)) of degree 2j and the coefficient of each monomial
has sign (´1)j. Hence, the term a
ρ
N
τ´(2n + 1)/2+N contains the highest degree (=2N) monomi-
als, in particular the term dn(h(ρ))2N . Since τ´ (2n + 1)/2+ N ă 0, there exists C2 ą 0 such
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that the sum on the third line is asymptotically equal to
´C2 ¨ dn(h(ρ))2N .(2.49)
Since n+ 1 ą (2n + 1)/2 ą τ we have 2n+ 1´ 2τ = (n+ 1)+ (n´ 2τ) ą τ+(n´ 2τ) =
n ´ τ. It follows that the term (2.48) has higher order than the term (2.47) as ρ Ñ 8.
Therefore, (2.46) goes to ´8 as ρÑ8.
Lastly, we note that ζ1((ΓrzHn, m), 0) Ñ 8 and ζ((ΓrzHn, m), s) Ñ 8 as
[m] Ñ BSMr,HTn by Theorem 2.10, respectively, and that both functions are thus neither
bounded from above nor below under the stated conditions. 
REMARK 2.29. Let G be a connected and simply connected nonsingular 2-step nilpotent
Lie group with dim G = ℓ+ 2n, where ℓ is the dimension of the centre of G. Let Γ Ă G a
uniform subgroup and assume that there exists [m] P SM HL(Γ, G). Until now we have
investigated the existence of global bounds/extrema for [m] ÞÑ ζ((ΓzG, m), s) only for
s P (0, dim G/2). However, the case s ą dim G/2 is not very hard. Let mρ be the metric from
Proposition 2.12 and s P (dim G/2,8). Denote by Γz˚ (ρ) and Γn˚(ρ) the mρ-dual lattices to
Γz and Γn respectively. We represent ζ((ΓzG, mρ), s) by its defining Dirichlet series, which
is possible since this converges for ℜs ą dim G/2. By Corollary 1.14 and Proposition 2.12
we have
ζ((ΓzG, mρ), s) =
ÿ
λPΓn˚ (ρ)zt0u
(
4π2}λ}2mρ
)´s
+
+
ÿ
λPΓz˚ (ρ)zt0u
ÿ
pPNn0
⎛⎝4π2}λ}2mρ + 2π}λ}mρÿ
j
(2pj + 1)c
mρ
j
⎞⎠´s
=
ÿ
λPΓn˚ (1)zt0u
ρ´s/2n
(
4π2}λ}2m1
)´s
+
+
ÿ
λPΓz˚ (1)zt0u
ÿ
pPNn0
⎛⎝ρ´1/ℓ4π2}λ}2m1 + ρ1/2n2π}λ}m1 ÿ
j
(2pj + 1)c
m1
j
⎞⎠´s .
Obviously, this series is bounded from below by 0. We have a look at what happens when
ρ goes to +0 or +8. In case ρŒ 0, ρ´s/2n Ñ8 and hence ζ((ΓzG, mρ), s)Ñ8.
If ρÑ8, then ρ´s/2n Ñ 0. Also,
ρ´1/ℓ4π2}λ}2m1 + ρ1/2n2π}λ}m1
ÿ
j
(2pj + 1)c
m1
j Ñ8 as ρÑ8 ,
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and thus ⎛⎝ρ´1/ℓ4π2}λ}2m1 + ρ1/2n2π}λ}m1 ÿ
j
(2pj + 1)c
m1
j
⎞⎠´s Ñ 0 as ρÑ8 .
It follows that ζ((ΓzG, mρ), s) Ñ 0 as ρ Ñ 8. Summarising, we have seen that [m] ÞÑ
ζ((ΓzG, m), s) is bounded from below by 0, but attains no global extremum on
SM HL(Γ, G).
The last theorem shows that normalising the volume of both the base torus Tn,mn and
the fibre torus Tz,mz , which already excludes the path mρ from Proposition 2.12, does in
general not enforce lower bounds for the height in dimensions n ı 3 (mod 4). The ques-
tion now is: what is a sufficient condition to guarantee the existence of lower bounds for
the height? As the next theorem shows, a very natural one, namely that the sectional
curvature is bounded from above, is such a condition.
Let C ą 0 and recall from Definition 1.70:
SM HLC (Γ, G) := t[m] P SM HL(Γ, G) |Kmσ ď Cu .
Note that by virtue of the path mρ defined in Proposition 2.12 we haveSM HLC (Γ, G) ‰ H
as soon asSM HL(Γ, G) ‰ H.
THEOREM 2.30. Let G be connected and simply connected nonsingular 2-step nilpotent Lie
group, Γ Ă G a uniform subgroup and let s P (0,8)z sing(dim G). Then
(i) [m] ÞÑ ζ1((ΓzG, m), 0) is bounded from below onSM HLC (Γ, G),
(ii) [m] ÞÑ ζ((ΓzG, m), s) is bounded from below onSM HLC (Γ, G).
Furthermore, if the centre of G is one dimensional, then (i) and (ii) can be replaced by:
(iii) [m] ÞÑ ζ1((ΓzG, m), 0) attains a global minimum onSM HLC (Γ, G),
(iv) [m] ÞÑ ζ((ΓzG, m), s) attains a global minimum onSM HLC (Γ, G).
PROOF. Our proof will be analogous to that of Theorem 2.11. We start with a general
remark. By definition cmn is the largest of the moduli of the eigenvalues of j(Z), where
jm : z Ñ so(n) is the structure map and Z P z with }Z}m = 1. By Proposition 1.12(b) we
have cmn ď 2
?
C onSM HLC (Γ, G).
Choose N := tdim G/2u in (i) and N P N0 Y t´1u such that N ą dim G/2 ´ s ´ 1 in
(ii). By Theorem 2.5 and Corollary 2.6 the functions [m] ÞÑ Γ(s)ζ((ΓzG, m), s) and [m] ÞÑ
ζ1((ΓzG, m), 0) are of the form
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(2.50) C(τ) +
8ż
1
ÿ
λPΓn˚ zt0u
e´4π2}λ}2mn ttτ´1dt + Vol Tn,mn
(4π)n
8ż
1
ÿ
XPΓnzt0u
e´
}X}2mn
4 ttn´τ´1dt
+
Vol Tn,mn
(4π)n
8ż
1
ÿ
λPΓz˚ zt0u
smV,t(λ)t
τ´n´1dt + 1
(4π) dim G/2
1ż
0
ÿ
XPΓzzt0u
σmX (t)t
τ´ dim G/2´1dt
+
1
(4π) dim G/2
⎛⎜⎜⎝
1ż
0
(
σm0 (t)´ TN+0[σm0 ](t)
)
tτ´dim G/2´1dt +
Nÿ
j=0
j‰dim G/2
amj
τ´ dim G/2 + j +
+
$’’’&’’’%
s´1 ¨ amdim G/2 if dim G is even and τ = s ,
γ ¨ amdim G/2 if dim G is even and τ = 0 ,
0 if dim G is odd
⎞⎟⎟⎟⎠ ,
where τ equals 0 or s respectively, C(τ) P R is a constant and TN+0[σm0 ](t) =
řN
j=0 a
m
j t
j.
The first line of (2.50) is clearly bounded from below. The first term in the second line
of (2.50) is positive by definition of smV,t, see (1.42). The second term in that line is positive
by Lemma 1.76. We address the sum in the third line, including the therm in the fourth
line. Each amj is a polynomial in c
m
1 , . . . , c
m
n . We have seen at the beginning of the proof
that cmn , and hence all cmj , are bounded from above. Hence, the whole sum is bounded.
We now have a look at the integral in the third line of (2.50). By Taylor’s Theorem with
Lagrangian remainder we have
ˇˇˇ
σm0 (t)´ TN+0[σm0 ](t)
ˇˇˇ
tτ´dim G/2´1 ď 1
(N + 1)!
max
uP[0,1]
ˇˇˇˇ
dN+1
duN+1
σm0 (u)
ˇˇˇˇ
¨ tN+τ´dim G/2 .
The right hand side is integrable on t P [0, 1] for every m P SM HLC (Γ, G) by choice of N.
By boundedness of cmn onSM
HL
C (Γ, G) and Lemma 1.88 the right hand side is bounded
as a function of [m] P SM HLC (Γ, G). Hence, the integral in the third line of (2.50) is
bounded, in particular from below. This finishes the proof of (i) and (ii).
We will now prove (iii) and (iv). Since the centre of G is hypothesised to be one
dimensional, we can w.l.o.g. assume that G = Hn and Γ = Γr for some r P Dn (see
Theorem 1.44). Also, we switch to the moduli space SMrn,C » SM HLC (Γr, Hn). The
argument that lies at the core of our proof is the same as that of Theorem 2.11(iii) and (iv).
On every compact set M Ă SMrn,C, (2.50) attains a minimum. To prove that (2.50) attains
a global minimun it thus suffices to show that (2.50) goes to +8 as [m] = [(h, g)] Ñ
B8SMrn,C, the boundary at infinity of SMrn,C. It is defined by the degeneracies mr(h) = 0,
det(h) = 8, dn(h) = 8 and g P t0,8u, see Remark 1.66. We will first show that B8SMrn,C
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can be described by the following two alternative degeneracies: m(h´1[δ´1r ]) = 0; g ă b ă
8 and mr(h) = 0.
We will go through the defining degeneracies of B8SMrn,C one by one and show that
they can either not occur or imply one of the two alternative ones described above. Note
that every [(h, g)] P SMrn,C satisfies two constraints: g ¨ det h ¨ |Γr|2 = 1 and c(h,g)n =
g1/2dn(h) ď C.
(a) Suppose det(h) Ñ 8. Then clearly det(h´1) Ñ 0. By Remark 1.55 we then have
m(h´1)Ñ 0, which in turn implies m(h´1[δ´1r ])Ñ 0. This is covered by the first case.
(b) Suppose now that dn(h) Ñ 8. By the constraint g1/2dn(h) ď C, we then have g Ñ 0,
which implies det(h) = |Γr|´2 ¨ g´1 Ñ 8. As explained in the previous case, this
implies m(h´1[δ´1r ])Ñ 0.
(c) In case g Ñ 0 we have again det(h) = |Γr|´2 ¨ g´1 Ñ8, which implies m(h´1[δ´1r ])Ñ
0 as in (a).
(d) At last, if g Ñ8 then det(h) = |Γr|´2 ¨ g´1 Ñ 0 and hence
det(h´1) = d1(h)2 ¨ ¨ ¨ dn(h)2 Ñ8 .
This implies dn(h) Ñ 8. But then g1/2 ¨ dn(h) Ñ 8, which cannot happen since
g1/2 ¨ dn(h) ď C.
Now we look at the growth of the first line of (2.50) in case 1.) m(h´1[δ´1r ])Ñ 0 or 2.)
mr(h)Ñ 0 and g is bounded from above.
In case m
(
h´1
[
δ´1r
])Ñ 0 we rewrite the first integral in the first line of (2.50) as
8ż
1
ÿ
XPZ2nzt0u
e´4π2h´1[δ
´1
r ][X]tτ´1dt .(2.51)
Here, we used Γrn = δr ¨Z2n (see Proposition 1.49) and the fact that h = mn. It now follows
from Lemma 2.9 that (2.51) goes to +8 as m (h´1 [δ´1r ])Ñ 0.
In case g is bounded from above and mr(h) Ñ 0 we rewrite the last term in the first
line of (2.50) as
det h1/2 ¨ |Γr|
(4π)n
8ż
1
ÿ
XPZ2nzt0u
e´
h[δr ][X]
4 ttn´τ´1dt ,(2.52)
where we used again Γrn = δr ¨Z2n and h = mn. By the constraint g ¨ det h ¨ |Γr|2 = 1
and the assumption that g is bounded from above, det h is bounded from below. Since
mr(h) = m(h[δr]) the right hand side goes to +8 when mr(h)Ñ 0 by Lemma 2.9. 
In the following example we define uniform groups Γn,ℓ Ă Hn for every n, ℓ P N. In
[Fd03], K. Furutani und S. de Gosson investigated the height of the Heisenberg manifolds
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(Γ1,ℓzH, mstd) and (Γ1,ℓzH, mstd), where mstd is the standard metric of hn » R2n+1. They
proved that the height of these manifolds goes to 8 as ℓ Ñ 8. We generalise this result
to all dimensions in Proposition 2.32.
EXAMPLE 2.31 (cf. [Fd03] for the cases n = 1, 2). Let n, ℓ P N and define the uniform
subgroup Γn,ℓ Ă Hn by
Γn,ℓ :=
"
γ
(
x, y,
k
2ℓ
) ˇˇˇ
x, y P Zn, k P Z
*
=
$’&’%
⎛⎜⎝1
tx k/2ℓ
0 Idn y
0 0 1
⎞⎟⎠ ˇˇˇ x, y P Zn, k P Z
,/./- .
Let m = mstd be the standard metric of hn in which the standard basis Bn of R2n+1 (see
Example 1.2 and also (1.21)) is an orthonormal basis. Then mz and mn are the standard
inner products on R and R2n respectively. By (1.7) on page 11 we have
log Γn,ℓ = tlogγ(x, y, k/2ℓ) | x, y P Zn, k P Zu = tX(x, y, k/2ℓ´ 1/2xx, yystd) | x, y P Zn, k P Zu .
It follows that
‚ Γn,ℓz = log Γn,ℓ X z = 12ℓZ ¨ Z and Vol Tz,(mstd)z = Vol(Γn,ℓz zR, 1) = 1/2ℓ,
‚ Γn,ℓn = πn
(
log Γn,ℓ
)
= Z2n and Vol Tn,mn = Vol(Γ
n,ℓ
n zR2n, mn) = 1,
‚ Vol(Γn,ℓzHn, mstd) = Vol Tz,(mstd)z ¨Vol Tn,mn = 1/2ℓ,
‚ cmk = 1 for all 1 ď k ď n since xj(Z)Xi, Yjymn = xZ, [Xi, Yj]ymz = δi,j and [Xi, Xj] =
[Yi, Yj] = 0, where δi,j is the Kronecker-delta symbol.
PROPOSITION 2.32 (cf. [Fd03, Corollaries 3.9, 5.5] for the cases n = 1, 2). Let n PN. Then
ζ1((Γn,ℓzHn, mstd), 0)Ñ8 as ℓ Ñ8 .
PROOF. We work with the formula for ζ1((Γn,ℓzHn, mstd), 0) given in Corollary 2.6.
Since (mstd)n is simply the standard inner product on n = R2n and Γ
n,ℓ
n is independent
of ℓ, ζ1B((Γn,ℓzHn, mstd), 0) is independent of ℓ and thus constant as a sequence in ℓ. We
have a look at formula (2.15) for ζ1F((Γn,ℓzHn, mstd), 0):
(2.53)
Vol Tn,(mstd)n
(4π)n
8ż
1
ÿ
λPΓz˚ zt0u
smstdV,t (λ)t
´n´1dt+
Vol
(
Γn,ℓzHn, mstd
)
(4π)(2n + 1)/2
1ż
0
ÿ
XPΓzzt0u
σmstdX (t)t
´(2n + 1)/2´1dt
+
Vol(Γ(n,ℓ)zHn, mstd)
(4π)(2n + 1)/2
⎛⎝ 1ż
0
⎛⎝σmstd0 (t)´ Nÿ
j=0
amstdj t
j
⎞⎠ t´(2n + 1)/2´1dt + Nÿ
j=0
amstdj
j´ dim G2
⎞⎠ .
The second line of (2.53) goes to 0 as ℓ Ñ 8; indeed, Vol(Γ(n,ℓ)zHn, m) = 1/2ℓ Ñ 0 as
ℓ Ñ 8 and the expression in parentheses is constant in ℓ, since it only depends on cmj ,
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1 ď j ď n, and these are 1 (see (1.43) for the definition of σm0 ). The first line of (2.53) is
positive by definition of smV,t (see (1.42)) and Corollary 1.84. We will show that the second
term in this line goes to +8 as ℓ Ñ8.
Since Γn,ℓz = 12ℓZwe have (see (1.43) for the definition of σ
m
X ), writing m for mstd:
Vol
(
Γn,ℓzHn, m
)
(4π)(2n + 1)/2
1ż
0
ÿ
XPΓzzt0u
σmX (t) ¨ t´(2n + 1)/2´1dt = (2ℓ)
´1
(4π)(2n + 1)/2
1ż
0
ÿ
cPZzt0u
σmc/2ℓ(t) ¨ t´(2n + 1)/2´1dt
=
(2ℓ)´1
(4π)(2n + 1)/2
1ż
0
ÿ
cPZzt0u
ż
R
e
´ i?
t
c
2ℓ ξe´ξ2
( ?
tξ
sinh(
?
tξ)
)n
dξ ¨ t´(2n + 1)/2´1dt
=
(2ℓ)2n
(4π)(2n + 1)/2
4ℓ2ż
0
ÿ
cPZzt0u
ż
R
e
´ i?
t
cξ
e´ξ2
( ?
t/2ℓξ
sinh(
?
t/2ℓξ)
)n
dξ ¨ t´(2n + 1)/2´1dt
ě (2ℓ)
2n
(4π)(2n + 1)/2
1ż
0
ÿ
cPZzt0u
ż
R
e
´ i?
t
cξ
e´ξ2
( ?
t/2ℓξ
sinh(
?
t/2ℓξ)
)n
dξ ¨ t´(2n + 1)/2´1dt .
The same arguments that we used in Theorem 1.78, Lemma 2.15 and Lemma 2.24 show
that the integral converges to a finite number; i.e., one first uses Theorem 1.36 to show that
limℓÑ8 commutes with the inner integral. Then one shows that for every N P N there
exists C ą 0 such that | ş
R
. . . dξ| ď C ¨ tN for all t P [0, 1]. This implies normal convergence
of the series and boundedness of the integrand of the outer integral. It then follows,
again by Theorem 1.36, and by continuity of normally convergent series, that limℓÑ8
commutes also with the outer integral and the series. Hence, ζ1((Γn,ℓzHn, mstd), 0) Ñ 8
as ℓ Ñ8. 
3. Extremal Metrics
This last section discusses extremal metrics for the height and the ζ-function. In Sec-
tion 3.1 we look at flat tori and introduce the Lattice Packing Problem, which consists of
finding lattices which maximise a certain notion of density. We then present work of
P. Sarnak et al. that shows that in dimensions n = 2, 4, 8, 24 the height and the ζ-function
of flat tori of volume one are always minimised at tori LzRn, where L is special in that it
solves the lattice packing problem.
In Section 3.2 we use these results to show that in dimensions ℓ + 2n = 1 + 2n =
3, 5, 9, 25 the height and the ζ-function of compact Heisenberg-type Heisenberg manifolds
(Γ1zHn, m) are minimised at those metrics for which the base torus Tn,mn comes from a
special lattice, see Theorem 2.49.
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Theorem 2.50 discusses a neccessary criterion for a metric to be extremal: If the metric
[(h0, g0)] P SMrn is an extremal (a local or global (non-)strict minimum or maximum)
metric for ζ1 then h0 must be an extremal metric of the same type for the height of flat tori
on a certain submanifold of the moduli space of flat tori.
This enables us to identify the global minimiser(s) of the height of all 3-dimensional
nilmanifolds. The corresponding result is stated in Theorem 2.52. We finish with a dis-
cussion of the 5 dimensional case.
3.1. Epstein’s ζ-Function and the Height of Flat Tori.
Recall (2.1) from Definition 2.1:
D(α) = ts P C |ℜs ą αu .
DEFINITION 2.33. Let n PN. Define Epstein’s ζ-function ζEp : Pn ˆD(n/2)Ñ C by
(2.54) (Y, s) ÞÑ
ÿ
mPZnzt0u
(Y[m])´s .
The Dirichlet series on the right converges absolutely for any Y P Pn, s P D(n/2) (see
[Ter88, Chapter 4.4, Corollary 2]).
REMARK 2.34. Let λ1 : Pn Ñ R be the function such that λ1(Y) is the smallest eigenvalue
of Y P Pn. Note that λ1(Y)Id[m] ď Y[m] for all m P Zn and that λ1 is continuous (see
Notation and Remarks 1.61(i)). We thus haveÿ
mPZnzt0u
ˇˇˇ
(Y[m])´s
ˇˇˇ
=
ÿ
mPZnzt0u
(Y[m])´ℜs ď
ÿ
mPZnzt0u
λ1(Y)´ℜs (Id[m])´ℜs .
It follows that the series on the right-hand side of (2.54) converges normally on every set
KˆD(δ), where K Ă Pn is such that λ1 is bounded away from 0 and δ ą n/2.
REMARK 2.35. The group GL(n;Z) acts on Pn via
Pn ˆGL(n;Z)Ñ Pn
(Y, G) ÞÑ Y[G] = tG ¨Y ¨ G .
Since G ¨Zn = Zn for all G P GL(n;Z), the Dirichlet series in (2.54) is invariant
under the action of GL(n;Z) on Pn. Thus, Y ÞÑ ζEp(Y, s) descends to a function on
Pn/ GL(n;Z).
THEOREM 2.36 ([Eps03, §1 ], [Ter85, Chapter 1.4, Theorem 1]). Let n P N and fix Y P Pn.
As a function of s P D(n/2) Epstein’s ζ-function has a meromorphic continuation to all of C. This
continuation is given by
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(2.55) π´sΓ(s)ζEp(Y, s) =
det Y´1/2
s´ n/2 ´
1
s
+
+
8ż
1
ÿ
mPZnzt0u
e´πY[m]tts´1dt + 1?
det Y
8ż
1
ÿ
mPZnzt0u
e´πY´1[m]ttn/2´s´1dt .
From (2.55) it is immediate that ζEp(Y, ¨) has but one pole at s = n/2 with residue
det Y´1/2πn/2Γ(n/2)´1 .
Furthermore, (2.55) shows that ζEp satisfies the functional equation
(2.56) π´sΓ(s)ζEp(Y, s) =
πs´n/2Γ(n/2´ s)?
det Y
ζEp
(
Y´1, n2 ´ s
)
.
REMARK 2.37. Note that by (2.54) we have
ζEp(a ¨Y, s) = a´s ¨ ζEp(Y, s)
for all a P (0,8), Y P Pn and s P D(n/2) and by meromorphic continuation for all s P
Cztn/2u. Differentiating this identity in s = 0 yields
ζ1Ep(a ¨Y, 0) = ´ ln a ¨ ζEp(Y, 0) + ζ1Ep(Y, 0) .
Formula (2.55) implies that ζEp(Y, 0) = ´1. Hence,
ζ1Ep(a ¨Y, 0) = ln a + ζ1Ep(Y, 0) .
OBSERVATION 2.38. Paul Epstein introduced his ζ-function [Eps03] with the intention
to generalise Riemann’s ζ-function. Our interest in ζEp lies in it being the spectral ζ-
function of flat tori. Let L Ă Rn be a lattice of full rank, (v1, . . . , vn) a Z-basis of L
and Y the corresponding Gram matrix. Then Y´1 is a Gram matrix for the dual lattice
L˚ = tλ P Rn | xλ, vystd P Z for all v P Lu. The eigenvalues of the Laplace-Beltrami
operator on the flat torus T := (LzRn, x¨, ¨ystd) » (ZnzRn, Y) are
(2.57) 4π2}λ}2, λ P L˚ ,
which are the same as
4π2Y´1[m], m P Zn .
We thus see that the spectral ζ-function of T is given by
(2.58) ζ(T, s) =
ÿ
λPL˚zt0u
(
4π2}λ}2)´s = ζEp (4π2Y´1, s) = (4π2)´sζEp (Y´1, s) .
In particular, the height ζ1(T, 0) = dds |s=0 = ζ(T, s) of the flat torus T is
(2.59) ζ1(T, 0) = 2 ln 2π + ζ1Ep
(
Y´1, 0
)
.
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By virtue of equations (2.58) and (2.59), we view the spectral ζ-function and the height of
flat tori as functions on Pn/ GL(n;Z).
We now look at an arbitrary compact nonsingular Heisenberg-like nilmanifold
(ΓzG, m). Let g = zk n be the Lie algebra of G, where n = zK is the m-orthogonal com-
plement of the centre z. The fibres of the Riemannian submersion π : (ΓzG, m) Ñ Tn,mn
(see Proposition 1.10) onto the base torus Tn,mn = (Γnzn, mn) are totally geodesic. Hence
the spectrum of Tn,mn is part of the spectrum of (ΓzG, m), which can also be seen directly
in Corollary 1.14. This fact is reflected in the spectral ζ-function.
Recall that we split the spectral ζ-function of (ΓzG, m) into two parts ζB and ζF in
Theorem 2.5. Choose an orthonormal basis of (n, mn) and identify n with R2n by a linear
isometry. Let M P GL(2n;R) be a generator matrix for Γn = πn log Γ and Y = Id[M]
the corresponding Gram matrix, i.e., Γn = M ¨Z2n and Tn,mn is isometric to (Z2nzR2n, Y).
Then we have by Theorem 2.36, (2.58) and the definition of ζB in (2.8):
(2.60) Γ(s)ζB ((ΓzG, m) , s) =
´ 1
s
+
8ż
1
ÿ
λPΓn˚ zt0u
e´4π2}λ}2tts´1dt + Vol Tn,mn
(4π)n
8ż
1
ÿ
XPΓnzt0u
e´
}X}2
4 ttn´s´1dt =
´ 1
s
+
8ż
1
ÿ
mPZ2nzt0u
e´4π2Y´1[m]tts´1dt + det
(
4πY´1
)´1/2 8ż
1
ÿ
mPZ2nzt0u
e´
Y
4 [m]ttn´s´1dt
= π´sΓ(s)ζEp(4πY´1, s)´ det
(
4πY´1
)´1/2
s´ n
= (4π2)´sΓ(s)ζEp(Y´1, s)´ Vol Tn,mn
(4π)n
¨ 1
s´ n
= Γ(s)ζ(Tn,mn , s)´ Vol Tn,mn(4π)n ¨
1
s´ n .
The last term cancels the only pole of ζEp(4πY´1, s) and ζ(Tn,mn , s) respectively. Differ-
entiating (2.60) in s = 0 yields by (2.59)
ζ1B ((ΓzG, m) , 0) = 2 ln 2π + ζ1Ep(Y´1, 0) + Vol Tn,mn(4π)n ¨ n(2.61)
= ζ1(Tn,mn , 0) +
Vol Tn,mn
(4π)n ¨ n .
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DEFINITION AND REMARKS 2.39.
(i) We introduce certain special lattices in dimensions n = 2, 4, 8, 24. The first is the two
dimensional hexagonal lattice A2. A generator matrix for A2 (see [CS99, Ch. 4.6.2]) is
MA2 :=
(
1 ´1/2
0
?
3/2
)
.
In this representation the volume of A2 is det MA2 =
?
3/2. After normalising the
volume we obtain the following Gram matrix of determinant 1 for A2:
(2.62) Y2 =
1?
3
(
2 ´1
´1 2
)
.
The next is the four dimensional checkerboard lattice D4 := t(x1, x2, x3, x4) P Z4 | x1 +
x2 + x3 + x4 ” 0 (mod 2)u (see [CS99, Ch. 4.7.2] and Remark 2.41(ii)) for which a
generator matrix is given by
MD4 =
⎛⎜⎜⎜⎜⎝
1 1 0 0
0 1 1 0
0 0 1 1
1 0 0 ´1
⎞⎟⎟⎟⎟⎠ .
Here the volume is 2 and after normalization we obtain the corresponding Gram
matrix
(2.63) Y4 =
1?
2
⎛⎜⎜⎜⎜⎝
2 1 0 1
1 2 1 0
0 1 2 ´1
1 0 ´1 2
⎞⎟⎟⎟⎟⎠ .
A special eight dimensional lattice is E8 := t(x1, . . . , x8) | all xi P Z or xi P Z +
1
2 ,
ř
i xi ” 0 (mod 2)u (see [CS99, Ch. 4.8.1]), which is sometimes called the 8-
dimensional diamond lattice. A generator matrix is given by
(2.64) ME8 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 ´1 0 0 0 0 0 1/2
0 1 ´1 0 0 0 0 1/2
0 0 1 ´1 0 0 0 1/2
0 0 0 1 ´1 0 0 1/2
0 0 0 0 1 ´1 0 1/2
0 0 0 0 0 1 ´1 1/2
0 0 0 0 0 0 1 1/2
0 0 0 0 0 0 0 1/2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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Here, Vol E8 = 1. For the definition of the last special lattice we consider, we first
need to define the Golay code G24 (see [CS99, p. 84]). Its code words are those ϵ =
(ϵ1, . . . , ϵ24) P Z242 which are in the linear span of the rows of the matrix⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 0 1 0 0 0 1 1 1 0 1 1
1 1 1 0 1 0 0 0 1 1 1 0 1
1 0 1 1 0 1 0 0 0 1 1 1 1
1 1 0 1 1 0 1 0 0 0 1 1 1
1 1 1 0 1 1 0 1 0 0 0 1 1
1 1 1 1 0 1 1 0 1 0 0 0 1
1 0 1 1 1 0 1 1 0 1 0 0 1
1 0 0 1 1 1 0 1 1 0 1 0 1
1 0 0 0 1 1 1 0 1 1 0 1 1
1 1 0 0 0 1 1 1 0 1 1 0 1
1 0 1 0 0 0 1 1 1 0 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Here, empty spaces stand for 0. Now, the Leech lattice Λ24 is defined as the lattice
generated by all vectors of the form
1?
8
((´1)ϵ1 x1, . . . , (´1)ϵ24 x24) ,
with exactly one xj = ´3, xk = 1 for all 1 ď k ď 24 with k ‰ j and ϵ P G24 (see
[CS99, p. 131]). We remark that the Leech lattice has a surprisingly large number of
equivalent definitions, see [CS99]. In this representation, the volume of Λ24 is one,
see [CS99, p. 133].
(ii) For any lattice L Ă Rn, there is an associated lattice packing. This is the arrangement
of n-dimensional pairwise congruent, nonoverlapping but touching balls with cen-
tres the lattice points. Since the balls are not allowed to intersect but must touch,
their radius r (which is also called the packing radius) must be equal to one half of
the length of a shortest nonzero vector in L; that is, r = 12 m(Y)
1/2, where Y is a Gram
matrix for L. An important invariant of a lattice packing is its density ∆, which is
defined as the proportion of Rn that is occupied by the balls. The density is given
by the formula
(2.65) ∆ =
Vol B
( 1
2 m(Y)
1/2)
Vol L
=
Vn2´nm(Y)n/2
det Y1/2
,
where B
( 1
2 m(Y)
1/2) stands for the n-dimensional ball with centre 0, radius 12 m(Y)1/2
and volume Vn := Vol B(1). To see (2.65), let (v1, . . . , vn) be a basis of L and Y the
corresponding Gram matrix. The parallelotope P consisting of all points
řn
j=0 θjvj
with 0 ď θj ă 1 for all j is a fundamental domain for L and there is exactly one point
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of L that is contained in P, namely 0. This implies that
Rn =
ď
vPL
(v + P) .
On the other hand, the set ď
vPL
(
v + B
(
1
2 m(Y)
1/2
))
is precisely the lattice packing associated with L, so that
∆ =
Vol B
( 1
2 m(Y)
1/2)
Vol P
=
Vol B
( 1
2 m(Y)
1/2)
det Y1/2
.
The lattice packing problem is to find the (volume normalised) lattice L with highest
density ∆. Note that by (2.65) maximising ∆ is equal to maximising m(¨), i.e., the
lattice packing problem can be reformulated as finding the lattice with the longest
shortest vector. In case there is a unique solution to the lattice packing problem in
dimension n, we will denote it by Ln (with Gram matrix Yn),i.e., Ln is the unique
solution (up to euclidean isometries fixing 0) to the problem
(2.66) m(Yn) ě m(Y) for all Y P SPn/ GL(n;Z)
with equality if and only if [Y] = [Yn].
(iii) The lattice packing problem has been solved in dimensions n = 1, 2, . . . , 8 and
n = 24. The lattices introduced in (i) are precisely the solutions in their respective
dimension 2, 4, 8, 24. In particular, each of the lattices introduced in (i) is the unique
global maximum of m(¨) in SPn/ GL(n;Z). For the hexagonal lattice A2 and the
checkerboard lattice D4 this fact can be found in [CS99, Ch. 1 § 1.4], for the lattice
E8 in [CS99, Ch. 4 § 8.1]. That Λ24 is the unique lattice in dimension 24 maximising
∆ was proved in [CK09]. We remark that all known solutions of the lattice packing
problem have large isometry groups (see [CS99]).
DEFINITION 2.40. We call a 2n-dimensional lattice L symplectic if it admits a Gram matrix
of the form
(2.67) Y =
(
W 0
0 W´1
)[(
Id ´X
0 Id
)]
=
(
Id 0
´X Id
)(
W 0
0 W´1
)(
Id ´X
0 Id
)
,
where W P Pn and X P M(n;R) is symmetric.
REMARK 2.41.
(i) Note that the matrices on the right hand side of (2.67) are all symplectic. Indeed(
Id ´X
0 Id
)(
0 Id
´Id 0
)(
Id 0
´X Id
)
=
(
X Id
´Id 0
)(
Id 0
´X Id
)
= J ,
112 2. ζ-FUNCTIONS AND HEIGHTS
and(
W 0
0 W´1
)(
0 Id
´Id 0
)(
W 0
0 W´1
)
=
(
0 W
´W´1 0
)(
W 0
0 W´1
)
= J .
Hence, if a lattice L is symplectic it admits a Gram matrix Y P P2˚n. On the other
hand, every Y P P2˚n has partial Iwasawa coordinates as in (2.67), i.e., can be put
into the form on the right hand side of (2.67) (see [Ter88, Chapter V, Lemma 2]).
Hence, a lattice L is symplectic if and only if it admits a Gram matrix Y P P2˚n.
We call a lattice L isodual if there is a euclidean isometry σ fixing 0 such that
σ(L) = L˚. A symplectic lattice is necessarily isodual. In fact, if L is symplectic with
symplectic Gram matrix Y, then
tYJY = YJY = J ,
so that
Y´1 = t JYJ = Y[J] ,
i.e., Y´1, which is the Gram matrix of L˚, can be obtained from Y through a (sym-
plectic) change of basis (via J P Sp(2n;Z)).
(ii) It was shown in [BS94, Appendix 2] that, among others, D4, E8 and Λ24 are sym-
plectic lattices. A symplectic Gram matrix for D4 is given by
Y4 =
(
Id 0
´X Id
)(
W 0
0 W´1
)(
Id ´X
0 Id
)
with
X =
1
3
(
1 ´2
´2 1
)
, W =
1?
2
(
2 1
1 2
)
.(2.68)
An easy calculation shows that Y4 is exactly the Gram matrix given in (2.63).
Furthermore, for 2n = 8, 24 we let Y2n P P2˚n be a Gram matrix for L2n, i.e., Y8 is
a symplectic Gram matrix for E8 and Y24 is a symplectic Gram matrix for Λ24. Note
that every two-dimensional lattice with volume one is symplectic since Sp(2;R) =
SL(2;R) and thus P2˚ = SP2. In particular, the hexagonal lattice is symplectic. A
symplectic Gram matrix Y2 for A2 is given in (2.62).
THEOREM 2.42 ([OPS88b, Corollary 1(b)]). The height of flat tori ζ1(¨, 0) on SP2/ GL(2;Z)
attains a strict global minimum at Y2, i.e., is globally minimised at the flat torus corresponding to
the hexagonal lattice.
3. EXTREMAL METRICS 113
THEOREM 2.43 ([Ran53],[Cas63],[Cas59],[Dia64],[Enn64a]).
For all s ą 0 and [Y] P SP2/ GL(2;Z) one has
ζEp(Y, s)´ ζEp(Y2, s) ě 0 ,(2.69)
with equality if and only if [Y] = [Y2].
REMARK 2.44.
(i) It follows from isoduality of the hexagonal lattice and (2.58) that (2.69) is also valid
if one replaces Epstein’s ζ-function by the spectral ζ-function of flat tori.
(ii) Note that Theorem 2.43 did not exclude the point s = 2/2 = 1 from its statement,
although it is a pole of Epstein’s ζ-function. In fact, (2.55) shows that the poles on
the left hand side of (2.69) cancel. Thus, we get a statement about the finite part
of Epstein’s ζ-function at s = 1. Using (2.56) and (2.59) one can show that this
statement is equivalent to Theorem 2.42.
THEOREM 2.45 ([SS06, Theorem 1]). For n = 4, 8 and 24 and s ą 0, ζEp(¨, s) has a strict local
minimum at Yn, as does the height of flat tori ζ1(¨, 0).
REMARK 2.46. As in the case of the hexagonal lattice above, it follows from isoduality of
Ln with n P t4, 8, 24u and (2.58) that we can replace Epstein’s ζ-function with the spectral
ζ-function of flat tori in the last theorem.
CONJECTURE 2.47 (P. Sarnak). The height of flat tori ζ1(¨, 0) on the moduli space
SPn/ GL(n;Z) of n-dimensional flat tori with volume one attains a global minimum
at the torus corresponding to a lattice with the longest minimal vector.
REMARK 2.48. Theorem 2.43, Theorem 2.45 and work by Ennola [Enn64b] in dimension
3 raise the question if the analog of Sarnak’s conjecture is true for Epstein’s ζ-function at
positive s, i.e., if
ζEp(Y, s)´ ζEp(Yn, s) ě 0 for all s ą 0 ,(2.70)
with equality if and only if [Y] = [Yn] P SPn/ GL(n;Z), where Yn is a Gram matrix for a
solution Ln of the lattice packing problem. In fact, this was conjectured by R. A. Rankin
(see [Chi97]).
An observation by Sarnak and Strömbergsson (see [SS06], page 117) shows that (2.70)
is in general false. A necessary criterion for (2.70) to hold is that the vector lengths of Ln
are exactly the same as those of Ln˚: #tm P Zn |Yn[m] = yu = #tm P Zn |Y´1n [m] = yu
for all y ě 0. For if we let G(s) := π´sΓ(s)ζEp(Yn, s)´ π´sΓ(s)ζEp(Y´1n , s) then G(s) =
´G(n/2´ s) by (2.56). Hence, G is either identically zero or changes sign. If G is identi-
cally zero, then with formula (2.55) one can see that the vector lengths of Ln and Ln˚ must
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be the the same. If G changes sign then (2.70) fails. In dimension 3, the unique solution
of the lattice packing problem is the face centered cubic lattice L3 = f cc with dual the body
centered cubic lattice L3˚ = bcc. For these, we have m(L3) ą m(L3˚ ), see [CS99, Ch. 4 § 6.3].
In particular, the vector lengths of L3 and L3˚ are not the same. Hence, (2.70) fails if n = 3.
Note that above necessary criterion is satisfied by all isodual lattices. In particular, by
D4, E8 and Λ24.
3.2. Extremal Metrics of The Height of normalised Heisenberg Manifolds. Our
first result concerns the case of normalised manifolds of Heisenberg type.
THEOREM 2.49.
(i) Let r P D1 = N, Y2,r := r1/2Y2
[
δ´1r
]
and s P (0,8)z sing(dim H1) = (0,8)zt3/2, 1/2u.
Then on SMr,HT1 both [m] ÞÑ ζ((ΓrzH1, m), s) and [m] ÞÑ ζ1((ΓrzH1, m), 0) have a strict
global minimum at [m] = [(Y2,r, r´1)].
(ii) Let 2n P t4, 8, 24u, s P (0,8)z sing(dim Hn) and denote 1 = (1, 1, . . . , 1) PNn. Then on
the moduli space SM1,HTn the spectral ζ-function [m] ÞÑ ζ((Γ1zHn, m), s) and the height
[m] ÞÑ ζ1((Γ1zHn, m), 0) have a strict local minimum at [m] = [(Yn, 1)].
PROOF. Let n PN, r P Dn and m = (h, g) P SMrn. We split the ζ-function and height
into the respective sums
ζ((ΓrzHn, (h, g)), s) = ζB((ΓrzHn, (h, g)), s) + ζF((ΓrzHn, (h, g)), s) ,
ζ1((ΓrzHn, (h, g)), 0) = ζ1B((ΓrzHn, (h, g)), 0) + ζ1F((ΓrzHn, (h, g)), 0) ,
from Theorem 2.5 and Corollary 2.6. Recall that h[δr] is the Gram matrix of Γrn Ă (n, h).
By Observation 2.38 we have
Γ(s)ζB((ΓrzHn, (h, g)), s) = (4π2)´sΓ(s)ζEp
(
h´1
[
δ´1r
]
, s
)
´ Vol Tn,h
(4π)n
¨ 1
s´ n ,
ζ1B((ΓrzHn, (h, g)), 0) = 2 ln 2π + ζ1Ep
(
h´1
[
δ´1r
]
, 0
)
+
Vol Tn,h
(4π)n ¨ n
= ζ1(Tn,h, 0) +
Vol Tn,h
(4π)n ¨ n .
On SMr,HTn the function [m] ÞÑ ζF((ΓrzHn, m), s) is constant (see Remark 2.8) and we
have g = |Γr|´2/(n + 1) and h P P2˚n(g1/2 ¨ Id) for all m = (h, g) P SMr,HTn (see Remark 1.71).
It follows that on SMr,HTn the functions [(h, g)] ÞÑ ζ((ΓrzHn, (h, g)), s) and [(h, g)] ÞÑ
ζ1((ΓrzHn, (h, g)), 0) have a strict global/local minimum if and only if
P2˚n(g1/2)/Πr Q [h] ÞÑ ζEp
(
h´1
[
δ´1r
]
, s
)
and P2˚n(g1/2)/Πr Q [h] ÞÑ ζ1 (Tn,h, 0), respec-
tively, have a strict global/local minimum.
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By Remark 2.41 the lattices L4 = D4, L8 = E8 and L24 = Λ24 are symplectic and thus,
in particular, isodual. Note that δ1 = Id. It follows from Theorem 2.45 and the above that
SM1,HTn Q [(h, 1)] ÞÑ ζ((Γ1zHn, (h, 1)), s) and
SM1,HTn Q [(h, 1)] ÞÑ ζ1((Γ1zHn, (h, 1)), 0)
have a strict local minimum at [(h, 1)] = [(Yn, 1)] for 2n P t4, 8, 24u. This proves (ii).
To prove (i) let us first see why [(Y2,r, r´1)] P SMr,HT1 : Since Sp(2;R) = SL(2;R) we
have r´1/2SP2 = r´1/2P2˚ = P2˚ (r´1/2 ¨ Id). From this and det Y2,r = r det δ´2r det Y2 =
r´1 ¨ det Y2 = r´1 ¨ 1 it follows that Y2,r P P2˚ (r´1/2 ¨ Id), and hence [(Y2,r, r´1)] P SMr,HT1 .
Further, we have
ζEp
(
Y´12,r
[
δ´1r
]
, s
)
= ζEp
(
r´1/2Y´12 [δr]
[
δ´1r
]
, s
)
= rs/2ζEp
(
Y´12 , s
)
= rs/2ζEp (Y2, s) ,
where the last equality holds since L2 is symplectic and thus, in particular, isodual, and
ζ1(Tn,Y2,r , 0) = 2 ln 2π + ζ
1
Ep
(
Y´12,r
[
δ´1r
]
, 0
)
= 2 ln 2π + 12 ln r ¨ ζEp
(
Y´12 , 0
)
+
+ ζ1Ep
(
Y´12 , 0
)
= ´12 ln r + ζ1((Z2zR2, Y2), 0) .
The claim now follows from Theorems 2.43 and 2.42. 
We now return to general normalised Heisenberg manifolds.
THEOREM 2.50. Let n P N, r P Dn, s P (0,8)z sing(dim Hn) and [m0] = [(h0, g0)] P
SMrn be a (strict) local/global minimum/maximum for the ζ-function [m] ÞÑ ζ((ΓrzHn, m), s)
or the height [m] ÞÑ ζ1((ΓrzHn, m), 0) on SMrn or SMrn,C. Then [h0] is a (strict) local/global
minimum/maximum for
P2˚n(h0)/Πr Q [Y] ÞÑ ζEp
(
Y´1
[
δ´1r
]
, s
)
or
P2˚n(h0)/Πr Q [Y] ÞÑ ζ1((Z2nzR2n, Y[δr]), 0) , respectively.
Recall from Observation 2.38 that ζEp
(
Y´1
[
δ´1r
]
, s
)
= (4π2)sζ((Z2nzR2n, Y[δr]), s)
and ζ1((Z2nzR2n, Y[δr]), 0) = 2 ln 2π + ζ1Ep
(
Y´1
[
δ´1r
]
, 0
)
.
PROOF. Let us first mention why the above maps are well-defined. By definition (see
(1.29)) we have Πr = δr ¨GL(2n;Z) ¨ δ´1r XĂSp(2n;Z). Hence, the map
P2˚n(h0)/Πr Ñ P2n/ GL(2n;Z)
[Y] ÞÑ [Y´1[δ´1r ]]
is well-defined. By Remark 2.35, ζEp is well-defined on P2n/ GL(2n;Z).
We abbreviate “local/global minimum/maximum” to “glocal mimax”. Also, our ar-
gument involves only ζH((ΓrzHn, ¨), s) and ζEp (¨, s). The respective statements about the
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s-derivatives of these functions are obtained completely analogously; see the formula for
ζ1 in the proof of Theorem 2.49.
If [(h0, g0)] P SMrn is a glocal mimax for [m] ÞÑ ζ((ΓrzHn, m), s) on SMrn then it is still a
glocal mimax of [m] ÞÑ ζ((ΓrzHn, m), s) if we restrict the domain to
D := t[(h, g0)] | h P P2˚n(h0)u .
By Proposition 1.49, Proposition 1.48 and the definition of D we have
c(h,g0)n = g
1/2
0 dn(h) = g
1/2
0 dh(h0) = c
(h0,g0)
n
for all [(h, g0)] P D, where cmn was defined in Definition 1.3(iii). It follows from Propo-
sition 1.12(b) that the sectional curvature satisfies K(h,g0)σ ď C for all [(h, g0)] P D, i.e.,
D Ă SMrn,C. Hence, the above statement is also true if one replaces SMrn by SMrn,C.
Now we split ζ((ΓrzHn, m), s) into the sum
ζ((ΓrzHn, m), s) = ζB((ΓrzHn, m), s) + ζF((ΓrzHn, m), s)
from Theorem 2.5. By Remark 2.8 the function [m] ÞÑ ζF((ΓrzHn, m), s) is constant on D.
Furthermore, by Observation 2.38 the function [(h, g)] ÞÑ ζB((ΓrzHn, (h, g)), s) is given
by
Γ(s)ζB((ΓrzHn, (h, g)), s) = (4π2)´sΓ(s)ζEp
(
h´1
[
δ´1r
]
, s
)
´ det(4πh
´1 [δ´1r ])´1/2
s´ n .
The statement now follows from det h = det h0 for all h P P2˚n(h0). 
REMARK 2.51. In light of Sarnak’s Conjecture (see Conjecture 2.47), the last theorem sug-
gests that natural places to look for global/local minima are those normalised Heisenberg
manifolds (ΓrzHn, (h, g)) whose base torus Tn,h = (ΓrnzR2n, h) is isometric to L2nzR2n,
where L2n is as in 2.39(ii). However, one has to be careful: While the isometry class
of the torus Tn,h, or equivalently of the Gram matrix h[δr], is invariant under the ac-
tion of Gr = δr GL(2n;Z)δ´1r on P2n Q h, the isometry class of h as part of the metric
of the normalised Heisenberg manifold (ΓrzHn, (h, g)) is invariant only under the ac-
tion of Πr = ĂSp(2n;R)X δr GL(2n;Z)δ´1r . This means that, e.g., natural candidates for
minima of [(h, g)] ÞÑ ζ1((Γ(1,1)zH2, (h, g), 0) on SM(1,1)2 are not only metrics of the form
(g´1/40 Y4, g0), where g0 P (0,8) and Y4 is the symplectic Gram matrix for the checkerboard
lattice D4 from Remark 2.41(ii), but also all metrics of the form (g
´1/4
0
tGY4G, g0) with
G P U, where U is a complete set of representatives of Π(1,1)zG(1,1) = ĂSp(4;Z)zGL(4;Z).
THEOREM 2.52. Let s P (0,8)zt3/2, 1/2u and r P D1 = N. Let [(h0, g0)] be a global minimum
of one of the following three functions:
(i) SMr1 Q [m] ÞÑ ζ1((ΓrzHn, m), 0),
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(ii) SMr1 Q [m] ÞÑ ζ((ΓrzHn, m), s) if s P (0, 1/2),
(iii) SMr1,C Q [m] ÞÑ ζ((ΓrzHn, m), s) if s P (1/2,8)zt3/2u.
The existence of global minima in the cases (i) and (ii) is asserted by Theorem 2.11(iii) and (iv),
respectively. The existence of a global minimum in case (iii) is guaranteed by Theorem 2.30(iv).
Then [h0] =
[
g´1/20 Y2[δ´1r ]
]
, i.e., the base torus Tn,h0 » (Z2zR2, g´1/20 Y2) corresponds to a
rescaled hexagonal lattice.
PROOF. We only prove case (i). The other two cases can be obtained with minor
changes. By Theorem 2.50 we know that [h0] must be a global minimum for
P2˚ (h0)/Πr Q [Y] ÞÑ ζ1
(
(Z2zR2, Y[δr]), 0
)
= 2 ln 2π + ζ1Ep
(
Y´1
[
δ´1r
]
, 0
)
.(2.71)
By rescaling (see Remark 2.37) we see that
[
r ¨ g1/20 h0
]
is a global minimum for
P2˚
(
r ¨ g1/20 h0
)
/Πr Q [Y] ÞÑ ζ1
(
(Z2zR2, Y[δr]), 0
)
.
Note that r ¨ g1/20 h0 P SL(2;R) = Sp(2;R), hence P2˚
(
r ¨ g1/20 h0
)
= SP2 =
tY P P2 | det Y = 1u. By Theorem 2.42 we necessarily have[
r´1 ¨
(
r ¨ g1/20 h0
)
[δr]
]
=
[
g1/20 h0 [δr]
]
= [Y2] in SP2/ GL(2;Z) ,
which is equivalent to
[h0] =
[
g´1/20 Y2
[
δ´1r
]]
in P2/Πr .

In the context of Theorem 2.52, note that we do not know for which g0 P (0,8) the
minimal value of ζ1(¨, 0) or ζ(¨, s) is achieved, although its existence is guaranteed as
stated in the theorem.
As we have mentioned above, natural places to look for minima of ζ1(¨, 0) are those
normalised Heisenberg manifolds, which have as base torus a version of L2nzR2n. On
these last pages we present some calculations that suggest that there exists g0 P (0,8)
such that
[(
g´1/40 Y4, g0
)]
P SM(1,1)2 is a minimum for ζ1((Γ(1,1)zH2, ¨), 0). While we can-
not prove that this metric is a minimum, we present these calculations in the hopes that
they turn out useful to someone.
We already know that Y4 is a local minimum for
SP4 Q Y ÞÑ ζ1B
(
(Γ(1,1)zH2, (Y, 1)), 0
)
= ζ1
(
(Z4zR4, Y), 0
)
+
det Y
(4π)2 ¨ 2
by (2.61) and Theorem 2.45, and we will show that Y4 is a critical point for SP4 Q Y ÞÑ
ζ1F((Γ(1,1)zH2, (Y, 1)), 0). Unfortunately, we are unable to prove that it is a (nonstrict) local
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minimum (recall that Y ÞÑ ζ1F((Γ(1,1)zH2, (Y, 1)), 0) is constant on P4˚ (Id) = P4˚ Ă SP4
by Remark 2.8).
First, we recall the formula for ζ1F((Γ(1,1)zH2, (h, 1)), 0) with h P P4 from Corollary 2.6:
(2.72) ζ1F((Γ(1,1)zH2, (h, 1)), 0) =
1
(4π)2
8ż
1
ÿ
λPZzt0u
s(h,1)V,t (λ)t
´3 dt + 1
(4π)5/2
1ż
0
ÿ
XPZzt0u
σ
(h,1)
X (t)t
´7/2dt
+
1
(4π)5/2
⎛⎝ 1ż
0
(
σ
(h,1)
0 (t)´ T2+0[σ(h,1)0 ](t)
)
t´7/2 dt +
2ÿ
j=0
a(h,1)j
j´ 5/2
⎞⎠ ,
where T2+0[σ
(h,1)
0 ](t) =
ř2
j=0 a
(h,1)
j t
j. Also, recall formulas (1.42) and (1.43):
s(h,1)V,t : z = R Q λ ÞÑ e´4π
2λ2t
2ź
j=1
2πλdj(h)t
sinh
(
2πλdj(h)t
) P R ,
σ
(h,1)
X : [0,8) Q t ÞÑ π´1/2
ż
R
e
´ i?
t
X¨ξ
e´ξ2
2ź
j=1
?
tdj(h)ξ
sinh
(?
tdj(h)ξ
)dξ P R ,
where we have used c(h,1)j = dj(h) (see Proposition 1.49).
We will show that h = Y4 P P4 is a critical point for each term in the above formula
for ζ1F. Recall the following from Chapter 1, Section 2. The tangent spaces of SP4 and P4˚
at the identity are given by
TIdSP4 = q4 =
␣
X P M(4;R) | tX = X, tr X = 0( ,
TIdP4˚ = p4 = q4 X sp(4;R) =
␣
X P M(4;R) | tX = X, XJ + JX = 0( .
The Riemannian metric on SP4 and P4˚ is invariant under the SL(4;R)- and Sp(4;R)-
action, respectively. On q4 Ă p4 it is given by (X, Y) ÞÑ tr(XY). The matrix exponential
map exp : q4 Ñ SP4 is a diffeomorphism with exp(p4) = P4˚ . Moreover, exp maps the
lines through 0 to geodesics through Id. In particular, P4˚ is a totally geodesic submani-
fold of SP4.
Denote by Ei,j P M(4;R) the elementary matrix with a 1 in the i-th row and j-th
column and 0 everyhwere else.
PROPOSITION 2.53. Let
H1 :=
1?
2
(E1,1 ´ E3,3) , H2 := 1?
2
(E2,2 ´ E4,4) ,
G1,2 :=
1
2
(E1,2 + E2,1 ´ E3,4 ´ E4,3) , K1 := 1?
2
(E1,3 + E3,1) ,
3. EXTREMAL METRICS 119
K2 :=
1?
2
(E2,4 + E4,2) , L1,2 :=
1
2
(E1,4 + E2,3 + E3,2 + E4,1) ,
M :=
1
2
(E1,1 ´ E2,2 + E3,3 ´ E4,4) , N := 12 (E1,4 ´ E2,3 ´ E3,2 + E4,1) ,
P :=
1
2
(E2,1 + E1,2 + E3,4 + E4,3) .
With respect to the innder product (X, Y) ÞÑ tr(XY), the tuple (H1, H2, G1,2, K1, K2, L1,2) con-
stitutes an orthonormal basis of p4 and (M, N, P) is an orthonormal basis of the orthogonal com-
plement of p4 in q4.
PROOF. We only remark that Ei,jEk,l = δj,kEi,l and leave the simple but tedious calcu-
lations needed to prove the claim to the disbelieving reader. 
DEFINITION AND REMARKS 2.54. We define two maps ϕ : R3 Ñ q4 and Φ : R3 Ñ P4 by
ϕ : R3 Q x = (u, v, w) ÞÑ u ¨ M + v ¨ N + w ¨ P =
⎛⎜⎜⎜⎜⎝
u/2 w/2 0 v/2
w/2 ´u/2 ´v/2 0
0 ´v/2 u/2 w/2
v/2 0 w/2 ´u/2
⎞⎟⎟⎟⎟⎠ ,
Φ : R3 Q x = (u, v, w) ÞÑ Y1/24
8ÿ
j=0
ϕ(x)j
j!
Y1/24 = (exp ϕ(x))
[
Y1/24
]
.
By Proposition 2.53 the image of ϕ is the orthogonal complement of p4 in q4. Since Y4 is
symplectic, so is any power of it (see, e.g., [dG06, Chapter 2]), in particular Y1/24 . More-
over, Y1/24 acts isometrically on P4 and thus leaves P4˚ invariant. It follows that the image
of the differential dΦ0 is precisely the orthogonal complement of TY4P4˚ Ă TY4SP4.
Note that ϕ(x)2 = 14}x}2 ¨ Id. It follows that
exp ϕ(x) =
8ÿ
j=0
ϕ(x)2j
(2j)!
+
8ÿ
j=0
ϕ(x)2j+1
(2j + 1)!
=
8ÿ
j=0
( 1
2}x}
)2j
(2j)!
¨ Id+
8ÿ
j=0
( 1
2}x}
)2j
(2j + 1)!
ϕ(x)
= cosh
( 1
2}x}
) ¨ Id+ sinh ( 12}x}) ϕ(x)1
2}x}
.(2.73)
Hence,
Φ(x) = cosh
( 1
2}x}
) ¨Y4 + sinh ( 12}x})1
2}x}
¨Y1/24 ϕ(x)Y1/24 .
PROPOSITION 2.55. We have d1(Φ(x)) = e´1/2}x} and d2(Φ(x)) = e1/2}x}.
PROOF. By definition the numbers ˘idj(Φ(x)), j = 1, 2, are the eigenvalues of
Φ(x)´1 J = Y´1/24 exp(´ϕ(x))Y´1/24 J „ exp ϕ(´x)Y´1/24 JY´1/24 = exp ϕ(´x)J ,
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where the last equality holds since Y1/24 is symplectic, see [dG06, Chapter 2]. An easy
calculation shows that J commutes with ϕ(´x) = ´ϕ(x) for all x P R3. Hence, J also
commutes with exp ϕ(´x) for all x P R3. The +i eigenspace Ei of J is spanned by v1 :=
e1 + ie3 and v2 := e2 + ie4 where (e1, e2, e3, e4) is the standard basis of C4. Since exp ϕ(´x)
and J commute, exp ϕ(´x) leaves Ei invariant and we have
exp ϕ(´x)v1 =
(
cosh
( 1
2}x}
)´ sinh ( 12}x})1
2}x}
x1
2
)
v1 ´ sinh
( 1
2}x}
)
1
2}x}
x3 ´ ix2
2
v2 ,
exp ϕ(´x)v2 =
(
cosh
( 1
2}x}
)
+
sinh
( 1
2}x}
)
1
2}x}
x1
2
)
v2 ´ sinh
( 1
2}x}
)
1
2}x}
x3 + ix2
2
v1 .
This means that in the basis (v1, v2) of Ei the linear map (exp ϕ(´x))ˇˇEi has the matrix
representation
A :=
⎛⎜⎜⎜⎝
cosh
( 1
2}x}
)´ sinh( 12 }x})1
2 }x}
x1
2 ´
sinh
( 1
2 }x}
)
1
2 }x}
x3+ix2
2
´ sinh
( 1
2 }x}
)
1
2 }x}
x3´ix2
2 cosh
( 1
2}x}
)
+
sinh
( 1
2 }x}
)
1
2 }x}
x1
2
⎞⎟⎟⎟⎠ .
The matrix A has eigenvalues
λ1 =
1
2 tr A +
b
(tr A)2
4 ´ det A = cosh
( 1
2}x}
)
+
b
cosh2
( 1
2}x}
)´ 1
= cosh
( 1
2}x}
)
+ sinh
( 1
2}x}
)
= e1/2}x}
and
λ2 =
1
2 tr A´
b
(tr A)2
4 ´ det A = cosh
( 1
2}x}
)´bcosh2 ( 12}x})´ 1
= cosh
( 1
2}x}
)´ sinh ( 12}x}) = e´1/2}x} ,
from which d1(Φ(x)) = e´1/2}x} and d2(Φ(x)) = e1/2}x} follows. 
LEMMA 2.56. Let T2+0
[
σ
(Φ(x),1)
0
]
(t) = a0 + a1(x)t + a2(x)t2. Then
a0(x) ” 1 , a1(x) = ´16 cosh }x} , a2(x) = 1120
(
7 cosh2 }x} ´ 1
)
.
In particular, T2+0
[
σ
(Φ(x),1)
0
]
(t) has a local maximum at x = 0 for every t P (0, 1].
PROOF. Recall that c(h,1)j = dj(h). Hence, by Lemma 1.90 we have a0 = 1, a1(x) =
´ 112
(
d1(Φ(x))2 + d2(Φ(x))2
)
and
a2(x) = 1480
(
7
(
d1(Φ(x))2 + d2(Φ(x))2
)2 ´ 4d1(Φ(x))2d2(Φ(x))2) .
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By the last proposition we have d1(Φ(x)) = e´1/2}x} and d2(Φ(x)) = e1/2}x}, from which
the claimed formulas follow. By [OLBC10, 4.33.2] we have cosh }x} = 1 + 12}x}2 +
O(}x}4). Hence cosh2 }x} = 1+ }x}2 +O(}x}4). It follows that
T2+0
[
σ
(Φ(x),1)
0
]
(t) =
(
1´ t
6
+
t2
20
)
+
(
´ t
12
+
7 ¨ t2
120
)
¨ }x}2 +O(}x}4) for all t ě 0 .
Since the solutions of ´t/12 + 7/120 ¨ t2 = 0 are t = 10/7 ą 1 and t = 0 and since
the coefficient of t2 is positive, ´t/12 + 7/120 ¨ t2 ă 0 for all t P (0, 1]. In particular,
T2+0
[
σ
(Φ(x),1)
0
]
(t) has a local maximum at x = 0 for every t P (0, 1]. 
COROLLARY 2.57. The function
x ÞÑ
2ÿ
j=0
aj(x)
´5/2 + j
has a local maximum at x = 0.
PROOF. By the last lemma we have
2ÿ
j=0
aj(x)
´5/2 + j = ´
2
5
+
1
9
cosh }x} ´ 1
60
(
7 cosh2 }x} ´ 1
)
.
Using the expansions cosh }x} = 1+ 12}x}2 +O(}x}4) and cosh2 }x} = 1+ }x}2 +O(}x}4)
we obtain
2ÿ
j=0
aj(x)
´5/2 + j = ´
7
18
´ 11
180
}x}2 +O(}x}4) ,
from which the claim follows. 
PROPOSITION 2.58. For any τ P Rzt0u the function
R3 Q x ÞÑ τd1(Φ(x))
sinh (τd1(Φ(x)))
τd2(Φ(x))
sinh (τd2(Φ(x)))
has a local maximum at x = 0. Consequently, the functions σ(Φ(x),1)0 (t) and8ş
1
ř
λPZzt0u s
(Φ(x),1)
V,t (λ)t
´3dt have local maxima in x = 0.
PROOF. We abbreviate dj(Φ(x)) to dj(x) and start by transforming the function. For
this, let τ P Rzt0u be arbitrary. Then we have
τd1(x)
sinh (τd1(x))
τd2(x)
sinh (τd2(x))
=
4τ2(
eτd1(x) ´ e´τd1(x)) (eτd2(x) ´ e´τd2(x))
=
2τ2
cosh (τ(d1(x) + d2(x)))´ cosh (τ (d1(x)´ d2(x)))
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=
2τ2
cosh (2τ cosh }x})´ cosh (2τ sinh }x}) =:
2τ2
F(x)
.
The function f : R Q t ÞÑ cosh (2τ cosh t)´ cosh (2τ sinh t) is even, smooth in t = 0 and
clearly F(x) = f (}x}). Hence, F is differentiable in x = 0 and has a local minimum in
x = 0 if and only if f has a local minimum in t = 0. Since f is even, f 1 is odd and t = 0 a
critical value of f . We compute f 2(0):
f 2(0) = d
dt
ˇˇ
t=0
(2τ sinh (2τ cosh t) sinh t´ 2τ sinh (2τ sinh t) cosh t)
=
(
4τ2 cosh (2τ cosh t) sinh2 t + 2τ cosh t sinh (2τ cosh t)
´ 4τ2 cosh (2τ sinh t) cosh2 t´ 2τ sinh t sinh (2τ sinh t)
)ˇˇ
t=0
= 2τ sinh(2τ)´ 4τ2 = 2τ
8ÿ
j=0
(2τ)2j+1
(2j + 1)!
´ 4τ2 =
8ÿ
j=0
(4τ2)j+1
(2j + 1)!
´ 4τ2 ą 0 .
So the function F has indeed a local minimum in x = 0. This in turn means that 2τ
2
F(x) has
a local maximum in x = 0. Since τ ‰ 0 was arbitrary, any summation or integration over
values of τ leaves x = 0 a local maximum. 
COROLLARY 2.59. The point x = 0 is a critical point of
1ş
0
ř
XPZzt0u
σ
(Φ(x),1)
X (t)t
´7/2dt.
PROOF. By formula (1.43) we have
1ż
0
ÿ
XPZzt0u
σ
(Φ(x),1)
X (t)t
´7/2dt(2.74)
=π´1/2
1ż
0
ÿ
XPZzt0u
ż
R
e
´ i?
t
X¨ξ
e´ξ2 F(t, ξ, x)dξt´7/2dt .
where
F(t, ξ, x) :=
2ź
j=1
?
tdj(Φ(x))ξ
sinh
(?
tdj(Φ(x))ξ
) .
It follows from Proposition 2.58 that x = 0 is a critical point of R3 Q x ÞÑ F(t, ξ, x) for all
t ě 0 and ξ P R, and hence also of (2.74). 
By (2.72) we have proved that h = Y4 is a critical point for SP4 Q h ÞÑ
ζ1F((Γ(1,1)zH2, (h, 1)), 0). Since we already knew that h = Y4 is a critical point of SP4 Q
h ÞÑ ζ1B((Γ(1,1)zH2, (h, 1)), 0), we have proved the following theorem.
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THEOREM 2.60. The metric h = Y4 is a critical point of the function
SP4 Q h ÞÑ ζ1F((Γ(1,1)zH2, (h, 1)), 0) P R .
In particular, h = Y4 is a critical point of the function
SP4 Q h ÞÑ ζ1((Γ(1,1)zH2, (h, 1)), 0)
= ζ1B((Γ(1,1)zH2, (h, 1)), 0) + ζ1F((Γ(1,1)zH2, (h, 1)), 0) P R .
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