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Cilj te magistrske naloge je izdelava sistema, ki omogoča komunikacijo in
asistenco na daljavo pri izvajanju vzdrževalnih ali sestavljalnih del z uporabo
obogatene resničnosti.
Realiziran je bil sistem, ki z uporabo RTP in RTSP protokolov omogoča
dvosmerno avdio-vizualno komunikacijo med uporabniki, s pomočjo TCP vtičnic
(angl. socket) pa omogoča tudi izmenjavo podatkov o obravnavanih sistemih in
obogatitvah. Izdelan je bil aplikacijski strežnik, ki skrbi za izmenjavo podatkov
in spletni vmesnik, ki omogoča dostop do audio-video vsebin iz oddaljene na-
prave. Na drugi strani je bila izdelana aplikacija za prosojna očala za obogateno
resničnost, ki komunicira z našim strežnikom. Testna aplikacija je namenjena
asistenci pri vzdrževanju električnih omaric ali za njihovo sestavljanje.





The goal of this thesis is the development of a system that allows the user to
communicate and assist with maintenance and assembly tasks over long distances
with the help of augmented reality.
The developed system uses RTP and RTSP protocols to allow audio-visual
communication. Using TCP sockets it also allows for exchanging data about the
device under assembly, the remote system being worked on and augmentation
data. To that end an application server was implemented which exchanges data
between the device and web interface which displays the audio-visual data from
a remote device. On the other side an augmented reality app for use with see-
through augmented reality glasses was developed. The test application is used
for assisstance in electrical control systems maintenance or assembly.





Cilj naloge je izdelava sistema obogatene resničnosti, ki omogoča asistenco na
daljavo pri sestavljalnih ali vzdrževalnih delih. Sistemi obogatene resničnosti se v
industrijskih okoljih pojavljajo vse pogosteje, saj je trenutno aktualna industrija
4.0, ki v proizvodne procese uvaja zmes resničnosti in navideznih vsebin [14, 15].
Poleg tega daje močan poudarek spletu stvari in spletu storitev. Naš sistem
spada pod splet storitev, saj z uporabo novih tehnologij in spleta omogoča prenos
znanja na daljavo, brez potrebe po prisotnosti novih zaposlenih in zaposlenih z
ustreznimi znanji na isti fizični lokaciji. Zaradi uporabe obogatene resničnosti je
sistem bolj intuitiven in preprosteǰsi za uporabo, komunikacija ciljev posameznih
nalog pa bolj konkretna.
Naš sistem mora za dosego ciljev omogočati dve ključni stvari:
• Avdio-vizualno komunikacijo na daljavo
• Pozicioniranje in prikaz obogatitev
Avdio-vizualna komunikacija omogoča, da uporabnik, ki nudi pomoč, vidi kaj
počne uporabnik na drugi strani in lahko posluša njegova vprašanja. Uporabniku,
ki je prejemnik pomoči, omogoča prostoročno komunikacijo, kar je pri izvajanju
preciznih nalog oz. nalog ki zahtevajo uporabo obeh rok ključnega pomena.
Obratno, omogoča dajanje navodil, odgovarjanje na vprašanja in razreševanje
dilem na hiter in naraven način (govor namesto tipkanja).
Pozicioniranje in prikaz obogatitev močno olaǰsata razlago naloge, ki jo mora
uporabnik izvesti. Namesto opisa dela sistema, nad katerim naj uporabnik izvede
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določeno operacijo, se mu preko njega izrǐse tridimenzionalni objekt, ki ga s tem
točno določi. Poleg tega se lahko nad objektom izrǐse tudi animacija želene akcije,
ki naj bi jo uporabnik izvedel.
Za izpolnitev ciljev so potrebni trije ključni gradniki sistema:
• Spletna aplikacija, ki strokovnjaku omogoča tri ključne funkcionalnosti.
Prva je sprejemanje avdio-vizualnega toka iz kamere in mikrofona na na-
pravi oddaljenega uporabnika, ki izvaja naloge. Druga je pošiljanje avdio
toka, preko katerega lahko podaja navodila in komunicira z oddaljenim upo-
rabnikom. Zadnja pa možnost izbire komponent obravnavanega sistema, ki
naj se oddaljenemu uporabniku označijo s pomočjo obogatitev.
• Strežnik, ki omogoča dostop do spletne aplikacije in skrbi za komunikacijo
med spletno aplikacijo in napravo za obogateno resničnost na drugi strani.
• Aplikacija na napravi, ki oddaja avdio-vizualni tok, sprejema avdio tok in
podatke o prikazu obogatitev, ki jih nato tudi prikaže.
Čeprav sistem omogoča pošiljanje avdio-vizualnih in avdio vsebin ter podatkov
o obogatitvah, je prilagodljiv do te mere, da se lahko katerokoli od teh funkcional-
nosti izpusti, glede na potrebe primera uporabe in omejitve uporabljene naprave.
Naš primer uporabe je zaradi omejitev strojne opreme in narave ciljne uporabe
omejen le na pošiljanje podatkov o prikazanih obogatitvah. Podrobneǰse je to
razdelano proti koncu tega magistrskega dela.
Raziskave iz področja uporabe sistemov, ki uporabljajo obogateno resničnost
za pomoč pri sestavljanju izdelkov, so primerjale le-te z že ustaljenimi pristopi k
podajanju navodil. Rezultati kažejo, da lahko uporaba teh sistemov močno iz-
bolǰsa rezultate dela. Hitrost izvajanja nalog je tako največja ko proces usmerja
strokovnjak, temu pa brž sledijo sistemi obogatene resničnosti, najpočasneje pa
proces poteka pri pisno podanih navodilih [16], kar je še vedno najpogosteǰsi
pristop. Naš sistem združuje pomoč strokovnjaka z obogatenim prikazom, torej
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kombinira oba najhitreǰsa pristopa, s tem pa strokovnjaku omogoča lažjo komu-
nikacijo vmesnih ciljev naloge.
Poleg večje hitrosti izvajanja nalog ti sistemi močno zmanǰsajo pojavljanje na-
pak v procesu. Raziskava, ki je primerjala uspešnost izvedbe, ko so bila navodila
podana pisno ali predstavljena preko obogatitev, je pokazala kar 82% zmanǰsanje
pojavljanja napak [17]. Poleg tega se pri uporabniku močno zmanǰsa tudi miselna
obremenitev. Rezultati so bili potrjeni z izvedbo druge raziskave [18]. Noveǰsa
raziskava je primerjavo izvajala z navodili podanimi preko video vsebin na za-
slonu, ugotovitve so bile tudi tu podobne. Čeprav se čas izvajanja nalog tu ni
tako občutno razlikoval, so se še vedno pojavljale občutne razlike v številu napak
(povprečno le 0.5 napake v primerjavi z 5.4 napak pri video navodilih) [19].
Za našo uporabo so pomembne tudi primerjave različnih izvedb obogatene re-
sničnosti. Pomemben faktor je naprimer primerjava obogatitev, ki niso umeščene
v prostor in so prikazane na fiksni poziciji znotraj obogatitve, s tistimi, ki so po-
ravnane na fizično okolico (npr. izdelek). Izkaže se, da je pri slednjih uspešnost
bolǰsa, miselna obremenitev pa nižja [20], kar je pričakovano, saj je takšen prikaz
bolj intuitiven.
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2 Pojem obogatene resničnosti
Ker ključni del našega sistema predstavlja ”obogatena resničnost”, je smiselno
najprej definirati ta pojem in ga umestiti v širši kontekst. V zadnjem času se po-
gosto omenja med seboj povezane tehnologije, ki omogočajo dopolnitve oziroma
spreminjane naše percepcije. Te tehnologije so: navidezna resničnost, oboga-
tena resničnost in mešana resničnost. Te tehnologije so postale v zadnjih letih
zelo zanimive zaradi padca v ceni strojne opreme in zelo široke uporabnosti. Te
tehnologije se tako pojavljajo na različnih področjih od industrije, gradbenǐstva,
medicine in celo v nepremičninskem sektorju. Skupno jim je to, da za dopolnje-
vanje oziroma spreminjanje naše percepcije uporabljajo računalnǐsko generirane
vsebine. Razlikujejo pa se v nekaj ključnih vidikih, kar je lepo razvidno iz njihovih
definicij.
2.1 Navidezna resničnost
Navidezna ali virtualna resničnost (angl. Virtual Reality - VR) je računalnǐsko
generirano okolje, v katerem je simulirana tudi uporabnikova fizična prisotnost.
Uporabniku je tako omogočena interakcija z navideznim okoljem. Popolna navi-
dezna resničnost naj bi stimulirala vsa čutila in tako dala polno izkušnjo fizične
prisotnosti v navideznem okolju, a se pri trenutnih realizacijah tipično generira
le zvočne in vizualne vsebine. Uporabniku so zvočne vsebine predstavljene preko
zvočnikov ali slušalk, za vizualne vsebine pa se uporabljajo naglavniki, ki vse-
bujejo dva zaslona na katerih se izrisujejo računalnǐsko generirane slike za vsako
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oko posebej, kar omogoča simuliranje tridimenzionalnega okolja. Naglavnik tudi
sledi premikanju glave uporabnika, kar mu omogoča pogled na celotno generirano
okolje. Najbolj znan predstavnik takšne strojne opreme je Oculus Rift (slika 2.1).
Slika 2.1: Naglavnik Oculus Rift [1]
Interakcija z okoljem se lahko odvija na mnogo različnih načinov - od prepro-
stih igralnih ploščkov do kompleksnih haptičnih vmesnikov, ki uporabniku nudijo
tudi simulacijo dotika. Eden bolj znanih primerov je sistem Vive podjetja HTC,
ki za sledenje uporabnikovih premikov uporablja infrardeče markerje nameščene
na brezžična kontrolerja, katerih gibanje spremljata dve infrardeči kameri in se
nato prenese na premikanje uporabnikovega avatarja v navideznem okolju (slika
2.2).
2.2 Obogatena resničnost
Obogatena resničnost (angl. Augmented Reality - AR) se od navidezne re-
sničnosti razlikuje po tem, da uporabnika ne umesti v navidezno okolje, temveč
njegov neposredni ali posredni pogled na fizično okolje dopolnjuje z računalnǐsko
generiranimi vsebinami. Tipično se obogatitve prikazujejo v realnem času in so
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Slika 2.2: Sistem HTC Vive, ki ga sestavljajo IR senzorji (zgoraj levo in desno),
naglavnik (sredina) in kontrolerja z IR markerji (spodaj levo in desno) [2]
vezane na objekte v resničnem svetu (preprost primer je naprimer prikazova-
nje črt na televizijskem zaslonu za določitev prepovedanega položaja igralcev na
posnetkih pri nogometnih tekmah). Cilj teh obogatitev je podajanje dodatnih,
uporabnih informacij o okolju, v katerem se uporabnik trenutno nahaja. Obogati-
tve se v tipičnih primerih prikazujejo na relnočasovnem video posnetku (naprimer
na pametnemu telefonu), vse pogosteje pa se uporabljajo očala, ki neposrednemu
pogledu uporabnika dodajajo le obogatitve. Najbolj znan in odmeven primer
takšnih očal so Google-ova očala Glass (slika 2.3).
2.3 Mešana resničnost
Mešana resničnost (angl. Mixed Reality - MR) je zmes navidezne in obogatene
resničnosti. Tu se fizičnemu svetu oziroma bolje rečeno uporabnikovi percepciji
fizičnega sveta dodajajo virtualni predmeti, ki so umeščeni v realni prostor in
omogočajo interakcijo z okolico in uporabnikom. Ta izraz je najnoveǰsi od treh
naštetih, populariziral pa ga je Microsoft s svojim izdelkom HoloLens (slika 2.4).
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Slika 2.3: Google-ova očala Glass [3]
Slika 2.4: Microsoft HoloLens [4]
3 Obstoječi sistemi
S prihodom industrije 4.0 se v industrijskih okoljih vse več poudarka daje tudi
na asistenčne sisteme obogatene in navidezne resničnosti. Raziskovalno področje
nikakor ni novo, saj so se prve realizacije sistemov v raziskovalnih laboratori-
jih pojavile že v devedesetih letih. Dober primer takšnega sistema je KARMA
(Knowledge-based Augmented Reality for Maintenance Assistance) [21]. Razvit
je bil leta 1993 v laboratoriju za računalnǐsko grafiko in uporabnǐske vmesnike
univerze Columbia v ZDA. Namenjen je bil pomoči pri vzdrževanju laserskih ti-
skalnikov. Uporabniku je preko naglavnega prikazovalnika izrisal obris trenutne
lokacije manipuliranega predmeta, s črtkano obrobo želeno pozicijo manipulira-
nega predmeta in animirano puščico, ki je nakazovala smer premika (slika 3.1).
Slika 3.1: Pogled, ki ga je videl uporabnik sistema KARMA [5]
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Ta in podobni sistemi so bili omejeni na uporabo v laboratoriju, saj so zahte-
vali precizno pozicioniranje sledilnih markerjev na obravnavan predmet in prika-
zovalnik. Lokacija markerjev se je sledila z uporabo zunanje kamere, da so lahko
izvajali poravnavo prikaza na fizično okolje (slika 3.2). Poleg tega je uporabljena
strojna oprema zasedala veliko prostora in ni bila mobilna.
Slika 3.2: Markerji (beli trikotniki na sliki) nameščeni na tiskalnik in prikazoval-
nik, ki ga ima uporabnik poveznjenega na glavo [5]
Z napredkom tehnologije je strojna oprema postala manǰsa, zmogljiveǰsa in
ceneǰsa, kar je omogočilo razvoj samostojnih, mobilnih naprav, ki se v takšnih sis-
temih uporabljajo dandanes. Prikazovalnik, kamera in procesor so tako združeni
v en sam kos strojne opreme. Za poravnavo prikaza na fizično okolje se namesto
kompleksnih sistemov uporabljajo namensko generirani markerji za obogateno
resničnost, ki se namestijo na referenčno pozicijo v prostoru (slika 3.3).
Napredneǰsi sistemi za to uporabljajo zaznavo prostora in si ustvarijo nje-
govo tridimenzionalno reprezentacijo (ta proces se v angleščini imenuje spatial
mapping). Virtualni objekti se nato pozicionirajo glede na neke lokalne lastnosti
zaznane površine. Takšen pristop uporablja Microsoftov HoloLens in naprave,
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Slika 3.3: Primer markerja za obogateno resničnost in nanj poravnanega virtual-
nega objekta (hǐsa na zaslonu mobilnega telefona) [6]
ki uporabljajo Google-ovo tehnologijo Tango - naprimer mobilni telefon Lenovo
Phab 2 Pro (slika 3.4).
Zaradi trendov v industriji, dostopnosti tehnologije in njenih prednosti (ome-
njenih v uvodu tega magistrskega dela) se torej sistemi obogatene resničnosti
vse pogosteje uporabljajo v industrijskih procesih. V nadaljevanju bodo predsta-
vljeni nekateri sistemi, ki so najbolj podobni našemu, tako po namenu uporabe
kot po realizaciji rešitev. Poleg predstavitve bodo izpostavljene tudi podobnosti
in razlike med njimi.
3.1 Scope AR - Remote AR
Programska oprema Remote AR podjetja Scope AR je namenjena povezavi de-
lavca na terenu s strokovnjakom v podjetju [8]. Komunikacija poteka preko avdio-
video toka od delavca k strokovnjaku in avdio toka v nasprotni smeri. Obogatitve
lahko na video dodajata oba in se tudi prikazujejo na obeh straneh. Za poravnavo
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Slika 3.4: Mobilni telefon Lenovo Phab 2 Pro, ki uporablja Google-ovo tehnologijo
Tango za umestitev obogatitev v prostor [7]
obogatitev na fizično okolico uporabljajo tako klasične markerje kot prej omenjen
Google-ov Tango sistem brez markerjev.
Ker je rešitev namenjena delu tudi na terenu na prostem, ne le v tovarnah,
omogoča tudi način uporabe, za katerega ni potrebna hitra in zanesljiva spletna
povezava. V tem načinu delavec strokovnjaku namesto videa v realnem času
pošilja le zajete fotografije. Tudi v tem načinu lahko še vedno oba uporabnika
dodajata obogatitve na zajete fotografije.
Podprta strojna oprema obsega mobilne naprave z operacijskimi sistemi An-
droid in iOS ter Microsoftove naprave serije Windows Surface. Od očal za oboga-
teno resničnost so trenutno podprta le očala ODG R7, a so že napovedali pripravo
podpore za druga očala. Na področju namiznih in prenosnih računalnikov pod-
pirajo le Microsoftov operacijski sistem Windows.
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Slika 3.5: Primer uporabe programske opreme Remote AR na terenu. Obogatitve
zelene barve na sliki na napravi so postavljene s strani strokovnjaka in poravnane
na fizično okolje [8]
3.2 Inscape 3D
Podjetje Inscape 3D [9] ponuja mnogo raznovrstnih rešitev s področja navidezne
in obogatene resničnosti. Od simulacij v navidezni resničnosti, namenjenih izo-
braževanju novo zaposlenih, do samostojnih programov, ki uporabnika s pomočjo
obogatitev vodijo skozi nek delovni proces in aplikacij, ki so namenjene strokovni
asistenci na daljavo. Nas zanimajo predvsem slednje.
Kot sistem Remote AR, tudi ta sistem omogoča avdio-vizualno komunikacijo
med strokovnjakom in delavcem. Na video toku omogoča izrisovanje obogatitev
v obliki puščic, ročno narisanih oznak, teksta ali vnaprej pripravljenih animacij.
Poravnava navideznih vsebin na fizično okolje se tu izvaja s pomočjo globinske
kamere ali sledenja vizualnim značilkam na videu, zaradi česar ne potrebuje mar-
kerjev na obravnavani napravi, v zameno za malenkost slabšo kakovost poravnave.
Seznam podprte strojne opreme za ta konkreten primer uporabe žal ni na
voljo, v splošnem pa njihova programska oprema podpira mobilne naprave z ope-
racijskimi sistemi Android, iOS in Windows. Podobno je za očala za obogateno
resničnost. Navedeno je, da so podprta, ni pa objavljenega seznama. Za delo na
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prenosnih in stacionarnih računalnikih je tudi tu potrebno uporabljati operacijski
sistem Windows.
Slika 3.6: Prikaz pogleda ki ga vidita strokovnjak in delavec ob uporabljanju
Inscape Remote Assistance [9]
3.3 XMReality
Programska oprema XMReality [11] enako kot prej omenjeni omogoča avdio-
vizualno komunikacijo med strokovnjakom in delavcem. Obogatitve pa v tem
primeru niso poravnane na fizično okolje ampak le na video, zato mora za ustre-
zno pozicioniranje vseskozi skrbeti strokovnjak, ki jih postavlja. Je pa pri tej
programski opremi zelo zanimiva funkcionalnost, ki z uporabo posebnega kom-
pleta kamere in podlage (slika 3.7) omogoča prikaz strokovnjakovih rok in orodja
nad vidnim poljem delavca (slika 3.8). Strokovnjak lahko tako preprosto pokaže
katero orodje naj delavec uporabi in katero akcijo naj izvede.
Podprta strojna oprema vključuje naprave z operacijskimi sistemi Android,
iOS in Windows [10]. Osebni računalniki morajo uporabljati operacijski sistem
Windows. Če želi delavec uporabljati očala za obogateno resničnost mora imeti
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Slika 3.7: Komplet kamere in podlage proizvajalca XMReality (na sliki med tip-
kovnico in zaslonom) [10]
namenska očala proizvajalca XMReality (slika 3.9). Za prikaz strokovnjakovih
rok in orodja je potreben tudi nakup prej omenjenega kompleta.
20 Obstoječi sistemi
Slika 3.8: Prikaz strokovnjakovih rok in orodja nad vidnim poljem delavca [11]
Slika 3.9: Očala za obogateno resničnost proizvajalca XMReality [10]
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3.4 Primerjava rešitev
V spodnji tabeli 3.1 so na pregleden način predstavljene podobnosti in razlike
med prej predstavljenimi rešitvami in našim sistemom.
Funkcionalnost Sistemi
Remote AR Inscape 3D XMReality Naš sistem
Komunikacija
Avdio • • • •
Video • • • •
Tekst • •
Obogatitve
2D • • • ◦
3D • • ◦
Video overlay •
Poravnava
Spatial mapping • • ◦
AR markerji • ◦
Vizualne značilke • ◦
Mobilne naprave
Android • • • ◦
iOS • • • ◦
Windows - Mobile • • • ◦
Očala ODG R7 ◦ proizvajalčeva ◦
Računalniki
Windows - PC • • • •
Unix - PC •
MacOS - PC •




Naš sistem za razliko od prej predstavljenih, ne predstavlja celostne rešitve ampak
je sestavljen modularno. Sestoji iz treh delov, kot je omenjeno v uvodu.
Ti elementi so:
• Spletna aplikacija
• Strežnik za izmenjavo podatkov med napravami
• Aplikacija na napravi
Modularna sestava nam omogoča visoko fleksibilnost pri pripravi aplikacij za
različne namene. Za konkreten namen lahko tako močno prilagodimo aplikacijo
na napravi delavca. V zameno za to prilagodljivost je potrebno za različne upo-
rabe razviti različne aplikacije, za kar pa je potrebno veliko časa in znanja. Zaradi
premǐsljene zasnove komunikacije preko strežnika pa se nove aplikacije poenosta-
vijo na nekaj ključnih elementov in funkcionalnosti, ki jih morajo podpirati, kot
bo razvidno iz podrobneǰse predstavitve.
Spletna aplikacija in strežnik sta posplošena do te mere, da sta uporabna v
širokem spektru potencialnih aplikacij.
4.1 Osnovni princip delovanja
Osnovna ideja naše realizacije sistema je razdelitev nalog med sestavne dele
našega sistema. Za to je bilo potrebno dobro definirati ključne funkcionalnosti,
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ki jih mora naš sistem podpirati. Sistem, ki uporablja vse želene funkcionalnosti,
mora realizirati naslednje:
• Avdio-vizualna komunikacija med strokovnjakom in uporabnikom
• Pošiljanje informacij o obogatitvah delavčevi napravi
• Prikazovanje obogatitev
Naloge se glede na to med module razdelijo na naslednji način:
Avdio-vizualna komunikacija: za uspešen potek komunikacije mora biti
poskrbljeno tako za pošiljanje kot predvajanje vsebin. Naloga generiranja avdio-
video toka tako pripada delavčevi napravi. Avdio tok, preko katerega strokovnjak
daje navodila delavcu, mora biti generiran na strani spletne aplikacije. Na na-
sprotni strani mora torej delavčeva naprava predvajati avdio, spletna aplikacija
pa avdio in video.
Pošiljanje informacij o obogatitvah: ker prikazane obogatitve določa stro-
kovnjak, mora to omogočati spletna aplikacija. Ta informacije zapakira v smiselno
sporočilo, ki se nato preko strežnika posreduje delavčevi napravi.
Prikazovanje obogatitev: obogatitve se prikazujejo na delavčevi napravi.
Naloge te je torej, da iz prejetega sporočila izlušči potrebne informacije, nato pa
glede na to izrǐse obogatitev. Za uspešen izris mora obogatitve tudi ustrezno
poravnati z realnim okoljem s pomočjo markerjev za obogateno resničnost ali
katerim od drugih prej omenjenih pristopov.
Osnovna shema takšnega sistema je prikazana na sliki 4.1.
4.2 Realni sistem
Realizacija zgoraj naštetih preprostih funkcionalnosti je v realnosti precej kom-
pleksna, zato bo v nadaljevanju vsak izmed gradnikov in implementacija rešitev
podrobneje predstavljena.
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Slika 4.1: Shema sestavnih delov osnovnega sistema in povezav med njimi
4.2.1 Strežnik
V realnosti za uspešno delovanje naše aplikacije potrebujemo dva različna
strežnika. Prvi strežnik je realiziran z uporabo Node.js [22]. Ta opravlja funk-
cijo http strežnika, ki omogoča dostop do spletne aplikacije in ji nudi podatke,
potrebne za delovanje. Poleg tega skrbi tudi za izmenjavo sporočil med napravo
in spletno aplikacijo. Drugi strežnik je medijski strežnik. Gre za odprtokodni
strežnik Kurento [23], ki skrbi za pretvorbo medijskih vsebin med formati, ki jih
uporablja mobilna naprava in tistimi, ki jih uporablja spletna aplikacija.
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4.2.1.1 Node.js strežnik
Kot omenjeno, je ta strežnik v prvi vrsti http strežnik. To pomeni, da se odziva na
zahteve s strani brskalnika preko katerega uporabnik dostopa do spletne aplikacije.
V odziv na zahteve tako pošilja HTML, CSS, JavaScript in slikovne datoteke.
Poleg tega spletni aplikaciji nudi tudi podatke potrebne za delovanje. Ti po-
datki so na strežniku shranjeni v obliki JSON datoteke, ki vsebuje informacije o
sestavi in sestavnih delih obravnavanega predmeta (naprimer naprave na kateri
se izvajajo vzdrževalna dela). Ta se nato posreduje spletni aplikaciji. V datoteki
morajo biti torej zapisana imena oziroma kratki opisi sestavnih delov in relacije
med njimi (saj je lahko vsak od sestavnih delov sestavljen iz manǰsih ali pa so
lahko gradniki pripadniki neke skupine s skupno ali podobno funkcionalnostjo).
Ti podatki so nato v spletni aplikaciji predstavljeni strokovnjaku, kjer lahko ta
izbere del, ki naj se s pomočjo obogatitev izpostavi na strani delavca. Poleg tega
morajo biti v datoteki zabeležene lokacije sestavnih delov glede na referenčne mar-
kerje za obogateno resničnost in dimenzije delov. Za ustrezen prikaz na delavčevi
napravi je dodana še informacija o obliki, ki naj jo ta prikaže.
Spodaj je prikazan primer preproste JSON datoteke s podatki o napravi z
enim samim sestavnim delom, ki se označi s kvadrom. Na sliki 4.2 pa je prikazan







"position": [0.13, 0.075, 0.1],
"size": [0.05, 0.1, 0.07],
"display": "box"
}
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]
}
Slika 4.2: Rezultat izrisa objekta s podatki iz JSON datoteke
Zadnja naloga tega strežnika je posredovanje sporočil med spletnim vmesni-
kom in mobilno napravo. Sporočila se pošiljajo preko vtičnic. Strežnik mora
sporočila posredovati, ker spletni vmesnik omogoča komunikacijo prek spletnih
vtičnic (angl. websockets), povezava z mobilno napravo pa uporablja TCP
vtičnice (TCP sockets). Strežnik deluje kot vezni člen med temi nekompatibil-
nimi tipi vtičnic. Sporočila so zapisana v obliki JSON. Trenutno se med spletno
aplikacijo in mobilno napravo izmenjujejo štirje tipi sporočil:
• Informacije o napravi, nad katero delavec izvaja dela
• Informacija o naslovu na katerem je dostopen avdio-video tok. Ta se pošlje
s strani mobilne naprave k spletni aplikaciji.
• Informacija o naslovu, na katerem je dostopen avdio tok. Ta se pošlje v
obratni smeri kot preǰsnja.
• Ukaz za izris oziroma odstranitev obogatitve. Tudi to sporočilo je poslano
s strani spletne aplikacije.
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"position": [0.13, 0.075, 0.1],
"size": [0.05, 0.1, 0.07],
"display": "box"
}
4.2.1.2 Kurento medijski strežnik
Kurento Media Server je medijski strežnik, ki omogoča prenos medijskih vsebin,
njihovo obdelavo, branje in zajem. Za nas sta ključni dve lastnosti:
• Podpira protokole za spletni pretok (HTTP, RTP, WebRTC, ...)
• Omogoča avtomatsko pretvarjanje med različnimi kodeki (VP8, H.264,
AMR, OPUS, ...)
V našem sistemu s strani spletne aplikacije prejema ukaze za konfiguracijo
delovanja. Kurento opravlja dvojno nalogo. Avdio tok, ki se v spletni aplikaciji
preko brskalnika zajame z uporabo WebRTC, pretvori v tok, ki se z uporabo RTP
protokola pošilja delavčevi napravi. Na drugi strani se z uporabo RTSP proto-
kola poveže na avdio-video tok, ki ga generira mobilna naprava in ga pretvori v
WebRTC tok. Tega nato sprejema brskalnik, v katerem je odprt spletni vmesnik.
Tam se z uporabo HTML5 video funkcionalnosti predvaja. V nadaljevanju so
predstavljene kratice RTP, RTSP in WebRTC, nato pa še osnovna obrazložitev
konfiguracije Kurento medijskega strežnika.
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RTP: Real-time Transport Protocol je mrežni protokol namenjen prenašanju
avdio in video vsebin preko IP omrežij. Uporablja se v sistemih za komunikacijo
in za prenašanje medijskih vsebin. Za prenos podatkov uporablja UDP komuni-
kacijo. Implementira kompenzacijo tresenja signala (angl. jitter) in detekcijo ter
ustrezno ureditev nepravilnega vrstnega reda sprejetih podatkov (to se pri pre-
nosu preko IP omrežij pogosto pojavlja). Za uspešno vzpostavitev in spremljanje
povezave se RTP uporablja v kombinaciji s kontrolnimi protokoli (angl. RTP
Control Protocols - RTCP).
RTSP: Real Time Streaming Protocol je mrežni kontrolni protokol, namenjen
upravljanju strežnikov za pretakanje medijskih vsebin. Uporablja se za povezavo
in nadzor nad medijskimi sejami med dvemi končnimi točkami. Ta protokol
omogoča nadziranje toka z ukazi kot so predvajanje, pavza, ipd. Za prenos medij-
skih vsebin se tipično uporablja RTP protokol.
WebRTC: Web Real-Time Communication je nabor komunikacijskih proto-
kolov in aplikacijskih programskih vmesnikov, ki omogočajo realno-časovno ko-
munikacijo preko peer-to-peer povezav. To omogoča realno-časovno izmenjavo
vsebin med spletnimi brskalniki. Za prenos medijskih vsebin tudi WebRTC upo-
rablja RTP protokol. Trenutno je WebRTC v procesu standardizacije s strani
World Wide Web Consortium (W3C) in Internet Engineering Task Force (IETF).
Tehnologija je podprta v vseh noveǰsih brskalnikih (vključno z Microsoft Edge, a
z izjemo Internet Explorerja).
Do funkcionalnosti Kurento medijskega strežnika se dostopa preko Kurento
aplikacijskega programskega vmesnika (angl. Application Programming Interface
- API). Ta je implementiran v knjižnicah (t.i. Kurento Clients) za programski
jezik Java in JavaScript. Ker se v našem primeru program odvija v spletnem
brskalniku uporabljamo JavaScript implementacijo. Kurento Client je osnovan
na konceptu medijskih elementov (slika 4.3). Vsak od teh elementov omogoča
določeno medijsko funkcionalnost. Za našo uporabo so ključni trije:
• WebRTCEndpoint: omogoča sprejemanje in oddajanje WebRTC tokov
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• PlayerEndpoint: omogoča pretakanje vsebin iz datotek, RTSP strežnikov
in HTTP virov
• RTPEndpoint: omogoča dvosmerno pretakanje vsebin z uporabo RTP
protokola
Slika 4.3: Nekateri Kurento medijski elementi [12]
Medijske elemente povezujemo med seboj in tako tvorimo grafe oziroma me-
dijske cevovode. V naši aplikaciji imamo dva cevovoda. Prvi je sestavljen
iz WebRTCEndpoint-a, ki je povezan na WebRTC avdio tok iz brskalnika in
RTPEndpoint-a, ki prejeti tok z uporabo RTP protokola posreduje naprej in do
katerega nato dostopa mobilna naprava (slika 4.4). S tem smo poskrbeli, da lahko
strokovnjak daje glasovne napotke delavcu. Poleg tega se za to uporabljajo usta-
ljene tehnologije (RTP protokol), kar olaǰsa razvoj aplikacij za mobilne naprave,
saj so obstoječe implementacije RTP avdio predvajalnikov preprosto dostopne za
različne naprave.
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Slika 4.4: Medijski cevovod za avdio tok
Drugi cevovod poteka v drugi smeri in je prav tako sestavljen iz dveh medij-
skih elementov (slika 4.5). Prvi je PlayerEndpoint, ki se poveže na avdio-video
tok, ki uporablja RTSP protokol in ga generira mobilna naprava. Drugi je tudi
tu WebRTCEndpoint, le da tu opravlja obratno nalogo. Sprejeti avdio-video tok
pretvori v WebRTC tok, ki se nato posreduje spletnemu brskalniku, ki ga pred-
vaja v HTML5 video elementu. Podobno kot prej se tudi tu uporablja ustaljena
tehnologija (RTSP protokol), za katero obstajajo implementacije strežnikov za
mobilne naprave. S tem cevovodom omogočimo strokovnjaku spremljanje tega,
kar vidi delavec na terenu in omogočimo avdio komunikacijo še v drugi smeri.
Prvi cevovod se vzpostavi ob zagonu spletne aplikacije, zatem pa se mobilni
napravi pošlje sporočilo z naslovom na katerem je dostopen RTP avdio tok. Drugi
cevovod pa se vzpostavi ko, in če, spletna aplikacija prejme sporočilo z informacijo
o naslovu na katerem je dostopen RTSP avdio-video tok.
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Slika 4.5: Medijski cevovod za avdio-video tok
4.2.2 Spletni vmesnik
Spletni vmesnik je realiziran v obliki preproste interaktivne spletne strani. Ta
za delovanje uporablja HTML5, CSS3 in JavaScript datoteke. Prilagojen je upo-
rabi na osebnih računalnikih in mobilnih napravah. Ker koristi funkcionalnosti
HTML5, CSS3 in WebRTC mora uporabnik do aplikacije dostopati preko enega
od noveǰsih brskalnikov (podprte različice brskalnikov so navedene v tabeli 4.1).
Uporabnǐski vmesnik je sestavljen iz treh elementov:
• Predel s podatki o povezani napravi
• HTML5 video element, ki predvaja avdio-video tok
• Interaktivni seznam sestavnih delov naprave
Seznam sestavnih delov naprave na kateri se izvajajo dela se pridobi s
strežnika, glede na podatke o povezani napravi. Shranjen je v obliki JSON
objekta.
Razporeditev elementov na strani se spreminja z velikostjo zaslona naprave na
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Brskalnik Podprte različice
Internet Explorer ni podprt
Microsoft Edge ≥ 15
Mozilla Firefox ≥ 54
Google Chrome ≥ 49
Safari ≥ 11
Opera ≥ 47
iOS Safari ≥ 11
Opera Mini ni podprt
Android Browser ≥ 56
Chrome for Android ≥ 59
Tabela 4.1: Brskalniki, ki podpirajo WebRTC
kateri je odprt brskalnik. Obstajata dve različni razporeditvi - ena je namenjena
osebnim računalnikom, druga pa mobilnim napravam (slika 4.6).
Poleg prikazovanja uporabnǐskega vmesnika opravlja spletna aplikacija še več
dodatnih nalog.
• Ob zagonu s strežnikom vzpostavi povezavo preko spletnih vtičnic, preko
katerih nato pošilja in sprejema sporočila.
• Ob prejemu sporočila, ki vsebuje podatke o povezani napravi, dopolni upo-
rabnǐski vmesnik s temi podatki in od strežnika zahteva še informacije o
sestavnih delih, ki jih nato prav tako vključi v uporabnǐski vmesnik.
• Ob zagonu vzpostavi avdio tok in poskrbi za vzpostavitev medijskega ce-
vovoda v Kurento medijskemu strežniku.
• Ob prejemu sporočila z naslovom na katerem je dostopen avdio-video tok
poskrbi še za vzpostavitev drugega medijskega cevovoda in začetek predva-
janja v HTML5 video elementu.
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Slika 4.6: Uporabnǐski vmesnik spletne aplikacije za osebne računalnike (na sliki
levo) in mobilne naprave (na sliki desno)
• Ob uporabnikovi izbiri sestavnih delov za prikaz strežniku pošlje sporočilo
z ukazom o obogatitvah.
Ker je celotna aplikacija za uporabo s strani strokovnjaka pripravljena v obliki
spletne aplikacije, strokovnjak ni omejen z izbiro naprave na kateri do sistema do-
stopa. Kot je razvidno iz tabele podprtih brskalnikov lahko za dostop uporablja
praktično vse mobilne naprave in osebne računalnike, ne glede na njihov opera-
cijski sistem (v kolikor zanj obstaja implementacija prej omenjenih brskalnikov).
4.2.3 Naprava
Izbira naprave, ki jo uporablja delavec, je prosto prepuščena tistemu, ki pripravi
aplikacijo za zastavljeno uporabo. Naprava mora, da bo aplikacija uporabna,
podpirati vsaj eno izmed naslednjih funkcionalnosti:
• generiranje (video-)avdio toka, ki je implementiran z uporabo RTSP proto-
kola
• sprejemanje in predvajanje avdio toka, ki uporablja RTP protokol
• izrisovanje obogatitev
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Za vse tri zgoraj namenjene funkcionalnosti pa mora aplikacija implementirati
TCP vtičnico, preko katere se poveže na strežnik in sprejema in/ali oddaja
sporočila.
Ker programer pripravi tako aplikacijo na napravi, kot tudi JSON datoteko
z opisom sestavnih delov naprave na kateri dela delavec, so tu možnosti široko
odprte. Obogatitve lahko tako zavzamejo oblike od preprostega teksta ali dvo-
dimenzionalnih sličic pa vse do tridimenzionalnih animacij. To pa zato, ker se v
ukazu za prikaz obogatitve napravi posredujejo nespremenjeni podatki iz JSON
datoteke na strežniku. V JSON datoteki in posledično sporočilu z ukazom je lahko
tako tip obogatitve naprimer naveden kot “unscrew animation”, kar pomeni, da
se na napravi ob prejemu tega ukaza na predpisano mesto izrǐse tridimenzionalna
animacija odtiskanja vijaka. Podobno kot z vsebino obogatitev je tudi izvedba
poravnave obogatitev na realno okolje in sledenja pozicije naprave v prostoru
popolnoma v rokah razvijalca.
Zaradi preproste komunikacije z našim strežnikom in uporabe ustaljenih pro-
tokolov je torej spekter naprav, ki jih lahko razvijalec uporabi, zelo širok.
4.2.4 Arhitektura sistema
Arhitektura celotnega realiziranega sistema (slika 4.7) je tako občutno bolj kom-
pleksna od tiste predstavljene v osnovnem principu delovanja, a temeljna ideja
ostaja ista.
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Slika 4.7: Arhitektura realiziranega sistema
5 Primer uporabe
Za demonstracijo realnega primera uporabe je bilo torej potrebno razviti še na-
mensko aplikacijo na mobilni napravi. Primer uporabe in aplikacija sta bila
določena z izvirno idejo, ki je bila povod za izdelavo sistema - vzdrževanje in
sestavljanje električnih omaric - in omejitvami strojne opreme.
Koncern Kolektor nam je prijazno omogočil dostop do očal za obogateno re-
sničnost MOVERIO BT-200 [24] proizvajalca Epson (slika 5.1). Žal se je v pro-
cesu preizkušanja očal izkazalo, da imajo očala zaradi svoje starosti kar nekaj
omejitev. Ker poganjajo operacijski sistem Android 4.0.4, marsikateri izmed me-
dijskih kodekov niso podprti. Za glavno težavo pa se je izkazalo pomanjkanje
nekaterih ključnih funkcionalnosti, ki jih podpirajo noveǰsi Android SDK. Iz tega
razloga ni bilo mogoče istočasno implementirati pošiljanja avdio-video toka iz na-
prave in prikazovanja obogatitev. Oba gradnika namreč potrebujeta dostop do
kamere. V noveǰsih Android sistemih je mogoče video pošiljati tudi brez direk-
tnega dostopa do kamere. V video enkoder lahko pošljemo kar zajete slike, ki
jih lahko pridobimo iz knjižnice za obogateno resničnost (v našem primeru smo
uporabljali knjižnico Vuforia [25]).
Realizirana aplikacija je tako namenjena pomoči na samem kraju izvajanja
dela. Namesto strokovne pomoči na daljavo delavec uporablja tako spletno apli-
kacijo kot očala za obogateno resničnost. Asistenca ki jo naš sistem nudi v tem
primeru, je odvisna od uporabe. Uporabnik jo lahko uporablja za pomoč pri
vzdrževanju in pregledovanju električne omarice ali pa za pomoč pri sestavljanju
nove električne omarice. Obravnavali smo dva scenarija uporabe.
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Slika 5.1: Očala za obogateno resničnost Epson MOVERIO BT-200 [13]
V prvem scenariju lahko v spletni aplikaciji izbere komponento, ki jo želi pre-
gledati oziroma na kateri želi izvajati meritve. Ta se mu nato označi na očalih.
Poleg tega mu olaǰsa tudi iskanje in identificiranje posameznih priključkov na
komponentah. Z izbiro želenega priključka se mu izbrani priključek in nanj po-
vezani priključki na ostalih komponentah označijo s puščicami. To mu naprimer
omogoča hitro identifikacijo povezanih priključkov pri preverjanju kontinuitete
(kar je pri vzdrževanju omaric pogost test).
V drugem scenariju v spletni aplikaciji izbere komponento, ki jo želi kot nasle-
dnjo namestiti v omarico. Na mestu, kjer naj bi bila komponenta pozicionirana
se mu nato izrǐse kvader. Po namestitvi večih komponent lahko podobno kot
v prvem primeru izbere priključek na komponenti, nakar se mu izrǐsejo puščice
na izbranem in z njim povezanimi priključki na drugih komponentah (slika 5.2).
To odstrani potrebo po preverjanju tehnične dokumentacije in zmanǰsa možnost
napak zaradi nepozornosti pri prebiranju električnih shem.
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Slika 5.2: Prikaz vidnega polja delavca z obogatitvami na mestih komponent in
označenimi povezanimi priključki
5.1 Realizacija aplikacije
Za uspešno realizacijo je bilo potrebno razviti aplikacijo za očala z operacijskim
sistemom Android. Ker zaradi omejitev strojne opreme nismo realizirali avdio-
vizualne komunikacije, je bilo potrebno omogočiti le tri ključne funkcionalnosti:
• Izrisovanje tridimenzionalnih obogatitev
• Poravnava obogatitev na realno okolje
• TCP komunikacija s strežnikom
5.1.1 Izrisovanje obogatitev
Za izdelavo aplikacije je bil zaradi preprostosti uporabe uporabljen grafični po-
gon Unity [26] in pripadajoča programska orodja. Izrisovanje tridimenzionalnih
vsebin na zaslonu Android naprav je tako sila poenostavljeno. V osnovi v pro-
gramsko orodje Unity Builder (slika 5.3) preprosto vnesemo želen 3D model in
aplikacijo prevedemo za Android sisteme. S tem dobimo aplikacijo, ki nam na
zaslonu prikazuje stacionaren 3D model. Z uporabo programskih skript (spisanih
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v programskemu jeziku C# ali JavaScript) lahko aplikaciji dodamo še interaktiv-
nost in dinamičnost.
Slika 5.3: Programsko orodje Unity Builder
Ker imamo opravka s prosojnimi očali za obogateno resničnost, je izris malen-
kost kompleksneǰsi, saj je potrebno generirati različni sliki za vsak zaslon oziroma
oko posebej (slika 5.4). Na srečo so za Unity na voljo namenske knjižnice, ki nam
to omogočajo. V našem primeru je uporabljena knjižnica Vuforia. Ta je bila
izbrana, ker ima že vključeno podporo tudi za ta model očal. Poleg tega je
v to knjižnico že vključeno hitro in robustno sledenje markerjem za obogateno
resničnost in poravnava virtualnih vsebin na markerje.
Z uporabo prej omenjenih skript se na zaslonih očal izrisujejo in odstranjujejo
obogatitve (v našem primeru puščice in kvadri) glede na ukaze prejete preko TCP
komunikacije.
5.1.2 Poravnava obogatitev
Kot je bilo omenjeno že prej, se za poravnavo obogatitev uporablja Vuforia. Ta
je za razvojne in raziskovalne aplikacije na voljo brezplačno. Za pozicioniranje
obogatitev se kot referenca uporablja marker, nameščen na podlago v fizičnem
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Slika 5.4: Generirani sliki za obe očesi za prikaz kocke v zraku pred uporabnikom
okolju (slika 5.5). Sledenje markerjev in ustrezno premikanje virtualnih vsebin je
že realizirano v skriptah, ki so priložene knjižnici. Potrebno je torej le ustrezno
pozicioniranje obogatitev glede na referenčno pozicijo markerja v aplikaciji.
5.1.3 TCP komunikacija
Unity že podpira komunikacijo preko TCP/IP vtičnic tudi na sistemih z operacij-
skim sistemom Android. Naša naloga je bila le ustrezna vzpostavitev povezave s
strežnikom in implementacija sprejemanja, oddajanja in interpretiranja sporočil
poslanih preko povezave. Preko TCP komunikacije prejmemo sporočilo v obliki
tekstovnega niza. Za interpretacijo je tako potrebna le izluščitev informacij glede
na JSON format.
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Slika 5.5: Marker nameščen na podlago v fizičnem okolju
6 Zaključek
V sklopu tega magistrskega dela smo več kot uspešno izpolnili svoj cilj. Realizirali
smo sistem, ki zaradi svoje modularnosti omogoča širok spekter uporabe. Podpira
vso zastavljeno funkcionalnost, ki omogoča dvosmerno komunikacijo pri asistenci
na daljavo in prikazovanje ustreznih obogatitev. Kot je bilo pokazano z našim
primerom uporabe, je sistem primeren tudi za drugačno uporabo (asistenca na
mestu izvajanja del). V zameno za splošnost sistema je potrebno v razvoj aplikacij
za naprave vložiti nekaj več časa in znanja. A, kot je bilo prav tako pokazano z
našim primerom, je zaradi preproste in dobro definirane komunikacije z uporabo
pravih orodij tudi razvoj aplikacije preprosteǰsi. V prihodnosti bi bilo morda
smiselno razširiti možnosti avdio-video komunikacije s podprtjem večjega spektra
protokolov za pretok medijskih vsebin. S tem bi morda razširili nabor mobilnih
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