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Abstract
By the celebrated Weierstrass Theorem the set of algebraic polyno-
mials is dense in the space of continuous functions on a compact set in
R
d. In this paper we study the following question: does the density hold
if we approximate only by homogeneous polynomials? Since the set of
homogeneous polynomials is nonlinear this leads to a nontrivial problem.
It is easy to see that: 1) density may hold only on star-like 0-symmetric
surfaces; 2) at least 2 homogeneous polynomials are needed for approxi-
mation. The most interesting special case of a star-like surface is a convex
surface. It has been conjectured by the second author that functions con-
tinuous on 0-symmetric convex surfaces in Rd can be approximated by a
pair of homogeneous polynomials. This conjecture is not resolved yet but
we make substantial progress towards its positive settlement. In particu-
lar, it is shown in the present paper that the above conjecture holds for
1) d = 2, 2) convex surfaces in Rd with C1+ǫ boundary.
1 Introduction
The celebrated theorem of Weierstrass on the density of real algebraic polyno-
mials in the space of real continuous functions on an interval [a, b] is one of
the main results in analysis. Its generalization for real multivariate polynomi-
als was given by Picard, subsequently the Stone-Weierstrass theorem led to the
extension of these results for subalgebras in C(K).
In this paper we shall consider the question of density of homogeneous poly-
nomials. Homogeneous polynomials are a standard tool appearing in many
areas of analysis, so the question of their density in the space of continuous
functions is a natural problem. Clearly, the set of homogeneous polynomials is
substantially smaller relative to all algebraic polynomials. More importantly,
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this set is nonlinear, so its density can not be handled via the Stone-Weierstrass
theorem. Furthermore, due to the special structure of homogeneous polynomi-
als some restrictions should be made on the sets were we want to approximate
(they have to be star-like), and at least 2 polynomials are always needed for
approximation (an even and an odd one).
On the 5-th International Conference on Functional Analysis and Approxi-
mation Theory (Maratea, Italy, 2004) the second author proposed the following
conjecture.
Conjecture 1 Let K ⊂ Rd be a convex body which is centrally symmetric to
the origin. Then for any function f continuous on the boundary Bd(K) of
K and any ǫ > 0 there exist two homogeneous polynomials h and g such that
|f − h− g| ≤ ǫ on Bd(K).
From now on we agree on the terminology that by “centrally symmetric” we
mean “centrally symmetric to the origin”.
Subsequently in [4] the authors verified the above Conjecture for crosspoly-
topes in Rd and arbitrary convex polygons in R2.
In this paper we shall verify the Conjecture for those convex bodies in Rd
whose boundary Bd(K) is C1+ǫ for some 0 < ǫ ≤ 1 (Theorem 2). Moreover,
the Conjecture will be verified in its full generality for d = 2 (Theorem 3).
It should be noted that parallel to our investigations P. Varju´ [13] also proved
the Conjecture for d = 2. In addition, he gives in [13] an affirmative answer to
the Conjecture for arbitrary centrally symmetric polytopes in Rd, and for those
convex bodies in Rd whose boundary is C2 and has positive curvature. We also
would like to point out that our method of verifying the Conjecture for d = 2 is
based on the potential theory and is different from the approach taken in [13]
(which is also based on the potential theory). Likewise our method of treating
C1+ǫ convex bodies is different from the approach used in [13] for C2 convex
bodies with positive curvature.
2 Main Results
Let K be a centrally symmetric convex body in Rd. We may assume that
2 ≤ d and dim(K) = d. The boundary of K is Bd(K) which is given by the
representation
Bd(K) := {ur(u) : u ∈ Sd−1}
where r is a positive even real-valued function on Sd−1. Here Sd−1 stands for
the unit sphere in Rd. We shall say that K is C1+ǫ, written K ∈ C1+ǫ, if the
first partial derivatives of r satisfy a Lipǫ property on the unit sphere, ǫ > 0.
Furthermore denote by
Hdn :=
{ ∑
k1+...+kd=n
ckx
k : ck ∈ R
}
the space of real homogeneous polynomials of degree n in Rd. Our first main
result is the following.
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Theorem 2 Let K ∈ C1+ǫ be a centrally symmetric convex body in Rd, where
0 < ǫ ≤ 1. Then for every f ∈ C(Bd(K)) there exist hn ∈ Hdn +Hdn−1, n ∈ N
such that hn → f uniformly on Bd(K) as n→∞.
Thus Theorem 2 gives an affirmative answer to the Conjecture under the
additional condition of C1+ǫ smoothness of the convex surface. For d = 2 we
can verify the Conjecture in its full generality. Thus we shall prove the following.
Theorem 3 Let K be a centrally symmetric convex body in R2. Then for every
f ∈ C(Bd(K)) there exist hn ∈ H2n +H2n−1, n ∈ N such that hn → f uniformly
on Bd(K) as n→∞.
We shall see that Theorem 3 follows from
Theorem 4 Let 1/W (x) be a positive convex function on R such that
|x|/W (−1/x) is also positive and convex. Let g(x) be a continuous function
which has the same limits at −∞ and at +∞. Then we can approximate g(x)
uniformly on R by weighted polynomilas W (x)npn(x), n = 0, 2, 4, ..., deg pn ≤ n.
3 Proof of Theorem 2
The proof of Theorem 2 will be based on several lemmas. The main auxiliary
result is the next lemma which provides an estimate for the approximation of
unity by even homogeneous polynomials. In what follows ||...||D stands for the
uniform norm on D.
Our main lemma to prove Theorem 2 is the following.
Lemma 5 Let τ ∈ (0, 1). Under conditions of Theorem 2 there exist h2n ∈
Hd2n, n ∈ N, such that
||1− h2n||Bd(K) = o(n−τǫ).
The next lemma provides a partition of unity which we shall need below.
In what follows a cube in Rd is called regular if all its edges are parallel to the
coordinate axises. We denote the set {0, 1, 2, ...}d by Zd+.
Lemma 6 Given 0 < h ≤ 1 there exist non-negative even functions gk ∈
C∞(Rd) such that their support consists of 2d regular cubes with edge h, at
most 2d of supports of gk’s have nonempty intersection, and
∑
k∈Zd
+
gk(x) = 1, x ∈ Rd, (1)
|∂mgk(x)/∂xmj | ≤ c/hm, x ∈ Rd,m ∈ Z1+, 1 ≤ j ≤ d, (2)
where c > 0 depends only on m ∈ Z1+ and d.
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For the centrally symmetric convex body K let
|x|K := inf{a > 0 : x/a ∈ K}
be its Minkowski functional and set
δK := sup{|x|/|x|K : x ∈ Rd} = max{|x| : x ∈ Bd(K)}.
Moreover for a ∈ Bd(K) denote by La a supporting hyperplane at a.
Lemma 7 Let a ∈ Bd(K), hn ∈ Hd2n be such that for any x ∈ La, |x−a| ≤ 4δK
we have |hn(x)| ≤ 1. Then whenever x ∈ La satisfies |x−a| > 4δK and x/t ∈ K
we have
|hn(x/t)| ≤ (2/3)2n. (3)
Lemma 8 Consider the functions gk from Lemma 6. Then for at most 8
d/2hd
of them their support has nonempty intersection with Sd−1.
We shall verify first the technical Lemmas 6-8, then the proof of Lemma
5 will be given. Finally it will be shown that Theorem 2 follows easily from
Lemma 5.
Proof of Lemma 6. The main step of the proof consists of verifying the
lemma for d = 1. Let g ∈ C∞(R) be an odd function on R such that g = 1 for
x < −1/2 and monotone decreasing from 1 to 0 on (−1/2, 0). Further, let g∗(x)
be an even function on R such that g∗(x) equals 1 on [0,1], g(x−3/2)/4+3/4 on
[1,2], and g(x−5/2)/4+1/4 on [2,3]. Then it is easy to see that g∗ ∈ C∞(R), it
equals 1 on [−1, 1], 0 for |x| > 3 and is monotone decreasing on [1,3]. Moreover
g∗(x) + g∗(x − 4) = 1, x ∈ [−1, 5]. (4)
Set now
gk(x) := g
∗(x− 4k) + g∗(x+ 4k), k ∈ Z1+.
Then gk’s are even functions which by (4) satisfy relation
∞∑
k=0
gk(x) = 1, x ∈ R.
In addition, the support of gk equals ±[−3 + 4k, 3 + 4k] and at most 2 of gk’s
can be nonzero at any given x ∈ R. Finally, for a fixed 0 < h ≤ 1, x ∈ Rd and
k = (k1, ..., kd) ∈ Zd+ set
gk(x) :=
d∏
j=1
gkj (6xj/h).
It is easy to see that these functions give the needed partition of unity.
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Proof of Lemma 7. Clearly the conditions of lemma yield that whenever
|x− a| > 4δK
1/|x|K ≤ δK/|x| ≤ δK/(|x−a| − |a|) ≤ δK/(|x− a| − δK) ≤ 4δK/3|x− a|. (5)
It is well known that for any univariate polynomial p of degree at most n such
that |p| ≤ 1 in [−a, a] it holds that |p(x)| ≤ (2x/a)n whenever |x| > a. Therefore
using (5) and the assumption imposed on hn we have
|hn(x)| ≤ (2|x− a|/4δK)2n ≤ (2|x|K/3)2n. (6)
Now it remains to note that by x/t ∈ K it follows that |x|K ≤ |t|, and thus we
obtain (3) from (6). This completes the proof of the lemma.
Proof of Lemma 8. Recall that the support of gk’s consists of a pair of
regular cubes with edge h ≤ 1, so if Ak :=suppgk has nonempty intersection
with the unit sphere Sd−1 then Ak ⊂ D, where D stands for the regular cube
centered at 0 with edge 4. Let now fk be the characteristic function of Ak.
Since at most 2d of Ak’s have nonempty intersection it follows that∑
fk(x) ≤ 2d,x ∈ Rd. (7)
Moreover, m(Ak) = 2h
d, where m(.) stands for the Lebesgue measure in Rd.
Using (7) we have that
∑∫
D
fkdm ≤ 2dm(D) = 8d. (8)
Since ∫
D
fkdm = m(Ak) = 2h
d
whenever Ak ⊂ D the statement of the lemma easily follows from (8).
Proof of Lemma 5. Denote by gk, 1 ≤ k ≤ N those functions from Lemma
6 whose support Ak has a nonempty intersection with S
d−1. Then by Lemma 8
N ≤ 8d/2hd. (9)
Moreover, by (1)
N∑
k=1
gk = 1 on S
d−1. (10)
Set
Bk := Ak ∩ Sd−1, Ck := {ur(u) : u ∈ Bk} ⊂ Bd(K), 1 ≤ k ≤ N.
For each 1 ≤ k ≤ N choose a point uk ∈ Bk and set xk := ukr(uk) ∈ Bd(K).
Furthermore let Lk be the supporting plane to Bd(K) at the point xk and set
for 1 ≤ k ≤ N,L∗k := Lk ∪ (−Lk)
Dk := {x ∈ L∗k : x = tu for some u ∈ Bk, t > 0};
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fk(x) := gk(u), x ∈ Bd(K),x = ur(u), u ∈ Sd−1
qk(x) := gk(u), x ∈ L∗k,x = tu, u ∈ Sd−1, t > 0.
Clearly, qk ∈ C∞(L∗k) is an even positive function which by property (2) can
be extended to a regular centrally symmetric cube I ⊃ K so that we have on I
|∂mqk/∂xmj | ≤ c/hm, 1 ≤ j ≤ d, 1 ≤ k ≤ N. (11)
Here and in what follows we denote by c (possibly distinct) positive constants
depending only on d,m and K. We can assume that I is sufficiently large so
that
I ⊃ Gk := {x ∈ Lk : |x− xk| ≤ 4δK}, 1 ≤ k ≤ N.
Then by the multivariate Jackson Theorem (see e.g. [10] ) applied to the even
functions qk satisfying (11) for arbitrary m ∈ N (to be specified below), there
exist even multivariate polynomials pk of total degree at most 2n such that
||qk − pk||G∗
k
≤ c/(hn)m ≤ 1, 1 ≤ k ≤ N, (12)
where G∗k := Gk ∪ (−Gk), h := n−γ (0 < γ < 1 is specified below), and n is
sufficiently large.
We claim now that without loss of generality it may be assumed that each pk
is in Hd2n. Indeed, since G
∗
k ⊂ L∗k it follows that the homogeneous polynomial
h2 :=< x,w >
2∈ Hd2 is identically equal to 1 on G∗k (here w is a properly
normalized normal vector to Lk), so multiplying the even degree monomials of
pk by even powers of h2 we can replace pk by a homogeneous polynomial from
Hd2n so that (12) holds. Thus we may assume that pk ∈ Hd2n and relations (12)
hold. In particular, (12) also yields that
||pk||G∗
k
≤ 2, 1 ≤ k ≤ N. (13)
Now consider an arbitrary x ∈ Bd(K) \ Ck. Then with some t > 1 we have
tx ∈ L∗k and qk(tx) = 0. Hence if tx ∈ G∗k then by (12) it follows that
|pk(x)| ≤ |pk(tx)| ≤ c/(hn)m.
On the other hand if tx /∈ G∗k then by (13) and Lemma 7 we obtain
|pk(x)| ≤ 2(2/3)2n.
The last two estimates yield that for every x ∈ Bd(K) \ Ck we have
|pk(x)| ≤ c((2/3)2n + (hn)−m), 1 ≤ k ≤ N. (14)
Now let us assume that x ∈ Ck.
Clearly, the C1+ǫ property of Bd(K) yields that whenever x ∈ Bd(K), tx ∈
L∗k, t > 1 we have for every 1 ≤ k ≤ N
(t− 1)|x| = |x− tx| ≤ cmin{|x− xk|, |x+ xk|}1+ǫ. (15)
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Obviously, for every u ∈ Bk
min{|u− uk|, |u+ uk|} ≤
√
dh.
This and (15) yields that for u ∈ Bk,x = ur(u) ∈ Ck, tx ∈ Dk(c > t > 1) we
have for 1 < t < c, 0 < h < c
t− 1 ≤ ch1+ǫ, Dk ⊂ G∗k, 0 < h < h0. (16)
Hence using (12), (13) and (16) we obtain for 0 < h1+ǫ ≤ cn−1, 1 ≤ k ≤ N
|fk(x)− pk(x)| = |qk(tx)− pk(x)| ≤ |qk − pk|(tx) + |pk(tx)− pk(x)| ≤
c/(hn)m + |pk(x)|(t2n − 1) ≤ c((hn)−m + nh1+ǫ), x ∈ Ck. (17)
Denote for x ∈ Bd(K)
R(x) := {k : x ∈ Ck}, #R(x) ≤ 2d.
Then using the above relation together with (10),(17),(14) and (9) we obtain
for every x ∈ Bd(K)
|1−
N∑
k=1
pk(x)| = |
N∑
k=1
(fk − pk)(x)| ≤ |
∑
k∈R(x)
...|+ |
∑
k/∈R(x)
...|
≤ c2d(1/(hn)m + nh1+ǫ) +N ||pk||Bd(K)\Ck
≤ c(h−m−dn−m + h−d(2/3)2n + nh1+ǫ). (18)
Now it remains to choose proper values for m and h.
Choose m ∈ N to be so large that
R :=
mǫ− d
1 +m+ ǫ+ d
> τǫ and let γ :=
1 +m
1 +m+ ǫ+ d
.
Letting h := n−γ we see that h−m−dn−m = nh1+ǫ = n−R. (Hence the h1+ǫ ≤
cn−1 condition is satisfied.) In addition h−d(2/3)2n = O(n−R), too. This
completes the proof of Lemma 5.
Proof of Theorem 2. First we use the classical Weierstrass Theorem to
approximate f ∈ C(Bd(K)) by a polynomial
pm =
m∑
j=0
h∗j , h
∗
j ∈ Hdj , 0 ≤ j ≤ m
of degree at most m so that
||f − pm||Bd(K) ≤ δ
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with any given δ > 0. Let τ ∈ (0, 1) be arbitrary. According to Lemma 5
there exist hn,j ∈ Hd2n−2[j/2] such that ||1 − hn,j||Bd(K) = O(n−τǫ), 0 ≤ j ≤ m.
Clearly,
h∗ :=
m∑
j=0
hn,jh
∗
j ∈ Hd2n +Hd2n+1
and
||f − h∗||Bd(K) ≤ δ +O(n−τǫ).
4 Proof of Theorem 3
Definitions 9 Let L ⊂ R and let f : L → R ∪ {−∞} ∪ {+∞} be a function
which is defined almost everywhere (a.e.) on L. We say that f is increasing
if f(x) ≤ f(y) whenever f is defined at x and y and x ≤ y. We say that f
is increasing almost everywhere if there exists L∗ ⊂ L such that L \ L∗ has
Lebesgue measure zero, f(x) is defined for all x ∈ L∗ and f(x) ≤ f(y) whenever
x, y ∈ L∗, x ≤ y.
We say that f is convex if f is absolutely continuous, and f ′(x) (which exists
a.e.) is increasing a.e. on L.
Let R¯ := R∪{∞} denote the one-point compactified real line (whose topology
is isomorphic to the topology of the unit circle).
Let W : R¯→ R be a non-negative function. Define Q : R¯→ (−∞,+∞] by
W (t) = exp(−Q(t)).
In the rest of the paper we will have the following assumptions on the weight
W (t), t ∈ R¯:
1
W (t)
is positive and convex on R (19)
|t|
W (− 1t )
is positive and convex on R. (20)
Remark 10 Equivalently, instead of (20) we may assume that (21) below holds
and limt→+∞ t(tQ′(t)− 1) ≤ limt→−∞ t(tQ′(t) − 1). We also remark that (19)
implies that (20) is satisfied on (−∞, 0) and on (0,+∞).
We mention the function W (t) = (1 + |t|m)−1/m, 1 ≤ m, as an example
which satisfies (19) and (20).
We say that a property is satisfied inside R if it is satisfied on all compact
subsets of R.
Some consequences of (19) and (20) are as follows.
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lim
t→±∞
|t|W (t) = ρ ∈ (0,+∞) exists. (21)
Since exp(Q(t)) is convex, it is Lipschitz continuous inside R. So exp(Q(t))
is absolutely continuous inside R which implies that both W (t) and Q(t) are
absolutely continuous inside R.
Q′(t) is bounded inside R a.e. because by (19) exp(Q(t))Q′(t) is increasing
a.e.
We collected below some frequently used definitions and notations in the
paper.
Definitions 11 Let L ⊂ R and let f : L→ R ∪ {−∞} ∪ {+∞}.
f is Ho¨lder continuous with Ho¨lder index 0 < τ ≤ 1 if with some K constant
|f(x)− f(y)| ≤ K|x− y|τ , x, y ∈ L. In this case we write f ∈ Hτ (L).
The Lp norm of f is denoted by ||f ||p. When p = ∞ we will also use the
||f ||L notation.
We say that an integral or limit exists if it exists as a real number.
Let x ∈ R. If f is integrable on L\(x−ǫ, x+ǫ) for all 0 < ǫ then the Cauchy
principal value integral is defined as
PV
∫
L
f(t)dt := lim
ǫ→0+
∫
L\(x−ǫ,x+ǫ)
f(t)dt,
if the limit exists.
It is known that PV
∫
L g(t)/(t − x)dt exists for almost every x ∈ R if g :
L→ R is integrable.
For 0 < ι and a ∈ R we define
a+ι := max(a, ι) and a
−
ι := max(−a, ι).
For a > b the interval [a, b] is an empty set.
We say that a property is satisfied inside L if it is satisfied on all compact
subsets of L.
o(1) will denote a number which is approaching to zero. For example, we may
write 10x = 100+ o(1) as x→ 2. Sometimes we also specify the domain (which
may change with ǫ) where the equation should be considered. For example,
sin(x) = o(1) for x ∈ [π, π + ǫ] when ǫ→ 0+.
The equilibrium measure and its support Sw is defined on the next page. Let
[aλ, bλ] denote the support SWλ (see Lemma (15)).
For x 6∈ (aλ, bλ) let Vλ(x) := 0, and for a.e. x ∈ (aλ, bλ) let
Vλ(x) :=
PV
∫ bλ
aλ
λ
√
(t−aλ)(bλ−t)Q′(t)
t−x dt
π2
√
(x− aλ)(bλ − x)
+
1
π
√
(x− aλ)(bλ − x)
. (22)
Let x ∈ [−1, 1]. Depending on the value of c ∈ [−1, 1] the following integrals
may or may not be principal value integrals.
vc(x) := −PV
∫ c
−1
λ
√
1− t2e−Q(t)
π2
√
1− x2(t− x)dt,
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hc(x) := PV
∫ 1
c
λ
√
1− t2e−Q(t)
π2
√
1− x2(t− x)dt.
(We should keep it in mind that vc(x) and hc(x) also depends on λ.)
Define
B(x) := vc(x)− hc(x) = v1(x) = −PV
∫ 1
−1
λ
√
1− t2e−Q(t)
π2
√
1− x2(t− x)dt, x ∈ [−1, 1].
Pn(x) and pn(x) denote polynomials of degree at most n.
Functions with smooth integrals was introduced by Totik in [11].
Definitions 12 We say that f has smooth integral on R ⊂ L, if f is non-
negative a.e. on R and
∫
I
f = (1 + o(1))
∫
J
f (23)
where I, J ⊂ R are any two adjacent intervals, both of which has length 0 <
epsilon, and ǫ→ 0. The o(1) term depends on ǫ and not on I and J .
We say that a family of functions F has uniformly smooth integral on R,
if any f ∈ F is non-negative a.e. on R and (23) holds, where the o(1) term
depends on ǫ only, and not on the choice of f , I or J .
Cleary, if f is continuous and it has a positive lower bound on R then f has
smooth integral on R. Also, non-negative linear combinations of finitely many
functions with smooth integrals on R has also smooth integral on R.
From the Fubini Theorem it follows that if ν is a finite positive Borel measure
on T ⊂ R and {vt(x) : t ∈ T } is a family of functions with uniformly smooth
integral on R for which t→ vt(x) is measureable for a.e. x ∈ [a, b], then
v(x) :=
∫
T
vt(x)dν(t)
has also smooth integral on R.
Finally, if fn → f uniformly a.e. on R, fn has smooth integral on R and f
has positive lower bound a.e. on R then f has smooth integral on R.
Remark 13 Since exp(−Q) is absolutely continuous inside R and (exp(−Q))′ =
− exp(−Q)Q′ is bounded a.e. on [−1, 1], by the fundamental theorem of calcu-
lus we see that exp(−Q(t)) ∈ H1([−1, 1]). And √1− t, √1 + t ∈ H0.5([−1, 1]),
so
√
1− t√1 + t exp(−Q(t)) ∈ H0.5([−1, 1]) so √1− x2B(x) ∈ H0.5([−1, 1]) by
the Plemelj-Privalov Theorem ([6], §19). As a consequence, vc(x) and hc(x)
exist for any x ∈ [−1, 1] \ {c}.
The following definitions and facts are well known in logarithmic potential
theory (see [8] and [9]).
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Let w(x) 6≡ 0 be a non-negative continuous function on R¯ such that
lim
x→∞
|x|w(x) = α ∈ [0,+∞) exists . (24)
When α = 0, then w belongs to the class of so called “admissible” weights.
We write w(x) = exp(−q(x)) and call q(x) external field. If µ is a positive
Borel unit measure on R¯ - in short a “probability measure”, then its weighted
energy is defined by
Iw(µ) :=
∫ ∫
log
1
|x− y|w(x)w(y)dµ(x)dµ(y).
The integrand is bounded from below ([9], pp. 3), so Iw(µ) is well defined and
−∞ < Iw(µ). Whenever it makes sense, we define the (unweighted) logarithmic
energy of µ as I1(µ) where 1 denotes the constant 1 function. There exists a
unique probability measure µw - called the equilibrium measure associated with
w - which minimizes Iw(µ). Also,
Vw := Iw(µw) is finite,
and µw has finite logarithmic energy when α = 0.
If the support of µ is compact, we define its potential as
Uµ(x) :=
∫
log
1
|t− x|dµ(t).
This definition makes sense for a signed measure ν, too, if
∫ ∣∣∣ log |t− x|
∣∣∣d|ν|(t)
exists.
Let
Sw := supp(µw) denote the support of µw.
When α = 0, then Sw is a compact subset of R. In this case with some Fw
constant we have
Uµw +Q(x) = Fw, x ∈ Sw.
Let Bd(K) be the boundary of a two dimensional convex region K ⊂ R2
which is centrally symmetric to the origin (0, 0). For t ∈ R let (x(t), y(t)) be
any of the two points on Bd(K) for which
y(t)
x(t)
= t. (25)
Let x(∞) := 0 and choose the value y(∞) such that (0, y(∞)) ∈ Bd(K). We
define y(∞)/0 to be ∞, so (25) also holds for t =∞.
Define
W (t) := e−Q(t) := |x(t)|, t ∈ R¯.
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Lemma 14 W (t) satisfies properties (19), (20). And SW = R¯.
Proof. W is positive on R.
We may assume that x(t) > 0, t ∈ R. Let t1, t3 ∈ R and t2 := αt1 + (1 −
α)t3, where 0 < α < 1. Let (x2, y2) be the intersection of the line segments
(x(t1), y(t1))(x(t3), y(t3)) and (0, 0)(x(t2), y(t2)). Note that 1/x(t2) ≤ 1/x2 and
by elementary calculations:
1
x2
= α
1
x(t1)
+ (1− α) 1
x(t3)
,
so (19) holds. The proof of (20) is identical to the proof of (19) once we notice
that y(−1/t)/x(−1/t) = −1/t, and so |t|/W (−1/t) = 1/|y(−1/t)|.
SW = R¯ follows from Corollary 3 of [3], since (19) implies that (2.2) in [3] is
increasing on (0, 2π) with the choice c := 0, and (20) implies that (2.2) in [3] is
increasing on (π, 3π) with the choice c := π. (Corollary 3 can be used since (21)
shows that q(θ) := Q(− cot(θ/2))+log | sin(θ/2)|+log 2 is a continuous function
on [0, 2π]. And q(θ) is absolutely continuous inside (0, 2π), so it is absolutely
continuous on [0, 2π].)
Lemma 15 Let 1 < λ. Then SWλ is a finite interval [aλ, bλ], and µWλ is
absolutely continuous with respect to the Lebesgue measure and its density is
dµWλ(x) = Vλ(x)dx.
Proof. Let 1 < p. Note that exp(λQ(x)) is a convex function because it is
the composition of two continuous convex functions. So by [2], Theorem 5,
SWλ is an interval [aλ, bλ], which is finite since limx→±∞ |x|Wλ(x) = 0. The
density function (dµWλ(x))/dx exists, since (W
λ)′ = − exp(−λQ)λQ′ ∈ Lp(R),
see Theorem IV.2.2 of [8].
The integral at (22) is the Hilbert transform on R of the function defined as
λ
√
(t− aλ)(bλ − t)Q′(t) on (aλ, bλ) and 0 elsewhere. This function is in Lp(R),
so by the M. Riesz’ Theorem the integral is also in Lp(R) hence Vλ(x) exists for
a.e. x ∈ [aλ, bλ]. Moreover, by the Ho¨lder inequality (1/a+ 1/b = 1/c implies
||fg||c ≤ ||f ||a||g||b) we see that Vλ ∈ L1.9(R), so Vλ ∈ L1(R), too.
By the proof of Lemma 16 of [1], the function Vλ satisfies
∫
Vλ(x)dx = 1 and
∫ bλ
aλ
log |t− x|Vλ(t)dt = λQ(x) + C, x ∈ (aλ, bλ). (26)
The left hand side is well defined since by the Ho¨lder inequlaity
x 7→
∫ bλ
aλ
∣∣∣ log |t− x|
∣∣∣|Vλ(t)|dt is uniformly bounded on [aλ, bλ]. (27)
Consider the unit signed measure µ defined by dµ(x) := Vλ(x)dx. By (26)
Uµ(x) + λQ(x) = −C, x ∈ (aλ, bλ). From this and from UµWλ (x) + λQ(x) =
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FWλ , x ∈ [aλ, bλ], we get Uµ(x) = UµWλ (x), x ∈ (aλ, bλ). But (27) shows that
Uµ
+
(x) and Uµ
−
(x) are finite for all x ∈ [aλ, bλ]. So Uµ+(x) = UµWλ+µ−(x),
x ∈ (aλ, bλ). Here µ+ and µWλ + µ− are positive measures which have the
same mass. µWλ , µ
− (and µ+) all have finite logarithmic energy (see (27)),
hence µWλ + µ
− has it, too. Applying Theorem II.3.2. of [8] we get Uµ
+
(z) =
UµWλ+µ
−
(z) for all z ∈ C. By the unicity theorem ( [8], Theorem II.2.1. )
µ+ = µWλ + µ
−. Hence µ = µWλ and our lemma is proved.
Lemma 16 For any [a, b] interval if 1 < λ, and λ is sufficiently close to 1 then
[a, b] ⊂ (aλ, bλ) and Vλ(x) has positive lower bound a.e. on [a, b].
Proof. First we show that limλ→1+ aλ = −∞ and limλ→1+ bλ = +∞. Fix z ∈ R
and let let λn ց 1 be arbitrary. We show that z ∈ (aλn , bλn) for large n. If this
were not the case then for a subsequence (indexed also by λn) we have
[aλn , bλn ] ⊂ [z,+∞). (28)
(Or, for a subsequence we have [aλn , bλn ] ⊂ (−∞, z], which can be handled
similarly.) R¯ is compact so by Helly’s Selection Theorem ([8], Theorem 0.1.3)
we can find a subsequence of the equilibrium measures µWλn (indexed also by
λn) which weak-* converges to a probability measure µ. This we denote by
µWλn →˚µ.
For fixed large 0 < N we define the probability measure
νN :=
µW
∣∣∣
[−N,N ]
||µW
∣∣∣
[−N,N ]
||
.
We remark that µW ({∞}) = 0 which implies that
||µW
∣∣∣
[−N,N ]
|| → 1 as N → +∞. (29)
By ([9], pp. 3) there exists K ∈ R such that
K ≤ log 1|z − t|W (z)W (t) , z, t ∈ R¯. (30)
Now we show that∫ ∫
log
1
|z − t|Wλ1(z)Wλ1(t)dνN (t)dνN (z) is finite. (31)
By (30) the double integral at (31) is bounded from below. It equals to:
∫ ∫
log
1
|z − t|λ1Wλ1(z)Wλ1(t)dνN (t)dνN (z) +
∫ ∫
log |z − t|λ1−1dνN (t)dνN (z).
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Here the first double integral is finite because VW is finite ([9], Theorem 1.2).
And the second integral is bounded from above since νN has compact support.
So (31) is established.
Choose 0 < τ such that ||τW (x)||∞ ≤ 1. Now,
IW (µ) − log(τ2)
= lim
M→+∞
∫ ∫
min
(
M, log
1
|z − t|(τW (z))(τW (t))
)
dµ(t)dµ(z)
= lim
M→+∞
lim
n→+∞
∫ ∫
min
(
M, log
1
|z − t|(τW (z))(τW (t))
)
dµWλn (t)dµWλn (z)
≤ lim
n→+∞
∫ ∫
log
1
|z − t|(τW (z))λn(τW (t))λn dµWλn (t)dµWλn (z)
≤ lim
n→+∞
∫ ∫
log
1
|z − t|(τW (z))λn(τW (t))λn dνN (t)dνN (z)
=
∫ ∫
log
1
|z − t|W (z)W (t)dνN (t)dνN (z)− log(τ
2). (32)
Above in the first equality we used the monotone convergence theorem (see also
(30)). In the second equality we used µWλn × µWλn →˚µ × µ. In the second
inequality it was used that µWλn is the probability measure which minimizes
the double integral of − log(|z− t|Wλn(z)Wλn(t)). In the last equality we used
the monotone convergence theorem again. (It can be used because of (30), plus
the integral is finite even with the power λ1 by (31).)
Also, ∫ ∫ [
log
1
|z − t|W (z)W (t) −K
]
dνN (t)dνN (z)
≤
∫ ∫ [
log
1
|z − t|W (z)W (t) −K
] dµW (t)
||µW
∣∣∣
[−N,N ]
||
dµW (z)
||µW
∣∣∣
[−N,N ]
||
.
Combining this with (32) we have
IW (µ) ≤ K
[
1− 1
||µW
∣∣∣
[−N,N ]
||2
]
+
1
||µW
∣∣∣
[−N,N ]
||2
VW .
Letting N → +∞ we gain IW (µ) ≤ VW . Therefore µ = µW . Thus µWλn →˚µW
which contradicts (28), since SW = R¯.
To prove the positive lower bound of Vλ(x) a.e. on [a, b], let I := [a−1, b+1].
Since Wλ is an admissible weight, we can use [8], Theorem IV.4.9., to get
µWλ
∣∣∣
S
Wλ
2
≥
(
1− 1
λ2
)
ωS
Wλ
∣∣∣
S
Wλ
2
,
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where ωS
Wλ
is the classical equilibrium measure of the set SWλ (with no external
field present). (We remark that SWλ ⊃ SWλ2 .)
It follows that if λ is so close to 1 that SWλ2 ⊃ I holds, then [a, b] ⊂ (aλ, bλ)
and Vλ(x) has positive lower bound a.e. on [a, b].
We will need Lemma 22 of [1]. We formulate it as follows:
Lemma 17 Let A < B < 1, f ∈ L1[A, 1] and f ∈ H1[A, (B + 1)/2]. Define
v∗(x) :=
∫ 1
c f(t)/(t− x)dt, where c ∈ [A,B] and x < c. Then
v∗(x) = (f(c) + o(1)) log
1
c− x, as x→ c
−.
Here o(1) depends on c− x only.
Lemma 18 Let −1 < a < b < 1 and 0 < ι be fixed. Let 0 < ǫ < 1/10 and
δ :=
√
ǫ − 2ǫ. Then for x1, x2 ∈ [a, b] ∩ (c − δ, c + δ)c, |x1 − x2| ≤ ǫ, all the
quotients
vc(x1)
+
ι
vc(x2)
+
ι
,
vc(x1)
−
ι
vc(x2)
−
ι
,
hc(x1)
+
ι
hc(x2)
+
ι
,
hc(x1)
−
ι
hc(x2)
−
ι
equal to 1 + o(1) as ǫ→ 0+. Here the o(1) term is independent of x1, x2 and c.
Proof. First we consider the case when x1, x2 ≤ c − δ. Note that for x1 > x2
we have 1/(t− x2) < 1/(t− x1), t ∈ [c, 1], whereas for x1 ≤ x2 we have
1
t− x2 ≤
(
1 +
x2 − x1
c− x2
) 1
t− x1 = (1 + o(1))
1
t− x1 , t ∈ [c, 1].
Multiplying these inequalities by λ
√
1− t2 exp(−Q(t))/π2 and integrating on
[c, 1] we gain
hc(x2)
hc(x1)
= 1 + o(1), (33)
where
√
1− x22/
√
1− x21 = 1 + o(1) was also used. By the same argument, if
x1, x2 ≥ c+ δ, we have vc(x2)/vc(x1) = 1 + o(1), from which
vc(x2)
+
ι
vc(x1)
+
ι
= 1 + o(1). (34)
Returning to the case of x1, x2 ≤ c − δ, from vc(x) = hc(x) + B(x), from
(33) and from B(x2) = B(x1) + o(1) we get
|vc(x2)− vc(x1)| = |o(1)|(1 + |vc(x1)−B(x1)|)
≤ |o(1)|(|vc(x1)|+ 1 + ||B||[a,b]). (35)
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Assuming |vc(x1)| ≤ 1, we have
|vc(x2)+ι − vc(x1)+ι | ≤ |vc(x2)− vc(x1)| ≤ |o(1)|,
so (34) holds again. Finally, if |vc(x1)| ≥ 1, then from (35)
∣∣∣vc(x2)
vc(x1)
− 1
∣∣∣ = |o(1)|
(
1 +
1 + ||B||[a,b]
|vc(x1)|
)
= |o(1)|,
from which (34) again easily follows.
The proof of the rest of our lemma is similar.
Lemma 19 Let −1 < a < b < 1 and 0 < ι be fixed. Then the family of
functions F+ := {vc(x)+ι : c ∈ [−1, 1]} and F− := {vc(x)−ι : c ∈ [−1, 1]} have
uniformly smooth integrals on [a, b].
Proof. We consider F+ only (F− can be handled similarly). Let c ∈ [−1, 1].
Let I := [u − ǫ, u], J := [u, u + ǫ] be two adjacent intervals of [a, b], where
0 < ǫ < 1/10. We have to show that∫
I vc(t)
+
ι dt∫
J vc(t)
+
ι dt
= 1 + o(1), as ǫ→ 0+,
where o(1) is independent of I, J and c. Let δ :=
√
ǫ− 2ǫ (> ǫ).
Case 1: Assume I ∪ J ⊂ (c− δ, c+ δ)c. From Lemma 18 we have vc(t)+ι =
(1 + o(1))vc(t+ ǫ)
+
ι , t ∈ I. Thus
∫
I
vc(t)
+
ι dt = (1 + o(1))
∫
J
vc(t)
+
ι dt.
Case 2: Assume (I ∪ J)∩ (c− δ, c+ δ) 6= ∅. So I ∪ J ⊂ [c−√ǫ, c+√ǫ]. Let
ǫ be so small that c ∈ [(a − 1)/2, (b+ 1)/2]. (This can be done because of our
assumption of Case 2.)
Let f(t) := λ
√
1− t2 exp(−Q(t))/π2. Applying Lemma 17 (with A := (a−
1)/2, B := (b + 1)/2) we have
√
1− x2hc(x) = (f(c) + o(1))(− log |c − x|) for
x ∈ [c−√ǫ, c) as ǫ→ 0+, which easily leads to
hc(x) = (
f(c)√
1− c2 + o(1))(− log |c− x|) for x ∈ [c−
√
ǫ, c) as ǫ→ 0+.
From here using hc(x) = vc(x)−B(x) we get
vc(x) = (
f(c)√
1− c2 + o(1))(− log |c− x|) for x ∈ [c−
√
ǫ, c) as ǫ→ 0+. (36)
Clearly, (36) also holds for x ∈ (c, c+√ǫ] (which can be seen by stating Lemma
17 for −1 < A < B instead of A < B < 1).
f(x) has a positive lower bound on [(a− 1)/2, (b+ 1)/2]. So we can choose
ǫ so small that the right hand side of (36) is at least ι for all possible values of
c and x. Hence vc(x) = vc(x)
+
ι and
∫
I vc(t)
+
ι dt∫
J
vc(t)
+
ι dt
=
( f(c)√
1−c2 + o(1))
∫
I
log 1|c−t|dt
( f(c)√
1−c2 + o(1))
∫
J log
1
|c−t|dt
= (1 + o(1))2 = 1 + o(1),
16
where we used that log(1/|x|) has smooth integral on [−2, 2] ([1], Proposition
20).
Lemma 20 Let F (x) = G(x) −H(x), where F (x), G(x), H(x) are a.e. non-
negative functions defined on an interval, G(x) and H(x) have smooth integrals
and H(x) ≤ (1 − η)G(x) a.e. with some η ∈ (0, 1). Assume also that ∫I F = 0
implies
∫
I
G =
∫
I
H = 0, when the interval I is small enough. Then F (x) has
smooth integral.
Proof. Let I and J be two adjacent intervals of equal lengths ǫ, where ǫ is “small
enough”. Let a :=
∫
I
G, A :=
∫
J
G, b :=
∫
I
H , B :=
∫
J
H . By assumption
A = (1 + o(1))a and B = (1 + o(1))b, as ǫ→ 0+ (37)
and we have to show that A−B = (1 + o(1))(a− b).
We may assume that a− b 6= 0, otherwise a = b = 0 from the assumption of
the lemma and so A = B = 0.
Integrating H ≤ (1 − η)G on I we get b ≤ (1 − η)a, from which (a + b)/
(a− b) ≤ (1 + (1 − η))/(1− (1− η)). Thus, from (37)
|(A− a)− (B − b)| ≤ |o(1)|(a+ b) ≤ |o(1)|(a− b).
Following the proof of Lemma 24 of [1] we will prove the following lemma.
But we remark that the absolutely continuous hypothesis of Lemma 24 is un-
necessary at [1].
Lemma 21 Let N(x) be a bounded, increasing, right-continuous function on
[−1, 1] and let f(x) ∈ L1([−1, 1]) be non-negative. Then
PV
∫ 1
−1
f(t)N(t)
t− x dt = −N(1)f1(x) +
∫
(−1,1]
ft(x)dN(t), a.e. x ∈ [−1, 1], (38)
where the integral on the right hand side is a Lebesgue-Stieltjes integral and
fc(x) := −PV
∫ c
−1
f(t)
t− xdt, a.e. x ∈ [−1, 1].
Proof. Let us denote the left hand side of (38) by F (x). Since f(x) and
f(x)N(x) are in L1[−1, 1] and N(x) is increasing, there is a set of full mea-
sure in (−1, 1) where f1(x), F (x) and N ′(x) all exist. Let x be chosen from this
set. It follows that fc(x) exist for all c ∈ [−1, 1] \ {x}. Also,
F (x) = lim
ǫ→0+
(∫ x−ǫ
−1
f(t)N(t)
t− x dt+
∫ 1
x+ǫ
f(t)N(t)
t− x dt
)
. (39)
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t → ft(x) is a continuous increasing function on [−1, x) and it is a continuous
decreasing function on (x, 1] so at (39) we can use integration by parts to get
∫ x−ǫ
−1
+
∫ 1
x+ǫ
= −fx−ǫ(x)N(x − ǫ) + f−1(x)N(−1) +
∫
(−1,x−ǫ]
ft(x)dN(t)
+fx+ǫ(x)N(x + ǫ)− f1(x)N(1) +
∫
(x+ǫ,1]
ft(x)dN(t)
But above f−1(x) = 0 and
fx+ǫ(x)N(x + ǫ)− fx−ǫ(x)N(x − ǫ)
= [fx+ǫ(x) − fx−ǫ(x)]N(x + ǫ) + fx−ǫ(x)[N(x + ǫ)−N(x− ǫ)]. (40)
Note that
fx+ǫ(x)− fx−ǫ(x) = −PV
∫ x+ǫ
x−ǫ
f(t)
t− xdt→ 0 as ǫ→ 0
+,
since f1(x) exists. Also, 0 ≤ fx−ǫ(x) ≤ c1 log(1/ǫ), 0 < ǫ < 1, which implies
that the second term at (40) tends to zero (since N is differentiable at x).
Putting these together, we get that on one hand,
lim
ǫ→0+
(∫
(−1,x−ǫ]
ft(x)dN(t) +
∫
(x+ǫ,1]
ft(x)dN(t)
)
(41)
exists and equals to F (x) + f1(x)N(1), and on the other hand, (41) equals to
∫
(−1,1]\{x}
ft(x)dN(t) =
∫
(−1,1]
ft(x)dN(t) (42)
by the monotone convergence theorem (which can be used since c → fc(x) is
bounded from below on [−1, 1] since f1(x) is finite). The the continuity of N at
x allowed us to integrate on the whole [−1, 1] at (42).
Lemma 22 Let [a, b] be arbitrary and let 1 < λ be chosen to satisfy the conclu-
sion of Lemma 16. Then Vλ(x) has smooth integral on [a, b].
Proof. To keep the notations simple we will assume that −1 < a < b < 1,
and aλ = −1, bλ = 1, that is, the support of µWλ is [−1, 1]. This can be done
without loss of generality. Define
v(t) :=
λ
√
1− t2e−Q(t)
π2
√
1− x2 and M(t) := lims→t+ e
Q(s)Q′(s),
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where v(t) also depends on the choice of x. Note that M(t), t ∈ [−1, 1], is a
bounded, increasing, right-continuous function which agrees with exp(Q(t))Q′(t)
almost everywhere.
Applying Lemma 21 for f(t) := v(t) and N(t) :=M(t), let us fix an x ∈ [a, b]
value for which both (38) and dµWλ(x) = Vλ(x)dx are satisfied. (These are
satisfied almost everywhere.) From (22) and Lemma 21 we have
Vλ(x) =
1
π
√
1− x2 + PV
∫ 1
−1
λ
√
1− t2Q′(t)
π2
√
1− x2(t− x)dt
=
1
π
√
1− x2 + PV
∫ 1
−1
v(t)M(t)
t− x dt = L(x) +
∫
(−1,1]
vt(x)dM(t),
where L(x) := 1/(π
√
1− x2)−M(1)B(x).
Let 0 < ι. Since L(x) is a continuous function on [a, b] (see Remark 13),
L(x)+ι and L(x)
−
ι have smooth integrals on [a, b]. Also, by Lemma 19 F+ and
F− have uniformly smooth integrals on [a, b], so both
Vλ(x)
(+)
(ι) := L(x)
+
ι +
∫
(−1,1]
vt(x)
+
ι dM(t) and
Vλ(x)
(−)
(ι) := L(x)
−
ι +
∫
(−1,1]
vt(x)
−
ι dM(t)
have smooth integrals on [a, b]. (These new functions are not to be mixed with
Vλ(x)
−
ι and Vλ(x)
−
ι .)
Set
Vλ(x)(ι) := Vλ(x)
(+)
(ι) − Vλ(x)
(−)
(ι) .
Then, using |z+ι − z−ι − z| ≤ ι, z ∈ R, we get
|Vλ(x)(ι)−Vλ(x)| ≤ |L(x)+ι −L(x)−ι −L(x)|+
∫
(−1,1]
|vt(x)+ι −vt(x)−ι −vt(x)|dM(t)
≤ ι+
∫
(−1,1]
ιdM(t) = ι(1 +M(1)−M(−1)). (43)
So
Vλ(x)(ι) → Vλ(x) uniformly a.e. on [a, b] as ι→ 0+. (44)
And since
Vλ(x) has positive lower bound a.e. on [a, b], (45)
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Vλ(x)(ι) has also positive lower bound a.e. on [a, b], assuming ι is small enough.
In addition, vt(x) ≥ 0 when t ∈ [0, x], whereas vt(x) ≥ B(x) ≥ −||B||[a,b] when
t ∈ (x, 1], so Vλ(x)(−)(ι) is bounded a.e. on [a, b]. It follows that Vλ(x)(−)(ι) ≤
(1− η)Vλ(x)(+)(ι) a.e. x ∈ [a, b] for some η ∈ (0, 1).
Applying Lemma 20 we conclude that Vλ(x)(ι) has smooth integral on [a, b]
(if ι is small enough). Therefore Vλ(x) has smooth integral by (44) and (45).
Approximation by weighted polynomials with varying weights was intro-
duced by Saff ([7]). In our proof we shall utilize the strong connection between
weighted polynomials and homogeneous polynomials on the plane.
It was proved by Kuijlaars ([5], see also [8], Theorem VI.1.1) that when
α = 0 at (24) then there exists a closed set Z(w) ⊂ R with the property that a
continuous function f(x), x ∈ R, is the uniform limit of weighted polynomials
wnPn (n = 0, 1, 2, ...) on R if and only if f(x) vanishes on Z(w). We formulate
the following version of this theorem.
Lemma 23 Assume that 0 < α at (24). Then there exists a closed set Z
R¯
(w)
such that a continuous function f(x), x ∈ R¯, is the uniform limit of weighted
polynomials wnpn (n = 0, 2, 4, ...) on R¯ if and only if f(x) vanishes on ZR¯(w).
Proof. Let X := R¯. Note that wnpn is continuous on R¯ when n is even.
(Naturally the value (wnpn)(∞) is defined to be limx→±∞(wnpn)(x).)
Let A be the collection of continuous functions f on X such that wnpn → f
(n = 0, 2, 4, ...) uniformly on X for some pn. Define the set ZR¯(w) := {x ∈ X :
f(x) = 0 for all f ∈ A}, which is certainly closed.
It is easy to see (similarly as in [8], Theorem VI.1.1) that A is an algebra
which is closed under uniform limits. Also, it separates points in the sense
that if x1, x2 ∈ X \ ZR¯(w) are two distinct points, then there exists f ∈ A
such that f(x1) 6= f(x2). Indeed, let us assume that, say, x2 is finite and let
g ∈ A such that g(x1) 6= 0. Let wnpn → g (n = 0, 2, 4, ...) uniformly on X .
Then wn+2(x)[(x − x2)2pn(x)] → w2(x)(x − x2)2g(x) =: f(x) (n = 0, 2, 4, ...)
uniformly on X because ||w2(x)(x − x2)2||R¯ < +∞. Thus f(x) ∈ A. And
f(x1) 6= 0 = f(x2) (which holds even if x1 was infinity.)
Since A satisfies the properties above, by the Stone-Weierstrass Theorem
A = {f : f is continuous on X and f ≡ 0 on ZR¯(w)}.
We now restate Theorem 4 and prove it.
Theorem 24 For a weight satisfying (19) and (20) we have ZR¯(W ) = ∅. That
is, any continuous function g : R¯ → R can be uniformly approximated by
weighted polynomials Wnpn (n = 0, 2, 4, ...) on R¯.
Proof. Let x0 ∈ R¯. We show that x0 6∈ ZR¯(W ).
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First let us assume that x0 is finite. Choose J := [a, b] such that a < x0 < b
holds. Let f(x) be a continuous function which is zero outside J and f(x0) 6= 0.
Let 1 < λ = u/v (u, v ∈ N+) be a rational number for which the conclusion
of Lemma 16 holds. Now we use a powerful theorem of Totik. Since Vλ has a
positive lower bound a.e. on J and it has smooth integral on J (see Lemma 22),
by [11], Theorem 1.2, (a, b) ∩ Z(Wλ) = ∅. So we can find Pn (n = 0, 1, 2, ...)
such that (Wλ)nPn → f uniformly on R¯.
So for n := Nv, we have
WNupNu → f, N = 0, 1, 2, ..., uniformly on R¯, (46)
where pNu := PNv and deg(pNu) ≤ Nv ≤ Nu. For all fixed s ∈ {0, ..., u− 1} if
we approximate f/W s instead of f at (46), it easily follows that there exist pk
(k = 0, 1, 2, ...) such that
W kpk → f, k = 0, 1, 2, ..., uniformly on R¯. (47)
Using only k = 0, 2, 4, ..., we get x0 6∈ ZR¯(W ) by Lemma 23.
Now let x0 =∞. Define
W0(x) :=
1
|x|W (−
1
x
).
Note that 1/W0(x) (= |x|/W (−1/x)) and |x|/W0(−1/x) (= 1/W (x)) are posi-
tive and convex functions because W satisfies (20) and (19).
Let g be a continuous function on R¯. Define −1/∞ to be 0 and −1/0 to
be ∞. (So g(x) is continuous on R¯ if and only if g(−1/x) is continuous on R¯.)
Observe that for some pn we have
Wn(x)pn(x)→ g(x) (n = 0, 2, 4, ...) uniformly on R¯, iff
Wn(−1/x)pn(−1/x)→ g(−1/x) (n = 0, 2, 4, ...) uniformly on R¯, iff
W0
n(x)qn(x),→ g(−1/x) (n = 0, 2, 4, ...) uniformly on R¯,
where qn(x) := x
npn(−1/x) are polynomials, deg qn ≤ n.
Now let f(x) be a continuous function on R¯ which is zero in a neighborhood
of 0 but f(∞) 6= 0. By what we have already proved, qn polynomials exist
such that W0
n(x)qn(x) (n = 0, 2, 4, ...) tends to f(−1/x) uniformly. Therefore
we can approximate f(x) uniformly by Wn(x)pn(x) (n = 0, 2, 4, ...), where
pn(x) := x
nqn(−1/x).
Lemma 25 Let f(x, y), (x, y) ∈ Bd(K), be a continuous function such that
f(x, y) = f(−x,−y) for all (x, y) ∈ Bd(K). Then homogeneous polynomials
hn(x, y) :=
n∑
k=0
a
(n)
k x
n−kyk, n = 0, 2, 4, ...
exist such that hn(x, y)→ f(x, y) (n = 0, 2, 4, ...) uniformly on Bd(K).
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Proof. Recall the definition: y(t)/x(t) = t, t ∈ R¯, where (x(t), y(t)) ∈ Bd(K)
and W (t) := |x(t)|. Define
f(t) := f(x(t), y(t)) = f(−x(t),−y(t)), t ∈ R¯.
Note that if n is an even number (and a
(n)
k are unknowns) then
n∑
k=0
a
(n)
k x
n−k(t)yk(t) = xn(t)
n∑
k=0
a
(n)
k
(y(t)
x(t)
)k
= |x(t)|n
n∑
k=0
a
(n)
k t
k =Wn(t)pn(t), (48)
where pn(t) :=
∑n
k=0 a
(n)
k t
k, deg pn ≤ n. (When t = ∞, the left hand side of
(48) again equals to (Wnpn)(∞) := limt→±∞Wn(t)pn(t).)
But by Theorem 24 there exist Wn(t)pn(t) (n = 0, 2, 4, ...) which tends to
f(t) uniformly on R¯. This completes the proof, since for any (x, y) ∈ Bd(K)
there exists t ∈ R¯ such that either (x(t), y(t)) = (x, y) or (−x(t),−y(t)) = (x, y).
Proof of Theorem 3.
Define f(x, y) := 1, (x, y) ∈ Bd(K). By Lemma 25 there exist h2n ∈ H22n,
n ∈ N, such that ||1 − h2n||Bd(K) → 0. From here Theorem 3 follows the same
way Theorem 2 follows from Lemma 5.
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