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Initially, the logistic map became popular as a simplified model for population growth. In spite of
its apparent simplicity, as the population growth-rate is increased the map exhibits a broad range
of dynamics, which include bifurcation cascades going from periodic to chaotic solutions. Studying
coupled maps allows to identify other qualitative changes in the collective dynamics, such as pattern
formations or hysteresis. Particularly, hysteresis is the appearance of different attracting sets, a set
when the control parameter is increased and another set when it is decreased – a multi-stable
region. In this work, we present an experimental study on the bifurcations and hysteresis of nearly
identical, coupled, logistic maps. Our logistic maps are an electronic system that has a discrete-
time evolution with a high signal-to-noise ratio (∼ 106), resulting in simple, precise, and reliable
experimental manipulations, which include the design of a modifiable diffusive coupling configuration
circuit. We find that the characterisations of the isolated and coupled logistic-maps’ dynamics agrees
excellently with the theoretical and numerical predictions (such as the critical bifurcation points and
Feigenbaum’s bifurcation velocity). Here, we report multi-stable regions appearing robustly across
configurations, even though our configurations had parameter mismatch (which we measure directly
from the components of the circuit and also infer from the resultant dynamics for each map) and
were unavoidably affected by electronic noise.
PACS numbers: 05.45.-a; 05.45.Tp; 07.05.Fb; 07.50.Ek
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I. INTRODUCTION
The logistic map is a paradigmatic dynamical system
that was proposed by May [1] as a model for population
growth. It became popular because of its simplicity –
being one-dimensional, having a single parameter, and
using a smooth quadratic function –, but also because of
its broad dynamical regimes – going from periodic orbits
to chaos. As the growth rate parameter is increased, the
map dynamics shows bifurcation cascades with a fractal
structure, which are shown to be universal [2–5]. From its
initial framework as a population model, the logistic map
has been studied thoroughly and used vastly. For exam-
ple, as an ecological model [6, 7] an encryption machine
[8–11], and a noise generator [12, 13], to name a few. Fur-
thermore, in order to explain the emergence of collective
phenomena from a tractable framework, coupled logistic
maps have been studied numerically [14–16] to explain
chaotic synchronisation [17–20] or model effects of diver-
sity and heterogeneity in competing populations [21], to
name a few.
The study of coupled maps allows to identify other
qualitative changes in the collective dynamics, such
as hysteresis [22–24], or pattern formations, such as
chimeras [25–27]. Particularly, hysteresis corresponds to
having a different attracting set when the control param-
eter is increased than when it is decreased (a phenomenon
that is fairly known in ferromagnetic materials). For ex-
∗ nrubido@fisica.edu.uy; nicolas.rubidoobrer@abdn.ac.uk
ample, coupled map lattices with a one-humped chaotic
map and an unstable Laplacian coupling show hystere-
sis when observed as the control parameter is changed
[22]. Similarly, coupled logistic maps under a fixed mul-
tiplicative coupling also show hysteresis when the logistic
parameter is tuned [24]. However, these and other works
solely study hysteresis – and other kinds of crisis – by
means of numerical simulations, without taking into ac-
count parameter mismatch or the role of intrinsic noise.
Moreover, to the best of our knowledge, we are still un-
aware on how persistent the hysteresis is when changes in
the coupling configuration are introduced. Namely, what
is the dependence between having hysterical behaviour
and the particular coupling configuration chosen.
In this work, we implement a low-cost electronic circuit
that models diffusely-coupled logistic maps and report
its emerging bifurcations and hysteresis as the coupling
strength is changed. Our experimental set-up is based
on the logistic map circuit we define in Ref. [28], which
we now extend to include a circuit board that allows to
change the coupling configuration (i.e., the connectiv-
ity between maps) as well as the number of interacting
maps. The circuit allows precise and reliable manipu-
lations (with an average 1% parameter uncertainty per
map) with high signal-to-noise ratio (∼ 106). Our results
are centred on 6 logistic maps, where we report hysteresis
as a function of coupling strength for 52 different con-
figurations, i.e., 52 networks. We show that hysteresis
appears robustly across configurations but for different
coupling strength regions – in spite of small parameter
mismatch and electronic noise.
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2II. MODEL AND METHODS
Our results are obtained from experimentally imple-
menting 6 Kaneko-coupled [14] logistic maps. The equa-
tions of motion for the i-th map is given by
x
(i)
n+1 = (1− ε)f(x(i)n ; ri) + ε
N∑
j=1
Aij
di
f(x(j)n ; rj), (1)
where x
(i)
n [x
(i)
n+1] is the i-th map state (i = 1, . . . , 6) at
iteration n [n+ 1] (with n ≥ 0, x(i)0 being the initial con-
dition), f(x; r) ≡ rx(1 − x) is the logistic function with
parameter r, and ε is the coupling strength, which acts
as our global control parameter. The adjacency matrix,
A, defines the coupling configurations, which we assume
bidirectional and unweighted, and define the number of
neighbours (node degree) that each map has in the con-
figuration: di =
∑
j Aij for i = 1, . . . , 6. Its binary en-
tries, Aij , indicated whether map i and j are connected,
Aij = 1, or disconnected, Aij = 0.
In our experimental setting – schematically shown in
Fig. 1 –, the map parameters, ri, are adjustable by resis-
tors, rexp = 1 + Rvar/R, up to a 1% precision (accord-
ing to the manufacturer), where R = 1 kΩ. The logistic
function, f(x; r), is implemented by an analog multiplier
AD633AN (top panel in Fig. 1) up to an error less than
3% with respect to the theoretical quadratic function. Its
discrete-time evolution is implemented by a sample-and-
hold circuit [28], which holds the voltage output, Vout,
constant for a fixed time-window, before releasing it to
our coupling block circuit; details in A The resultant con-
figurations are adaptable, as shown in the bottom panels
of Fig. 1. We control ε = VNI/10V , by the analog out-
put of a National Instrument Data Acquisition (NIDAQ)
USB 6216, which has 3.5µV precision, making ε’s un-
certainty lower than 10−6. In particular, we choose to
change ε in increments (or decrements) of ∆ε = 1/256.
Aside being able to tune the logistic function parame-
ter from the resistors that define the circuit, rexp, we also
infer their effective values from the recorded signals of the
isolated maps. We note these parameters as ri, which ef-
fectively constitute the parameters of the circuit’s map-
ping. The reason behind this choice is that, even when
tuning the resistors to be identical (within the precision
set by the manufacturer), the remaining circuit compo-
nents and inherent uncertainties make each map to be-
have slightly different. Specifically, the isolated logistic
maps (i.e., when ε = 0) are tuned to be in the chaotic
regime, rexp = 3.80± 0.03, and respond according to the
following map parameters: r1 = 3.7364, r2 = 3.7537,
r3 = 3.7609, r4 = 3.7446, r5 = 3.7298, and r6 = 3.7300,
with a common uncertainty of 3 × 10−4. We obtain
these parameters by making a robust regression between
the observed signal, {xn}Tn=0, and the logistic function,
{xn (1 − xn)}Tn=0. Moreover, we find that their critical
bifurcation points miss by less than 8% Feigenbaum’s
bifurcation-velocity value, δ = 4.6692 . . . [2], meaning
that the whole bifurcation cascade is reliably reproduced.
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FIG. 1. Schematic representation of the logistic function cir-
cuit (top panel) and coupling configurations (bottom panels).
The colours for each map in the configurations are used to dif-
ferentiate their number of connections. Each logistic circuit is
attached to a sample-and-hold circuit through Vout, which cre-
ates time-sustained states for the output voltages (i.e., holds
the voltage output constant for a fixed time-window). A cou-
pling block then entangles all map’s output by a feedback
through Vin; see A
In what follows, we register signals for 6 coupled logis-
tic maps, accounting T = 2 × 104 iterations (after dis-
carding & 103 iterations as transient dynamics) and 52
coupling configurations. Specifically, we explored 52 ad-
jacency matrices, i.e., Aij in Eq. (1). These Aij are con-
structed from a complete network (Aij = 1 − δi,j ∀ i, j)
by continuously removing links up to the ring network
(Aij = δi,j=i±1). This is done disregarding symmetri-
cal configurations, namely, those that can be obtained
from relabelling the maps; details in B Our analyses are
carried on the resultant stationary discrete-time signals,
{x(i)n }Tn=1, where the map parameters, {ri}Ni=1, are fixed
and the coupling strength, ε, is changed by increments
(or decrements) of ∆ε = 1/256 from ε = 0 (chaotic iso-
lated dynamics) up to 1. Given our circuitry, the initial
conditions are uncontrolled, but keep some memory of
the previous stationary state. This is important for the
construction of bifurcation diagrams with hysterical be-
haviour. For example, when we increase [decrease] the
coupling, ε+∆ε [ε−∆ε], we want the system to be close
to the previous attractor at ε. This a methodology that
is commonly used to construct numerical bifurcation di-
agrams.
III. RESULTS
We study the bifurcations of 6 experimentally coupled
logistic maps for 52 coupling configurations (i.e., net-
works) as a function of the coupling strength, ε, when it is
increased or decreased. We note that the resultant bifur-
cation cascades follow the known period-doubling route
for all configurations, but in an inverse way. Generally,
for most configurations, as ε is increased from 0 to 1, the
3system exhibits an aperiodic regime (chaotic isolated dy-
namics) until ε . 0.05, then successively decreasing its
periodic behaviour – going through nearly-synchronous
regions – up to a fixed point appearing after ε & 0.8.
We can see this from Fig. 2, where we show the resultant
bifurcation diagram for map 1 in a ring configuration
(bottom left panel in Fig. 1).
More importantly, our analyses show that hysteresis
appears in all configurations explored, although it ap-
pears at different ε depending on the configuration and
with different branching characteristics – showing differ-
ent multi-stable states. For example, in Fig. 2, we can
see that there is a hysterical region at 0.1 . ε . 0.55,
where the increasing (magenta) and decreasing (black) of
ε results in different dynamics. As expected, hysteresis
reveals multi-stable regions of the coupled logistic maps.
Here, we are showing that it appears robustly across con-
figurations and emerges in spite of the experimentally in-
herent parameter mismatch and electronic noise present
in the system.
FIG. 2. Bifurcation diagram for 1 logistic map from an ex-
perimental system of 6 nearly-identical maps coupled in a
ring (nearest-neighbours). This panel shows the projection
of the 6-dimensional bifurcation diagram. The map parame-
ters are r1 = 3.7364, r2 = 3.7537, r3 = 3.7609, r4 = 3.7446,
r5 = 3.7298, and r6 = 3.7300 (with a 3 × 10−4 uncertainty).
The coupling strength, ε, is increased (magenta) from 0 to 1
and then decreased (black) from 1 to 0.
We group the hysteresis results according to the simi-
larities that the order parameter exhibits for the different
configurations, which we define as the average pair-wise
variances. For example, Fig. 3 shows σ2ij for the ring
configuration of Fig. 2 when we increase ε (magenta). In
what follows, our order parameter, σ2, is the average of
these σ2ij , considering all ordered (i, j) pairs; see details in
C In general, we note that the largest [smallest] hysterical
loop is found for the ring [complete] network, i.e., when
we connect 2 neighbouring [all-to-all] maps. In between
these two extremes, there are slight variations depending
on the coupling configuration, but hysteresis appears in
all configurations (approximately) for 0.1 . ε . 0.3.
FIG. 3. Pair-wise variance, σ2ij , for the coupled logistic maps
in Fig. 2 as the coupling strength, ε, is increased. The colours
are these time-averaged quadratic differences for all i and j
(map) signals.
A. Multi-stable behaviour as the ring configuration
The largest hysteresis we find using σ2 is for the ring
configuration (top left panel in Fig. 4). The different col-
lective dynamics that this system has when increasing
(magenta circles) or decreasing (black asterisks) ε span
a multi-stable region, which is found at 0.1 . ε . 0.6
and has chaotic attractors and periodic windows emerg-
ing and collapsing after period-doubling cascades. For
this ring configuration, we show in the bottom panel of
Fig. 4 the order parameter, σ2 as a function of the cou-
pling strength, ε. In general, we highlight that when-
ever σ2 ' 0, the coupled maps are nearly completely
synchronous, i.e., xi(t) ' xj(t) ∀ t and ∀ i, j. In other
words, σ2 reveals the average distance of the 6 dimen-
sional (coupled maps) trajectory to the completely syn-
chronous manifold, i.e., xi(t) = xj(t).
From analysing the 52 configurations, we note that the
hysterical behaviour of the ring configuration is approxi-
mately similar to only 1 other configuration, namely, the
symmetrically-perturbed configuration that we show in
the top right panel of Fig. 4. Both configurations result
in a σ2 behaviour similar to that of Fig. 4 bottom panel,
where increasing (magenta circles) and decreasing (black
asterisks) ε shows a hysteresis for 0.08 . ε . 0.17 and
0.4 . ε . 0.6. In fact, we can see from the bifurcation
diagram of Fig. 2 that there is also a multi-stable region
between these ε regions at 0.17 . ε . 0.4. However,
we miss this in-between region when using σ2. These re-
sults show that the 2 configurations have 3 multi-stable
regions: 2 regions where the system goes through differ-
ent attracting sets, which are closer to the completely-
synchronous manifold either when increasing or decreas-
ing ε (the 2 hysterical loops in Fig. 4), and 1 region
where the system has different attracting sets with an
heterogeneous behaviours per map, but are symmetric
4FIG. 4. Hysteresis (bottom panel) in ring (top left panel)
and symmetrically-perturbed ring (top right panel) configu-
rations of 6 nearly-identical, electronically-coupled, logistic
maps. The coupling strength, ε, is increased (magenta cir-
cles) from 0 to 1, and subsequently decreased (black aster-
isks) from 1 to 0. Multi-stability is revealed by the forward
and backward differences in the order parameter, σ2, which is
the pair-wise averaged variance of the 6 coupled logistic maps
from Figs. 2 and 3.
with respect to increasing or decreasing ε, namely, the
0.17 . ε . 0.4 curves in Fig. 4.
B. Multi-stable behaviour as the all-to-all
configuration
The smallest hysteresis loop we register with σ2 hap-
pens for the all-to-all configuration (top left panel in
Fig. 5), with hysteresis appearing at different ε (anal-
ogously to the ring network). From the bottom panel in
Fig. 5, we can see that σ2 for this configuration shows
a small hysteresis loop around the coupling region of
0.10 . ε . 0.25; plus, a noisy region for weak coupling-
strengths, 0.0 . ε . 0.1. We highlight that we observe
this multi-stable behaviour in σ2 for 2 more configura-
tions (out of the remaining 51), which are shown in the
top middle and right panels of Fig. 5.
In particular, the hysteresis in Fig. 5 appears due to a
small-amplitude chaotic attractor and a period 2 region,
which happen at slightly shifted ε, either when it is in-
creased (magenta circles) or decreased (black asterisks).
We also note another hysterical region (not noticeable
in Fig. 5) appearing around ε ' 0.8, where the system
transitions from a period 2 orbit to a fixed point via
a period-doubling bifurcation. Meaning that it takes a
larger ε to collapse to the fixed point when increasing ε
FIG. 5. Hysteresis (bottom panel) in all-to-all (top left panel)
and perturbed all-to-all (top middle and right panels) configu-
rations of 6 nearly-identical, experimentally-coupled, logistic
maps. Map parameters (ri ' r = 3.75 ± 0.03∀ i), control
and order parameters (ε and σ2, respectively), symbols, and
colours are as in Figs. 2 and 4.
than when decreasing ε. As we discuss in Sect. III D for
strong couplings, this hysteresis appears robustly across
configurations and is close to the complete synchronisa-
tion manifold, namely, σ2 . 10−6.
C. Hysteresis for weak couplings
All the remaining configurations (47) show hysteresis
for weak couplings; that is, 0.05 . ε . 0.25. However,
as ε increases, there are branches appearing in the or-
der parameter, σ2, that differentiate these configurations’
collective-dynamics. The branching can be seen for small
but increasing ε, where it results in either 1, 2, 3, or 4
steady growths of σ2 and subsequent collapses. We note
that these branches, which appear within the hysterical
region (as well as the hysteresis results in the previous
subsections), seem to be uncorrelated with the number
of connections per map. In other words, in spite of be-
ing able to classify – for the first time – these coupling-
configurations according to how the system holds a par-
ticular σ2 behaviour, we cannot obtain a general conclu-
sion for the observed branching of σ2 and the underlying
connectivity (or its symmetry). The multi-stable regions
appear to be different for different configurations, but are
unrelated to the node degrees of each particular network.
We show this classification in the following Figs. 6, 7, 8,
and 9, where we group the configurations according to
the branching behaviours of σ2.
As can be seen from the bottom panels in Figs. 6
5and 7, a hysteresis loop appears for weak couplings,
0.05 . ε . 0.25. These σ2 behaviours correspond to the
coupling configuration in the top left panels, however,
they are observed (with insignificant changes) for all the
configurations shown in the top panels. In the bottom
panel of Fig. 6, we show the representative configuration
(corresponding to the top left panel) that exhibits a sin-
gle upward branch of σ2 values as ε is increased, which
is nearly reproduced when ε is decreased. Analogously,
but with 4 upward branches of σ2 for increasing ε, the
bottom panel in Fig. 7 shows the representative config-
uration that has this branching behaviour for σ2 (corre-
sponding to the top left panel). We carry this analysis
for the other two possible branching behaviours, where
Figs. 8 and 9 show the resultant σ2 with 2 and 3 branches,
respectively, and all the configurations holding these be-
haviours in σ2.
FIG. 6. Hysteresis (bottom panel) in different configurations
(top panels) of 6 nearly-identical, coupled, logistic maps. Map
parameters (ri ' r = 3.75 ± 0.03 ∀ i), control and order pa-
rameters (ε and σ2, respectively), symbols, and colours are
as in Figs. 2 and 4. The σ2 values correspond to the top left
coupling-configuration.
Figures 8 and 9 show 2 and 3 branches, respectively, for
σ2 as ε is increased (magenta circles); which group most
of the 47 configurations. In particular, the order parame-
ter in Fig. 8 (bottom panel) seems to be the predominant
behaviour, where we find 22 configurations showing this
collective behaviour and 17 configurations showing the
behaviour in Fig. 9 (bottom panel).
FIG. 7. Hysteresis (bottom panel) in different configurations
for 6 nearly-identical, coupled, logistic maps. Parameters, σ2
values (top left configuration), symbols, and colours are as in
Figs. 6.
D. Hysteresis for strong couplings
We note that all configurations undergo a period-
doubling bifurcation for strong coupling at εc ' 0.8. This
period-doubling bifurcation can be seen in the bifurcation
diagram shown in Fig. 2 for 1 of the 6 logistic maps in
the ring configuration. More importantly, we find that
around this critical coupling there is another hysterical
region, where the system collapses from a period 2 attrac-
tor to a fixed-point differently when ε is increased than
when it is decreased. This hysteresis can be seen in the
bottom panel of Fig. 10, where the order parameter, σ2,
shows the collective dynamics for these 2 attractors (pe-
riod 2 orbit and fixed point) as ε is increased (magenta
circles) or decreased (black asterisks).
In particular, in Fig. 10 we take the first configuration
from Fig. 8 to show σ2’s behaviour around the strong-
coupling hysteresis. We highlight that this behaviour in
σ2 (with insignificant variations) appears for all 52 config-
urations. In this example, we can see that as we increase
[decrease] ε the critical bifurcation point is ε
(i)
c ' 0.792
[ε
(d)
c ' 0.776]. For the remaining 51 configurations, this
hysteresis exhibits minor changes, with slightly differ-
ent values for the critical bifurcation strengths (ε
(i)
c and
ε
(d)
c ). We can also see that the collapse to the fixed
point is also a collapse to a point closer to the synchro-
nisation manifold, since σ2 → 0 as ε → (i)+c (namely,
as the coupling is increased beyond its critical value).
This can be expected, since for strong coupling a com-
pletely synchronous regime is always likely to emerge.
However, because our system has parameter differences
6FIG. 8. Hysteresis (bottom panel) in different configurations
for 6 nearly-identical (ri ' r = 3.75 ± 0.03∀ i), coupled,
logistic maps. Parameters, symbols, and colours are as in
Figs. 6. Particularly, these σ2 values correspond to the top
left coupling-configuration.
FIG. 9. Hysteresis (bottom panel) in different configurations
for 6 nearly-identical (ri ' r = 3.75 ± 0.03∀ i), coupled,
logistic maps. Parameters, symbols, and colours are as in
Figs. 6. Particularly, these σ2 values correspond to the top
left coupling-configuration.
and noise, a completely synchronous regime is impossi-
ble. Hence, as it can be seen, as ε continues to grow, the
fixed point moves away from the (non-existing) synchro-
nisation manifold.
7FIG. 10. Hysteresis (bottom panel) for strong coupling for the
first configuration in Fig. 8 (top panel). Increasing [Decreas-
ing] coupling strength, ε is shown by magenta circles [black
asterisks].
IV. CONCLUSIONS
In this work, we present a bifurcation analysis – with a
focus on hysteresis – for experimentally-coupled logistic
circuits, which model a real-system of 6 nearly identi-
cal, chaotic, Kaneko coupled [14], logistic maps. The
circuit implementation for each logistic map is detailed
on our previous work [28] (which also shows how closely
it approximates to numerical simulations). Here, we ex-
tend the circuit to include a coupling block (see Fig. 12)
allowing to choose the coupling configuration – we ex-
plore 52 different networks of coupled maps. In order
to have a tractable framework, we set the system such
that the maps are nearly identical, finding that after tun-
ing the experimental resistances, each isolated map re-
sponds as having the following parameters: r1 = 3.7364,
r2 = 3.7537, r3 = 3.7609, r4 = 3.7446, r5 = 3.7298, and
r6 = 3.7300, with a common uncertainty of 3 × 10−4.
Moreover, we critically analyse 52 different coupling con-
figurations, ranging from the ring network to the all-
to-all connectivity, which are possible due to our novel
coupling circuitry that allows for simple manipulations.
Consequently, our experimental bifurcation and hystere-
sis study is close to those numerical analysis that deal
with nearly identical logistic maps, but now, we are also
including intrinsic noise and minimal, uncontrolled, pa-
rameter mismatch.
In general, we show that this coupled system has ro-
bust multi-stable regions with competing attractors, re-
gardless of the coupling configuration. These multi-
stable regions are revealed by hysterical regions in the
order parameter behaviour, σ2 (which is the time-average
of the quadratic difference between pairs of trajectories,
then averaged over all pairs). Specifically, σ2 holds differ-
ent values for increasing or decreasing coupling strengths,
ε, during the hysterical region. These regions appear in
spite of the system’s heterogeneity and electronic noise,
with particularities depending mainly on the coupling
configuration.
Our analyses for the 52 coupling configurations allowed
us to group them according to the σ2’s behaviour. Over-
all, we managed to group all the configurations, classi-
fying 47 configurations under a weak coupling-strength
hysteresis region, where we find that 5 have a single
branching [Fig. 6], 22 have a double branching [Fig. 8], 17
have a triple branching [Fig. 9], and 3 having 4 branches
[Fig. 7] in their σ2 values as ε is increased, but a single
branch when it is decreased. In spite of this classifica-
tion, we cannot find a relationship between the underly-
ing connectivity and the particularities of these hysteresis
– which requires further work. On the other hand, we see
that all 52 configurations have a small hysteresis region
for strong couplings [Fig. 10]. This region corresponds to
a period-doubling bifurcation at approximately ε ' 0.8,
where the system transitions from a period 2 attractor
to a fixed point, which is close to the synchronisation
manifold.
These analyses also allow us to reveal coupling-
strength regions where the collective-dynamics approx-
imates the synchronisation manifold – which is non-
existent when there is parameter mismatch and noise.
The reason being that our order parameter, σ2, effec-
tively measures the trajectory’s distance to the synchro-
nisation manifold, which for 6 identical logistic maps cor-
responds to the diagonal of the hyper-cube with sides,
[0, 1]. In particular, we find that the system is close to
the diagonal, i.e., σ2 . 10−6 for almost all configura-
tions in the region 0.3 . ε . 0.5, with the exception of
the ring-like configurations in Fig. 4 and the complete-
like configurations in Fig. 5, which remain close to syn-
chronous up to ε . 1.0. These conclusions could be fur-
ther corroborated by applying the Master Stability Func-
tion approach [29, 30] for nearly identical systems [31],
which is outside the scope of our current work.
Overall, our results report novel classifications for the
emerging multi-stability regions in coupled logistic maps,
which are yet to be explained in terms of the connectivity,
symmetries, and system size. Moreover, we provide an
experimental realisation of a coupled-map system, which
is simple to implement, cheap, precise, and reliable – with
a high signal-to-noise ratio (∼ 106).
Appendix A: Circuit details
1. Sample-and-hold block
Figure 11 shows the circuit design for the Sample-and-
Hold Block (SHB), which is composed of 2 LF398 circuits
8and an operational amplifier (op-amp) [28]. A clock con-
trols each LF398 times, where after every period these
LF398 interchange roles – one samples whilst the other
one holds. Overall, the SHB takes a voltage from its
input terminal at an instant of time (sample), keeps it
stored in its capacitor (hold), and then releases it at the
output terminal one clock-period later. This results in a
discontinuous (analog) evolution of the voltage, that al-
lows for the construction of a discrete-time evolution. In
particular, the clock period is adjustable, where we set
its frequency to 3.5 kHz (this choice takes into account
the trade-off between the speed at which the system sta-
bilises after each periodic switch and the necessity for a
fast acquisition of signals).
2. Coupling module
Our experimental implementation of the coupling
block circuit (CBC) is shown in Fig. 12. It allows to cou-
ple up to 16 logistic circuits, which are all connected to
the SHB to define their discrete-time evolution. Then,
they are connected to the CBC to implement the cou-
pling, in accordance to Eq. (1).
Appendix B: Coupling Configurations
The 52 coupling configurations correspond to 52 adja-
cency matrices, that we construct by adding [removing]
successively a connection from an initial ring network,
CN=6(k = 2) [complete network, CN=6(k = N − 1 = 5)],
which is a circulant graph with N = 6 nodes and de-
gree, k = 2 [k = 5]. During this process, we discard the
networks that are symmetrically equivalent when an in-
terchange of node-labels is carried. Consequently, when
adding [removing] 1 link to C6(2) [C6(5)], we can only de-
fine 2 new networks, which is either adding [removing]
a diagonal link or adding a next nearest-neighbour link.
When adding [removing] 2 links to C6(2) [C6(5)], we can
only obtain 5 different network configurations. Finally,
we get 9 different, i.e., non-permutation symmetric, con-
figurations when we add [remove] 3, 4, 5, or 6 links to
C6(2) [C6(5)].
Appendix C: Order parameter
The variance between maps i and j, σ2ij , is given by
σ2ij =
1
T
T∑
n=1
(
x(i)n − x(j)n
)2
, (C1)
where σ2ij → 0 when x(i)n ' x(j)n for all iterations, n (this
happens, for example, if the maps are synchronous), and
σ2ij = σ
2
ji. For our order parameter, we use the system-
averaged variance
σ2 =
2
N (N − 1)
N−1∑
i=1
N∑
j=i+1
σ2ij , (C2)
where the sums are carried over the ordered pairs of maps
[N(N − 1)/2 = 15].
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