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Abstract
Structural colouration is a method of producing colour found in nature that is sep-
arate from methods such as pigmentation. Structural colouration is achieved in
the butterfly species Thecla Opisena through a photonic nano-structure known
as the single gyroid which appears in faceted crystallites informally known as
’blobs’. This structure can be approximated by the gyroid minimal surface using
a method known as nodal surface approximation. With this tool at our disposal
we can analyse the physical and photonic properties of the single gyroid. The soft-
ware Lumerical has a finite-difference time-domain (FDTD) package that models
the photonic behaviour of nano-structures. Utilizing this software we have ob-
served the effect of crystallite size, shape and material on the reflectance produced
by T. opisena. Based on these observations, we conclude that it should be pos-
sible to infer some nano-structure features from the reflectance spectrum, for the
gyroid crystallite discussed here and potentially for other structural geometries.
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Chapter 1
Structural colouration in Thecla
opisena
Structural colouration involves the interference and diffraction of light via struc-
tures at a scale similar to the wavelengths of visible light. This differs from pig-
ments that absorb specific wavelengths of light. Structural colouration is found
in a range of species and in various forms such as hexagonal arrays of collagen fi-
bres in birds [1], iridophores containing multilayer stacks in Paracheirodon innesi
(neon tetra) [2], combinations of multilayer stacks and 3D photonic structures
in the beetle Torynorrhina flammea [3], focal cones that selectively reflect left
circularly polarized light in the beetle Chrysina gloriosa [4] to the single gyroid
photonic crystals found in some species of butterfly, the latter of which is the
focus of this thesis. Other examples are shown in Figure 1.1.
The butterfly species Callophrys rubi, Teinopalpus imperialis [5] and Thecla
opisena [6] utilise nanoscaled photonic crystals which incorporate an architecture
of the single gyroid lattice. Figure 1.2 shows the two former species and their
green colouration along with the wing scales of C. rubi to demonstrate the scale
of these photonic structures. The gyroid structure can be seen on the scale of
hundreds of nanometers, making it of the same scale as the wavelengths of light
and is found below the ridges running the length of the wing scale. The species
of particular interest in this thesis, T. opisena as seen in Figure 1.3c, has a
similar structure to this with ridges lining the wing scale and gyroid photonic
crystals beneath however these crystals are found in disjoint domains of faceted
crystallites or ’blobs’ as shown in Figure 1.3d.
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(a)
(b) (c)
Figure 1.1: Examples of structural colouration in nature. Images (a-b) repro-
duced from (Butterfly gyroid nanostructures and why bicontinuous
structures matter to biology, Schro¨der-Turk G., MPI Biomaterials
Potsdam, 6 June 2017). (c) Nanostructure of Eupholus Magnificus
as an example of both ordered and disordered photonic materials in
insects (reproduced under the OSA open access license from [7]).
The focus of this thesis is to explore the reflectance spectra of T. opisena’s
structural colouration and what it can tell us about the nano-structures them-
sleves. This is with the hope of being able to identify structural features based on
the reflectance with limited prior knowledge or during phases of formation where
the structure has not fully developed.
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Figure 1.2: Structural colouration in butterfly species C. rubi. (a) Photograph
of C. Rubi in nature, scale bar: 1cm, reproduced from [5]. (b)
Microscopy image of C. rubi wing scales. (c-f) SEM images of C.
rubi wing scales of increasing zoom. Microscopy and SEM images
by Dr Michael Thiel, KIT Karlsruhe, Germany [8].
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(a) (b)
(c) (d)
Figure 1.3: The butterfly species T. opisena uses gyroid photonic crys-
tals for its structural colouration. (a) Dorsal view showing
a blue colouration. (b) Ventral view showing green coloura-
tion containing the photonic crystals of interest in this the-
sis. Photos by K. Davis, M. Stageland & A. Warren (2009),
http://www.butterfliesofamerica.com/erora opisena specimens.htm
(c) T.opisena in nature, photo credit P. Brodkin [6]. (d) A single
gyroid photonic crystal with a faceted structure. Image reproduced
from [6].
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Chapter 2
Mathematics and geometry of
triply-periodic bicontinuous
structures
In order to analyse the reflectance of T. opisena we must understand the nano-
structures it utilizes. This requires being able to numerically model this structure
which in turn requires a mathematical understanding of it. This chapter addresses
the mathematics involved in modelling the nano-structure known as the single
gyroid. Discovered by Alan Schoen, the gyroid minimal surface is closely related
to the single gyroid found in butterflies [9]. Once we define and approximate the
minimal surface we have a method for modelling the real world example. The key
method used in this thesis is nodal approximation which will be used throughout
later chapters.
2.1 Curvature
A curve α can be parametrized in real-space R3 as a map of an open inter-
val I = (a,b) where −∞ ≤ a, b ≤ ∞. If this curve is differentiable then
α(t) = (x(t), y(t), z(t)) ∈ R3 maps t ∈ I such that x(t), y(t), z(t) are all dif-
ferentiable and therefore the tangent vector of α at t is α′(t) = (x′(t), y′(t), z′(t)).
The tangent line contains both the tangent vector α′(t) and the point α and
there exists a tangent line for every point on the curve α. A singular point is a
point where α′(t) = 0. A regular curve does not contain any singular points i.e.
11
α′(t) 6= 0 for all t ∈ I.
The arc length of a curve is defined as:
s(t) =
∫ t
t0
|α′(t)|dt
ds
dt
= |α′(t)|
from the point t0, where |α′(t)| is the magnitude of the tangent vector. If the arc
length is already described by t then:
|α′(t)| = 1 = ds
dt
s = t− t0
Curve α may now be parametrized by its arc length s where:
|α′(s)| = 1
and therefore |α′′(s)| gives the rate at which the angle between this tangent and
adjacent tangents changes at the point s.
Definition. Let α : I → R3 be a curve parametrized by arc length s ∈ I.
The number |α′′(s)| = k(s) is called the curvature of α at s.
In order to describe a curve in real space we require three vectors. We have
already defined the tangent vector α′(s) which can now be denoted t(s). Given
that t(s) · t(s) = 1 then through differentation t′(s) · t(s) = 0 and thus t′(s)
is normal to t(s). Knowing that α′′(s) = k(s)n(s) = t′(s) where n(s) is a unit
vector in the direction of t′(s) and k(s) is the magnitude. This gives us a unit
vector normal to the tangent vector, making n(s) the normal vector. From this
we can define what is known as the binormal vector using the vector product of
the other vectors b(s) = t(s) × n(s). These vectors form three planes: the tan-
gent or rectifying plane (t(s),b(s)), the osculating plane (t(s),n(s)), the normal
plane (n(s),b(s)) [10].
12
For a surface containing multiple curves:
Definition. Let C be a regular curve in a surface S passing through point
p ∈ S, k the curvature of C at p, and cos(θ) = 〈n,N〉 where n is the normal
vector to C and N is the normal vector to S at p. The number kn = k cos(θ) is
then called the normal curvature of C ⊂ S at p.
Rotating the osculating plane (t(s),n(s)) around the normal vector n(s) at a
point p ∈ S gives a periodic function of normal curvatures (kn). The maximum
and minimum values are denoted k1, k2 respectively and are referred to as the
principal curvatures and are shown in Figure 2.1. These values are related to a
surface’s Gaussian and mean curvature denoted K,H respectively.
K = k1 · k2
H =
k1 + k2
2
The signs of the two principal curvatures determine the curvature of the surface.
If both curves are of equal sign
(
+
+
)
,
(−
−
)
then the surface forms a spherical shape
Figure ??. If one is equal to zero, either k1 or k2 = 0 then the surface will be
cylindrical Figure ??. If the signs are opposite
(
+
−
)
,
(−
+
)
then the surface will be
saddle shaped Figure ??. If both are equal to zero then a flat point exists due to
the surface at that point being locally planar.
2.2 Minimal surfaces
Soap films minimize surface area based on situational constraints. A soap bubble
is constrained by the volume of air within it attempting to minimize the surface
area by producing as small a spheroid as possible. Dipping a wireframe in soap
mixture produces surfaces with minimal area as shown in Figure 2.2 with the
boundary constraints of the wireframe. In both cases the surface tension of the
soap film causes a minimization of area given that the system is in thermody-
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Figure 2.1: The 3 combinations of principal curvature signs that affect Gaussian
Curvature. Image from The Language of Shape [11]
namic equilibrium where the free energy F is proportional to surface area A. In
this case F = σA where σ is the surface tension of the soap film [12]. These cases
regarding soap films lead to the question of whether an area minimizing surface
exists that has no boundary or volume constraints. Minimal surfaces such as the
gyroid are examples of such a surface.
Surfaces which have zero mean curvature H = 0 at all points are called mini-
mal surfaces. This arises from the principal curvatures being of equal value at all
points of the surface but also being of opposite sign causing the Gaussian curva-
ture to be either negative or zero. A triply-periodic minimal surface (TPMS) is a
minimal surface which can be repeated infinitely in three orthogonal directions,
for example (x, y, z) ∈ R3. Examples of minimal surfaces are shown in Figure
2.3. The catenoid and helicoid are not triply periodic and are the only rotary and
ruled minimal surfaces respectively, other than the plane. The Enneper surface
is not triply-periodic either and can contain self-intersections as seen in Figure
2.3b. The surfaces of interest in this thesis are self-intersection free, triply pe-
riodic minimal surfaces and more specifically the G surface also known as the
gyroid [9].
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(a) (b)
Figure 2.2: Soap film surfaces will attempt to minimize surface area with given
boundaries (wireframes). (a) A soap film produced by a wireframe
cube. Thorleif Bundgaard. 2002. Cubes of soapwater. SOMA
News. (b) A soap film produced from two separate, coaxial rings.
The resulting shape is a catenoid. Soap Bubble DK. 2017. The
geometry of soap films and soap bubbles.
2.3 Numerical representations of Triply-Periodic
Minimal Surfaces and related structure
2.3.1 Weierstrass formalism
The Weierstrass equations, named for the German mathematician Karl Weier-
strass, are used to describe minimal surfaces. The Gauss map of a minimal surface
can be stereographically projected onto the complex plane. This is equivalent to
mapping onto the Riemann surface, named after Bernhard Riemann. The result
of this mapping is a covering of the complex plane with multiple layers repre-
sentering the non-flat points of the minimal surface as shown in Figure 2.5. The
Weierstrass equations are the inverse of this Riemann mapping.
For each point of cartesian coordinates (x, y, z) on the minimal surface, the
Weierstrass equations describe it via three integrals using the complex number ω
[16].
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(a) (b) (c)
(d) (e) (f)
Figure 2.3: Minimal surfaces: (a) Catenoid generated in Houdini. (b-c) Two
portions of the Enneper Surface, image reproduced from [13].
(d) Helicoid, reproduced from (J. Dittrich. 2005. Der Helicoid.
Wikipedia. (e) The H minimal surface. A. Sandberg. 2012. Schwarz
H surface. Wikipedia . (f) The CLP (Cross layers of parallels) min-
imal surface. A. Sandberg. 2012. Schwarz CLP surface. Wikipedia
.
(a) D surface (b) P surface (c) G surface
Figure 2.4: Minimal surfaces (a) diamond, (b) primitive, (c) gyroid, generated
using nodal approximation in computer program Octave [14]
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Figure 2.5: The Weierstrass formalism method of projecting a surface onto the
complex plane via the Gauss map. Image reproduced from [15].
x = Re
∫ ω1
ω0
eiθ(1− τ 2)R(τ)dτ
y = Im
∫ ω1
ω0
eiθ(1 + τ 2)R(τ)dτ
z = Re
∫ ω1
ω0
eiθ2τR(τ)dτ
where:
R(τ) =
1√
τ 8 − 14τ 4 + 1
with:
0 ≤ θ ≤ pi
2
This integration is performed between ω0 and ω1 along an arbitrary path. In
principle any analytic function can be substituted asR(τ) giving different minimal
surfaces; however, while the resulting surfaces are locally minimal, they are in
general neither periodic nor free of self-intersections. Despite having this same
function R(τ) these surfaces differ due to a difference in θ where 0 ≤ θ ≤ pi
2
.
This transformation of one surface into another as θ changes is called the Bonnet
transformation. An example of this is the transformation of the catenoid into the
helicoid. Similarly the P and D surfaces can be transformed into each other via
this same process. The catenoidal tunnels of the P surface are altered into the
helicoidal tunnels of the D surface. The G surface belongs to the same Bonnet
family, occurring at approximately θ = 38o. Identifying the flat points of a
minimal surface allows any surfaces related to it via the Bonnet transformation
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(a) (b) (c)
Figure 2.6: Combining small minimal surface patches to form larger minimal
surface patches such as the ”Monkey Saddle” (c). Gerd Schroeder-
Turk. Summer School “Topology, Symmetry and Geometry of Liq-
uid Crystals and Framework Materials”, RMIT 12-16 August 2014
to be identified. This is due to these related surfaces having the same flat points
which can be seen via the Gauss map.
2.3.2 Triangulated representations from minimisation of
area
Minimal surfaces can be constructed from smaller minimal surface patches, as
shown in Figure 2.6 where a monkey saddle 2.6c is formed from 12 pieces of the
smallest minimal surface shown 2.6a. The program Surface Evolver [17] can be
used to build a surface, triangularize and refine it before altering (evolving) it
in order to minimize the energy of the system based on a user defined energy
function and other user defined constraints. As mentioned earlier for soap films
the energy function is F = σA where the free energy F is proportional to area A
based on the surface tension σ. This relationship allows us to use Surface Evolver
to minimize the area of the surface created with given constraints such as a set
boundary condition (wireframe) or a volume constraint (a bubble). The program
models this surface evolution via mean curvature and hence if it minimizes the
surface then a minimal surface with (H = 0) is produced.
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2.3.3 Nodal surface approximations
Given a lattice with reciprocal vectors k a periodic nodal surface (PNS) can be
used to approximate a TPMS. The PNS is defined as:
ψ(r) =
∑
k
F (k) cos[2pik · r − α(k)] = 0
where α(k) and F (k) are the phase shift and the amplitude for a given k vector
respectively. The approximations may be constructed using only the first term of
the surface’s Fourier series however the quality of the PNS improves as more terms
are added [18]. Taking only the first term into account, the nodal approximations
of the P, D and G surfaces respectively are:
cos(X) + cos(Y ) + cos(Z) = 0
cos(X) cos(Y ) cos(Z)− sin(X) sin(Y ) sin(Z) = 0
sin(X) cos(Y ) + sin(Y ) cos(Z) + sin(Z) cos(X) = 0
where:
X = 2pix
Y = 2piy
Z = 2piz
The unit normal vector n is given by:
n =
∇ψ(r)
|∇ψ(r)|
and:
∇ = ∂
∂x
i +
∂
∂y
j +
∂
∂z
k
From these values the Gaussian and mean curvatures can be calculated [18]:
H = ∇ · n
2K = n · ∇2n+ [∇ · n]2 + [∇× n]2
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These surfaces are approximations only and are not minimal nor do they have
constant mean curvature (H). This is the primary method for constructing TPMS
in this thesis for both the analysis of the surfaces themselves as well as the
photonic simulations.
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Chapter 3
Geometric models for the disjoint
crystallites observed in T.
opisena
The photonic crystals found on the wings of the butterfly species Thecla opisena
appear as faceted domelike structures, shown in Figure 3.1 which we will refer to
as ”blobs”. These structures tile the surface of the wing scale decreasing in size
towards the tip of the scale [6]. In order to analyse the photonic behaviour of
these structures later in this thesis, first we must understand the physical prop-
erties of the crystallites themselves. The crystallites have been constructed using
nodal approximations of the gyroid in the program Houdini by SideFX. Once
constructed Houdini also allows the user to take measurements of the structure
allowing us to analyse properties of the gyroid.
3.1 Geometric properties of infinite gyroid lat-
tices
The gyroid is a bicontinuous, chiral, triply-periodic, minimal surface discovered
by Alan Schoen in the 1960s [9]. It consists of two interpenetrating channels
(bicontinuous) of opposite handedness (chiral) has zero mean curvature at all
points (minimal) and can be repeated periodically in three directions. The surface
of the gyroid defined as:
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Figure 3.1: Faceted gyroid crystallites on a wing scale of T. Opisena. (a) A
single wing scale showing disjoint crystallite ’blobs’. Note the size
of the crystallites decrease towards the bottom of the scale. (b)
A High-magnification image of the wing scale. Image focusses on
an upper region where the crystallites are relatively large and fill a
large proportion of the scale. (c) A single gyroid crystallite ’blob’
displaying a faceted meta structure. All images reproduced from
[6].
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sin(X) cos(Y ) + sin(Y ) cos(Z) + sin(Z) cos(X) = 0
which acts as an interface between these two intertwined channels of equal pro-
portion. In the case of photonic crystals in butterflies this does not apply due
to the two channels not being of the same proportion. Therefore a gyroid solid
must be defined based on this proportion:
K(α, T ) = sin(X) cos(Y ) + sin(Y ) cos(Z) + sin(Z) cos(X)− T
where:
X =
2pix
a
Y =
2piy
a
Z =
2piz
a
where a and T are the lattice parameter and the threshold respectively. The
lattice parameter a determines the size of each cell of the lattice and is relevant
in the real world context of photonic crystals. The threshold T determines the
ratio of volume between the two channels and hence serves as the measure of this
required proportion between the two. The two channels are inversely proportional
meaning as one increases in volume the other decreases.
3.2 Defining the properties of geometries inter-
sected with the Gyroid lattice
In order to understand the properties of the blobs, analysis must be done on
the gyroid intersected with simpler shapes, in this case the platonic solids. The
platonic solids are five basic 3-dimensional shapes, the tetrahedron also known
as the triangular pyramid has 4 faces, the cube with 6 faces, the octahedron with
8 faces, the dodecahedron with 12 faces and the icosahedron with 20 faces. Due
to the faceted nature of these polyhedra they are a decent approximation to the
crystallite structures we are hoping to mimic. The tetrahedron and cube have
not been used due to their lack of ’rounded’ shape and instead the sphere has
been used along with the three more complex platonic solids. The properties of
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Figure 3.2: A cube (black outline) intersecting the infinite gyroid lattice (grey)
in Houdini. The solid material (red) makes up one channel of the
bicontinuous structure, while the other channel is empty.
these shapes are summarized in Table 3.1 based on their circumsphere radius.
The program Houdini by SideFX was utilized to create these structures. The
isosurface node allows an implicit function to be inputted and will construct the
surface between a maximum and minimum boundary. The nodal approximation
for the gyroid discussed earlier is used in this node. The box, sphere and platonic
solids nodes allow us to create a cube, sphere and the other platonic solids respec-
tively, in various orientations and sizes. Creating a gyroid lattice large enough to
fill one of these structures we then intersect the two using a boolean node as can
be seen in Figure 3.2. This is done by taking the outputs of both the isosurface
and box/sphere/platonic nodes and inputting them into the boolean node. Using
the infinite gyroid lattice K(α, T ) and taking a polyedron P with parameters
dependent on the polyhedron chosen, the intersection of these two is defined as:
B = K ∩ P
The output from this boolean node is then inputted into a measure node which
can be used to measure various attributes of the triangular patches that make up
the 3D mesh of the structure including volume or surface area. These measured
values are for each individual patch not for the entire structures. These measured
attributes are outputted into an attribute-promote node which then performs an
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(a) (b) (c)
Figure 3.3: The fill fraction η of a gyroid intersected geometry varies with the
threshold (T ). (a) shows the fill fraction η(T ) of a gyroid unit
cell varying from 0% at (T ) = 1.5 to 100% at (T ) = −1.5. (b)
and (c) show the unit cell at T = 0.5,−0.5 with fill fractions of
η(T ) = 0.3381, 0.6622 respectively. Inner and outer surface areas
are coloured red and blue respectively.
operation on the input data. This includes many basic operations like finding
a maximum or minimum or averaging all of the input data. The operation of
relevance to this work is the sum operation which allows us to output the surface
area or volume for the entire structure.
The geometries discussed earlier have the properties of surface area and vol-
ume, both of which are defined by equations specific to that geometry. When
these structures are intersected with a lattice the surface area is split into outer
and inner portions requiring two new equations to define them. These separate
surface areas are shown in red (inner) and blue (outer) in relevant figures, an
example being Figure 3.3b.
The behaviour of the solid gyroid dependent on its threshold is explored using
a unit cell as shown in Figure 3.3. Now that the gyroid has a solid component and
an empty component the proportion between its channels is now referred to as
the fill fraction which gives the proportion of solid material compared to the total
potential volume of the meta geometry. The relationship between fill fraction (η)
and threshold (T ) is linear. As −1.5 ≤ T ≤ 1.5, 1 ≥ η(T ) ≥ 0 meaning the
solid channel ranges from 100%− 0% of the volume. Due to other shapes being
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(a) (b)
(c) (d)
Figure 3.4: Renders of the hemi-geometrie and intersected with the gyroid
lattice (T=0.3). Geometries are: (a) Hemi-sphere, (b) Hemi-
octahedron also known as a square pyramid, (c) Hemi-dodecahedron
and (d) Hemi-icosahedron. The inner and outer surfaces are
coloured red and blue respectively. The wireframe shows the edges
of the original half shape before intersection with the gyroid. These
hemi-geometries have not been used for structural analysis but are
examples of the blobs used later for the photonic simulations.
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Geometric solid A(r) V(r)
Sphere 4pir2 4pir
3
3
Octahedron 4r2
√
3 4r
3
3
Dodecahedron ( 4r√
3(1+
√
5
)2 · 3
√
25 + 10
√
5 ( 4r√
3(1+
√
5
)3 · 15+7
√
5
4
Icosahedron ( 4r√
10+2
√
5
2 · 5√3 ( 4r√
10+2
√
5
3 · 5(3+
√
5
12
Table 3.1: Formulae for the surface area A and volume V dependent on the
circumsphere radius r for the sphere, octahedron, dodecahedron and
icosahedron.
”cutouts” of multiple unit cells this relationship holds for all three-dimensional
geometries. The mimic blobs created are shown in Figure 3.4.
In the case of intersecting a sphere with a gyroid lattice, the new properties
approximately follow the equations:
Ai ≈ α(T ) · 4pir
3
3
= α(T ) · Vs(r) (3.1)
Ao ≈ η(T ) · 4pir2 = η(T ) · As(r) (3.2)
V ≈ η(T ) · 4pir
3
3
= η(T ) · Vs(r) (3.3)
where α(T ) and η(T ) are the inner surface area and fill fraction of a unit cell of
a gyroid surface of threshold (T), respectively. Vs and As are the volume and
surface area of a sphere respectively. It can be seen that the inner and outer
surface areas are dependent on the sphere’s volume and surface area respectively.
Figure 3.5 shows that this approximation holds. The same method was applied to
an octahedron, dodecahedron and icosahedron and similar approximations were
found to hold for the respective surface areas and volumes as shown in Figure
3.6.
As:
a
r
→ 0 (3.4)
then:
Ai → α(T ) · V (r) (3.5)
Ao → η(T ) · A(r) (3.6)
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(a) Inner surface area (b) Outer surface area (c) Volume
Figure 3.5: Matching polynomials to observed data of the: Inner Surface Area
(a), Outer Surface Area (b) and Volume (c) of a sphere intersected
with a Gyroid lattice as the radius varies. Data was recorded and
modelled for threshold (T) values of: 0, 0.5 and 1. The data ob-
served from 3D models constructed in Houdini is shown as the
marker points. The continuous curves are directly generated from
the equations: 3.1, 3.2 and 3.3. The inset figures show the error
between the observed data and the equations
V → η(T ) · V (r) (3.7)
This relationship applies to any geometry based on its respective A(r) and V (r)
with the α(T ) and η(T ) dependent on the threshold of the lattice.
Regarding figures 3.5 and 3.6, the relative error in all the matched polynomi-
als is highest at smaller radii. This is due to the geometry being small compared
to a cell of the gyroid lattice allowing it to fit into either of the channels, solid
or empty, more completely. This results in a very high variability in the pro-
portion of the geometry filled compared to the stable proportions predicted from
the polynomials. At larger radii the shapes intersect multiple cells of the gyroid
lattice regardless of position and hence are relatively homogenous following the
polynomials quite closely.
This high variability at smaller geometry sizes has been explored by moving a
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(a) (b)
Figure 3.6: Matching polynomials to observed data of the: Inner Surface Area
3.6a and Volume 3.6b of an Octahedron, Dodecahedron and Icosa-
hedron intersected with a Gyroid lattice (T=0.5) as the radius of
each platonic solid varies.The data observed from 3D models con-
structed in Houdini is shown as the marker points. The continuous
curves are directly generated from equations defining the respec-
tive properties of each geometry. The inset figures show the error
between the observed data and the equations.
(a) (b)
Figure 3.7: Translating a cube through a gyroid lattice (a=1, T=0.6) results in
a periodic fluctuation in the intersection’s volume.
(a) The relative change in volume as cubes of length 0.5, 0.25, 0.1
vary in a single direction. At (L=0.25, 0.1) the relative change in
volume is periodically asymptotic.
(b) The volume of the intersection (L=0.5) at varying values, in
single, double and triple directions. The volume in single and triple
directions have a wavelength of 1 while the double direction has a
wavelength of 0.5.
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small cube through the gyroid lattice with a lattice constant larger than the cube.
Using cubes of different sizes smaller than the lattice constant and moving them
through the lattice in a single direction, the relative change in volume is shown in
Figure 3.7a. At smaller sizes the cube intersects the empty channel entirely and
the resulting intersection disappears with a volume of zero and hence the relative
change in volume becomes asymptotic. It can be seen that for the smallest cube
size these regions of zero volume are wider than those of larger sizes.
Figure 3.7b shows how the volume of this intersection varies periodically as
the cube is translated through the lattice in different directions. Notably the
volume varies twice as frequently when the cube is moved in all three dimensions
simultaneously as it does in any single or double direction. This behaviour reflects
the triply periodic nature of the gyroid
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Chapter 4
Photonics
Sight is a vital sense in humans, relying on our body’s ability to detect light
of varying colours. Light is composed of photons, elementary particles with the
property of wave-particle duality. Light exists in varying wavelengths. Humans
can only see the light waves within a relatively narrow spectrum which is referred
to as the visible spectrum. The different colours that we see are light waves
of different wavelengths varying from approximately 400nm at the violet end to
approximately 700nm at the red end, with ultraviolet and infrared being beyond
our vision at their respective ends as shown in Figure 4.1. When a material does
not absorb a particular wavelength of light it reflects light of that colour such
as a green leaf absorbing all of the visible spectrum of light except for green
hence reflecting back to a viewer. This green colouration is due to the pigment
chlorophyll whereas the colouration this thesis is interested in is structural.
Figure 4.1: An approximate scale of the visible spectrum of light. Ultraviolet
and infrared exist at the outer limits of this scale:
UV ≤ 400nm ≤ (V isibleLight) ≤ 750nm ≤ IR.
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4.1 Electromagnetism
Electromagnetism is the relationship between changing electric E and magnetic
H fields allowing one to induce the other. As an electric field varies in a direction,
a magnetic field is induced perpendicular to the electric field as shown in 4.2.
Electromagnetic radiation includes light. Multiple waves of light can interfere
with each other depending on the displacement between the two waves relative to
their wavelength, this causes a resultant wave to occur instead. The interference
can be constructive or destructive 4.3. This process is partly responsible for the
behaviour of photonic crystal structures such as the single gyroid where destruc-
tive interference prevents certain wavelengths of light from propagating out of
the structure.
If displacement ≤ pi
2
then the interference is constructive.
If displacement ≥ pi
2
then the interference is destructive.
If these two waves are perpendicular then the resultant wave will vary in two
dimensions as it travels along the vector.
4.2 Photonic Crystals
Photonic crystals are nano-scaled, periodic crystal lattices which affect the prop-
agation of light waves through their structure. They occur at the same scale
as the wavelengths of light. The periodic nature occurs due to the presence of
multiple materials of differing dielectric qualities combined with minimal light
absorption Figure 4.4. This allows light to pass through the structure, reflecting
or refracting off of the various material surfaces. When a wavelength is partially
reflected by the surface in a certain direction, a photonic band gap occurs due
to the periodic surface repeatedly partially reflecting the light wave, causing de-
structive interference and preventing it from propagating in that direction. A
complete photonic band gap occurs when this prevention occurs at all directions
of propagation, from any source and with any polarization of the light. The pe-
riodicity of the lattice can be in one, two or three dimensions depending on the
structure itself. Triply periodic minimal surfaces such as the gyroid can act as
structures for photonic crystals and have been found in nature.
32
Figure 4.2: Electromagnetic radiation (light waves) composed of a magnetic
field H and electric field E moving along a vector shown as the
yellow line. The two fields are perpendicular to each other and
hence form a transverse wave.
Figure 4.3: Interference of two waves (Upper row) and the resultant wave
(Lower row) depending on the displacement between the waves. The
interference varies from constructive to destructive as the waves are
displaced towards half a wavelength apart.
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(a) (b) (c) (d)
Figure 4.4: Photonic crystals have a periodic nature. (a) - (c) show the period-
icity of photonic crystals in 1, 2 and 3 dimensions respectively. (d)
The gyroid surface divides a volume into two interlinked channels
and hence can form a photonic crystal periodic in 3 dimensions.
The two materials with differing dielectric constants are shown as
red and blue to differentiate them.
4.3 Maxwell’s Equations
The four Maxwell’s equations 4.1-4.4 describe electromagnetism which includes
photonic crystals and the propagation of light within them. The symbols H and
E represent the magnetic and electric fields respectively, D and B represent the
dielectric and magnetic flux respectively, J and ρ represent the current density
of free charges and the free charge density respectively [19].
∇×H = ∂D
∂t
+ J (4.1)
∇× E = −∂B
∂t
(4.2)
∇ ·D = ρ (4.3)
∇ ·B = 0 (4.4)
These equations describe the relationship between magnetic and electric fields
and hence are relevant to photonics. As we shall see these equations are the basis
for certain methods of modelling the behaviour of light.
4.4 Refractive Index
When light passes through an interface between two materials, such as air and
water, the angle and speed at which it travels is altered. This effect is known as
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Figure 4.5: The behaviour of light as it passes through an interface between two
materials (shown as white and blue areas) with differing refractive
indices. In this case n1 < n2 due to θ1 > θ2 meaning that the light
travels more slowly through the blue material than the white i.e.
v1 > v2.
refraction and is demonstrated in Figure 4.5. A material’s refractive index n is
the ratio of the velocity of light in vacuum c against its velocity in the material
v.
n =
c
v
As such the refractive index for vacuum is 1. The refractive indices of air, water
and chitin are known to be approximately 1.003, 1.33 and 1.55 respectively. The
angle of refraction θ is related to the refractive index by Snell’s law:
n1 sin(θ1) = n2 sin(θ2)
This means that as light passes from one material to another with a higher refrac-
tive index then its angle tends towards the normal of the interface. Conversely
when it passes through to a material with a lower refractive index the angle tends
away from the normal to the interface.
In terms of a photonic crystal comprised of two materials, the difference be-
tween their two refractive indices is referred to as the dielectric contrast. As this
contrast decreases and the two materials become more similar in their refractive
indices, the reflectance of light off of the photonic crystal structure is expected
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to decrease. Once the two materials have identical refractive indices there is no
effective interface between the two and therefore no refraction or reflection occurs.
4.5 Finite-Difference Time-Domain
The finite-difference time-domain method (FDTD) can be used to simulate pho-
tonic crystals such as the ones covered in this thesis. It is best used in structures
on a similar scale to the wavelengths of visible light and can be demanding in
terms of computational power. The program used in this thesis is Lumerical’s
FDTD Solutions package.
The mathematics behind FDTD is based on Faraday’s and Ampere’s laws:
∂E
∂t
=
1

∇×H
∂H
∂t
= − 1
µ
∇× E
where E and H are the magnetic and electric fields respectively. Confining these
to a 1D system:
∂Ez
∂t
= −1

∂Hy
∂x
∂Hy
∂t
= − 1
µ
∂Ez
∂x
This describes a plane wave travelling in the x direction with electric and magnetic
fields oriented to the z and y directions respectively. At this stage the finite
difference can be introduced:
E
n+1/2
z (k)− En−1/2z (k)
∆t
= −1

Hny (k + 1/2)−Hny (k − 1/2)
∆x
Hn+1y (k + 1/2)−Hny (k + 1/2)
∆t
= − 1
µ
E
n+1/2
z (k + 1)− En+1/2z (k)
∆x
This can be rearranged to:
Ên+1/2z (k) = Ê
n−1/2
z (k) +
1√
µ
∆t
∆x
(Hny (k −
1
2
−Hny (k +
1
2
)
Hn+1y (k +
1
2
= Hny (k +
1
2
+
1√
µ
∆t
∆x
(Ên+1/2z (k)− Ên+1/2z (k + 1)))
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where:
Ê =
√
√
µ
E
This ensures that the difference in magnitudes between , µ does not adversely
affect the method [20]. The derivatives in Faraday’s and Ampere’s laws have been
replaced with finite differences as well as space and time being discretized with
the electric and magnetic fields staggered in both. This staggering of the two
equations and their dependence on past and present values of each other allows
them to be used in an iterative algorithm. Evaluating the ’earliest’ equation, in
this case E
n+1/2
z (k) due to the n + 1/2 gives the required values to evaluate the
’next’ Hn+1y (k + 1/2) which in turn gives the values required for the next E
n+3/2
z
and so on until all required points are evaluated [21]. This same method works
for 3D systems hence why this method is used in this thesis.
This process is utilized in Lumerical’s FDTD package. The simulation setup
is similar to that shown in Figure 5.5 with a reflectance monitor above every
other component, followed by a downward facing light source which produces
a plane-wave, followed by the structure. All of this is enclosed in an FDTD
simulation space with configurable boundaries. In all of the simulations performed
the top and bottom boundaries are absorbing, perfectly matched layer (PML)
boundaries in order to prevent unwanted reflections. The lateral boundaries are
set to periodic in order to mimic the tiling of crystallites or infinite photonic
crystal lattices. These simulations can then be run with varying parameters
as scripted sweeps or single runs where the user makes adjustments between
each single simulation. Basic 3D structures can be constructed in the FDTD
software such as boxes, pyramids and spheres. More complicated structures can
be imported via .stl files from programs such as Houdini or generated through
scripts. Both of these methods were used in this study. For the platonic solid
structures, the meta structure was imported from Houdini and was able to be
scaled and translated once in the simulation space. The gyroid lattice to intersect
with meta structures was generated in FDTD via a script provided by B. Wilts.
This script allowed the key features of threshold, orientation and lattice parameter
to be altered. The refractive index of structures and the background ’atmosphere’
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could be defined in the program as well as part of sweeps.
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Chapter 5
Gyroidal Photonic Crystals in
Butterfly Wings
5.1 Alcohol vs Gyroid Structure
A visible phenomenon of photonic crystals occurs in certain species of beetle and
butterfly. When ethanol is applied to the structurally coloured areas all coloura-
tion seems to disappear. The photonic crystals are normally comprised of chitin
and air each forming a channel of the gyroid structure. The applied alcohol
replaces the air component, resulting in a smaller dielectric contrast. As the di-
electric contrast between two materials decreases the reflectance is expected to
decrease. Similarly as the two materials merge into a single material with consis-
tent refractive index then in the case of a photonic crystal, no surface will exist
to cause any reflectance. Figure 5.1 demonstrates this effect. In addition to the
peaks decreasing in reflectance, they also shift towards higher wavelengths. This
data was also used to confirm the validity of the simulation setup for further
simulations by comparing the results for each orientation in vacuum against data
from [5] analysing the circular polarization of light in relation to the single gyroid
structure. The data obtained in Figure 5.1 was found to be sufficiently accurate
in order to continue with this work.
To confirm the effect of alcohol on the single gyroid photonic crystal, exper-
imental data and photographs have been collected by B. Wilts to compare with
simulation data as shown in Figure 5.2. The different peak wavelengths between
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(a) 100 (b) 110 (c) 111
Figure 5.1: Decreasing the dielectric contrast between the two channels of the
gyroid lattice results in a lower reflectance. (a - c) Reflectance of
20% chitin gyroid in three orientations: 100, 110 and 111. Other
channel comprising 80% of lattice simulated for vacuum, water and
alcohol with refractive indices (n = 1.00, 1.33, 1.36) respectively.
Reflectance is overall decreased for water and alcohol simulations
compared to vacuum. Peaks shift towards higher wavelengths in
water and alcohol.
experimental and simulation data is due to the wing scale being comprised of
multiple orientations of gyroid which all contribute to its reflection. This also
explains the less coherent peaks for the experimental data. Despite this the peak
shift is approximately the same between the simulation and experimental data.
This implies some similarity in structure between the simulated unit cells aver-
age and the photonic crystals of the wing scales however it does not offer insight
into the proportions of other gyroid orientations contributing to the wing scale
reflectance.
5.2 Optical signal of emerging gyroid crystal-
lites
Simulations were performed in order to explore the formation of the gyroid struc-
tures in T. opisena. Figure 5.3 depicts the emerging reflectance signal from a
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Figure 5.2: The effect of ethanol on the reflectance produced by a wing scale
from T. opisena. (a) Experimental data provided by B. Wilts of
wing scales being wet with ethanol. (b) Simulated data for chitin
gyroid unit cell in 110 orientation. Data is the average of 9 other
curves of varying lattice parameter (a = 310±5nm) and fill fraction
(η = 20±5%). Grey arrows show the peak shift of≈ 130nm for both
cases. (c) Photographs of drying wing scales after being wet with
ethanol. (i.) Initial photo when the wing scale is still submerged
in ethanol ’puddle’ with orange domains visible. (ii.) Wing scales
have rotated slightly as the ethanol ’puddle’ has shifted and dried.
White arrow indicates surface of remaining ethanol surrounding the
wing scale. (iii.) Drying of wing scale where both orange and green
domains can be seen. (iv.) Final photograph at end of drying
process showing vivid green colouration in disjoint ’blob’ domains.
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Figure 5.3: A simulated optical signal of a gyroid photonic crystal forming into
chitin from water and drying off to a chitin in vacuum system.
The top row displays the optical signal as the gyroid unit cell’s
refractive index shifts from water to chitin (n=1.33 → 1.55) with
the surrounding material being water (n=1.33). The direction of
this process is indicated by the red arrow. The bottom row displays
the optical signal as the surrounding material changes from water to
vacuum (n=1.33 → 1.00) while the chitin gyroid unit cell remains
unchanged (n=1.55). The direction of this process is indicated by
the blue arrow. The orientation of each gyroid unit cell is 100, 110
and 111 from left ro right.
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simulated gyroid photonic crystal as it solidifies into chitin from an aqueous so-
lution and the peak shift of this signal as the surrounding water dries off into
vacuum. This has been done for the three orientations (100, 110, 111). It can be
seen that the expected green/cyan colouration with a peak around ≈ 500nm is
achieved by the dominant orientation 110 once the chitin has formed and dried
out. The other two orientations reach sufficient wavelengths at the chitin in vac-
uum stage however the data does not match up between the upper and lower
graphs at the chitin in water stage. The 100 orientation appears to have dif-
ferent peak wavelengths for the same point. The 111 orientation has a greater
reflectance in the above graph than the lower graph at the chitin in water stage.
These disparities are most likely due to error during simulations or processing of
the data. Despite this we can still observe an emerging signal from the forming
gyroid crystallites. It is also worth noting that despite the 100 orientation having
higher reflectance than 110 at the chitin in vacuum stage, the 110 orientation still
predominantly contributes to the butterfly’s colouration as both the 100 and 111
orientations are reflecting light at the edge of the visible spectrum, making it less
detectable if at all to human vision.
The other characteristics of emerging crystallites that have been explored are
the growing dimensions as can be seen in Figure 5.4. As the dimensions of a
crystallite increase the reflectance and Q-factor increase. The Q-factor relates a
peak’s centre frequency fc to its bandwidth ∆f = f2 − f1 such that:
Q =
fc
∆f
where f1, f2 are the frequencies at half the peak’s value. The Q-factor describes
the ’sharpness’ of a peak and in the case of these reflectance simulations it indi-
cates a better defined wavelength of reflectance. From this data it can be seen
that increasing the size of a crystallite increases its reflectance with no visible
shift in peak wavelength. This is confirmed by the linear increase in Q-factor for
not only a cubic crystallite but also a dodecahedral one. This suggests that the
size of a crystallite can potentially be inferred from the reflectance. However the
Q-factor for the square pyramid does not increase linearly despite still tending
towards the unit cell. This is possibly due to an error in either the simulation
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(a) (b)
Figure 5.4: The reflectance of a growing, chitin, gyroid photonic crystal (n =
1.55, η ≈ 20%) oriented in the 110 direction, in vacuum (n = 1.00).
(a) Reflectance of a cubic crystal increases as volume, measured
in number of unit cells (UCs) increases, tending towards the re-
flectance of the infinitely periodic lattice. The location of the peak
at approximately 0.525µm does not appear to shift as volume in-
creases. (b) The Q-factor for cubic, pyramidal and dodecahedral
crystals increases as volume increases, tending towards the infinitely
periodic lattice.
or processing of data. It may also be indicative of the square pyramid’s peak
reaching the limiting boundaries sooner than other structures. This fills parts
of the simulation volume in the vertical direction, creating the maximum possi-
ble stack of unit cells (6) and hence providing the strongest reflecting structure
for a portion of the volume. This is shown in Figure 5.5. This could cause a
more rapid rise in reflectance and therefore Q-factor as the structure increases in
volume compared to the other less ’pointy’ shapes. Further work is required to
discern if this is the case.
5.3 Signature of crystallite shape
To more accurately investigate the reflectance seen in T. Opisena the general
shape of a ’blob’ must be addressed. Due to their mathematically defined shape,
the platonic solids have been used to imitate the blob structure in simulations.
Each structure was cut in half to more appropriately represent a blob and the
chitin volume was kept consistent between each blob Figure 5.6.
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Figure 5.5: The simulation setup used to analyse the volumetric growth of pla-
tonic blob structures. Blob structure is shown (not to scale) as a
triangular area of chitin and vacuum waves with boundary increas-
ing through the three diagrams. These figures depict the simulation
of the square pyramid structure where the same process was applied
to the dodecahedron and cube. Simulations were performed in 3 di-
mensions where the two lateral directions (x, z) were identical and
thus only one is shown for the sake of visual clarity. (Top) The
approximate beginning size of the blob where most of the light pro-
duced from the source travels down into the absorbing boundary
with no interruption. (Middle) An approximate intermediate size
of blob where it has crossed the abosrbing boundary and thus the
shape is no longer a square pyramid. At this point a considerable
portion of light is being reflected back towards the monitor. (Bot-
tom) The blob has expanded beyond the boundaries and thus fills
up the entire simulation space with gyroid lattice, acting similarly
to the infinite lattice.
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In both cases of vacuum and water the reflectance is notably higher for the
cube and rectangular prism. This is reinforced by the data in Table 5.7 where the
Q-factors for the cube and rectangular prism are notably higher than for other
structures. This is due to the more consistent depth of the structure compared
with the more faceted polyhedra which spread their volume out more in the
lateral directions. This consistent depth provides a stronger reflecting structure
and hence causes a higher reflectance for the same input of volume. This data
provides slight evidence that a crystallite’s shape could be determined by its
reflectance with flatter structures providing a slightly higher reflectance than
pointed or rounded structures. The Q-factors being considerably higher for the
cube and rectangular prism in water suggests that determining a crystallite’s
shape based on its reflectance could be more easily achieved by first submerging
the structure/wing scale. However this increased reflectance could purely be
determined by the reflecting area with a sufficient depth of unit cells. The flatter
structures more efficiently distribute their volume to provide more reflecting area
of sufficient depth than the other structures, however this effect could be lost for
volumes above a certain threshold where all the structures are deep enough to
maximise their reflectance. For now there is the slight potential of identifying a
crystallite’s shape based on its reflectance.
5.4 Conclusion
From the above simulations we observe that reflectance can give us insight into the
features of nano-structure gyroid ’blobs’ producing colouration in the butterfly
species T. opisena. The size of these crystallites can potentially be inferred from
the reflectance with larger structures offering higher levels of reflectance. This
detection is possible with multiple blob meta shapes. Additionally there is weak
evidence that the shape of the blob itself can be determined from reflectance, with
flat-topped structures giving a slightly higher reflectance than other structures.
The formation of these structures in the butterfly can potentially be detected
with emerging signals as the chitin blob solidifies and then as it dries out to its
standard chitin in air system.
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This study limited the majority of photonic simulations to the 110 orientation
of gyroid as it is the major contributor to the colouration in T. opisena. This
makes much of the simulation data innacurate compared to the real world exam-
ple due to it lacking the various other orientations present. This study also dealt
specifically with the blob crystallites, ignoring other tissues and structures such as
the ridges lining the wing scales which again will add to inaccuracies. The FDTD
method is not faultless and can produce innacuracies and errors which may have
contributed to some of the cases of error in this thesis. Additionally the periodic
boundary conditions used in the simulations would have created 2-dimensionally
precise periodic structures whereas this is clearly not the case for the butterfly.
There is the potential to infer nano-structural properties in butterflies from
photonic analysis. This could apply to both developing butterflies as well as
species without documented nano-structures. However further studies will be
required to discern the extent and reliability of this possibility.
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(a) (b)
Figure 5.6: Reflectance of simulated polyhedral blob structures. Gyroid lattice
is oriented in the 110 direction, consists of approximately 20% chitin
(n = 1.55) and 80% background material. (a) Background material
is vacuum (n = 1.00). (b) Background material is water (n = 1.33).
Polyhedra used are: cube, square pyramid, hemi-dodecahedron (y
and z -axis oriented), hemi-icosahedron (y and z -axis oriented) and
a rectangular prism flatter than the cube. All polyhedra have the
same volume and are not clipped by any of the simulation bound-
aries.
Shape
Q Factor
Vacuum Water
Cube 7.23 11.00
Square Pyramid 5.56 5.83
Dodecahedron (y-axis) 5.42 6.54
Dodecahedron (z-axis) 5.56 6.54
Icosahedron (z-axis) 5.54 6.51
Icosahedron (y-axis) 5.52 6.34
Rectangular Prism 6.85 9.50
Figure 5.7: The Q-factor values for each crystallite meta structure in both vac-
uum and water. The cube and rectangular prism had the highest
values in both media and were considerably higher than the other
structures in water.
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Chapter 6
Enumerating knots and links
using toroidal railways
This chapter regards a newly developed method for enumerating the infinite com-
binations of knots and links using the topological forms of the bitorus and tri-
torus. My contribution to this work was undertaken over several weeks as part of
a research project. This topic aims to catalogue patterns in knotted and linked
structures with the potential to understand the effect on materials. This is re-
lated to the subject of this thesis in that both explore the relationship between
the organisation of material and the physical effects that can arise from this, such
as the photonic effects of the gyroid.
6.1 Mathematical Representation
Knots are present in many aspects of everyday life such as shoelaces, wrapped
gifts or earphones, similarly links are actively used in chains. Mathematical knots
are similar to physical ones except they are often represented without the ’open
ends’ that allow the knot to be undone. They are instead represented as either a
localized knot with the ends stretching away infinitely or as a closed loop. This
report represents knots using the latter form.
Knots are generally identified by the minimum number of crossings that they
contain as shown in Figure 6.1. If there are multiple components then it is instead
referred to as a link. Crossings can be artificially added to a knot or link simply by
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(a) (b) (c) (d)
Figure 6.1: Knots are most easily identified by the number of crossings and
components that they have.
(a) - (c) The trefoil, pentafoil and heptafoil knots consisting of single
components with 3, 5 and 7 crossings respectively. These three
knots are relatively simple and are commonly defined as {3.1}, {5.1}
and {7.1} respectively. (d) The Hopf Link, named after Heinz Hopf,
consisting of two components with two crossings {2.2.1}.
twisting any of its components among other transformations hence why a knot is
identified by the minimum number of crossings it possesses. The naming scheme
often used in this report is T.C.I where T is the minimum number of crossings, C
is the number of components and I is the index of the knot or link. This index is
an arbitrary identifier referring to databases of previously identified knots, such
as Knot Atlas (http : //katlas.org/wiki/MainPage). For knots which have only
a single component the second number C is often omitted allowing single compo-
nents knots to be differentiated from multiple components links. The potential
number of knots is infinite with an infinite number of crossings, components and
combinations of them possible. This leads to issues with identifying and naming
knots.
6.2 Torus Knots
Knots and links that are embedded in the surface of a torus are referred to as
torus knots/links. A torus is a genus one surface, meaning it has a single hole
through it. The specific geometry of it does not affect the tangling of the knot.
Taking a 2D circle of radius r and rotating it around a point in the same plane
R + r away from the circle’s centre forms a torus. This torus has a tube radius
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(a) (b) (c)
Figure 6.2: The number of holes in a shape increase with its genus.
(a) A single holed, genus one ’torus’.
(b) A double holed, genus two ’bitorus’.
(c) A triple holed, genus three ’tritorus’.
r and a hole radius of R. The circle is defined as θ ∈ [0, 2pi] with its angle of
rotation φ ∈ [0, 2pi]. It can be defined as:

cos(φ) −sin(φ) 0
sin(φ) cos(φ) 0
0 0 1


0
R + rcos(θ)
rsin(θ)
 =

−sin(φ)(R + rcos(θ))
cos(φ)(R + rcos(θ))
rsin(θ)

A knot formed by a torus is comprised of points in the torus’ surface which
follow the equation pφ = qθ where p and q are coprime integers [22].
The same method can be applied to higher genera torii such as a bitorus or
tritorus with two and three holes respectively figures 6.2b & 6.2c.
The process for constructing torus knots devised by Myfanwy Evans and
Stephen Hyde [23] utilizes a railway structure depending on the torus used. This
structure has ’switches’ where the twists for each segment are localised. This
railway is then relaxed to form the knot. Any patterns in the knots produced can
be identified from these switches, the number of rails and the torus used. This
work focussed on the bitorus and ladder tritorus, limited to a two rail system.
The program Knotplot [24] was used to construct these railways before re-
laxing them in real space to form knots. The ’tangle’ function within Knotplot
allows twists to be generated and connected in various arrangements allowing
these railways to be simulated. Once properly constructed Knotplot relaxes these
structures and allows any potential unwindings to occur.
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(a) (b)
(c)
Figure 6.3: Rail and switch diagrams for the bitorus (a) and the rectangular
tritorus (b). Symbols: α, β, γ, δ, , ζ represent the number of twists
for each switch. (a) The bitorus has three parallel switches, two
inner loops (red and blue) and a third outer loop (black). (b) The
tritorus has a horizontal pair and two separate vertical pairs (shaded
red and blue) of switches. It consists of two ’vertical’ loops (red and
blue) and two ’horizontal’ loops (black and purple). (c) Examples of
twists that can occur within switches. Separate tracks are coloured
blue and yellow to differentiate them. Twists are grouped into right
and left handedness (RH, LH) respectively as well as the null twist
with no handedness. Note that for odd twists the tracks end up
switching sides.
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Figure 6.4: The resulting number of components, coloured red, black and blue,
depending on switch parities labelled e, o for even and odd respec-
tively. The twists displayed are limited to null and single twists with
no specific handedness as the number of twists and the handedness
do not contribute to the number of components.
6.2.1 Bitorus
The bitorus has a relatively simple rail structure as seen in Figure 6.3a. It consists
of three parallel switches connecting three loops, all of which are interchangeable.
Due to this arrangeability the order of the switches for the bitorus is irrelevant.
This significantly impacts the number of combinations of switches as only com-
binations are relevant whereas permutations are not. The nomenclature for this
bitorus railway is:
(αβγ)
where α, β, γ represent the number of twists in each switch. All three values
within the brackets can be reordered freely. This is intended as part of the nam-
ing scheme as will be shown in the tritorus.
When utilizing the bitorus rail system to construct links, the number of com-
ponents can be predetermined/predicted based on the parity of the switches used
as shown in Figure 6.4. Different combinations of twists can result in the same
knot or link, an example is shown in Figure 6.5. This also applies when using
different rail systems such as the ladder tritorus rail which can also produce the
same {2.2.1} link. The general rule for the bitorus is that the number of crossings
a resultant link has is the sum of the twists in the rail network, however there
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are exceptions to this rule. These exceptional circumstances arise when there is a
single twist present. These exceptions are reproduced from Structures of Tangles
[23] in Table 6.1.
6.2.2 Ladder Tritorus
The tritorus has two different forms, rectangular and trigonal each with a sepa-
rate railway. This work regards the rectangular form which is also referred to as
the ladder tritorus.
The ladder form as shown in Figure 6.3b is similar to the bitorus but with the
addition of a loop. This structure has three pairs of switches. The switches within
each vertical pair can trade places without altering the structure of the knot
produced as long as both vertical pairs have their switches traded simultaneously.
Similarly the vertical pairs themselves can be traded, for example moving the blue
pair to the left and the red pair to the right will result in the same resultant knot.
The horizontal pair of switches can trade places without altering the final knot
however the twists of both switches can be summed into only one of them. This
pairing system gives rise to the nomenclature:
(α β )(γ δ ); ( ζ )
Where the two bracketed pairs represent the vertical switches and the semicolon
separates the third horizontal pair. The symbols α, β, γ, δ, , ζ represent the order
of each of the switches. If the horizontal switches have their twists combined then
this can be simplified to:
(α β )(γ δ ); (0 η )
where:
η = + ζ
The arrangeability can be represented as follows:
(α β)⇔ (β α)
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(a)
(b) (c)
Figure 6.5: An example of constructing the {2.2.1} link using the bitorus rail
system. (a) All three rail systems result in the {2.2.1} link when
relaxed in real space, with the two separate components shown in
blue and yellow. (b) A render of the link from Knotplot. (c) An
orthographic projection of this link from Knotplot.
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α β γ N× T× ∆×
0 0 0 0 0 0
0 0 1 1 1 0
0 0 z3 z3 z3 0
0 1 1 0 2 2
0 1 z3 z3 z3 + 1 1
0 z2 z3 z2 + z3 z2 + z3 0
1 1 −z3 z3 + 1 z3 + 2 1
-1 1 z3 0 z3 + 2 z3 + 2
1 1 z3 z3 + 2 z3 + 2 0
1 z2 −z3 z2 + z3 z2 + z3 + 1 1
-1 z2 z3 0 z2 + z3 + 1 z2 + z3 + 1
-1 2 3 0 6 6
-1 2 z3 ≥ 4 z3 − 2 z3 + 3 5
-1 z2 ≥ 3 z3 ≥ 3 z2 + z3 − 3 z2 + z3 + 1 4
1 z2 z3 z2 + z3 + 1 z2 + z3 + 1 0
z1 z2 −z3 z1 + z2 + z3 z1 + z2 + z3 0
z1 z2 z3 z1 + z2 + z3 z1 + z2 + z3 0
Table 6.1: Generalised bitorus rail twist combinations α, β, γ,
number of crossings in resultant knot/link N×, sum
of twists T× and the difference between these values
∆× = N× − T×. Note that N× is the minimal num-
ber of crossings and disregards artificial crossings.
Knots/links with ∆× = 0 abide by the general rule
stated above where N× = T×.
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(α β )(γ δ )⇔ (γ δ )(α β )
If one vertical pair internally trades its switches but the other vertical pair remains
unchanged then an additional twist is added to the horizontal switch:
(α β )(δ γ ); (0 η )⇔ (β α)(δ γ ); (0 η + 1 )
In order for the resultant knot to be unchanged then both vertical pairs must
internally trade their switches, simultaneously:
(α β )(γ δ )⇔ (β α )(δ γ )
As with the bitorus, the number of components produced by the tritorus rail
structure is determined by the parity of its switches as shown in Figure 6.6. In
comparison to the bitorus which ranged from a single component to three com-
ponents, with four combinations leading to this behaviour, the tritorus has eight
combinations and ranges from a single component up to four components. As
expected the tritorus has a greater complexity than the bitorus even when disre-
garding its other trigonal form.
Figure 6.6: The resulting number of components, coloured blue, yellow, purple
and green, depending on the parities of the switches, shown in grey,
labelled e, o for even and odd respectively and 0 showing the null
switch for the top horizontal switch. The combinations of switch
parities are grouped to the right of their resulting knots/links. Note
that these are combinations not permutations.
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The complexity and diversity of knots and links has caused issue when naming
them in an informative manner. This system of enumeration provides an alter-
native method which gives insight into the formation of these structures such as
forming a single knot or link from multiple rail systems. Additionally it reveals
some of the anomalous behaviour related to single twists and how a relatively
simple feature can have such a drastic effect on the final structure produced.
This chapter only scratches the surface of the full enumeration and analysis of
these torus knots done by Myfanwy Evans and Stephen Hyde [23]
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