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 Air pollution in the eastern United States causes human sickness and death as 
well as damage to crops and materials. NOX emission reduction is observed to improve 
air quality. Effectively reducing pollution in the future requires understanding the 
connections between smog, precursor emissions, weather, and climate change.   
      Numerical models predict global warming will exacerbate smog over the next 
50 years.  My analysis of 21 years of CASTNET observations quantifies a climate change 
penalty.  I calculate, for data collected prior to 2002, a climate penalty factor of ~3.3 ppb 
O3/°C across the power plant dominated receptor regions in the rural, eastern U.S.  
Recent reductions in NOX emissions decreased the climate penalty factor to ~2.2 ppb 
O3/°C.  
 Prior to 1995, power plant emissions of CO2, SO2, and NOX were estimated 
with fuel sampling and analysis methods.  Currently, emissions are measured with 
continuous monitoring equipment (CEMS) installed directly in stacks.  My comparison of 
the two methods show CO2 and SO2 emissions are ~5% lower when inferred from fuel 
  
sampling; greater differences are found for NOX emissions. CEMS are the method of 
choice for emission inventories and commodity trading and should be the standard 
against which other methods are evaluated for global greenhouse gas trading policies. 
 I used CEMS data and applied chemistry transport modeling to evaluate 
improvements in air quality observed by aircraft during the North American electrical 
blackout of 2003.  An air quality model produced substantial reductions in O3, but not as 
much as observed.  The study highlights weaknesses in the model as commonly used for 
evaluating a single day event and suggests areas for further investigation. 
 A new analysis and visualization method quantifies local-daily to hemispheric-
seasonal scale relationships between weather and air pollution, confirming improved air 
quality despite increasing temperatures across the eastern U.S. Climate penalty factors 
indicate amplified smog formation in areas of the world with rising temperatures and 
increasing emissions.   Tools developed in this dissertation provide data for model 
evaluation and methods for establishing air quality standards with an adequate margin of 
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Chapter 1: Executive Summary, Introduction, and Background 
Executive Summary 
Air Pollution in the eastern United States is a pervasive and persistent problem 
associated with damage to materials, crops, ecosystems, economic values such as 
visibility at national parks, and human health effects such as asthma and death.  Despite 
an extensive body of research over more than 50 years, large questions still remain.  In 
the face of a changing climate questions regarding the interactions and feedback between 
air pollution and climate are growing in importance and are emerging as a new research 
focus.  I evaluated emission inventories, weather, regional climate trends, and air 
pollutant observations to better understand the relationship between precursor emissions 
from power plants and concentrations of secondary pollutants in the atmosphere. 
Co-located, long term, hourly rural ozone and meteorological measurements are 
investigated to see if it is possible to discern influences of changing climate upon air 
pollution and to separate the effects of weather from emissions in the observational 
record.  Observed temperature rise, of about ½ °C over the 21 years analyzed here in the 
eastern U.S., leads to a quantifiable “climate change penalty” in ozone air pollution of 
about 2ppb.  I determined a climate penalty factor, generally applicable to eastern U.S. 
receptor regions of the Great Lakes, New England and the Southeast, of 3.3 ppb O3/°C 
before 2002, which is observed to decline, in response to a 43% emission reduction in 
power plant NOX emissions, to 2.2 ppb O3/°C after 2002.  
I investigated the technology used to quantify power plant emissions being traded 




aerosol control, NOX for acid rain and tropospheric ozone control, and the greenhouse gas 
CO2.  All fossil fuel fired power plants with generators larger than 25 MW in the 
continental U.S. (with a few exceptions granted by Congress) were obligated to install, 
test, certify and operate, continuous emissions monitoring (CEMS) equipment at the 
smoke stacks by 1995. The change in monitoring technology from fuel sampling and 
analysis methods to CEMS occurs in the middle of a historic period of unprecedented 
amounts of emission changes alongside observed climatic changes.  CEMS represent an 
improvement over fuel sampling methods, especially at facilities with control equipment 
installed and for quantifying NOX emissions.  The greenhouse gas CO2 fuel based 
methods are 5% lower than CEMS in the aggregate mean.  This represents about 111 
million metric tons of CO2 emissions (from 2000 emissions as reported by CEMS).  At a 
recent trading value of $20 per ton of CO2 this represents about $2 billion per year solely 
due to differences in quantification methods, in what the World Bank recently estimated 
to be about a $50 billion dollar market in 2007.  SO2 is also about 5% lower in the 
aggregate mean difference when based upon fuel estimation methods with significant 
discrepancy associated with units for which CEMS are measuring and reporting low 
emission amounts since 1999, likely due to misreported post combustion control 
equipment. NOX quantification methods differ across a broad range with CEMS being 
preferable due to the direct observation of what is leaving the stack and the loose 
association of NOX emission with fuel properties. 
The unique situation of the North American electrical blackout of 2003 and the 
CEM observations of boiler emissions along with aircraft observations of air pollution 




reducing power plant emissions on a day conducive to ozone formation.  Chemical 
transport modeling is performed and evaluated to investigate the causal relationship 
between power plant emissions and air pollution as a result of this unique and unintended 
real-world experiment.  Ozone air pollution was observed by the UMD aircraft to 
decrease by almost 40 ppb (at about 1km altitude) in response to the blackout event’s 
emission reduction when compared to observations from a flight conducted in 2002.  
Preliminary modeling indicate similar but weaker reductions of up to 35 ppb at 1 km 
altitude in areas downwind of power plants with emissions adjusted downward in a 2002 
meteorological episode used for the comparison flight on August 4, 2002.  
A method of weather analysis to display seasonal and diurnal cycles as contour 
plots was applied to rural ambient air pollution observations. The method visualizes the 
seasonal and diurnal profiles in ozone and illustrates features due to variation in latitude, 
altitude and precursor emission amount.   During the periods when temperatures were 
observed to have risen, ozone is observed to have decreased.  Declines in ozone are 
greatest during the late summer afternoon peaks.  I attribute the decreasing ozone trend to 
a 43% emission reduction in power plant NOX emissions - differencing the means, before 
and after, accounts for the majority of the trend, and rising temperatures would have the 
opposite effect. 
Long-term trends, and the underlying processes of weather and emission changes, 
can now be evaluated, understood, and projected into the future as the result of work 
presented here.  Climate penalty factors provide a new tool for policy makers to adjust air 
pollution control measures in anticipation of climate warming and to scientists 




Understanding differences in monitoring techniques provides opportunities to develop 
cost-effective global emission trading policies that can err on the side of protecting the 
environment while maximizing the number of nations that can participate.  New methods 
for visualizing air pollution and climate trends provide insight into the science behind air 
pollution problems that can be used by policy makers to assess the standards to limit the 
damage and to evaluate the benefits of implemented air pollution policies. 
Introduction 
Air pollution in the Eastern United States, high concentrations of ground level 
ozone and fine aerosol particles, has been a particularly stubborn problem to solve.  The 
study of air pollution extends back to the 1800’s with the investigation of the London 
acid fogs, due primarily to the presence of sulfur from coal combustion, and later with the 
Los Angeles type of air pollution episodes characterized by large hydrocarbon and ozone 
concentrations in the 1960’s and 1970’s.  I ask the following questions in this 
dissertation: 
o How accurate are emission inventories from power plants? 
o Can the impact of warming be discerned in the air pollution record? 
o What is the impact of NOX emission reductions from power plants on 
tropospheric ozone in the eastern US? 
I take advantage of an accidental, single day, experiment when several hundred 
power plants (in 12 states and three provinces of Canada) were forced to dramatically 
reduce NOX emissions as the result of a large electrical blackout event on August 14th and 
15th, 2003.  To investigate the response of the air pollution formation system to this 




University of Maryland research aircraft along with chemical transport modeling.  
Attribution of observed air pollution decreases along with conclusions regarding the 
effectiveness of large scale reductions of power plant NOX on regional air pollution 
amounts and transported air pollution are presented relative to the question of how 
effective is a single day NOX reduction in reducing ozone amounts during an episode 
conducive to high amounts of ozone formation? 
To further investigate the power plant influence upon air pollution formation I 
evaluate the long-term emission trends and the influence of a significant change in 
measurement methods for these emission sources.  Prior to 1995, emissions were 
estimated using fuel sampling and analysis methods reported on a survey form to the 
Department of Energy, Energy Information Administration.  After 1995, power plants 
were required to install continuous emission monitoring systems (CEMS) on chimneys 
exhausting emissions to the atmosphere and to report hourly emissions to the US 
Environmental Protection Agency.  The analysis of pollution formation and long term 
trends in air pollution amounts are affected by this method change.  I present here, for the 
first time, a comparison of these methods and investigate the question of how the method 
change influences estimated emissions of short-lived pollutants and the greenhouse gas 
CO2.    
I directly investigate the question of how long term trends in air pollution 
amounts respond to emission changes.  Toward this end investigation of how long term 
trends in relevant weather variables, and in particular temperature, are influencing the 
observed air pollution amounts.  The questions to be answered are: (1) can we separate 




about the impact of emission changes, especially in the presence of significant climate 
changes induced by greenhouse gases?  I develop a new method for investigating the 
relationship between weather and ozone air pollution amounts and arrive at a new 
parameter, called the climate penalty factor, to characterize the influence of temperature 
on ozone amounts.  I further provide an answer as to how changes in emission regime 
change this climate penalty factor, providing additional evidence that large-scale 
emission reductions are an effective strategy for controlling ozone air pollution, even in 
the face of climate change.   
To further investigate the separate influences of weather and emission changes 
upon ozone air pollution amounts I use long-term co-located rural observations of air 
pollution and weather variables and apply a method developed in the climatic field by 
Vinnikov et al. (2002). The method allows an independent evaluation of the emission and 
climatic record.  The method also provides an opportunity to assess the threshold and 
time period for application of various thresholds to establish standards protective of 
health and the environment. 
The investigation of air pollution formation and whether it is possible to separate 
influences of emissions and weather are of concern to affected populations across the 
eastern United States.  Significant effort and an extensive theory have been applied to this 
problem.  We offer here additional tools and conclusions that are relevant to air pollution 
in the face of significant changes in both emissions and climatic conditions related to the 










Air Pollution Amounts and Formation 
Ground level ozone air pollution (smog), produced by precursor emissions of 
NOX and hydrocarbons in the presence of sunlight, is a pervasive and persistent problem 
in the eastern United States (U.S.), associated with damage to materials, scenic vistas, 
crops, ecosystems, human sickness and death. Photochemical reactions create ozone in 
the atmosphere.  Ozone in the stratosphere shields life below from harmful ultraviolet 
radiation from the sun.  Near the ground, ozone is a pollutant increasing mortality and 
causing asthma and other serious health effects (EPA, 2006, NRC, 2008).   
Surface ozone is formed by the reaction of precursors in the presence of sunlight 
under appropriate meteorological conditions. In the eastern U.S. the highest ozone levels 
usually occur in the “ozone season” months of May to September.  The highest levels 
occur in episodic stagnation events under high-pressure weather systems with high 
temperatures, weak surface winds, and clear skies (Ryan et al. 2000).  NO and NO2 
(collectively referred to as NOX) are precursors of ground level ozone in the presence of 
hydrocarbons and sunlight (Crutzen 1970, Seinfeld and Pandis, 2000). Industrial activity, 
mobile sources (e.g., cars and trucks), and fossil fuel-fired power plants produce the 
majority of NOX emissions in the U.S. (EPA 2008.) 
 In addition to ozone, ground level atmospheric aerosol particles have been 
associated with adverse health effects, such as asthma, degraded visibility and death. 
Seinfeld and Pandis (1998) define atmospheric particulate matter to consist of particles 
arising from natural sources, such as sea spray and windborne dust, in addition to those 




resuspension.  Aerosols are technically defined as a suspension of solid or liquid particles 
ranging in size from a few nanometers to tens of micrometers in equivalent aerodynamic 
diameter in air.  These particles can be directly emitted to the atmosphere or can form via 
secondary chemical and physical processes of gas phase chemical reactions and gas to 
particle conversion.  In the presence of water vapor these particles can then change their 
size, chemical composition, and fundamental nature via processes such as coagulation 
into cloud or fog sized droplets.  The chemical composition of these particles are 
measured by ground based observational networks and have been shown to consist of, in 
large part, ammonium sulfate and ammonium nitrate with organic compounds and crustal 
material present. 
Ozone Observations 
Ozone is observed by a number of observational networks maintained by State, 
Local and Federal Governments.  The US EPA in the air quality trends report 
summarizes the results annually.  EPA demonstrates that ozone is high in much of the 
Eastern U.S. in the summer months of May to September.  The ozone in these urban 
areas is significantly above the standards for healthy air and many counties are 
designated as non-attainment of the National Ambient Air Quality Standard for Ozone.  
The observed ozone is made up of amounts from global, regional and local 
contribution.  The regional contribution is most strongly associated with power plant 
emissions in the Eastern U.S.  Local emission sources include motor vehicles and small 
stack localized industrial emission sources.  The regional contribution associated with 




CASTNET is a primary source of information on rural O3 concentrations in the 
United States (http://www.epa.gov/castnet). CASTNET O3 data provide information on 
geographic patterns in regional O3 and on the extent to which rural areas potentially 
exceed the concentration levels mandated by the NAAQS. This network obtains 
measurements of 1-hour average ozone and 8-hour average concentration levels are 
calculated and provided by EPA. (CASTNET Annual Report 2001) 
Aerosol Observations  
Jacobson (2000 p 404) summarizes the chemicals typically found in atmospheric 
aerosols.  These include inorganic substances such as sulfates, nitrates, ammonium, 
sodium, chloride, many metals, and inorganic carbon.  Organic carbon is also present in 
relatively large amounts in atmospheric aerosols.  Organic carbon (OC) is defined to 
include those carbon-containing compounds that include hydrogen and often oxygen and 
nitrogen as well.    
The recent NARSTO PM Assessment (NARSTO 2003) summarizes observations 
indicating high mass concentrations over all of the eastern US and characterizes aerosols 
with aerodynamic diameters ≤ 2.5µm (PM2.5) in the eastern United States as consisting 
primarily of sulfates with organic carbon being the largest fraction on an annual basis 
(NARSTO 2003.)  The assessment authors split consideration geographically between the 
southeastern US and northeastern US with Maryland being roughly along the line 
separating the two regions.  In the southeast all states have annual average concentrations 
above 15ug/m3.  Northeastern states vary in annual average concentration but all are at or 
near the 15 ug/m3 annual standard.  The chemical composition shows a strong seasonal 




and 25-30% OC in the northeast.  In the southeast the PM2.5 is roughly 35-50% OC year 
round with large seasonal swing in SO4 contribution.  SO4 contribution is highest in the 
summer in the southeast contributing between 35 to 50% of the total.  Nitrate contributes 
between 5 to 25% across both regions, most in the winter and in the northeast, least in the 
summer in the southeast (<5%) (NARTSO, 2003 ch.10.)  
 
Formation processes 
 The formation of fine aerosol particles and photochemical smog are closely 
related by meteorology and chemistry.  The air pollution observed at any particular site at 
any particular moment is generally considered to consist of contributions from the global 
background, regional, and locally generated components.  The impact of air pollution 
emission precursors on air quality depends on emissions, meteorology, and non-linear 





Figure 1-1. Schematic of relevant chemistry for air pollution formation in the eastern US. 
This schematic shows formation of sulfate aerosols, the dominant fraction of PM2.5 in 
eastern U.S. and the role of NOX cycling in the red oval. 
 
Figure 1-2. Schematic representation of air pollution chemistry in the eastern U.S.  
Daytime is a net production cycle while the nighttime reactions are a net loss for ozone 





Basics of the formation processes of ozone and fine particle air pollution 
Chemistry responsible for the formation of ozone and fine particles 
 
Ozone Chemistry 
 A general consensus has developed as to the primary chemical mechanism 
explaining Tropospheric ozone formation.  Finlayson-Pitts and Pitts (2000) indicate the 
primary mechanism for Tropospheric ozone formation is via photolysis of NO2.  They 
also indicate small concentrations are also formed via reaction of volatile organic 
compounds and NOX (Finlayson-Pitts and Pitts 2000, p. 180.)  The general mechanism is 
described in detail by Seinfeld and Pandis (table 5.3 Seinfeld and Pandis 1998) and is 
summarized by Dickerson as follows (Dickerson et al. 1997): 
 
(1) NMHC + OH + O2  → RO2 + H2O 
(2) RO2 + NO + O2 → NO2 + HO2 + CARB 
(3) HO2 + NO → NO2 + OH 
(4) 2(NO2 + hν + O2 → NO + O3) 
(5) NMHC + 4 O2 + 2 hν → 2 O3 + CARB (net reaction) 
 
Where NMHC are non-methane hydrocarbons, CARB is representative of carbonyl 
compounds (a functional group composed of carbon atoms double bonded to an oxygen 
atom, such as aldehydes and ketones) and hν represents a quantum of light.  The rate of 
production of O3 is dependant upon the concentration of the pollutants, the ambient 




referred to as a NOX catalytic chain since the NOX is not removed during the cycle but is 
left available to again produce more ozone 
Additional Oxidant Formation Pathways 
Formation of OH 
The major oxidizing species in the atmosphere is the hydroxyl radical, OH. 
Seinfeld and Pandis indicate that HO2 and NO can also be a significant source of OH in a 
polluted atmosphere (typically urban) (Seinfeld and Pandis, 1998 p. 253.) 
The three primary production routes for atmospheric OH are explained by 
Seinfeld and Pandis (1998 p 252 and references therein.)  These are:  
1. Photolysis of ozone producing excited oxygen atoms which then react with 
water vapor to produce OH,  
 
O3 + hν → O(1D) + O2 
O(1D) + H2O → OH + OH 
 
2. Photolysis of nitrous acid (HONO) producing OH directly and  
 
HONO + hν → NO + OH 
 
3. Reaction of HO2 with NO  
 
HO2 + NO → NO2 + OH 
 
 
 Formation of H2O2 
 
NOX forms OH that, in the presence of volatile organic compounds (VOC), can react to 
form HO2.  HO2 can further react to form H2O2 (and molecular oxygen) (or RO2H), 
which can oxidize SO2 into SO4.  H2O2 is the dominant oxidant in the aqueous phase. 








Formation of HO2 
An interesting consequence of HO2 formation in the SO2 reaction chain (discussed 
below) is the possibility for regeneration of OH in the presence of NO via 
  HO2 + NO → OH + NO2. 
 
This reaction potentially accelerates the formation of ozone, the subsequent oxidation of 
SO2, and eventually the formation of ammonium sulfate.   
Chemistry and the Relevant Processes in Eastern US aerosol formation 
Sulfate Formation 
The formation of sulfate molecules in the atmosphere can occur via oxidative 
conversion of SO2 in the gas phase, aqueous phase, or by heterogeneous (on the surface 
of existing aerosol particles) chemical reactions as represented schematically in figure 1-
2.  Seinfeld and Pandis demonstrate the dominant pathway is the aqueous phase 
(responsible for more than 50% of sulfate production) with the remainder preferentially 
forming via gas phase reaction of SO2 with OH (Seinfeld and Pandis 1998 and references 
therein p 1058.)   
 Gas Phase Pathway 
Wayne (1991) indicates the dominant gas phase pathway for SO2 oxidation to be the 
reaction: 
OH + SO2 + M → HOSO2 + M 
Then (as described by Seinfeld and Pandis 1998 p 314) followed by 
   
HOSO2 + O2 → HO2 + SO3 





The sulfuric acid gas is quite hygroscopic and rapidly accumulates or deposits or 
is absorbed by (as described by Henry’s law relation) water droplets even in a relatively 
dry atmosphere.  Also note the HO2 produced above further reacts to form more OH, 
which can go on to further, convert additional SO2 or other species. 
Aqueous Pathway 
 The dominant aqueous phase reaction that controls the formation of SO4 is  
  SO2 + H2O2  H2SO4 
 The second most important reaction in water droplets is oxidation of SO2 by 
ozone as follows: 
  SO2 + O3  H2SO4 + OH 
 A much weaker contributor to the aqueous phase sulfate formation involves 
reactive organic species and can be represented as follows. 
  SO2 + RO2H  H2SO4 + R 
 These pathways have been shown to contribute greater than 50% of the observed 
sulfate in eastern North America (Seinfeld and Pandis 1998, NAPAP 1990).  These sulfur 
dioxide oxidation pathways can be limited by the amount of available oxidants as 
demonstrated in previous studies (NAPAP 1990).  This leads to a nonlinear response of 
the atmospheric system in producing sulfate, acidic deposition, and fine aerosol mass.  
This has potentially been observed in eastern North America and has been demonstrated 
in numerous modeling studies (EPA 2001, West et al., 1999.)  Catalyzed oxidation in the 
presence of metals has been investigated with the overall indications being a negligible 





Particle Nitrate Formation 
Nitrates are formed from the oxidation of NO and NO2 (collectively denoted as 
NOX) either during the daytime (reaction with OH) or during the night (reactions with 
ozone and water) (Wayne et al., 1991). Nitric acid is continuously transferred between 
the gas and the condensed phases (condensation and evaporation) in the atmosphere. 
Nitrate preferentially adopts the gas phase in the absence of other perturbations, but 
reactions with gas phase NH3, sea salt, and dust result in a net transfer to the condensed 
phase (Seinfeld and Pandis, 1998).  The formation of aerosol NH4NO3 is favored by 
availability of NH3, low temperatures, and high relative humidity. The resulting NH4NO3 
is usually in the sub-micrometer particle range. (NARSTO 2003Ch3.) 
Gas Phase Pathway 
Nitric acid is the precursor for aerosol nitrate.  During the day nitric acid is formed by 
reaction of NO2 with OH.   
 NO2 + OH+ M → HNO3 + M  
This is a termination reaction that uses up both NO2 and OH.  Not only does this 
terminate the oxidant OH but it has a feedback upon the formation of gas phase ozone as 
well.  NO reacts with O3 to form NO2, which in the presence of OH terminates as nitric 
acid.  If insufficient OH is available then NO2 further reacts with O2 to form O3 and NO, 
which continues to form additional ozone.  This reaction is about 10 times faster than the 
SO2 + OH reaction above (Seinfeld and Pandis 1998 p 1058.)   
 At night ozone can react with additional NO2 to form NO3 radicals which can 
form an intermediately stable reservoir species N2O5 which, in the presence of water 




vapor (or time to react) the N2O5 breaks apart and the products continue the reaction 
chain leading to additional ozone formation. 
NO2 + O3 → NO3 +O2 
NO3 + NO2 ↔ N2O5 
N2O5 + H2O (aq) → 2 HNO3 (aq) 
 
The nitric acid can then form NH4NO3 depending upon the available ammonia. 
 
NH3 + HNO3 → NH4NO3 
 
Physics influencing the formation of particulate air pollution 
 
Thermodynamic and physical processes dominate the partitioning and size 
distribution of the aggregated aerosols.  Chemical composition is also greatly influenced 
by these processes.  For example ammonium nitrate is unstable in most of the eastern 
United States during the high temperatures and relatively moist conditions of summer.  
The majority of the fine particle concentration is ammonium sulfate as a result. 
Meteorological Linkages 
The air pollution observed at any particular site at any particular moment is 
generally considered to consist of contributions from the global background, regional, 
and locally generated components.  The impact of air pollution emission precursors on air 
quality depends on emissions, meteorology, and non-linear chemical responses across 
these different time and spatial scales.  Wind speed and direction along with air mass 
movement and characteristics are important for air pollution formation.  The regional 
component may be transported over very large distances.  Temperature is a good 
surrogate for many factors underlying ozone formation.  Meteorology may be the single 




precursor emissions are present.  Meteorology also is the largest factor influencing the 
global to regional transported component of the pollution amounts. 
Relationships among pollutants, formation processes, and feedbacks 
The formation of pollutants and emission precursors along with meteorological 
factors involve feedbacks.  These feedbacks can be positive, “amplifying” the amount of 
pollution formation, or they can be negative, “damping” the amount of formation or the 
formation rate.  Table 1-1 indicates many feedbacks relevant to the study of ozone and 







Table 1-1. Feedback processes relevant to air pollution formation in the eastern U.S. 
Some motivations behind this study 
Note that all routes for the production of the oxidants such as OH and O3 require a 
NOX species at some point as represented schematically in figures 1-1 and 1-2.  The 
apparent implication is that one may possibly control oxidant formation via NOX 
emission controls as a viable route for controlling the formation of SO4 (as well as O3) 
and thereby limit a number of air pollution problems such as: acidic deposition, ambient 
fine particle concentrations and unhealthy levels of tropospheric ozone. 
In any event the influence of NOX emissions on ozone formation is a strong one 




unique and valuable insight into the effects of NOX emission on ozone and fine particle 
formation in the Eastern US.  In addition to investigating the effect of emissions changes 
on resulting air pollution the influence of weather changes also is investigated and a very 
interesting result is discovered with far reaching implications, especially in a warming 
world of climate change. 
The Climate Change Penalty, and the influence of changing weather on pollution 
formation 
Modeling studies predict a “climate change penalty” of more smog resulting from 
rising temperatures due to greenhouse gas induced climate change.  I examine 
observations to evaluate this prediction and perform a statistical comparison between two 
emission regimes (before and after a 43% reduction in power plant NOX emissions made 
between 1998 and 2002) from 21 years of rural, May to September, ozone and 
temperature observations in the eastern U.S.  Mid-Atlantic median temperature increases 
of 0.51 to 0.68 °C occurred alongside improvements of 18.9 ppbv (for the 95th percentile 
of the eight-hour average daily maximum concentration) and 3.25 ppbv (for the 
difference in the median for all hours) in ozone amounts.  Observations show a climate 
change penalty of between 1.1 and 2.3 ppbv ozone resulting from the observed 
temperature increase.  We calculate the rate (of ozone increase with temperature) 
declined, responding to the emission reductions, from 3.3 ppbv O3/°C to 2.2 ppbv O3/°C.  
After accounting for this change, we calculate that an additional 10% NOX reduction 
from power plants would, approximately, offset the observed climate change penalty.  By 




results imply that in areas of the world where temperatures and NOX emissions are 
increasing, the climate change penalty will amplify smog formation. 
The electrical blackout and air pollution 
The North American Electrical blackout of 2003 occurred on August 14 and 15th 
of 2003.  Marufu et al. (2004) reported observations of air quality during the blackout; 
here I report on numerical modeling of the event.  The blackout shut down over 263 
power plants which included 531 units in the US and Canada.  Most of these generators 
shut down from a power cascade starting at 4:10pm Eastern Daylight Time (NERC, 
2003a). The blackout was caused by trees contacting high voltage transmission lines due 
to improper tree cutting and maintenance of the transmission line rights of way and 
inadequate system management by First Energy of Ohio (NERC, Final Report, July 13, 
2004).  The impact on air pollution is more closely related to whether or not boilers 
actually shut down.  In general it takes a long time to start up a boiler that shuts down so 
electric reliability management practices attempt to avoid this state.  If a generator trips, it 
may not necessarily mean that the boiler actually shuts down so detailed analysis of the 
impact of the blackout upon boiler operation and subsequent emissions is necessary 
before reaching conclusions regarding impacts on air pollution formation. 
The US EPA collects hourly observations of plant operating data and emissions as 
observed by continuously operating monitoring equipment (CEM) installed in the power 
plant stacks or ductwork.  I present here, for the first time, a complete analysis of these 
data regarding the blackout. Emissions were generally reduced across the entire region of 




The impacts of emission changes upon air pollution formation has been 
historically based upon measurement and modeling studies relying upon estimation of a 
base year emission and projecting the long-term emissions reduction scenarios for a 
future state (Malm et al., 2002).  The blackout provides a unique opportunity to 
dynamically evaluate the modeling approach using a real-world experiment that involves 
measurement of input emissions and direct measurements of the effect of power plant 
emissions reductions on regional air quality with all other factors held relatively constant. 
 The August 2003 North American electrical blackout provided a unique 
opportunity to quantify directly the contribution of power plants to regional haze and O3.  
Airborne observations over central Pennsylvania on August 15, 2003, ~24 h into the 
blackout, revealed large reductions in SO2 (>90%), O3 (~50%), and light scattered by 
particles (~70%), relative to measurements outside the blackout region or over the same 
location when power plants were operating normally.  CO and light absorbing particles 
were unaffected.  Low level O3 decreased by ~38 ppbv and the visual range increased by 
> 40 km.  These observations offer a unique opportunity to perform a dynamic model 
evaluation and possibly assign causal relationships with greater certainty than ever 
before.  We have direct measurement of emission inputs and air quality observations 
coupled in time with a significant clearly identifiable substantial reduction in power plant 
precursor emissions during a period conducive to ozone formation.  Preliminary 
assessment of the measurements and the approach to model operation and evaluation are 






Power Plant emissions and how they may have changed over time 
Air pollution NOX comes mostly from cars, power plants, and industrial activity.  
In the eastern US, the contributions are about 1/3 from cars, 1/3 from power plants and 
the rest from other sources, historically.   
NOX emissions from industrial activity are considered constant over the, roughly, 
last 20 years due to the small amount of reported decrease and the relatively small 
contribution compared to power plants and mobile sources (EPA, 2008).  Emissions from 
automobiles are reported by EPA to have decreased by about 10% nationally, on an 
average basis, before and after 2002 (EPA, 2008).  We conclude that mobile emissions 
have not decreased more than the error of the model used to calculate them during the 
period of our study (EPA 2008b) and consider them constant.  Emissions from fossil fuel 
fired power plants in the U.S. are measured by continuous monitoring equipment 
installed in 1995 (Schakenbach et al. 2006). 
 Power plant emissions have historically been the best studied and are generally 
accepted as one of the best quantified emission source categories.  Reported emissions at 
power plants have changed.  The first major reporting change was due to changing the 
measurement and estimation method for calculating the amount of NOX being emitted.  
Prior to 1995 NOX emissions were estimated from fuel sampling and quantity burned 
with appropriate emission factors determined by experiment and boiler and control 
configuration.  Since 1995, emissions from power plants larger than 25 MW have been 
measured in stack by continuous emission monitoring equipment.  The historical 
emission prior to 1995 were estimated from survey forms reported to the Energy 




uncertain since the primary variables responsible for forming NOX in a boiler are boiler 
temperature and the amount of excess air. 
Starting in 1994, the U.S. Environmental Protection Agency (EPA) required 
CEMS installed and operating at the Acid Rain Program Phase I utility emission stacks as 
required under Title IV of the Clean Air Act Amendments of 1990 (CAAA).  Since that 
date up until 2003, E.H. Pechan & Associates (Pechan), under contract to the EPA, 
compared EPA’s Emissions Tracking System/Continuous Emissions Monitoring 
(ETS/CEM) with U. S. Department of Energy’s Energy Information Administration 
(EIA)’s Form EIA-767-based estimates of annual heat input, sulfur dioxide (SO2), oxides 
of nitrogen (NOX), and carbon dioxide (CO2) emissions for units with electric generating 
unit (EGU) data from both data sources.  The absolute and percent differences between 
emissions and heat input for these two data sources were examined and those units with 
the largest differences were identified and tracked over the years.  Descriptive analyses 
are used to evaluate how closely the EPA reported emissions and the comparable 
emissions estimations that are based on EIA reported data (and EPA’s AP-42 emission 
factors) agree. 
Historical data are estimated by one method (fuel analysis) and another measures 
current emissions.  Any trend analysis or impact analysis or assessment of environmental 
goals and policy impacts upon achieving these goals must take into account the differing, 
and possibly substantially different, data types.  Any assessment or use of long term 
trending data requires the need to make sure the data sources are comparable and can be 
fit together.  This requires characterization of biases or trends in differences that may 




 This dissertation provides an initial assessment of comparisons of data from the 
Clean Air Markets Division (CAMD) of the EPA, as measured with CEMS, with the EIA 
fuel-based heat input and emission estimates.  A discussion about the methods used to 
make these comparisons, the limitations involved in both the methods and producing the 
comparisons, a table with the annual heat input totals for each year for both data sources 
and a presentation of aggregate and summary statistics that describe the distribution and 
allow for policy relevant conclusions regarding monitoring methods comparisons are 
included, calculated and presented for the first time publicly.  A discussion of the results 
and subsequently derived trends in power plant emission precursors nationally, and in 
states relevant to the source region for air pollution in the mid-Atlantic region of the 
Eastern U.S. are presented here as well. 
The development and application of these new methods may prove useful for 
policy.  Implications of the emission comparison include influence on cap and trade 
policy development for global climate change control programs.  The known differences 
between measurement technologies may allow less wealthy developing countries to use 
fuel sampling analysis techniques, whereas richer countries may stick with CEM 
technology.  The bias between these methods can be included in setting cap amounts and 





Application of a new method for trend analysis of ozone and temperature 
observations in the Eastern US 
Vinnikov et al. (2000) developed a method of polynomial fit to long term time 
series that allows for visual analysis of the trend and variability in annually and diurnally 
cycling time series data.  The methods of Vinnikov et al. applied to long-term 
temperature trend data can be applied to the relatively long-term hourly ozone and 
temperature measurements from the CASTNET network.  Applying these methods for 
the first time and comparing the results to other trends offers an opportunity to better 
characterize the overall annual and diurnal components of the changing ozone 
concentrations and to consider the full ozone amounts across the entire year.  The method 
allows one to make conclusions regarding the impact of weather and emission changes as 
well as to make inferences relevant to the form and duration of the ozone season and the 
standard by which to judge compliance with the health standards of the Clean Air Act.  
Application of this method in the future, coupled with the derived detailed emissions 
trends, along with improved source receptor relationships, will yield valuable insight into 
the processes that form air pollution in the Eastern U.S. along with the ability to separate 




Chapter 2: A Climate Change Penalty Observed in Ozone Air 
Pollution in the Eastern United States1 
Global climate change is predicted to increase surface temperatures and 
exacerbate air pollution.  We present evidence that this climate change penalty is already 
discernable in the ozone records for the eastern US.  A statistical analysis of 21 years of 
observations reveals that surface ozone increased by an average of ~3.3 ppbv/°C prior to 
2002.  After 2002, power plant NOX emissions were reduced by 43% and ozone levels 
fell; the climate penalty factor dropped to ~2.2 ppbv/°C.  These results indicate that NOX 
controls are effective for reducing photochemical smog and can lessen the severity of the 
climate change penalty.  These methods relating global warming to air pollution can be 
extended to other areas including the developing world, where emissions of ozone 
precursors are increasing.  
Power plant NOX emissions decreased as a result of air pollution control programs 
in the eastern United States by 43%, on average, around 2002.  Early indications from 
ambient monitoring networks and atmospheric chemical transport models indicate that 
ozone amounts have declined as a result (Gégo et al., 2007 and Gégo et al., 2008).  
Temperature can be used as a surrogate for the meteorological factors influencing surface 
ozone formation (e.g. Jacob et al. 1993, Ryan et al., 1998 and Camalier et al., 2007), and 
has been shown to be rising, on average, in parts of the eastern U.S. (IPCC 2007).  Global 
                                                
1 Bryan J. Bloomer, Jeffrey W. Stehr, Charles A. Piety, Ross J. Salawitch, Russell R. 
Dickerson, A Climate Change Penalty in Ozone Air Pollution Observed Over 





modeling results indicate that a warmer climate, with more stagnation events 
characterized by hot extremes and heat waves, is “very likely” in the eastern U.S. over 
the coming decades (IPCC 2007). Other modeling studies have suggested that the 
warming will lead to a climate change penalty, defined as “the increase in surface ozone 
as a result of future climate change” (Wu et al., 2008).   
Wu et al. (2008) forecast a penalty of 2 to 5 ppbv in daily maximum 8-hour 
averaged surface ozone amounts in parts of the eastern U.S., offsetting expected air 
quality improvement from emission reductions, between 2000 and 2050. Other modeled 
estimates suggest a climate change penalty from 1 to 8 ppbv ozone (Racherla et al. 2006 
and Liao et al. 2006).  This forecast needs evaluation using observations because areas 
with rising temperatures may suffer the consequences of worsening air pollution, 
including increases in mortality and morbidity (Bell et al., 2005 and NRC, 2008) along 
with significant damage to crops (NRC, 2008), unless additional reductions of ozone 
precursors are effected. 
In this study, we analyze rural measurements of ozone and meteorology relative 
to a reduction of NOX emissions from power plants, using 2002 as the year that separates 
“before” from “after” the emission change.  The average power plant emissions (Figure 
2-1.) during the ozone season (May to September) from 1995 until 2002 were 2.16 
Teragrams (1 Tg=1012 g) of NOX (as NO2, with 1 Tg NO2 equivalent to 0.304 Tg N) 
while average ozone season emissions from 2003 to 2006 were 1.22 Tg of NOX 2(13) 
                                                
2 U.S. Environmental Protection Agency, Clean Air Markets Division CEM Data,  






exhibiting a 43% decline in emission from power plants, on average, during the ozone 
season.  This improvement was primarily accomplished in two steps, corresponding to 
the implementation dates of two power plant air pollution emission control programs 
(Frost et al., 2006).  Emission in the Northeast region dropped in a step-wise fashion 
(Figure 2-2). Emissions dropped approximately one quarter of the 1998 amount by 1999, 
and again by about one third of the 2002 amount by 2003, for an overall decrease of 
about 50% relative to 1998 emissions.  This general pattern is evident in the other three 
regions shown in Figure 2-2, though they exhibit a more gradual decline through the 
intervening years of 1998 to 2002, when compared to the Northeast.  Using 2002 as the 
break-point for assessing “before” and “after” likely underestimates the impact of the 
emission reductions by assuming the emission reductions that occurred between 1998 and 
2002 are part of the “before” time period.  
Reductions in NOX emissions from mobile sources and other industrial activity 
around this time period are considered relatively small when compared to the emission 
reduction of NOX at power plants, as reported by the U.S. Environmental Protection 
Agency (EPA2). Kim et al. (2006) reported significant reductions in tropospheric NO2 in 
                                                                                                                                            
Emissions from all source categories are provided by the U.S. Environmental Protection 
Agency, National Emission Inventory for the U.S.  (2008) and are available at: 
http://www.epa.gov/ttn/chief/net/ . 
 Detailed data for emissions from mobile sources are provided by the U.S. Environmental 
Protection Agency, National Emission Inventory for the U.S., 
http://www.epa.gov/ttn/chief/trends/trend06/nationaltier1upto2007basedon2005v1.xls   Note: the inventory 
analyzed here relies on the MOBILE version 6.2 model for automobile emissions of NOX. A more detailed 
observation of mobile emissions from cars is provided by G. A. Bishop and D. H. Stedman, Environ. Sci. 
and Technol. 42, 1651 (2008).  This paper indicates emissions rates have gone down while vehicle miles 
traveled have increased, such that total mass emissions of NOX likely remain about the same.  Additionally, 
an EPA contractor report evaluating the MOBILE6 model indicates about a 25% error from tunnel 
observations and characterizes this as “…not a particularly large difference given the other uncertainties…” 
Final Report CRC project E64 Evaluation of the US EPA Mobile6 Highway Vehicle Emission Factor 





the Ohio River Valley based upon space-borne observations, and attributed the decrease 
to power plant emissions.  They observed no significant change in NO2 over urban areas, 
which they attributed to nearly constant automobile emissions. 
 
Figure 2-1. National ozone season NOX mass emissions from power plants in the 
continental U.S. NOX mass emissions from power plants using continuous emission 
monitoring equipment and reporting to EPA.  The emissions shown in the figure are 




Figure 2-2. Fossil Fuel Fired Power Plants greater than 25 MW, May to September, 
regionally aggregated NOX mass emissions.  Regions are based upon Lehman et al. (18) 
and states included in each region are shown in Figure 2-3. Units are teragrams (Tg) NOX 
mass (as NO2). 
 
Co-located, hourly, observations of ozone concentration and temperature are 
collected by the Clean Air Status and Trends Network (CASTNET), operated by the U.S. 
EPA since 19873.  This study uses hourly co-located meteorological and ozone 
measurements simultaneously labeled valid by the CASTNET team4. Observations span 
the time period from January 1, 1987 until October 23, 2007.  Ozone season data are 
                                                
3 Data used in our study are available from the U.S. Environmental Protection Agency Clean Air Status and 
Trends Network (CASTNET) website, http://www.epa.gov/castnet and are described by J. F. Clarke, E. S. 
Edgerton, B. E. Martin, Atmos. Environ. 31, 3667 (1997). 
4 CASTNET temperature measurements are obtained with platinum wire resistance thermometers that have 
a high degree of absolute accuracy or with thermistors systematically calibrated to a required absolute 
accuracy of 0.5°C; precision is better.  Ozone UV absorbance measurements are required to be within 10% 
of the reading for precision and 10% absolute difference when compared to NIST traceable standards for 





included in our analysis for the full 21-year period 1987 to 2007.  We aggregate 
CASTNET sites (Figure 2-3.), after the results of Lehman et al. (2004) who used a 
principal component analysis of daily maximum one-hour ozone concentrations, into 
chemically coherent regions5.  Hourly observations at multiple stations in each region are 
further aggregated into two time periods, one representing before and including 2002, and 
the other after 2002. This method yields a large number of observations for analysis.   For 
example, the resulting ozone season data set for the mid-Atlantic region includes 
1,196,350 individual valid observations of concurrent hourly temperature and ozone, with 
343,398 observations after 2002 and 852,952 from 1987 up to and including 2002. 
                                                
5 We use four chemically coherent regions in the Eastern U.S., hereafter referred to as “regions”, following 
the nomenclature introduced by Lehman et al. (18).  The four regions are Great Lakes, Northeast, Mid-
Atlantic, and Southwest, as indicated on figure 2 of Lehman et al. (18). An analysis with similar results for 
receptor region identification was performed by B. K. Eder, J. M. Davis, P. Bloomfield, Atmos. Envir.  





Figure 2-3.  CASTNET sites showing the aggregation, after Lehman et al. (2004), who 
used a rotated principle component analysis, into chemically coherent regions. Regions 





Figure 2-4.  Hourly ozone and temperatures for ozone seasons, aggregated into 
chemically coherent receptor regions in the eastern U.S. as observed by rural ambient 
monitoring stations of the CASTNET network.  The blue bars at the top of each panel 
represent the change that each location statistic for ozone underwent after 2002. The red 
bars at the bottom of each panel represent the amount that temperature changed, after 
2002 compared to the observations obtained between 1987 and 2002. The horizontal 
position of the bars represents the value of ozone (blue) and temperature (red) for the pre-
2002 value of each location statistic, going from left to right in this order: 5th, 25th, 50th, 
75th, and 95th percentiles of the full distribution.  This graphical representation allows for 
the reconstruction of the two distributions (pre-2002 and post-2002) for each region for 
both ozone and temperature.  For example, the Mid-Atlantic 5th percentile temperature 
prior to 2002 was ∼10°C, and rose by 0.8°C after 2002; the 95th percentile ozone 
abundance in the Mid-Atlantic was 76 ppbv, and declined by 9 ppbv after 2002.  





The ozone concentration (Figure 2-4) shows decreases across the entire 
distribution of observed ozone values, pre- to post-2002, for all regions.  The figure 
shows the amount of ozone at the location statistic of the 5th, 25th, 50th, 75th and 95th 
percentiles that occurred prior to 2003 (horizontal placement) as well as the change in 
ozone for each percentile (vertical extent).  The hourly ozone concentrations (including 
nighttime observations) dropped by about 10% in the Mid-Atlantic and Northeast regions 
across the full distribution. Ozone in the Great Lakes and Southwest regions decreased 
post-2002, by larger relative amounts in the upper and lower percentiles.  A similar 
reduction is seen in the subset of observations made during daytime hours.  Sampling the 
daily maxima for one-hour and 8-hour averages (time periods of interest due to their 
specification by EPA in the National Ambient Air Quality Standards for ozone) shows 
large decreases at all locations in the distribution (Table 2-1.)  The largest decreases in 
ozone occur at the highest concentrations.  Ozone in the 95th percentile of the 8-hour 
average daily maxima in the Mid-Atlantic declined 15.6 ppbv after 2002.  Severe ozone 
air pollution episodes have improved considerably since 2002, relative to historic events. 
The question remains, did ozone decrease because of changes in the weather or 
because of changes in emissions? To answer this question, let us first investigate the 
temperature record. Temperature distributions (Figure 2-4) show that air warmed across 
the Great Lakes and Mid-Atlantic regions after 2002. Mid-Atlantic temperatures 



















Distribution of one hour observations for all hours   
≤ 2002 8.00 25.75 41.25 56.00 76.00 2448 ±0.61 
> 2002 7.25 24.50 38.00 51.00 67.00 765 ±0.96 
Distribution of one hour observations for daylight hours 
      10 AM to 7PM local time   
≤ 2002 24.25 40.75 52.00 65.00 82.85 2448 ±0.49 
> 2002 21.50 37.00 48.00 58.00 72.00 765 ±0.76 
 
Distribution of daily maximum one-hour average observation 
region-wide   
≤ 2002 57.75 73.00 85.00 99.00 121.91 2448 ±0.53 
> 2002 58.00 69.00 77.75 87.00 103.00 765 ±0.65 
 
Distribution of daily maximum eight hour average observation 
region-wide   
≤ 2002 52.95 65.00 74.00 86.00 105.00 2448 ±0.42 
> 2002 51.20 63.00 70.00 78.00 89.40 765 ±0.54 
Temperature 
Range Bin (ºC)      
Number of 
observations  
≤ 2002 27-30 31.8 49.0 60.7 71.2 89.8 1009 ±0.70 
 30-32 42.2 58.0 69.2 81.6 104.6 443 ±1.12 
 32-35 45.8 64.5 78.0 94.5 110.6 115 ±2.80 
> 2002 27-30 26.0 41.0 52.0 63.0 76.1 814 ±0.77 
 30-32 35.3 47.0 57.0 67.2 80.0 348 ±1.09 
 32-35 43.5 56.7 63.5 72.2 86.4 112 ±1.46 
 
Table 2-1. Mid-Atlantic ozone concentration percentiles for different sampling 
approaches by year grouping and temperature range bin.  The full distribution of hourly 
values for all hours includes nighttime observations.  The single one-hour maximum and 
eight-hour-average daily maximum is selected as the maximum observation for the 
region from all measurement locations for the day. Mid-Atlantic region ozone 
concentrations (ppbv) binned by 3°C temperature range bin with resulting distribution 





are 0.51°C for pre to post-2002 and 0.68°C pre-1999 to post-20026.  These are consistent 
with published estimates of 0.25 to 0.30°C/decade for observed temperature trends for 
similarly defined regions of the eastern U.S. (IPCC, 2007). The Mid-Atlantic region has 
temperature differences larger than those predicted from a global greenhouse gas forcing 
alone (IPCC, 2007), indicating a regional source of warming due to processes not 
included in the models or to factors that are difficult to represent in current global 
modeling simulations, owing to the small temporal and spatial scales. 
To investigate further the question of whether ozone decreased because of 
changes in the weather or because of changes in emissions, we construct conditional 
ozone distributions corresponding to specific temperature ranges (Figure 2-5.)  For all 
regions, at all times, in any location within the distribution, ozone concentrations increase 
with increasing temperatures. The spread in the ozone concentration data as a function of 
temperature indicates that other variables influence any given hourly observation at a 
given temperature.   However, the relationship between the location statistics (e.g., the 
50th or 75th percentile values) and temperature reveals a strong dependence of ozone on 
temperature, which is consistent regardless of where the distribution is sampled.  The 
strength of the temperature relationship is reinforced by the consistency across the 
percentiles and the relative insensitivity of the relation to temperature bin size7. 
                                                
6 Pre-1999 values (1987 to 1998) are given because this period predates all power plant NOX emission 
reductions considered here.  Use of pre-2002 values underestimates differences between the period before 
emission control and after. Observations between 1998 and 2002 include some amount of emission 
reduction.  All results presented here would be larger and more significant using pre-1999. 
7 Sensitivity to bin size was investigated using 1, 2 and 3°C bins. 3°C bins are presented here.  Variation in 
predicted slopes for median and mean ozone concentrations between temperature bin choices were 
minimal.  The largest slopes occur at the smaller bin sizes.  Our bin choice leads to lower estimates of the 
climate penalty factor as compared to smaller temperature binning.  Regardless, bin size choice did not 





Figure 2-5.  Ozone vs. temperature plotted for 3°C temperature bins across the range 19 
to 37°C for the 5th, 25th, 50th, 75th and 95th percentiles of the distributions before and after 
2002 in chemically coherent receptor regions of the eastern U.S.  Color corresponds to 
percentile  (red is 95th, green is 75th, light-blue is 50th, dark blue is 25th, and the black line 
is the 5th percentile value.)  The dashed lines are for the pre-2002 linear fit of ozone as a 
function of temperature at the percentile indicated by the color.  The solid lines 
correspond to the linear fits after 2002.  Solid circles indicate the data points in the post 
2002 time period, and “plus” signs indicate the pre-2002 values.  Values are plotted at the 
mid-point temperature of the 3°C temperature bin.  The average slope, which we define 





The ozone-temperature relationship is linear in all four regions before and after 
2002 over the temperature range of 19 to 37°C. A linear fit of ozone vs. temperature 
yields nearly the same slope, regardless of which percentile is chosen for the Great Lakes, 
Northeast, and Mid-Atlantic regions (Figure 2-3).  The average of the slopes of the five 
linear fits in the Mid-Atlantic region for data collected prior to 2002, corresponding to the 
5th, 25th, 50th, 75th and 95th percentiles, is 3.3 ppbv O3/°C, with a minimum of 3.2 and a 
maximum of 3.5 ppbv O3/°C.  The slope decreases to an average of 2.2 ppbv O3/°C after 
2002, with a similarly small range of 1.9 to 2.6 ppbv O3/°C.  The post-2002 data show 
less ozone compared to the pre-2002 data at the higher temperatures, indicating ozone 
production became less sensitive to temperature increases after the 2002 emission 
reductions. 
We define the climate penalty factor to be the slope of the ozone vs. temperature 
relationship.  This factor, combined with knowledge of temperature change, quantifies 
the relationship between warming and air quality. The climate penalty factor is 
remarkably similar across the Great Lakes, Northeast and Mid-Atlantic regions, with the 
average slope for the three regions being 3.2 ppbv O3/°C (range: 3.0 to 3.6 ppbv O3/°C) 
prior to 2002 and 2.2 ppbv O3/°C (range: 2.0 to 2.5 ppbv O3/°C) after 2002. 
In the Southwest region ozone went down after 2002, but the climate penalty 
factor remained nearly the same.  Ozone in the Southwest region is generally produced 
from a different underlying set of dominant source emissions and meteorology.  
Production is dominated by industrial emissions, extremely rich in hydrocarbons, and 
local conditions are heavily influenced by air moving in from the Gulf of Mexico. The 




values going from 1.3 ppbv/°C (range: 1.1 to 1.5 ppbv/°C) before 2002 to 1.4 ppbv/°C 
(range: 1.1 to 1.9 ppbv/°C) after 2002 (Figure 2-3).  Results from this region are less 
robust, due to a smaller number of stations spread over a larger geographic area, than in 
other regions. The Southwest region shows only a small reduction in ozone as compared 
to the other three regions, for which ozone is dominated by power plant emissions and 
long-range transport. Careful consideration of the underlying phenomena forming ozone 
in any particular receptor region should be considered when comparing to a climate 
penalty factor developed for another region.  
We now calculate the climate change penalty, defined by Wu et al. (2008) as the 
amount of ozone resulting from a temperature rise.  Median temperature differences in 
the Mid-Atlantic for two time periods, pre-2002 and pre-19996, combined with the post-
2002 climate penalty factor result in a calculated climate change penalty of 1.14 to 1.51 
ppbv8.  Using the pre-2002 climate penalty factor yields a calculated climate change 
penalty of 1.70 to 2.27 ppbv. Ozone amounts declined, which we attribute to the emission 
reduction at power plants, despite the effect of weather to increase ozone in regions with 
warming surface air temperatures.  Without the climate change penalty ozone would have 
been about 1.1 to 2.3 ppbv lower in the Mid-Atlantic after 2002.  This difference has 
serious consequences, placing municipalities at risk of non-attainment of air quality 
                                                
8 The “climate change penalty” has been defined by Wu et al. (2008) to be the 
amount of ozone increase resulting from the temperature increase, and has the 
units ppbv.  They also define climate change penalty to be the amount of 
additional emission reduction necessary to mitigate the increase in ozone, with 
mass units of pollutant such as Tg NOX.  We define the “climate penalty factor” 






standards and, potentially, negating the benefits expected from the installation and 
operation of expensive air pollution control equipment.  
The decrease in ozone concentration and decline in the climate penalty factor 
observed for the Mid-Atlantic, Great Lakes and Northeast regions after 2002 are 
statistically significant.  Both parametric and non-parametric techniques were applied for 
determining the significance of the differences in ozone, temperature, and the climate 
penalty factor (See appendix B).  Distributions of ozone and temperature were compared 
to parameterized distributions.  The distributions are normal in the middle quartiles, 
departing significantly from normal at higher ozone values; therefore, we opted to use 
non-parametric techniques for robust results (Appendix B).  Wilcox-Mann-Whitney 
hypothesis testing was performed, and all differences discussed above are highly 
significant; the probability of falsely rejecting the null hypothesis of no difference is less 
than 0.001. This level of significance was observed for the vast majority of the data. For 
example, in the Mid-Atlantic region, over 950,000 observations, or more than 80% of the 
total data, fall between 15 and 37°C.  The significance of the difference in ozone and the 
climate penalty factor broke down only for the highest temperatures of greater than 37°C 
(Appendix B).  These observations represent less than 100 data points, a small fraction of 
the total.  Given the known temporal autocorrelation that exists on the scale of hours to 
days in the data, we opted to develop additional robust and resistant non-parametric 
estimates of the standard error for the location statistics, and use these estimates to 
determine significance (Appendix B ).  I have consistently tended toward overestimating 
the standard error in my statistical analyses, which provides for great confidence in the 




the changes in ozone, temperature, and the climate penalty factor for the Mid-Atlantic, 
Great Lakes, and Northeast regions. 
My analysis indicates the climate change penalty decreases when the air gets 
cleaner, as suggested by modeling studies (Wu et al. 2008, Racherla et al. 2006, Liao et 
al. 2006).  Assuming that NOX emissions continue to fall, ground level ozone and the 
climate penalty factor in the eastern U.S. should continue to improve.  In regions of 
increasing NOX emissions, including much of the developing world (Richter et al. 2005), 
ozone will increase more than expected (based upon emissions alone) if temperatures also 
rise. Temperatures are predicted to continue to rise (IPCC 2007), which bodes ill for air 
quality and human health (NRC, 2008), unless substantial NOX emission reductions are 
implemented9. The climate penalty factor is of significant concern to affected 
populations, and should be evaluated for more regions of the globe, using the techniques 
developed here.   Furthermore, the climate penalty factor can be combined with estimates 
of future temperature increases to evaluate the impact of warming on air quality.  Global-
to-regional air quality forecast models should be evaluated with respect to the climate 
penalty factors presented here. 
                                                
9 We can roughly estimate the additional emission reduction to mitigate the increment of ozone above what 
it would have been if temperatures had not risen [the alternate definition of climate change penalty 
suggested in Wu et al. (7)].  A decrease of 43% in NOX emissions from power plants resulted in an 
approximately 10% reduction in ozone amounts. This scaling factor of 4.3 multiplied by the calculated 
climate change penalty of approximately 2.5% (2 ppbv out of the 80 ppbv median maximum hourly 
daytime value after 2002 in the Mid-Atlantic) implies a roughly 10 % additional reduction in power plant 
NOX emission to mitigate the higher ozone due to the observed increase in temperatures.  The climate 
change penalty, expressed as mass of emissions, due to less ozone reduction because of higher 






Chapter 3: The North American Electrical Blackout of 200310 
Introduction 
The North American Electrical blackout of 2003 occurred on August 14 and 15th 
of 2003.  The blackout shut down over 263 power plant generators which included 531 
units in the US and Canada.  Most of these generators shut down from a power cascade 
starting at 4:10pm Eastern Daylight Time. (NERC, 2003a)  The blackout was caused by 
trees contacting high voltage transmission lines due to improper tree cutting and 
maintenance of the transmission line rights of way and inadequate system management 
by First Energy of Ohio (NERC, Final Report, July 13, 2004).  However, the impact on 
air pollution is more closely related to whether or not boilers actually shut down.  In 
general it takes a long time to start up a boiler that shuts down so electric reliability 
management practices attempt to avoid this state.  If a generator trips it may not 
necessarily mean that the boiler actually shuts down so detailed analysis of the impact of 
                                                
10 Lackson T. Marufu, Brett F. Taubman, Bryan Bloomer, Charles A. Piety, Bruce G. 
Doddridge, Jeffrey W. Stehr, Russell R. Dickerson, The 2003 North American Electrical 
Blackout: An Accidental Experiment in Atmospheric Chemistry, Geophysical Research 
Letters, 31, L13106, doi:10.1029/2004GL019771, 2004.   
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the blackout upon boiler operation and subsequent emissions is necessary before reaching 
conclusions regarding impacts on air pollution formation. 
Airborne measurements are routinely performed as part of the Regional 
Atmospheric Measurement Modeling and Prediction Program 
(www.atmos.umd.edu/~RAMMPP). Aircraft flights were made over Maryland and 
Virginia (outside the blackout area) and Pennsylvania (in the blackout area) on August 
15, 2003.  The resulting observations are compared to those from the previous summer in 
the same locations and under similar meteorological conditions, as determined by 
statistical clustering of calculated back trajectories after Taubman et al. (2006) when 
upwind power plants were operating that were obtained on August 4, 2002.  Two 
comparisons are presented here; the first is the observational data from the flights 
themselves and published in Marufu et al., (2004).  The second comparison is between 
two modeling simulations using a chemistry transport model and the aircraft 
observations. 
Aircraft Observations: 
Sampling Platform  
A light aircraft outfitted for atmospheric research was used as the sampling 
platform.  O3, CO, and SO2 mixing ratios were measured using Thermo Environmental 
Instruments analyzers.  Sub-micrometer particle counts were determined using a MetOne 
9012 optical particle counter.  Particle light scattering at 450, 550, and 700 nm was 




was quantified with a Particle/Soot Absorption Photometer.  For full details of 
instruments used see Taubman et al. (2004b). 
Flight Description and Observations 
Two flights were conducted on August 15, 2003.  During the first flight, three 
vertical spirals (surface - 3 km) were performed over Luray (38.70ºN, 78.48ºW) and 
Winchester (39.15ºN, 78.15ºW) in Virginia and Cumberland, Maryland (39.60ºN, 
78.70ºW) at approximately 14:00, 15:00, and 15:30 UTC, respectively.  Two spirals were 
performed over Selinsgrove, Pennsylvania (40.82ºN, 76.86ºW); approximately 19:00 and 
20:00 UTC for the second flight.   
The morning spirals over Cumberland, MD and Luray, VA revealed trace gas 
mixing ratios and particle properties typical of those routinely observed on previous 
flights (Dickerson et al., 1995, Ryan et al., 1998, Taubman et al., 2004a).  Observations 
over Luray, for example, show maxima in SO2 and O3 mixing ratios in a thin layer at 
about 1 km MSL (Figures 3-1 a,b).  A corresponding peak in particle light scattering was 
also seen at this altitude; but values increased again below 500 m MSL (Figure 3-1 c), 
corresponding to a maximum in CO (Figure 3-1 d).  These observations indicate a stable 
nocturnal boundary layer with a maximum depth of 500 m MSL.  Above this altitude, 
NOX and SO2 from power plants produced O3 and SO42-, respectively, which were 
transported in the residual layer.  Below 500 m, the pollution was most likely of local 
origin.  Particles observed in the nocturnal boundary layer may have been largely 
organics, the products of vehicle exhaust and home heating and cooking, which can 




Observations from the afternoon flight were different.  Spirals over Selinsgrove, 
Pennsylvania revealed very little O3, SO2, and PM relative to the morning flight and areas 
to the south (Figure 3-2 a-c).   CO concentrations were within 0.5 σ of the 1992 median 
August and September values over Baltimore, Maryland and vicinity (Dickerson et al., 
1995), and remained fairly constant throughout the afternoon, apparently only varying 
with altitude (Figure 3-2 d).  Linear regressions between O3 and SO2 measured during the 
flight showed that O3 over Selinsgrove was not correlated with SO2 (r = 0.13), while it 
was elsewhere (r = 0.80).  Observations over Selinsgrove are consistent with reductions 
in power plant emissions but no corresponding changes in vehicle emissions.  
The difference of the aircraft observations between flights on August 4, 2002 and 
August 15, 2003 are shown in Figure 3-3.  SO2, O3, and light scattered by particles 
measured over Selinsgrove in 2003 were reduced by >90%, ~50%, and ~70%, 
respectively, relative to 2002 observations (Figures 3-3 a-c).  Defining visual range as the 
98% extinction point, the reduction in aerosol extinction corresponds to an increase in 
visual range of  > 40 km.  The concomitant decreases in SO2 and particle light scattering 
suggest that improvements in visibility resulted directly from reduced power plant SO2 
emissions.  Reductions in O3 were greatest near the surface (~38 ppbv) and fell off at 
higher altitudes where large-scale processes play a more dominant role in the O3 budget.  
As with CO concentrations, however, light absorption by particles shows a less dramatic 
difference (Figure 3-3 d). The single scattering albedo was 0.95 on the normal day, but 
fell to 0.85 during the blackout.  Electricity generation produces very little CO or 
absorbing aerosols; instead, they are mainly emitted by vehicles that, apparently, 




activity could be observed near or upwind of the study area during the blackout 
(Szekeres, 2004).  
O3 concentrations in Maryland were forecasted to be 125 ppbv but reached only 
90 ppbv (Maryland Department of Environment, 2003) on August 15, 2003.  Because the 
RMS forecast error is 10 ppbv, we attribute the bulk of this overestimation to the 
unexpectedly reduced power plant emissions.  The forecast was made prior to the 
blackout occurrence and the blackout was unforeseen at the time.   
Conclusions from the aircraft observations 
Airborne measurements made over central Pennsylvania on August 15, 2003, ~24 
hours into one of the largest electrical blackouts in North American history, showed large 
reductions in SO2 (>90%), O3 (~50%), and light scattered by particles (~70%) relative to 
observations over western Maryland earlier in the day and over the same location the year 
before.  This translated into a reduction in low level O3 of ~38 ppbv and an improvement 
in visual range of > 40 km.  CO and particle light absorption values did not change much, 
however, suggesting that vehicle emissions were largely unaffected during the blackout.  
The observed improvement in air quality during the blackout may result from 
underestimation of emissions from power plants, inaccurate representation of power plant 
effluent in emission models or unaccounted for atmospheric chemical reaction(s). These 
unique observations will provide a resource for determining whether air quality models 
can accurately reproduce the contributions of specific pollution sources to regional air 
quality and yields valuable insight regarding the influence of power plant emissions on 






Figure 3-1.  Running 1 min mean SO2 mixing ratios (a); 10 s O3 mixing ratios (b); 
particle light scattering at 550 nm (c); and running 1 min mean CO mixing ratios (d) over 





Figure 3-2.  The second flight on August 15, 2003 showing altitude (solid black lines), 
time (UTC), as well as takeoff, landing and spiral locations. Open diamonds represent 10 
s O3 mixing ratios (a); running 1 min mean SO2 mixing ratios (b); sub-micrometer 











Figure 3-3.  Comparison of running 1 min mean SO2 mixing ratios (a); 10 s O3 mixing 
ratios (b); particle light scattering at 550 nm (c); and particle light absorption at 565 nm 
(d) measured on 15 Aug, 2003 (open diamonds) and 4 Aug, 2002 (filled diamonds) over 
Selinsgrove, Pennsylvania. 
 
More detailed analysis of emissions from power plants related to the blackout 
The blackout shut down 263 power plants, including 531 generator units in the 
U.S. and Canada.  Generator trips do not necessarily indicate a condition that will cause a 
boiler to shut down therefore an independent source of data for boiler operations is 
investigated to determine the blackout’s impact upon air quality.   The US EPA collects 
hourly observations of plant operating data and emissions as observed by continuously 
operating monitoring equipment (CEM) installed in the power plant stacks or ductwork.  
I present here, for the first time, a detailed analysis of these data regarding the blackout.  
The data were downloaded and analyzed by visual inspection and then summed in 24 
hour groups starting at 16:00 August 13 to 16:00 August 15, 2003.  These 24-hour groups 






and emissions were zero.  Approximately 24 hours into the blackout many units were 
attempting to start up and the emissions and operating data in the EPA provided CEM 
data indicate this.  These sums are also compared to the August 4, 2002 time period 
because of aircraft observations taken during the blackout and presented later.   The 
figures below indicate the change in relevant emissions of SO2 and NOX between the 24 
hours prior to the blackout compared to the 24-hour period of the blackout.  Emissions 
were generally reduced across the entire region for the two emission precursors for ozone 




















Figure 3-4.  Map of generators that shut down as a result of the power cascade starting at 
approximately 4pm EDT on August 14, 2003 from a preliminary assessment presentation 
from the North American Electric Reliability Council posted to their website in 2003 
dated November 19, 2003.  Note that generator “trips” does not necessarily mean that a 










Figure 3-5. U.S. Power plant NOX emission changes as a result of the blackout in the 
region affected presenting on the left the 24 hours prior to the blackout (on the top) to the 
24 hour period of the blackout on August 13, 14 and 15, 2003 (on the bottom) with 
differences indicated on the right.  Circles indicate the total mass of emission from plants 
at the location of the center of the circles.  Size of circle indicates the amount of emission 
on the left and on the right the amount of emission reduction between the two panels on 
the left (top panel minus bottom panel, such that negative numbers indicate an “increase” 
and positive numbers indicate a decrease in 2003 compared to 2002.)  The red coloring of 
the counties on the left is by total emission in the county from all plants in that county, 






Figure 3-6. U.S. Power plant NOX emission changes from the comparison period of 2002 
flight to the emissions of the 2003 blackout in the region affected. Symology as explained 





Figure 3-7. U.S. Power plant SO2 emission changes as a result of the blackout in the 
region affected presenting on the left the 24 hours prior to the blackout (on the top) to the 
24 hour period of the blackout on August 13, 14 and 15, 2003 (on the bottom) with 





 The figure of SO2 emissions that follows offers a more complete comparison of 
the emission changes between the 2002 “base period” compared to the blackout period.  
The comparison to the 24-hour sums that preceded the blackout (sums ending at 1600 
local time August 14, 2003) indicates emissions are about the same across the region for 
SO2 from power plants when compared to the year before. 
 
Figure 3-8. U.S. Power plant SO2 emission changes from the comparison period of 2002 
flight to the emissions of the day before the blackout in the region affected. Symology as 






The following figures indicate a substantial difference between emission and 
operating parameters (indicated by CO2 reductions in Figure 3-10) between the base 2002 




 Figure 3-9. NOX emissions are significantly reduced in the area of Western PA 
and just North of West Virginia and Eastern Ohio.  Filled black circles indicating the 
plants with the largest NOX mass emission reductions including plants such as Mt. Storm 










Figure 3-10. Change in CO2 emissions between the August 2002 and blackout time 
periods. CO2 emissions are a direct indicator of fuel consumption for a boiler (see later 
chapter.)  Whereas NOX is a function of boiler temperature and SO2 is a direct property of 
the fuel quality and quantity CO2 provides an overall indication of reduction in fuel 
consumption, or boiler load, and subsequently reduced boiler temperatures.  Given that 
many of the reduced CO2 points correspond to points with reduced NOX this provides a 
quality assurance check to the areas for reduced NOX emissions and indicates consistent 
reduction in fuel usage consistent with the blackout reducing emissions due to generator 
trips and reduced loads.  This supports a causal link hypothesis between the blackout and 





Modeling investigation of the aircraft observations using the chemistry 
transport model CMAQ 
As a first step to investigating the CMAQ modeling system’s response to the 
blackout induced NOX reduction by power plants shutting down for 24 hours a simulation 
of August 4, 2002 was performed. Power plant emissions in this base simulation were 
adjusted, all else remained constant: model version, all other source category emissions, 
meteorology, and photolysis rates.  The adjustment corresponded to a 24-hour zero-out of 
emissions that were reduced as determined from actual stack observations of plant 
emissions. This experiment provides an initial incremental step along the path of the 
larger experimental design to assess the model performance, the source category 
contributions to generated secondary pollutants such as ozone and fine particles, and, 
eventually, to assigning causality to the unusual observations made by the UMD aircraft 
on August 15, 2003 (approximately 25 hours into the blackout event) over central 
Pennsylvania. 
Description of the base modeling system: 
The base modeling system used in this experiment is the released version of 
CMAQ, version 4.5.1, using a modified CB-4 chemical mechanism, the “ae3” aerosol 
formulation, and the “aq” aqueous phase chemistry.  Photolysis rates are the calculated 
rates using the standard jproc procedures using the TOMS data nudging as performed by 
NYDEC as part of the 2006 SIP modeling efforts.  Initial and boundary conditions are 
“clean” conditions as provided in the default parameterization and are held constant 
between simulations.  Meteorology is 12km horizontal resolution MM5 simulations 




The base period of simulation is from July 24th to August 17th 2002.  This 
provides approximately 10 days of  “spin up” from the initial “clean” assumption for the 
model to stabilize.  In practice the model appears to be reproducing observed rural ozone 
concentrations near sea level within 24 simulation hours in the blackout relevant Eastern 
portions of the simulation domain. 
Emission inventories used for this investigation are those produced by 
MARAMA/MANE-VU, Midwest RPO/LADCO, and VISTAs as part of the regulatory 
modeling being performed in support of the SIP submittal process.  The particular 
inventory version used for the experiment is the “BASE A1” version of the 2002 
emissions.   
 
Emission Adjustment Method for this Experiment: 
The BASE A1 emission inventory was modified to represent a “blackout” period 
of 24 hours corresponding in time and space to when the actual blackout event in 2003 
occurred relative to an aircraft flight (A flight was performed in the afternoon of August 
15, 2003; approximately 25 hours into the blackout which began at 1600 ldt on August 
14, 2003.)  The comparison flight for the model simulations discussed here was 
performed on August 4, 2002. The air trajectories calculated by HYSPLIT for the flight 
of August 4, 2002 fall into the same statistical cluster as those flown on August 15, 2003 
and, therefore, are reasonably similar meteorologically (Taubman et al., 2006).  
The blackout event in 2003 originated at 1600 local Eastern daylight time on 
August 14 and lasted until 1600 local the next day.  Investigation of hourly CEM 




affected by the blackout reported no heat input at all during this 24-hour period until 
attempting to start up.  This is observed at many units as initial efforts to start showing 
partial hours of heat input on August 15 followed by an hour of no heat input followed by 
gradual increases to normal levels of heat input being reported. 
NERC reported that many units shut down completely at approximately 1600 
local time and that a cascade of events continued for several minutes until the complete 
impact was arrived at.  This resulted in over 263 power plants with 531 units in the US 
and Canada (NERC reports that all of the fossil units in Ontario were blacked out) being 
shut down.  Please note that for this initial experiment the units in Canada are held 
constant so as to maximize the knowledge of the model’s response to US power plant 
emissions.   Canadian emission data and plant operations are confidential business 
information under Canadian law and it is extremely difficult to obtain data from these 
sources so some uncertainty regarding actual plant emissions in Canada during the 
blackout exists.  Anecdotal evidence indicates the fossil plants shut down their boilers but 
I am unable to confirm this. 
The meteorological conditions of the base period, evaluated using back trajectory 
analysis from HYSPLIT, indicate a slight difference between August 15, 2003 and 
August 4, 2002.  It appears that the 2002 simulation period of interest is not as impacted 
by the emissions in Ontario, CN as the 2003 period so a future experiment looking at 
model sensitivity to CN emissions and underlying meteorology is planned before arriving 
at final conclusions regarding the cause of the unusual observations of August 15, 2003 




experiment is not believed to significantly degrade the value of the information learned 
by modulating US power plants alone and comparing to the August 4, 2002 flight data. 
So after considering the above the following approach is taken to represent the 
blackout emissions in the model.  Hourly CEM emissions data was obtained from the US 
EPA.  These data were aggregated by hour by plant and summed for the 24-hour period 
ending at 1600 local daylight time on the day of interest (August 4, 2002, August 14, 
2003, or August 15, 2003.  See figures 3-5 through 3-10.)  Emission differences were 
calculated to evaluate which plants were significantly affected by the blackout and by 
how much (see figures above).  Differences were calculated between the August 4, 2002 
base period simulation day and the blackout day August 15, 2003.  Plants were 
determined to “go down” for the blackout by inspection of these emission differences.  In 
NY, MI, OH, PA, and WV emission sources corresponding to the “down” plants were 
identified in the 2002 BASE A1 inventory and were zeroed out for all pollutants for a 24 
hour period starting at 1600 ldt August 3, 2002 and ending at 1600 ldt August 4, 2002.  
This is believed to represent a reasonable first approximation for investigating the model 
response based upon inspection of the actual hourly CEM emissions by monitor location 
that reported to the EPA and given the time and location of available aircraft flights. 
Base modeling system performance: 
Comparison to Surface Observations: 
The base modeling system was run for the simulation period beginning July 24, 
2002 until August 17, 2002.  The model performance is evaluated on an hourly basis 
against 24 eastern US rural ozone monitoring stations that are part of the CASTNET 




observations as reported by the CASTNET network operators.  The hourly data are 
evaluated in detail for all 24 sites for the simulation day of August 4, 2002 and for all 
simulation days at each site individually and in aggregate.  In addition comparison is 
made at each site and at all sites in aggregate for the daytime ozone observations between 
1300Z and 2200Z corresponding to 10 AM and 6PM local time. 
Overall the CMAQ model represents the hourly surface ozone concentrations for 
average amounts and across the middle of the distribution.  The least squares regression 
coefficient between observations and model predicted surface ozone at rural sites is about 
0.39 overall and 0.41 between 13 and 2200Z.  The root mean square error of the least 
squares is 10.6 overall and 10.2 between 13 and 22Z.  Over 95% of the observations fall 
within the 2:1 line (see Figure 3-11.) Overall the model over predicts the hourly rural 
ozone at low concentrations and underestimates the high concentrations at the surface in 
the base simulation.  
Model Results Compared to the Aircraft Flight on August 4, 2002 
The model, in general, under predicted the observations at altitude and over 
predicted the observations of O3 concentrations closer to the surface made by the aircraft 
during its flight on the afternoon of August 4, 2002 (see Figure 3-13.)   
The least squares regression coefficient between the differences in model 
predicted and observed ozone and altitude results in negative slopes of about 25 m/ppbV 
in the base simulation and a slight improvement to about negative 24 m/ppbV for the 
experimental simulation.  This is heavily influenced by two periods of observations at 
altitudes of about 500 m and 2300 m where significant numbers of points were gathered 




However visual inspection of the scatter plots tends to generally confirm the bias in the 
model differences and reinforces the analytical conclusion of model performance relative 
to altitude.  The performance issue, however, remains constant between simulations of 
the base simulation and the experimental simulation. Therefore I conclude that 
differencing the two simulations will yield valuable insight into the model response to the 
experimental reduction in power plant NOX emissions (compare Figures 3-13 and 3-14.) 
 
Blackout simulation results and discussion 
The first sensitivity run designed to evaluate the model’s performance and ability 
to simulate the blackout was performed with an emission inventory prepared for the US 
plants zeroed out as described earlier.   
The simulation indicates a maximum response of 40 ppbV reductions in the 
hourly ozone value from the values predicted in the base simulation.  The overall 
response of the model is very localized and care must be taken as to where and when to 
evaluate the response to the simulated reduction in power plant emissions.  This can be 
directly observed by visual inspection of a map of the differences and a vertical sample of 
the model predicted observations corresponding to flight sample locations and time (see 
figures 3-15 and 3-16.) 
The map (Figure 3-16) indicates a very high degree of spatial inhomogeneity in 
the response to power plant simulated NOX reductions.  However the model appears to be 
predicting significant reductions in the downwind and near field areas around power 




example, the area in the panhandle of northern West Virginia near the Ohio river valley 
west of Pennsylvania.   
As another example of the degree of spatial inhomogeneity one can inspect the 
graph of model versus observed ozone values during the relevant spiral flight segment 
over Selinsgrove, PA on August 4, 2002 (see Figure 3-15.)  The model indicates about 5 
to 10 ppbV variation in Ozone concentration between adjacent grid cubes (observed at 
around 500 m) where there is a “step” change between adjacent data points in the plot on 
the left (in blue.)  Probes within a model column vary smoothly with altitude (plots on the 
right) and so probing the model vertically in a single column appears to generate 
reasonable approximations to what is observed in flight.  Probing the model in both space 
and time corresponding to the flight yields ambiguous values needing additional data 
manipulation (such as multipoint vertical averaging) and as such it is determined to 
approach the model results by investigating model soundings in single vertical columns 
for the remainder of this section. 
The series of three panels that follow (figures 3-18 to 3-20) illustrate the model 
predicted differences in the simulation region of the blackout.  The plot on the right is the 
mapping of 999 m ozone differences between the base and experimental simulations.  
The plot on the left indicates the difference as a function of altitude through a model 
column corresponding to the colored square on the map to the right (line color 
corresponds to probe location color.) 
The series of three graphics also illustrates the high degree of variability in the 
model response geographically.  Moving from Selinsgrove, PA (figure 3-18) where the 




vertically through the boundary layer to South Western PA where the model predicts 30 
ppbV vertically to the panhandle area of West Virginia in the vicinity of the Mt Storm 
power plant (which had a significant difference in the August 15, 2003 and August 4, 
2002 emission sums ending at 1600 ldt) where 40 ppbV differences are predicted by the 
model (figure 3-20). 
In general the model represents a significant response to the introduction of a 
NOX emission reduction at power plants affected by the blackout of 2003.  The model 
response is generally a reduction of ozone concentrations and varies significantly 
geographically and vertically.  However, variations in the model response from the 
observations indicate areas for potential model improvements.   
Additional simulations are necessary for continued diagnosis of the model’s 
representation of the photochemical system and conditions that existed on August 14 and 
15, 2003.  Model sensitivity to emissions source category, location, and time of day are 
necessary before final attribution of the observed signal as observed by the UMD aircraft 
on August 15, 2003 can be made to specific source categories, and geographic locations. 
Emerging thinking regarding dynamic model evaluation indicates a matrix of runs 
is appropriate for further investigation.  A good next step will be to simulate the actual 
2003 time period.  Changes from August 14 to August 15 are relatively small in the 
emission amounts when compared to the larger changes present in the August 4, 2002 to 
August 15, 2003 emissions.  A study published by Hu et al. (Hu et al. 2006) indicated 
little signal due to the blackout but analysis was performed on 24 hour calendar days and 
looked at the change between the period right before the blackout to the day of the 




compared to Marufu et al. (2004) and the emissions change between the 14th and 15th is 
smaller than the change from 2002 to 2003 so comparison to Marufu et al. (2004) 
conclusions are not possible without simulating and comparing to the differences 
between 2002 and 2003.  Unpublished results from EPA have similar flaws (personal 
communication, Rohit Mathur, 2008) in addition to a flawed emission inventory 
preparation.  A demonstration is therefore in order to assess the relative contribution of 
the year-to-year variation in emissions on top of the variation in blackout day to the day 
before.  As stated in an earlier chapter the emissions in 2002 were substantially reduced 
as a result of the NOX SIP call in subsequent years and this needs to be considered when 
looking into the blackout response of the model relative to the aircraft observations 





Figure 3-11. CMAQ predicted ozone vs CASTNET observed ozone for all hours between 
July 24 2002 and August 15, 2002. CMAQ predictions are on the vertical axis plotted 
agains the observations on the horizontal axis.  The black line is the standard regression 






Figure 3-12. CMAQ predicted ozone vs CASTNET observed ozone for afternoon hours 
of 1300 to 2200 between July 24 2002 and August 15, 2002. CMAQ predictions are on 
the vertical axis plotted agains the observations on the horizontal axis.  The black line is 







Figure 3-13. CMAQ model performance against the flight spirals from 2000 to 2300 over 
Selinsgrove, PA on August 4, 2002. Altitude is on the vertical axis and difference 
between the model and the observations is across the horizontal axis.  Blue diamonds 
indicate the data point of the difference paired between model and observation.  The 









Figure 3-14. CMAQ model performance against the flight spirals from 2000 to 2300 over 
Selinsgrove, PA on August 4, 2002 for the blackout reduced-emissions simulation. 
Altitude is on the vertical axis and difference between the model and the observations is 
across the horizontal axis.  Blue diamonds indicate the data point of the difference paired 
between model and observation.  The black line is a standard regression fit to the data 






Figure 3-15. Illustrating different methods of sampling the model output for comparison 
to the aircraft flight data.  Plot on the top shows the issue of changing grid squares when 
pairing data with model output exactly by date, time, and location. Data are in Red with 
paired in space and time samples of the model output shown in blue. Plots on the bottom 
indicate smooth profiles vertically in a column of the model and how they differ between 
simulations in the same column sampled at the same model simulation step/time, actual 





Figure 3-16. Simulation results qualitatively indicating the differences between the base 
and blackout simulations on August 4, 2002 of about 40 ppb near the large sources that 
reduced NOX emissions between the 2002 and 2003 flights.  Green indicates no change 
between simulations with gradation toward “hot” colors (red) indicating reductions and 





Figure 3-17. Map highlighting area of largest NOX emission reductions corresponding to 




Figure 3-18. Map and Sounding showing differences between the base and blackout 







Figure 3-19. Map and Sounding of model output showing differences between base and 
blackout simulation in the area of greatest ozone response indicating a response larger 
than 30ppb extending vertically up to about 2km.  Note the sounding in this figure is very 






Figure 3-20. Map and Sounding indicating the maximum model response between the 
base and blackout simulations just near the largest NOX emission source with the largest 





Chapter 4: Quantifying Power Plant CO2, NOX, and SO2, 
Emissions and Comparison of Measurement Methods11 
Introduction 
Power plants are a major source of precursor emissions for serious environmental 
problems including acid rain, tropospheric ozone, fine particles, visibility degradation 
and climate change.  Emissions are being traded as an air pollution control strategy.  
Emissions are now a commodity associated with controlling acid rain, and in the eastern 
U.S., for controlling ground level ozone.  In Europe and in a growing number of states in 
the United States CO2 emissions are being traded as part of a strategy to address climate 
change through reduction and control of greenhouse gas emissions.  This chapter 
provides an initial assessment comparing data, as measured with continuous emission 
monitoring systems (CEMS), with fuel-based heat input and emission estimates of SO2, 
NOX and CO2 and subsequently derives trends in power plant emissions nationally. 
Emission quantification techniques in the U.S. have changed significantly over 
the period from 1980 to the present.  Historically power plant emissions in the US were 
estimated from fuel properties and quantities of fuel burned.  Later these methods 
evolved to standard fuel sampling and analysis techniques of Proximate or Ultimate 
Analysis with accuracies of a few percent (as stated by ASTM. Originally known as the 
American Society for Testing and Materials, the organization is now a non-profit 
                                                
11 Bryan Bloomer, Dr. Susy S. Rothschild, Michael Cohen, 1994-2003 EPA’s 






international standards organization.  See www.astm.org for more information.)  The 
overall estimation of emissions still relied on fuel quantities consumed, and the error 
associated with the reported quantities of fuel is unknown12.  In 1995, fossil fuel fired 
power plants in the United States were required to install, test and certify continuous 
monitoring equipment upon their smoke stacks, a significant improvement in approach.  
Several years of overlapping data exist where fuel sampling analysis and reporting of 
quantities burned by month, used historically and reported to EIA, continued while 
CEMS were operating and reporting emission data to EPA. 
This is important because historical data are estimated by one method (fuel 
analysis and quantity consumed as reported to EIA on survey form EIA-767) and current 
emissions are measured by CEMS (the EIA-767 fuel survey is currently suspended.)  Any 
trend analysis, control program impact analysis, or assessment of environmental goals 
and policy impacts must take into account the differing, and possibly substantially 
different, data types.  Any assessment or use of long term trending data requires the need 
to make sure the data sources are comparable and can be fit together.  This requires 
characterization of biases or trends in differences between the two data sources.  
Policy implications exist as a result of the development and application of these 
new methods.  The emission comparison has implications for the development of cap and 
trade policy for climate change control programs globally.  The known differences 
between measurement technologies may allow less wealthy developing countries to use 
fuel sampling analysis techniques, whereas richer countries may stick with CEM 
                                                
12 Anecdotal evidence indicates methods as varied as scales calibrated annually on the conveyor belts 
leading to the coal pulverizers to aerial photography of changes in the size of the coal pile have been used 




technology.  The bias between these methods can be included in setting cap amounts and 




E.H. Pechan & Associates, Inc.  (Pechan), under contract to the EPA/CAMD, has 
integrated ten years of electric generating unit (EGU) data from two distinct data sources:  
CAMD’s Emissions Tracking System/Continuous Emissions Monitoring (ETS/CEM) 
and Form EIA-767-based data.  The ETS/CEM data file provides sulfur dioxide (SO2), 
oxides of nitrogen (NOX), and carbon dioxide (CO2) annual emissions, as well as heat 
input for “affected units” as defined by 40 CFR Part 72.  The EIA-767 provides fuel-
based quantities consumed and heat content for all steam electric boilers within plants 
that are at least 10 Megawatts of “organic-fueled or combustible renewable” steam 
electric capacity.  Comparisons of the value and percent differences between CAMD’s 
ETS/CEM and EIA-767-based, 1994 through 2003, annual values for heat input, SO2, 




Starting in 1994, the U.S. Environmental Protection Agency (EPA) required 
CEMS to be installed and operated at the Acid Rain Program Phase I utility emission 
stacks, mandated under Title IV of the Clean Air Act Amendments of 1990 (CAAA).  
Since that date up until 2003, E.H. Pechan & Associates (Pechan), under contract to the 




(ETS/CEM) with U. S. Department of Energy’s Energy Information Administration 
(EIA)’s Form EIA-767-based estimates of annual heat input, sulfur dioxide (SO2), oxides 
of nitrogen (NOX), and carbon dioxide (CO2) emissions for units with electric generating 
unit (EGU) data from both data sources.  The absolute and percent differences between 
emissions and heat input for these two data sources have been examined and those units 
with the largest differences have been listed and tracked over the years.  Descriptive 
analyses are used to evaluate how closely the EPA reported emissions and the 
comparable emissions estimations that are based on EIA survey forms (and EPA’s AP-42 
emission factors) agree. 
ETS/CEM Data 
 CEMS data are reported to EPA quarterly and are collected and calculated using 
the methods required under 40 CFR Part 75.  Data are reported by EPA at the stack for 
each hour and are aggregated by EPA to the annual level and assigned to the boiler level 
based on the stack type (http://www.epa.gov/airmarkets).  There is no limit as to when 
ETS/CEM data can be resubmitted to EPA, so that the CAMD data may not be the latest 
data; however, these data are the best available data at the time that the data year 
comparison was made (usually about one year after close-out of the data year). 
 CEMS are required of the sources participating in Title IV data submissions and 
subsequent large emission trading programs in the domestic U.S.  These systems must 
meet strict criteria for accuracy and availability and are independently tested and certified 
upon installation and retested and recertified regularly (Shakenbach et al. 2006).  The 
accuracy of these systems has proven to be better than initially expected.  The availability 




EPA for compliance determination with Title IV requirements indicates that 95% of the 
reported hourly observations are direct measurements or substitution of the average of the 
hour before and hour after the hour being reported with aggregate relative accuracy, 
compared to an independent reference method of a few percent. 
EIA Data 
 The EIA data are collected on the boiler level and initially screened by EIA under 
the direction of the Form’s Technical Monitor.  Pechan, under contract to EPA, is 
provided a data set and analyzes the data for errors and omissions.  Some obvious 
reporting errors are revealed during the quality control/quality assurance (QA/QC) 
review.  Changes, with EIA’s approval, are made to improve the data.  The heat input and 
emissions are then estimated using the methods specified in detail as follows.  The data 
comparison for each year is based on the EIA-767 reported data that is designated “final” 
for the public at that time.  For this study final data up to and including 2003 are 
included. 
Heat Input 
The differences in the amount of fuel burned, as represented by the heat input, is 
essential to understanding differences in emissions.   The heat input calculation is also the 
most straightforward and offers the most direct comparison between methods.  The 
distribution comparisons for each year are performed first, following with presentation of 




The fuel sampling-based EIA-767 heat input (in MMBtu13) is derived by multiplying the 
reported quantity of fuel (in tons, barrels, or cubic feet) with the reported heat content (in 
Btu/tons, barrels, or cubic feet) and making an adjustment for the measurement units.  
The heat input algorithm is as follows: 
 
 Equation (1) HTISCC = FCSCC * HCfuel * UC 
 
where:  HTI = heat input (MMBtu) 13, 
  FC = annual reported fuel consumption (unit/year) 
 HC = annual weighted average heat content (Btu/unit) 
UC = units conversion factor 
 
CO2 
 The EIA-767 based CO2 has been estimated upon EPA request, beginning with 
1997 data, using its reported fuel consumption (FC) and fuel heat content (HC) – in a 
manner essentially used by the Intergovernmental Panel on Climate Change (IPCC).  
This methodology (described below) is also used to estimate CO2 emissions for EPA’s 
Inventory of U.S. Greenhouse Gas Emissions and Sinks: 1990-2003 (April 2005) and is 
explained in great detail in their Annex.  This methodology is also utilized for estimating 
some CO2 emissions for EPA’s Emissions & Generation Resource Integrated Data Base 
(eGRID) a multi-year environmental data system with NOX, SO2, CO2, and mercury 
emissions for virtually every power plant and company that generates electricity in the 
United States.  
                                                
13 All of the units presented here are non-SI.  These units are used because the government agencies 
collecting and reporting the data require these units from sources reporting data and report all data to the 
public in these units.  Policy makers working in the US use these units and the results presented are readily 
understood by the target audience in the US air pollution control community. Conversion factors are 




 In essence, the amount of carbon is calculated as the product of the heat input 
(itself the product of fuel consumption and heat content) in million Btu (MMBtu), carbon 
content coefficient (CCC) in teragrams (million metric ton) of carbon equivalent per 
quad, and fraction of carbon oxidized (COX) needed since the carbon process is not 
completely efficient.  The carbon is then converted to CO2 by multiplying by the ratio of 
the CO2 to carbon molecular weights (44/12, since C=12 and O=16) and converted from 
metric to U.S. units by multiplying by 1.1023 to obtain CO2 short tons. 
 The CO2 emissions are estimated at the boiler-fuel level and then summed to the 
boiler level using the following algorithm: 
 
Equation (2) CO2bbfuel = FCbfuel * HCbfuel * CCCbfuel * COXbfuel * (44/12) * UC 
 
where:  CO2 = annual estimated CO2 emission (ton/year) 
 FC = annual reported fuel consumption (unit/year) 
 HC = annual weighted average heat content 
(MMBtu/unit) 
 CCC = uncontrolled fuel carbon coefficient (MM metric 
ton) 
 COX = fraction oxidized (decimal) 
   UC = units conversion factor (1.1023/1000) 
   bfuel = boiler-fuel level 
 
SO2 
 The air emissions are estimated from EIA-767 data and emission factors as 
approved by EPA.  These emission estimates are embodied in historical data such as the 
1985 National Acid Precipitation Assessment Program (NAPAP) inventory and the 
subsequent data used to develop CAAA and the allowance allocations called for under 
this Title and used subsequently for all large scale cap and trade programs of SO2 in the 




relevance in scientific assessment between long-term trends in emission data and 
environmental indicators.  Of the three emissions that are estimated by data reported to 
the EIA-767, SO2 has been most consistently calculated using the same data elements:  
fuel consumption (FC), fuel sulfur content SC), and boiler SO2 control efficiency 
(SO2EFF).  Additionally, the uncontrolled AP-42 emissions factors (UEF) that are used 
in the calculations have remained relatively stable through the 1994 through 2003 time 
frame.   
The SO2 emissions are estimated at the boiler-Source Classification Code (SCC) 
level and then summed to the boiler level using the algorithm below: 
 
Equation (3) SO2bSCC = FCbSCC * SCbSCC * UEFbSCC * (1-SO2EFFblr/100) * UC 
 
where:  SO2  = annual estimated SO2 emission (ton/year) 
 FC  = annual reported fuel consumption(unit/year ) 
 UEF  = uncontrolled fuel SO2 emission factor 
(lb/unit) 
 SC  = annual weighted average sulfur content 
(decimal) 
SO2EFF = annual reported SO2 control efficiency 
(percent) 
 UC  = units conversion factor (1 ton/2000 lb)  
 bSCC  = boiler-SCC level 
   blr  = boiler level 
 
NOX 
NOX is the least closely tied to fuel properties of the pollutant emission precursors 
analyzed here.  It is more strongly associated with boiler operating parameters such as 
temperature of the boiler and the available amount of excess air present in the area of the 
flame.  The NOX emissions are the most difficult to compare especially if there are 




been based on different data elements over the years.   There have been three different 
methods employed to capture EIA-based annual NOX estimates.  The first method was 
used for data from 1985 through 1994 if the control data were available; the second, used 
for all data from 1995 through 2000 and for data from 1985 through 1994 if method 1 
control data were unavailable; and the third method was used for data from 2001 through 
2003 since NOX control data were made available in the EIA-767.  The first method is 
applied at the boiler-level, while methods 2 and 3 are applied at the boiler-SCC-level and 








 Equation (5) NOXbSCC = FCbSCC* UEFbSCC * (1-NOXEFFblr/100) * UC 
   
Method 314: 
  
 Equation (6) NOXbSCC = FCbSCC * HCbSCC *  RTEblr * UC 
 
where:  NOX  = annual estimated NOx emission (ton/year) 
 FC  = annual reported fuel consumption(unit/year ) 
 HC  = annual weighted average heat 
content(MMBtu/unit) 
                                                
14 NOx control efficiency is estimated based on the assumption that the boiler would be controlled so that its 
emission rate would equal its emission limit, expressed on an annual equivalent basis.  After calculating the 
heat input, EPA back-calculates controlled emissions assuming compliance with the applicable standard.  
The NOx net control efficiency is calculated by dividing the controlled by the uncontrolled NOx emissions.  
In 1996, CAMD completed research on utility coal boiler-level NOx rates.  Approximately 90 percent of 
the rates were based on relative accuracy tests performed in 1993 and 1994 as a requirement for continuous 
emissions monitor (CEM) certification, while the remaining boilers' rates were obtained from utility stack 
tests from various years.  These coal boiler-specific NOx rates were considered, on the whole, to be 
significantly better than those calculated from EPA's NOx AP-42 emission factors, which are SCC-category 
averages.   Thus, whenever these new NOx rates were available, EPA recalculated NOx coal emissions at 
the coal SCC level, using the heat input (EIA's 767 fuel throughput multiplied by the fuel heat content) and 
adjusting units.  These new NOx SCC-level coal emissions replaced the AP-42 calculated emissions for 




 RTE95  = annual NOx coal boiler emission rate 
(lb/MMBtu) --  
    EPA-provided from ETS/CEM stack  
UC  = units conversion factor (1 ton/2000 lb) 
 UEF  = uncontrolled fuel NOx emission factor 
(lb/unit) 
NOXEFF = annual estimated NOx control efficiency 
(percent) 
 RTE  = annual reported NOx emissions rate 
(lb/MMBtu) 
   blr  = boiler level   




 Percent differences were chosen as the first measure to evaluate.  Percent 
differences are compared for purposes of this initial presentation because they allow 
discussion of the relative comparison without the added complexity of unwieldy units 
such as thousands of millions of British thermal units.  A weakness of using percent 
differences is that large percent differences may occur in values that are small and 
relatively meaningless to the overall comparison. 
 
Percent differences are calculated using the following algorithm: 
 
 Equation (7) PDblr = 100 * (CEMblr - EIAfuel) / EIAfuel 
 
where:  PD = Percent difference for the given variable 
  CEM = ETS/CEM annual value for the variable 
 EIA = EIA-767-based annual value for the variable 
   blr = boiler-level 
 
 
Analysis Method and Data Screening 
 The aggregate integrated data set is prepared by matching the units from the data 
files from the two sources (CEMS and EIA) on the unique plant and unit identifier so that 




there are boilers that represent the steam part of a combined cycle (CC) unit that report to 
EIA, while the same unit identifier represents the entire combined cycle (both the steam 
and combustion turbines) that reports to EPA.  These units should not be part of the data 
integration or comparison (since the emissions are not represented equally from the 
process identified) and are, thus, eliminated from further comparison. 
 Outliers were screened based upon two criteria:  if a Combined Cycle (CC) unit or 
if the percent difference was greater than 100 percent difference.  This is judged 
appropriate at this time because CC units are not reporting the same amount of fuel or 
emissions for the process to the two different data sources (as discussed above).  The 
arbitrary screen on the percent difference is judged to be relatively robust because the 
variation in output statistics is relatively insensitive to the choice.  The best approach 
would be to evaluate each individual boiler for each year for which it appears in the 
outlier data set; however, the analysis indicates relatively insensitive variation in the 
relevant aggregate statistics being presented here when choosing different levels for the 
screen and thus is considered adequate support for removing these outliers.  In early years 
of the comparison (1995 and 1996) EIA and EPA investigated a number of these outliers 
in great detail.  Many were the result of simple reporting errors and were corrected.  
 Aggregate univariate statistics were calculated and studied to determine if the 
error between the methods is “random” and if there is a bias between the methods that 
must be considered when looking at comparison across meaningful years and data 
collection methods when performing environmental and program assessments.  In 
addition, the univariate statistics yield insight into the variance present between the 




environmental benefits are achieved and sustained.  Finally, aggregate, and by year, 
univariate statistics will yield variation between the methods across years which allows 
for long term assessment to occur in the proper context when considering data collected 
and calculated using the two different methods contemplated here. 
 Several caveats must be stated relative to the analysis presented here.  First, there 
is no limit as to a resubmittal time frame for ETS/CEM data, so that the CAMD data may 
not be the latest data; however, these data are the best available data at the time that the 
data year comparison was made (usually at least one year after close of the data year).  
The data files from the two sources are matched on the unique plant and unit identifier so 
that only boilers with data from both sources are considered for the comparison.  
However, there are boilers that represent the steam part of a combined cycle (CC) that 
report to EIA, while the same unit identifier represents the entire combined cycle (both 
the steam and combustion turbines) that reports to EPA.  These units should not be part 
of the data integration or comparison and are, thus, eliminated from the data files.  The 
1994 reporting to CAMD was performed on a testing basis, note that the 1994 data year 
submissions are limited to the 255 Phase I (“dirty coal”) boilers, while all the other years 
of data include both Phase I and II boilers.  The data comparison for each year is based 
on the EIA-767 reported data that is designated “final” for the public at that time.  Some 
obvious reporting errors are revealed during the quality control/quality assurance 













 Figures 1 through 5 below present the number of observations, aggregate 
frequency distribution, mean, 25/50/75 percentile differences, and standard deviations 



















Figure 4-1.  The number of boilers per year that have matching EIA and CEM data for 


















Figure 4-2. The count of the number of boiler-years that have a percent difference in Heat 
Input as indicated on the x-axis.  Positive values indicate that CEM data are higher than 

















Figure 4-3.  The mean percent difference of heat input comparison between all the boiler 
matches per year.  All the numbers are positive indicating that, on average, CEM data 




















Figure 4-4. The distribution (from the quartiles) of the differences between the EIA 
reported data and the CEM based heat input data.  Positive numbers indicate that CEM 
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Figure 4-5. The standard deviation per year of the distribution of the differences in heat 
input.  This is another indicator of the spread in the calculated values reported to EIA vs. 
the CEM values as measured in the stack and reported to EPA. 
 
 A large data set exists for evaluation of method comparison.  The sample size in 
1994 was limited to the largest coal fired plants in the domestic US with the number of 
observations growing significantly in 1995 and remaining fairly constant until 2003 after 
screening for outliers as described above.  The overall sample set for analysis across all 
years includes over 15,000 paired observations between methods. 
 The percent difference frequency plot presented here represents the aggregate 
distribution of percent differences for all years after screening for outliers as specified 
previously.  The distribution indicates that in general, CEMS produce a slightly higher 




4.61%.  However, examination of the distribution indicates that significant numbers of 
units every year have the opposite bias (EIA estimates higher than CEMS measurements.  
 The mean percent difference between the methods is presented by year, as are the 
75th, 50th and 25th percentiles distributions.  Over time, the methods have converged in 
their estimates of both the means and the percentiles, with a resulting mean percent 
difference of 3% in 2003, the latest year for which data are available.  However, a large 
distribution of the estimates continues to exist.  It is interesting to note that in 1999, EPA 
promulgated a change to the reference method for CEMS heat input that appears to be 
reflected in the data presented here at the high end of the distribution. 
In addition to evaluating the percentiles, the standard deviation of the distribution 
can be measured and evaluated.  As presented here, the deviation has decreased over time 
and appears to have stabilized in the later years.  Again, 1999 shows up as a year of 
interest with a slight increase in that year and a slight decrease in subsequent years, with 








Figure 4-6. The number of boilers per year that have matching EIA and CEM data for 
comparison of CO2. 
 
 
Figure 4-7. The count of the number of boiler-years that have a percent difference as 
indicated on the x-axis.  Positive values indicate that CEM data are higher than the fuel 






Figure 4-8. The mean percent difference in CO2 between all the boiler matches per year.  
All the numbers are positive indicating that, on average, CEM data were higher in value 





Figure 4-9. The distribution (from the quartiles) of the differences between the EIA 
reported data and the CEM based CO2 data.  Positive numbers indicate that CEM values 






Figure 4-10.  The standard deviation per year of the distribution of the differences in CO2 
data.  This is another indicator of the spread in the calculated values reported to EIA vs. 
the CEM values as measured in the stack and reported to EPA. 
 
 
A large data set exists for evaluation of method comparison.  The sample size in 
1994 was limited to the largest coal fired plants in the domestic US with the number of 
observations growing significantly in 1995 and remaining fairly constant until dropping 
in 2003 after screening for CCs and outliers as described above and matching by plant 
code and boiler identification.  Over 1500 paired observations per year for 6 years are 
included in the analysis data set. The overall sample set for analysis across all years 
includes over 15,000 paired observations between methods. 
 The percent difference frequency plot for CO2 presented here represents the 
aggregate distribution of percent differences for all years after screening for outliers as 
specified previously.  The distribution indicates that in general, CEMS produce a slightly 




4.61%.  However, examination of the distribution indicates that significant numbers of 
units, every year, have the opposite bias (EIA estimates higher than CEMS 
measurements.)  These results are consistent with the Heat Input presented earlier, as 
would be expected, given the similarity in the calculation formula.  
 The mean percent difference between the methods is presented by year, as are the 
75th, 50th and 25th percentile sampling of the distribution in measurement and estimate 
differences.  Over time, the methods have converged in their estimates of both the means 
and the percentiles, with a resulting mean percent difference of 3.2% in 2003, the latest 
year for which data are available.  However, a large distribution of the estimates 
continues to exist.  It is interesting to note that in 1999, EPA promulgated a change to the 
reference method for CEMS flow monitors that appears to be reflected in the data 
presented here at the high end of the distribution. 
In addition to evaluating the percentiles, the standard deviation of the distribution 
can be measured and evaluated.  As presented here, the deviation has decreased over time 
and appears to have stabilized in the later years.  Again, 1999 shows up as a year of 
interest with a large increase in that year and a large decrease in subsequent years, with 
leveling off and relatively constant, but slightly increasing spread in the distributions as 







Figure 4-11.  The number of boilers per year that have matching EIA and CEM data for 
comparison of SO2 emission amounts. 
 
 
Figure 4-12.  The count of the number of boiler-years that have a percent difference as 
indicated on the x-axis for SO2 emissions.  Positive values indicate that CEM data are 
higher than the fuel based data reported to EIA.  Spike in values around -90% difference 







Figure 4-13.  The mean percent difference in SO2 emissions between all the boiler 
matches per year.  All the numbers are positive indicating that, on average, CEM data 
were higher in value than the comparable EIA reported data. 
 
 
Figure 4-14.  The distribution (from the quartiles) of the differences between the EIA 
reported data and the CEM based SO2 data.  Positive numbers indicate that CEM values 






Figure 4-15.  The standard deviation per year of the distribution of the SO2 emission 
differences.  This is another indicator of the spread in the calculated values reported to 
EIA vs. the CEM values as measured in the stack and reported to EPA. 
 
A large data set exists for evaluation of method and comparison.  The sample size 
in 1994 was limited to the largest coal fired plants in the domestic US with the number of 
observations growing significantly in 1995 and remaining fairly constant until dropping 
in 2003, after screening for CCs and outliers as described above, and matching by plant 
code and boiler identification.  Over 1400 paired observations per year for 9 years are 
included in the analysis data set. The overall sample set for analysis across all years 
includes over 15,000 paired observations between methods. 
 The percent difference frequency plot presented here represents the aggregate 
distribution of percent differences for all years after screening for outliers as specified 
previously.  The distribution indicates that in general, CEMS produce a slightly higher 




However, examination of the distribution indicates that significant numbers of units, 
every year, have the opposite bias (EIA estimates higher than CEMS measurements.)  
These results are consistent with the Heat Input presented earlier, as would be expected, 
given the similarity in the calculation formulae and the reliance of heat input, CO2 and 
SO2 measurements from CEMS upon the same flow monitors.  In addition the SO2 
estimates from EIA are significantly higher for a large number of observations around a 
second local maxima.  The observations around -80% difference indicate a significant 
number of observations where the EIA fuel estimate is substantially higher than the 
actual emissions as being monitored by the CEMS.  The cause for this peak is currently 
unknown.    
 The mean percent difference between the methods is presented by year, as are the 
75th, 50th and 25th percentile sampling of the distribution in measurement and estimate 
differences.  Until the reference method change to the flow measurement reference 
method in 1999 the mean bias between EIA and CEM SO2 estimates was about 5% with 
CEMS reading consistently higher than fuel estimate methods.  After the modification to 
the reference method the CEMS reporting the lowest values are consistently reading 
lower than they were before and are now significantly lower than fuel estimate methods.  
This low end of the distribution is sufficiently moved such that the average, which is very 
sensitive to the extremes in the distribution, is moved by 15% so that, on average, CEMS 
read about 10% lower than fuel methods in the aggregate.  However, a large distribution 
of the estimates continues to exist as evidenced by the increase in the spread as measured 
by the standard deviation.  The low end of the distribution appears to contribute 




with standard deviation increasing substantially and the 25th percentile differences 
obviously decreasing to very low values relative to the pre 1999 values with more 
variation per year after 1999 compared to the fairly constant values prior to 1999.  It is 
unclear at this time as to the exact cause of this discrepancy and more work is warranted 
before final conclusions are rendered upon this observed discrepancy and its cause.  
Given the consistency of the 50th and 75th percentile values across all years it is highly 
probable that the statistics prior to 1999 are the best indicator of overall comparison 
between the methods.  I therefore conclude that overall, CEMS are measuring SO2 











Figure 4-17.  The count of the number of boiler-years that have a NOX percent difference 
as indicated on the x-axis.  Positive values indicate that CEM data are higher than the fuel 







Figure 4-18.  The mean percent difference between all the boiler matches per year for 
NOX.  All the numbers are positive indicating that, on average, CEM data were higher in 
value than the comparable EIA reported data. 
 
 
Figure 4-19.  The distribution (from the quartiles) of the differences between the EIA 
reported data and the CEM based data NOX emissions.  Positive numbers indicate that 






Figure 4-20.  The standard deviation per year of the distribution of the differences in NOX 
data as determined by the two methods.  This is another indicator of the spread in the 
calculated values reported to EIA vs. the CEM values as measured in the stack and 
reported to EPA. 
 
 
A large data set exists for evaluation of method comparison.  The sample size in 
1994 was limited to the largest coal fired plants in the domestic US with the number of 
observations growing significantly in 1995 and remaining fairly constant until 2003 after 
screening for CCs and outliers as described above and matching by plant code and boiler 
identification.  Over 1500 paired observations per year for 9 years are included in the 
analysis data set. The overall sample set for analysis across all years includes over 15,000 
paired observations between methods. 
 The percent difference frequency plot presented here represents the aggregate 
distribution of percent differences for all years after screening for outliers as specified 




estimate of NOX.  A broad difference distribution exists, likely as a result of the 
uncertainty of NOX emission estimate methods by fuel quantity and quality measures. 
NOX is produced in the boiler by the combination of nitrogen from the air with oxidation 
in the boiler fire and is more strongly correlated with boiler fire temperature than with 
fuel parameters.  The mode of the distribution is difficult to estimate from the broad 
spread.  
 The mean percent difference between the methods is presented by year, as are the 
75th, 50th and 25th percentile sampling of the distribution in measurement and estimate 
differences.  The mean difference varies quite a bit from year to year with the only year 
for which CEM estimated more NOX on average being 2003.  Significant emission 
control activities have occurred on these boilers during this observation time and some 
significant changes are collocated in time with implementation dates for these control 
programs.  In particular in 1997 boilers implemented low NOX burner technology for the 
Title IV Part 76 NOX requirements and again in 2002 boilers were subject to the 
requirements of the NOX SIP call over much of the eastern US during the summer 
months.  The methods have significantly converged in their estimates after 2000 with 
2002 being almost 0% difference on average and 2003 being slightly different.  A large 
spread in the distribution of the estimates existed prior to 2000 with a dramatic tightening 
afterwards as observed in the 25th to 75th percentile interquartile range.  The impact of the 
flow measurement is not apparent in these estimates.  In addition to evaluating the 
percentiles, the standard deviation of the distribution can be measured and evaluated.  As 
presented here, the deviation remained constant from 1996 until 2000 and then decreases 







The technique by which the emissions are monitored from facilities and compared 
against the commodity being traded, or the method used to establish baseline emissions 
for allocation purposes, is of critical importance.  The financial implication of error in the 
accounting, associated with measurements or variance between monitors or measurement 
techniques, is currently valued in the billions of dollars.  Measurement technique 
comparisons are also important because, as policy is developed globally to control and 
possibly trade emissions of green house gases, the cost and comparability of different 
techniques becomes important for negotiating verifiable systems such that the market is 
confident in the value of the commodity being traded and includes a sufficient number of 
countries.   
For example, a small developing country, that is desirable to include in the global 
greenhouse gas control program, may not be able to afford continuous monitoring 
equipment.  The country may not have the technical and logistical capability to install, 
operate, maintain and test the equipment frequently or rapidly enough.  The country 
could, perhaps, afford fuel sampling and analysis that could be performed at a central lab.   
Perhaps, since the fuel data is required already as part of the delivery contract to the 
regulated facility, the country could provide high quality data at high frequency at low 
cost with comparability to CEMS, and thereby provide confidence to the market that 
emissions accounting being performed in this country with less resources is comparable 




Knowing how the techniques compare allows one to create systems that 
compensate for biases between methods, perhaps by creating trading ratios, or lower caps 
for some countries allocations, so that less accurate methods essentially require more 
allowances surrendered to equate to emissions in countries with more accurate, but more 
expensive, measurement techniques.  Locally, knowing how different emission 
measurement techniques compare is required to evaluate control program effectiveness. 
Comparable long-term data are necessary for constructing emission records for analyzing 
environmental systems that respond to changes on long time scales, such as ecosystems 
to acid deposition or climate to greenhouse gas emission.    
 Overall the CEM based emissions measurements and the fuel-based estimates of 
emissions compare well, except for NOX.  Care must be taken when investigating a 
particular source’s emissions or a small subset of emissions, however aggregate national 
numbers appear to compare within a few percent for Heat Input, thereby allowing 
estimation of emissions using emission factors for many emissions of interest.  The close 
comparison in the aggregate allows for compiling long emission records from the 
different data sources for program and scientific evaluations.  The estimates of error here 
presented allow for these comparisons with some statement as to the impact of inclusion 
of data obtained through these two differing methods. NOX emissions need the most care 
(as can be seen in the 1994 “outlier” in the plots above.)  When combining data from the 
two data sources within a particular year the errors can grow quite large, it appears a safer 
approach to use data exclusively from one source for a particular year and rely on the 




into the policy or scientific evaluation reliant upon the emission data for long time 
periods. 
 
Emission Trend Estimate Resulting from Knowledge of CEM and Fuel 
Consumption + Fuel Analysis Method Comparison Most Relevant to Mid-Atlantic 
Air Pollution of Interest 
 
Putting the results of the CEM measurements into the larger context we can 
combine the data as suggested above with top down estimates or historically based fuel 
measurements to look at very long term data records.  To assess program related emission 
changes or to review and assess the impact of particular policy, combinations of data are 
required from disparate data sources.  For evaluation of possible impacts of climate 
change or changes in weather along with the influence of emission control policies 
emission trajectories need to be constructed over long time frames and be consistent with 
measurements and other data available for constructing them.  Impacts on ecosystems of 
long term exposure and regional level assessments are requiring longer emission records 
as inputs and this effort provides high quality data and an estimate of error resulting from 
combining different data sources. 
SO2 emissions: 
 
Taking into account the variation between methods we reconstruct a long-term 
trend in power plant SO2 emissions that can be used for environmental assessment as can 






Figure 4-21. Reconstructed long term SO2 emissions from power plants reporting with 






Figure 4-22. Reconstructed long-term SO2 emissions from power plants reporting with 
CEM systems in SI units.  The vertical axis is Teragrams of SO2 (Tg).  Red points 
indicate data from a combination of fuel sampling and CEMS.  The green points indicate 
SO2 emissions from fuel methods adjusted for the mean percent difference between 
CEMS and fuel sampling for the years for which only fuel sampling based estimates are 





Similarly NOX emissions can be reconstructed in a long term trend for 
environmental assessment purposes as displayed in the following figure. 
 
 
Figure 4-23. Long-term trend in National NOX emissions reconstructed for power plants 






Figure 4-24. Reconstructed long-term NOX emissions from power plants reporting with 
CEM systems in SI units.  The vertical axis is teragrams of NOX (Tg).  Red points 
indicate data from a combination of fuel sampling and CEMS.  The green points indicate 
NOX emissions from fuel methods adjusted for the mean percent difference between 
CEMS and fuel sampling for the years for which only fuel sampling based estimates are 
available. The blue points, along with the overlaid red, indicate the most likely values. 
The anomalously high value in red for 1994 indicates one must be cautious in combining 
the data from different data sources, picking maxima from each data source leads to an 
anomalously high value. 
 
 The CEM based estimates for the years shown in the figures above are from 1995 
until 2003.  Data for years prior are corrected data from fuel sampling and analysis 
estimates based upon EIA-767 survey data.  Note the 1994 estimate of NOX emissions is 
likely an error resulting from combining poor quality CEM data (the first partial year of 
emission measurement for any sources) with adjusted units fuel data.  1994 should be re-
evaluated boiler by boiler to arrive at a better estimate of the aggregate emissions for 




  In conclusion CEMS and fuel based measurement methods can be compared.  
CEMS provide a more precise method for determining power plant emissions of SO2 and 
CO2.  NOX should be measured by CEMS, especially in allocating emissions or 
supporting commodity markets dealing with NOX trading. Long-term trends can be 
constructed for use in program design, program evaluation and scientific inquiry.  
Commodity trading is supported by CEMS and the greatest confidence in commodity 
retirements is provided by this method, or by adjusting fuel based measurements upwards 





Chapter 5: Developing chemical climatology through trend 
analysis of ozone and temperature observations in the rural eastern 
U.S.15 
Introduction 
 The goal of this chapter is to reveal and statistically assess the climatic changes in 
regime of tropospheric ozone and temperature associated with changes in emission 
reductions mandated as part of the acid rain program and NOX SIP call discussed in 
earlier chapters. Investigation of the environmental and air quality signals allows the 
assessment of the relative contribution of emission changes and weather variability upon 
surface ozone amounts and to ask the question whether emission changes or weather are 
more responsible for observed changes in ozone.  Previous work by Gégo et al. (Gégo et 
al 2007, Gégo et al. 2008) used models to evaluate the impact of these emission 
reductions.  They show air quality improvement associated with emission reductions of 
power plant NOX emissions.  Camalier et al. (Camalier et al. 2007) use statistical 
methods to evaluate the long-term influence of weather variables upon ozone formation 
and reconstruct trends by adjusting the ozone using the observed weather to arrive at a 
trend “adjusted” for weather.  Here we use more comprehensive data with a new 
technique to analyze changes in the diurnal and seasonal cycles of the tropospheric ozone 
and surface air temperature to see if we can separate the impact of emission changes from 
the influence of seasonal to daily dynamical effects, such as planetary boundary layer 
                                                




dynamics, spring-time stratospheric intrusion, actinic flux, and weather.  We investigate 
the form and level of the air quality standard using our methods relative to EPA 
mandated threshold levels against which ambient levels can be tested.   
 
 Data 
 The Clean Air Status and Trends Network (CASTNET) is a rural ambient air 
monitoring network operated by the US EPA (http://www.epa.gov/castnet).  Five stations 
located across the eastern US are analyzed here (Table 5-1).  CASTNET observes hourly 
ozone and surface weather variables.  We analyze here the data for the dates, per station, 
indicated in Table 5-1.  The CASTNET data were downloaded from the EPA website 
(http://www.epa.gov/castnet).   







































Table 5-1. CASTNET stations used in the statistical analysis of diurnal and annual 
cycles.  Stations were selected to vary in latitude across the eastern U.S. and represent a 






Method.   
 The technique that we will use here was developed and tested in a few 
publications by Vinnikov et. al (2002a, Vinnikov et al. 2002b).  The method has been 
designed to analyze trends in seasonal and diurnal variations of climatic variables.  The 
main simplification is that seasonal variation of the climatic or environmental variables 
for a specific hour of observation is approximated by a limited number of Fourier 
harmonics of an annual period.  The number of these harmonics usually should not be 
less than two but can be larger if necessary.  It is also assumed that observed variables 
may have linear or polynomial trends that can be different in different seasons which can 
be approximated by periodic functions (a limited number of Fourier harmonics of the 
annual cycle).  By doing this analysis for each hour of the day across the full data record 
one can reconstruct the long-term trends in the diurnal cycle as well. 
 The equations used to derive the model and the parameter development follows 
Vinnikov et al. (2002a, Vinnikov et al., 2002b) as follows. Consider the observed value 
of a meteorological variable y(t,h) at day number t = t1, t2, t3, ..., tn and at specific 
observation times h, (h = 0, h1, h2 , h3, ..., H, H = 24 hours), as a sum of the expected 
value Y(t,h) and anomaly y'(t,h) such that: 
 y(t,h) = Y(t,h) + y'(t,h). (5.1) 
Supposing that the climatic trends in the time interval (t1,tn) are linear, but assuming they 
are different for different t and h leads to the following:   
 Y(t,h) = A(t,h) + B(t,h)·t,  (5.2) 
where A(t,h) and B(t,h) are periodic functions:  




 B(t,h)= B(t+T,h),      B(t,H) = B(t+1,0),  
And the period is assumed to be: T=365.25 days. 
For each specific observation time (h = const) the model proposed by Vinnikov et al. (6) 
to analyze processes with a seasonal cycle in a linear trend, can be used as follows: 
  (5.3) 
The unknown coefficients in equations (5.2-5.3) for each h can be estimated from the 
least squares condition: 
  (5.4) 
Vinnikov et al. (Vinnikov et al. 2002) discuss the choice of K and M. These parameters 
should be chosen from independent considerations or they can be estimated from 
analyses of the data.  The linear trend for each day of a year is B(t,h).  The estimates of 
B(t,h) have a leap-year cycle and this consideration adds some additional complication 
that is handled by the adjustment to the period length above.   
Application of the method 
 We applied the method, first of all, to the full period of record of about 20 years 
of data using four harmonics of the annual period to approximate seasonal variations in 
mean value and linear trend of each hour of a day (e.g., K=M=4).  As an alternative to 
assuming a linear trend we compare mean values between two periods due to changes in 




2002.)  The mean values for the respective time periods have been estimated from the 
data by assuming that the trend term in equation (5.2) is equal to zero, B(t,h)=0. 
Contour Plots 
The results of the computations for ozone and temperature are presented in 
Figures 5-1 to 5-4.  Starting with Figure 5-1, the left panel indicates 1989 to 2007 multi-
year mean ozone concentrations by month on the horizontal axis and by time of day on 
the vertical axis.  The center panels display the standard deviation of the detrended ozone 
observations, indicating the variability in the observed data for each hour and month of 
the year.  The panels on the right indicate the linear trend estimates B(t,h) obtained from 
the hourly ozone observations. 
 Figure 5-2 shows the diurnal and seasonal distribution of observed mean ozone 
concentrations at five rural monitoring stations across the eastern U.S. of the CASTNET 
network for the period 1989-1998, before a 43% average NOX reduction at power plants 
and for the period 2003-2007, after the emission reduction.  The left panel indicates 
ozone concentrations by month on the horizontal axis and by time of day on the vertical 
axis averaged across all hour-months in the observation period 1989 to 1998, before the 
emission reduction.  The center panels display the diurnal and annual pattern of ozone 
concentration observed after the emission reduction in 2002.  The panels on the right 
indicate the difference between mean ozone concentrations for these two periods.   
 Analogous estimates for surface air temperature observations are presented in 




mean values and linear trends in the observed surface temperature co-located with the 
ozone concentration measurements at the same five rural monitoring stations across the 
eastern U.S. of the CASTNET network.  The left panel indicates 1989-2007 mean 
temperatures by month on the horizontal axis and by time of day on the vertical axis.  The 
center panels display the standard deviation of the detrended surface temperatures, 
indicating the variability of the observed data for each hour and month of the year.  The 
panels on the right indicate the observed 1989-2007 linear trend estimates. 
Figure 5-4 shows the diurnal and seasonal distribution of observed mean surface 
temperatures at five rural monitoring stations across the eastern U.S. of the CASTNET 
network for the period 1989-1998, before a 43% average NOX reduction at power plants 
and for the period 2003-2007, afterwards.  The left panel indicates surface temperature by 
month on the horizontal axis and by time of day on the vertical axis averaged across all 
hour-months in the observation period 1989 to 1998, before the emission reduction.  The 
center panels display the diurnal and annual pattern of surface air temperatures observed 
after the emission reduction in 2002.  The panels on the right indicate the difference 
between the mean surface air temperatures for each of these two time periods. 
The estimates for each hour for each of the plots in Figures 5-1 to 5-4 are 
computed separately.  When we put the hourly, calculated values all together we 
reconstruct the full diurnal cycle.  The reconstructed diurnal and seasonal variation look 
reasonably realistic and this gives us some assurance that the method applied here is 
appropriately representing these cycles of the tropospheric ozone and temperature.  




 Average surface rural ozone mixing ratios follow known annual and diurnal 
cycles (Figures 5-1 and 5-2), going from highest during summertime afternoon hours to 
lowest in winter nighttime hours.  This general pattern is consistent across the five 
stations geographically separated along the eastern US and shown in the Figures 5-1 and 
5-2.  Maxima in surface ozone amounts occur simultaneously with the maxima in surface 
air temperatures in the late summer months.  This just slightly lags the maximum of 
surface incoming solar radiation maxima.  The diurnal variation exhibited on the vertical 
axis indicates that the maxima of surface ozone are occurring slightly after the maxima of 
incoming solar radiation, and along with the maxima of surface air temperatures (as can 
be seen in Figures 5-3 and 5-4) which is not the time of greatest production, but rather, 
the latest time of the day when production is greater than loss. 
Looking at Figure 5-1, ozone is trending lower, displayed in the column on the 
right, decreasing at all the stations in the summer months across the entire period of 
record, 1987 to 2007.  Decreases are most pronounced in months with the highest 
readings at all stations.  The stations with the highest values, and the more suburban-like 
locations (Beltsville, MD and Penn State, PA), show the largest decreases, the strongest 
diurnal cycle, and the largest decreases occurring at hours (and months) with the highest 
concentrations.  For example the Beltsville, MD station shows 6 ppbv/decade decreasing 
trend in July and August ozone from about noon to 4pm.  This coincides with a much 
larger decrease across the 2002 emission change as shown in Figure 5-2.  The decreasing 
summertime amounts are evident across Eastern US from NH through to GA in rural 
stations observing regional ozone signals.  The diurnal cycle in the trend is weaker at the 




effective implementation of power plant NOX emission controls decreasing regional, 
rural, surface ozone amounts as shown in previous chapters. 
The decreasing trend in ozone amounts is largest during the period of highest 
values and greatest variability.  This time period is of greatest concern to policy makers.  
The exposure and environmental damage associated with the worst effects of 
tropospheric ozone air pollution occur during the summer months and in the afternoon.  
The accumulated exposure over years to decades leads to large-scale damage to crops and 
important plant species such as sugar maple and apple orchards.  A declining trend is 
therefore of great ecological and economic significance (EPA, 2006.)  
 Times with increasing surface ozone include the winter months and early spring 
across all five stations.  This is generally not of concern due to the overall low values and 
relatively small amount of exposure.  Looking carefully at the plots in Figure 5-2 the data 
after 2002 for the five stations across the eastern US indicate daytime values are 
remaining higher later into the year than they were before 2002.  This is difficult to 
clearly see since the effect of the emission reduction is quite large compared to this 
possible increase in values later in the season.  The tendency seen in the temperature data, 
combined with the known correlation of higher ozone amounts to higher temperatures 
(see Chapter 2 of this dissertation), indicates that additional observation and study are 
warranted to assess the length of the regulatory ozone season and whether or not it may 
need to be extended as conditions continue to change in response to warming or as 




The temperature data collocated with the ozone data provides interesting insight 
although the data record is not long enough to make conclusions regarding climatic scale 
trends.  Looking at Figure 5-3 indicates increasing temperatures across the eastern United 
States of about 0.5ºC per decade in certain seasons.   The temperatures in the winter 
months of January and February appear to decline with a trend of about 1ºC per decade in 
afternoon temperatures in January and early February with an accompanying increase in 
ozone.  Average temperatures show a strong (as expected) annual cycle with highest 
temperatures occurring in the afternoon of the summer months.  Eastern US is fairly 
consistent with average summertime afternoon temperatures in excess of 20°C with 
longer periods of higher temperatures in the South (GA) and slightly shorter periods in 
MD into PA and continuing to decrease at further sites to the North (NY and NH.)  The 
variation in this data is relatively small with about 4ºC standard deviation being the 
largest and occurring in the boundary from summer to winter.  There is not a diurnal 
signal to these trends as can be seen in the right panels (vertical patterns are relatively 




 Figure 5-1. Diurnal and Seasonal distribution of 1989-2007 means, standard deviations 
and linear trends of ozone concentrations observed at five rural monitoring stations across 





 Figure 5-2.  Diurnal and Seasonal distribution of observed ozone concentrations at five 
rural monitoring stations across the eastern U.S. of the CASTNET network for the period 






Figure 5-3. Diurnal and Seasonal distribution of 1989-2007 means, standard deviations 




Figure 5-4. Diurnal and Seasonal distribution of observed surface temperatures at five 
CASTNET stations for the period1989-1998, before a 43% average NOX reduction at 





Evaluating the frequency of occurrence and the duration of air pollution episodes 
above certain threshold values. 
 
 The time series of hourly ozone and temperature observations at Beltsville, MD 
were studied to determine how often days had values above a certain threshold value.  
Accomplished by screening data for days with values above the threshold and then 
counting distinct days where this occurred.  In the two tables (Table 5-2 and 5-3) months 
for which less than 25 days of valid observations exist are indicated with a “-“.  A second 
analysis was performed where the episodes were counted such that an episode was 
defined as one or more consecutive days with values above the threshold and the length 





Table 5-2.  Beltsville, MD.  Days number with Ozone concentration ≥ 75 ppb 
 
 J F M A M J J A S O N D 
1989 0 0 0 4 9 13 20 16 6 5 0 0 
1990 0 0 0 - 4 20 17 16 6 1 0 0 
1991 0 0 0 5 15 18 - 17 9 - 0 0 
1992 - 0 0 0 5 15 14 12 4 0 0 0 
1993 0 0 1 2 12 17 21 24 7 0 0 0 
1994 0 0 0 4 8 19 17 15 4 0 0 0 
1995 0 0 3 3 7 10 21 13 7 - - - 
1996 - - - - - - 12 18 3 0 - 0 
1997 0 0 0 1 3 12 18 - - 6 - 0 
1998 0 0 1 0 11 - 18 11 16 0 0 0 
1999 0 0 0 1 6 11 20 20 4 1 0 0 
2000 0 0 0 1 11 9 10 5 2 0 0 0 
2001 0 0 0 - 8 16 9 17 2 2 0 0 
2002 0 0 0 1 1 16 16 17 7 0 0 0 
2003 0 0 0 4 0 8 7 9 - 0 - - 
2004 - - 1 5 8 8 8 6 2 0 0 0 
2005 0 0 0 4 - 8 - 11 - - 0 0 
2006 0 0 1 - 6 14 15 13 1 0 0 0 







Table 5-3.  Beltsville, MD.  Days number with Ozone concentration ≥ 85 ppb  
 
 J F M A M J J A S O N D 
1989 0 0 0 1 6 9 13 10 5 2 0 0 
1990 0 0 0 - 1 14 13 12 4 0 0 0 
1991 0 0 0 1 8 15 - 16 7 - 0 0 
1992 - 0 0 0 3 7 8 8 1 0 0 0 
1993 0 0 0 0 8 9 12 16 6 0 0 0 
1994 0 0 0 2 6 16 13 6 3 0 0 0 
1995 0 0 2 0 2 6 12 12 4 - - - 
1996 - - - - - - 9 9 1 0 - 0 
1997 0 0 0 0 1 8 16 - - 4 - 0 
1998 0 0 0 0 8 - 13 8 11 0 0 0 
1999 0 0 0 0 5 6 18 17 1 1 0 0 
2000 0 0 0 0 5 8 4 0 2 0 0 0 
2001 0 0 0 - 7 12 5 7 0 0 0 0 
2002 0 0 0 0 1 10 11 14 1 0 0 0 
2003 0 0 0 2 0 4 5 3 - 0 - - 
2004 - - 0 1 5 1 4 3 0 0 0 0 
2005 0 0 0 2 - 2 - 8 - - 0 0 
2006 0 0 0 - 3 5 7 9 0 0 0 0 









 Numbers of days per month per year with hourly values above the threshold 
values 75 ppb and 85 ppb for the Beltsville MD CASTNET station are given in Tables 5-
2 and 5-3.  Months with insufficient data (less than 25 days with a valid observation) are 
indicated with a “-“, months with no days above the threshold are indicated with a 0.  The 
data indicate that fewer days after the emission reductions in 2002 are above the 
threshold values.  Lower thresholds have more days. 
Here we consider the length of episodes and the length of the ozone season and 
whether that changes with different thresholds or over time (Tables 5-4 and 5-5). 
Table 5-4.  Beltsville, MD.  Ozone season: May to September    
Number of events with daily one hour max ozone is equal or above 75 ppb 









event 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
1989 183 68 27 15 9 8 4 3 2 0 0 0 0 0 0 0 
1990 166 63 23 17 10 7 3 2 1 0 0 0 0 0 0 0 
1991 175 83 24 18 16 10 7 4 2 1 1 0 0 0 0 0 
1992 177 50 22 11 8 4 2 2 1 0 0 0 0 0 0 0 
1993 183 83 28 17 12 7 4 4 4 2 2 1 1 1 0 0 
1994 183 67 28 15 10 5 4 2 2 1 0 0 0 0 0 0 
1995 181 61 23 12 9 6 4 2 1 1 1 1 1 0 0 0 
1996 92 33 12 10 5 3 3 0 0 0 0 0 0 0 0 0 
1997 148 46 16 11 9 4 2 2 1 1 0 0 0 0 0 0 
1998 173 61 19 13 8 6 5 4 4 2 0 0 0 0 0 0 
1999 183 62 24 13 10 8 4 3 0 0 0 0 0 0 0 0 
2000 183 38 20 10 4 2 1 1 0 0 0 0 0 0 0 0 
2001 177 53 21 10 7 6 5 2 1 1 0 0 0 0 0 0 
2002 183 58 24 11 7 6 5 3 2 0 0 0 0 0 0 0 
2003 173 28 16 11 1 0 0 0 0 0 0 0 0 0 0 0 
2004 181 37 24 10 2 1 0 0 0 0 0 0 0 0 0 0 
2005 153 37 18 12 5 2 0 0 0 0 0 0 0 0 0 0 
2006 172 49 19 11 7 5 3 2 1 1 0 0 0 0 0 0 










Table 5-5.  Beltsville, MD.  Number of events with daily one hour max ozone is equal or 
above 85 ppb 
 
. 








1 2 3 4 5 6 7 8 9 10 11 12 13 14 
1989 153 43 16 12 9 4 1 1 0 0 0 0 0 0 0 0 
1990 146 44 23 10 6 4 1 0 0 0 0 0 0 0 0 0 
1991 145 63 24 17 10 5 3 1 1 1 1 0 0 0 0 0 
1992 149 27 19 6 2 0 0 0 0 0 0 0 0 0 0 0 
1993 153 51 22 14 6 3 3 2 1 0 0 0 0 0 0 0 
1994 153 44 24 11 4 2 1 1 1 0 0 0 0 0 0 0 
1995 151 36 17 10 6 3 0 0 0 0 0 0 0 0 0 0 
1996 92 19 11 6 1 1 0 0 0 0 0 0 0 0 0 0 
1997 118 33 16 8 6 2 1 0 0 0 0 0 0 0 0 0 
1998 143 42 18 13 7 2 2 0 0 0 0 0 0 0 0 0 
1999 153 47 17 10 9 5 4 2 0 0 0 0 0 0 0 0 
2000 153 19 10 6 2 1 0 0 0 0 0 0 0 0 0 0 
2001 152 31 12 7 5 4 3 0 0 0 0 0 0 0 0 0 
2002 153 37 13 8 6 5 3 1 1 0 0 0 0 0 0 0 
2003 143 12 9 2 1 0 0 0 0 0 0 0 0 0 0 0 
2004 151 13 10 2 1 0 0 0 0 0 0 0 0 0 0 0 
2005 123 17 9 5 2 1 0 0 0 0 0 0 0 0 0 0 
2006 151 24 13 9 1 1 0 0 0 0 0 0 0 0 0 0 




In the Tables 5-4 and 5-5, high ozone events of different length are indicated by 
the counts under the length columns per year (row) for Beltsville MD.  A single episode 
is defined as one or more consecutive days with at least one hour above the threshold 
ozone concentration (85 or 75 ppb.) 
The greatest number of episodes consistently occurs in the months of July and 
August.  As can be seen in these tables the length of episodes is about the same with the 
number of days for the episode decreasing over time as precursor emissions were 
reduced.  Lower thresholds lengthen the episodes, increase how often they occur and 
lengthen the season during which they occur.  These preliminary results suggest further 
study is warranted with policy implications for the form and value of the standard to be 
protective of resources and health. 
 
Discussion and Conclusions 
 
 Some specific conclusions present themselves from careful examination of the 
data presented here as a result of the application of this new method of air quality trend 
analysis.  These include: 
1.  In general, ozone is seen to decrease over time (as seen by the trend analysis) 
and this is also observed when comparing averages before and after a large power plant 
NOX emission reduction. This is consistent across the entire rural eastern US as sampled 
by the five sites analyzed and presented here. 
2.  The winter months and early spring across all five stations show increasing 
ozone amounts.  This is generally not of concern due to the overall low values and may 




the five stations across the eastern U.S. and indicate daytime values are remaining higher 
later into the year than they were before 2002 - the ozone season is longer. 
3.  Downward trending ozone in the summer months along with differences 
before and after the emission reduction along with a weak diurnal cycle at the more rural 
and elevated stations of Woodstock and Connecticut Hill present strong evidence for the 
effective implementation of power plant NOX emission controls decreasing regional, 
rural, surface ozone amounts. 
4.  Maxima in the early spring at the highest latitude stations of Connecticut Hill 
and Woodstock, with significant elevation above sea level, indicate that stratospheric 
intrusions (and long-lived Arctic pollutants; Dickerson 1985, Bricha 1984) are a source 
of ozone to these stations.  The absence of a trend in this time along with no significant 
difference before or after the emission reduction support this conclusion for the spring 
months. 
5.  One station in the mid-Atlantic region shows that high ozone events are 
decreasing in the frequency and duration over time.  Maximum differences at Beltsville, 
MD occur in the later summer months and during the peak time of the day.  Neither the 
trend nor the difference plots indicate changes in the nighttime hours.  All of this 
supporting evidence indicates that power plant emission controls are effective in reducing 
observed ozone amounts; temperatures either did not change or trended slightly warmer 
by about 0.5C/decade. 
6. The length and number of episodes at the Beltsville, MD station is sensitive to 




Further analysis is warranted as conditions change in response to the non-stationary 
processes underlying ozone formation continue to evolve. 
7. Temperatures are warming during the times of ozone decreases.  As seen in 
Chapter 2, ozone generally increases with warming air temperatures.  This is additional 
evidence that emission reductions are responsible for decreasing ozone trends as well as 
the differences in lower ozone after the 2002 time period from the alternative method. 
 Overall, ozone is trending downward at times and during the months of highest 
values that are of greatest concern to air quality planners and affected, at-risk, 
populations.  This is in contrast to warming temperatures at this time.  Given the 
phenomenological shift of precursor emissions at power plants our analysis provides 
strong evidence that these reductions are effective at lowering regional ozone amounts.  
A decrease in the frequency of occurrence of smog events and the shortening of episode 
lengths after the emission reduction at one station in suburban mid-Atlantic MD, even 
though temperatures are increasing and conditions for creating high ozone occurred more 
often, are additional evidence in support of the conclusion that power plant NOX 
reductions are an effective strategy for reducing regional surface ozone amounts in the 
eastern US.  Lower threshold values (in our case going from 85 to 75 ppb) increases the 
number of days with some hours exceeding the threshold, however, the emission 
reduction is effective at lowering these total number of instances compared to historical 
values.  Also one must be careful when evaluating the appropriate aggregation times for 
evaluating the air quality relative to the threshold.  In a regime of reduced NOX, as exists 
post-2002, even in the face of warming temperature or more days conducive to ozone 




standards to protect health in susceptible populations due to acute exposures as evidenced 
by the relatively constant number of events at a length of one to two days in Beltsville at 
the lower threshold after the emission reduction when there was improvement in events 




Chapter 6: Conclusions 
Emission from power plants can be quantified well with continuous monitoring 
equipment installed in the U.S. in 1995.  Using these measurements the influence of NOX 
emissions on ozone formation is established from analyses of ambient observations from 
both a one-day blackout as well as long-term rural observations.  Changes in pollution 
due to weather are also revealed with my results having far reaching implications, 
especially for warming areas of a world with greenhouse gas induced climate changes. 
The Climate Change Penalty, and the influence of changing weather on ozone air 
pollution formation 
Global climate change is predicted to increase surface temperatures and 
exacerbate air pollution.  I present evidence that a climate change penalty is already 
discernable in the ozone records for the eastern U.S.  A statistical analysis of 21 years of 
observations reveals that surface ozone increased by an average of ~3.3 ppbv/°C prior to 
2002.  After 2002, power plant NOX emissions were reduced by 43% and ozone levels 
fell.  The climate penalty factor dropped to ~2.2 ppbv/°C.  These results indicate that 
NOX controls are effective for reducing photochemical smog and can lessen the severity 
of the climate change penalty.  The method I developed here, relating global warming to 
air pollution, can be extended to other areas including the developing world, where 





The blackout’s one-day, large, emission reduction influence on ozone air pollution 
A major North American electrical blackout occurred on August 14 and 15th of 
2003.  The blackout shut down over 263 power plant generators, included 531 units in the 
U.S. and Canada.  Air pollutant precursor emissions were generally reduced across the 
entire region. The blackout provided a unique opportunity to dynamically evaluate the 
modeling approach using a real-world experiment that involves measurement of input 
emissions and direct measurements of the effect of power plant emissions reductions on 
regional air quality with all other factors held relatively constant. Airborne observations 
over central Pennsylvania on August 15, 2003, ~24 h into the blackout, revealed large 
reductions in O3 of about 50%, relative to measurements outside the blackout region or 
over the same location the previous year under similar meteorological conditions. Low-
level O3 was observed to decrease by ~38 ppb.  Chemistry transport modeling, using 
CMAQ, shows the model can produce O3 air pollution reductions on the order of the 
observed differences between the 2002 flight and the 2003 blackout flight of about the 
right amount downwind of plants with big emission reductions at an altitude comparable 
to the aircraft observations.  However, reductions are not simulated to last as long, nor are 
they as geographically widespread in the model, as was observed in the real world. 
How accurate are emission inventories from power plants?  
 Power plant emissions have historically been studied and generally accepted as 
one of the best quantified emission source categories.  Emission quantification methods 
for inventories at power plants have changed.  Prior to 1995 emissions were estimated 
from fuel sampling and quantity burned with emission factors determined by experiment 




25 MW are measured in stack by continuous emission monitoring equipment.  The 
historical emission prior to 1995 were estimated from survey forms reported to the 
Energy Information Administration and required complex calculations that have an 
overall uncertainty that is unknown.  Fuel based methods are especially undesirable for 
NOX, since the primary variables responsible for forming NOX in a boiler are boiler 
temperature and the amount of excess air.  The methods can be compared because several 
years of overlapping data exists. Methods differ in the amount depending upon the 
pollutant of interest.  The smallest differences are in Heat Input and CO2 emissions.  SO2 
is also close with the exception of a large group of units reporting low emissions from 
CEMS that have significantly higher emissions predicted using fuel based methods.  
Differences are greatest for NOX. 
Potential policy implications exist as a result of the development and application 
of these new methods.  Implication of the emission comparison possibly influence cap 
and trade policy development for climate change control programs globally.  The known 
differences between measurement technologies may allow less wealthy developing 
countries to use fuel sampling analysis techniques for SO2 or CO2, whereas richer 
countries may stick with CEM technology.  The bias between these methods can be 
included in setting cap amounts and possibly influencing the values of traded allowances 
between countries with different measurement technologies. 
Visualizing ozone and temperature observations in Eastern U.S. 
Applying a method of polynomial fit to long-term time series of hourly surface O3 
amounts allows for visualizing the annually and diurnally cycling air pollutant 




development and photolysis on the cycles of O3.  They further demonstrate the impact of 
stratospheric intrusion and photolysis on the seasonal cycle of surface O3.  The method 
allows one to make conclusions regarding the impact of weather and emission changes as 
well as to deduce information regarding an appropriate form, and duration, of the ozone 
season and the air quality standard. The application of the method provides independent 
confirmation of observed changes and trends in the data record as reported elsewhere in 
this dissertation.  It also provides further evidence supporting the assertion that ozone 
reductions can be attributed to emission reductions as opposed to weather variation.  
Longer time series, and coupling with other data sources, may allow for the direct 
investigation of climate change and the influence on ozone air pollution formation and 
destruction processes operating at regional scales over annual and daily time cycles.   
In the introduction of this dissertation I posed the following three questions: 
o What is the impact of NOX emissions from power plants on tropospheric 
ozone in the eastern US? 
o Can the impact of warming be discerned in the air pollution record? 
o How accurate are emission inventories from power plants? 
Using these questions to guide my investigations I have learned that power plant NOX 
emissions are best quantified by CEMS; that power plant emissions make significant, 
measurable amounts of ozone on a local, daily and long-term, regional scale; and that 
impacts of warming can be discerned in the air pollution signal.  Specifically: 
1. I develop the climate penalty factor for establishing the influence of weather and 
climactic changes upon tropospheric ozone amounts.  I discover that the climate 




influenced by long-range transport of power plant emissions, and that it declined 
when power plant NOX emissions were reduced. 
2. Aircraft observations during the 2003 electrical blackout show large ozone 
reductions from similar conditions in 2002. CEMS measured emissions at power 
plants indicate large, wide spread, reduction in precursor emissions.  Chemical 
transport models simulate an ozone reduction but fail to capture the full 
magnitude.  Additional investigation is required to fully assess the cause and 
effect relationships between the observed emission changes and the ozone. 
3. I evaluated two different methods for quantifying emission from power plants to 
include in emission inventories and for commodity trading policies.  I conclude 
that CEMS methods are preferred, especially for NOX.   These results are useful 
for designing a future international cap and trade system for greenhouse gases as 
well as evaluating long-term trends in emissions and related air quality and 
environmental endpoints. 
4. I apply a new method to visualize influence of local-daily and hemispheric-
seasonal weather dynamics upon the observed variability of ozone concentrations.  
I develop a new method to separate the long-term trend components that are due 
to weather from those due to emission changes and provide a method for 
evaluating episode duration and how often they occur at various threshold values. 
Answering questions regarding the influence of power plants, and how changing climate 
shows up in the air pollution that people are exposed to and concerned about, I extend the 













CONVERSION FACTORS  
 
FROM US REGULATORY AND GOVERNMENT REPORTED UNITS TO SI 
UNITS 
1 BTU (British Thermal Unit) = 1054.35 J (Joule) 
1mmBTU = 1 million BTU = 1,000,000 BTU 
2.20462 lb (pound) = 1 kg (kilogram) = 1,000 g (gram) 
1 ton (US) = 2,000 lb (pound) 
1 tonne (metric ton) =  0.90718474 ton (US) 
1 tonne (metric ton) = 1,000 kg = 1,000,000 g 
 
MASS EQUIVALENCY 
1 lb NOX = 0.453 g NOx as NO2 
1 Tg NO2 = 0.304 Tg N 
 







Discussion of Statistical Approach used in Chapter 2: 
 
The approach for analysis was arrived at through exploratory data analysis 
techniques following the general philosophy presented in Wilks (1).  In general, 
parametric tests rely on very strict assumptions about the probability distribution of 
the data; such as assuming the distribution is Gaussian.  In our study, we do not wish 
to make these assumptions in the belief that more general and conservative 
conclusions are possible.  In addition, we believe the shapes of the ozone and 
temperature distributions, in and of themselves, are of interest here, finding little 
documentation of them in the literature to date.  Furthermore, non-parametric 
methods are more robust and resistant to influence from outlier observations that may 
be the result of either instrument error or anomalous conditions under which 
observations are obtained.  
A.  Distribution compared to the Gaussian distribution using Q-Q plots 
Undertaking analysis of the aggregated observations allows us to infer the shape of 
the overall distribution.  It is close to Gaussian throughout much of the intermediate 
range observed in the eastern United States (See, for example, Figure S1).  Significant 
departure occurs in the tails of the distribution.  We are interested in the high values 
where departure occurs, and hence this is additional evidence indicating non-
parametric techniques are appropriate choice for our analysis.   
B. Wilcox rank sum test; non-parametric testing of the null hypothesis 
Classical non-parametric testing of distributions constructed from observational 




Wilcox-Mann-Whitney Rank Sum Test.  The results of which, when comparing the 
data distributions in the mid-Atlantic pre and post-2002, produces a p-value < 2.2*10-
16 indicating the null hypothesis (that the difference in the medians of the distributions 
is zero and that any observed difference is merely due to chance) can be rejected with 
great confidence.  The extremely small p-values are consistently calculated for all 
regions when comparing pre to post emission reduction location statistics in ozone 
and temperature differences.  This test has known sensitivity of its p-value to the 
presence of autocorrelation in the data and correlation between data sets to be tested.  
Therefore one must be careful in applying the results to data sets where known 
autocorrelation exists. Ideally, the rank sign test can be used, which allows for 
correlation between data sets. However, this requires paired observations between the 
two data sets, and it is not possible to construct paired data pre and post 2002.   
The following table indicates the results of the Wilcox-Mann-Whitney Rank Sum 
test for all regions comparing median ozone concentrations and temperatures before 
and after the emission reductions. 
These results hold generally and indicate that all differences observed between the 
two distributions, for the regions considered here, reject the null hypothesis (that the 
difference in median values is zero) and so we would generally accept the alternative 
hypothesis that the data are drawn from statistically significantly different 
distributions of data. 
 Additional testing was performed to compare the differences in the distributions.  
Testing of the subset of observations before 2002 and after 2002 against the full set of 




conclusion is that the null hypothesis can be rejected in all cases, compared to the full 
distribution from all years, indicating strongly that the distributions are significantly 
different.  The Northeast and the Southwest region temperature distributions prior to 
2002 are indistinguishable from the full set of observations, 1987 to 2007, using this 
method, indicating that the temperatures are essentially unchanged, or rather the test 
cannot distinguish whether or not the samples are pulled from different distributions 
or from the same one.   
 All of these results indicate a significant difference between the observed 
distributions on either side of the emission reduction.  In addition, the results are 
stronger in that they are also significantly different in the post emission reduction 
period from the full distribution that includes this period.  However we believe that 
the results require additional work, taking into account the autocorrelation and hence, 
we opt for an observation-based approach of estimating the number of available 
degrees of freedom and using the interquartile range as representing the spread for 
calculating a standard error for comparison as discussed in the next section. 
C.  Estimating the Standard Error 
 
In order to determine the statistical significance of the observed 
differences, we calculate standard error using a simplified non-parametric 
approach that overestimates the error by underestimating the actual degrees of 
freedom and overestimating the standard deviation.  We assume only one degree 
of freedom exists for each region and we further assume that a single degree of 
freedom exists for each observation-day because of known autocorrelation in time 




other hours of the day given the known diurnal profile).  This approach leads to 
approximately 3,213 degrees of freedom for the 5 months of each year of the 21-
year period, 765 for the 5-year period after 2002 and 2,448 for the period 1987 to 
2002.   
For data aggregated in temperature bins the hourly autocorrelation is 
broken up and the number of observations in a bin is used instead.  This number is 
adjusted for hourly autocorrelation by dividing by 24 (yielding effectively one 
sample per day) and compensating for synoptic scale autocorrelation by dividing 
by another factor of 3.  This yields the error bars indicated in figures S4 and S5.  
These error bars are conservative and likely overcompensate for the presence of 
autocorrelation in the samples.  Regardless the errors are small except at the 
highest temperatures where the small number of samples becomes the dominant 
factor. 
The spread can be estimated with the robust and resistant inter-quartile 
range as shown in Table S1.  The inter-quartile range method yields the standard 
error as indicated in Table S1 for ozone. Corresponding values for temperature 
are 0.15°C and 0.25°C for the pre and post-2002 temperature measurements in the 
mid-Atlantic respectively (or if one were to insist on compensating for the 
additional autocorrelation that likely exists between days then estimated standard 
errors for temperature are 0.25 and 0.43°C using a factor of 3 or if one day lag 
correlation is dominant a factor of 2 would be used yielding values of 0.24 and 
0.42°C. Regardless, the overall conclusions are insensitive to the choice of these 




criteria for statistical significance more stringent and are robust, even in the 
presence of known autocorrelation, and are resistant to inclusion of outlier 
observations.  
This method takes into account the hourly to daily autocorrelation.  
Monthly and annual scale autocorrelation are evaluated by examining the 
distribution of the ozone amounts and temperatures visually.  As can be seen in 
the following plots, there exists no group of 5 years (or longer) where the data are 
consistently above or below the average of the 21 years, except for the post-1998 
temperature and ozone data.  Temperatures are consistently high when comparing 
each year’s median to the average from the data set.  However, ozone values are 
high from 1998 to 2002, and then are low from 2002 to 2006.  This corresponds to 
the phenomenological shift of emission regime. Even in the presence of high 
temperatures, (and this is even more apparent when considering the high extreme 
values in the later years) lower ozone values are apparent--consistently lower than 
anywhere else in the time series. 
D. Ozone as a Function of Temperature: Estimate of Standard Error for the 
Location Statistics   
The location statistics in the ozone vs. temperature plots for the mid-Atlantic 
region are shown below.  An estimate of the error, based upon the method of estimating 
the spread using the interquartile range, estimating the number of degrees of freedom and 
adjusting for hourly and synoptic scale autocorrelation, is applied (as discussed in the 
prior section of this supplementary online material) to develop error bars as shown on the 




sample size becomes relatively small (less than 100 observations), as is the case at the 
highest temperatures.  
It should be noted that this method of developing the standard error estimate 
applies to any location statistic sampled from anywhere in the distribution.  Even though 
the error bars are plotted for the 95th percentile values in Figures S4 and S5, they apply 





1.  D. S. Wilks, Statistical Methods in the Atmospheric Sciences 2nd Edition, 







Comparison of grouped hourly observations  
1987 to 2002 compared to 2003 to 2007 
Wilcox Rank Sum Test p-value Region Name 
 
Ozone Temperature 
Northeast < 2.2*10-16 =0.0033 
Mid-Atlantic < 2.2*10-16 < 2.2*10-16 
Great Lakes < 2.2*10-16 < 2.2*10-16 
 
Table S2. Comparison of grouped hourly ozone and temperature observations: results 
from the non-parametric Wilcox Rank Sum test, indicating rejection of the null 
hypothesis (that the difference in the medians equals zero) can be made at a greater 


























































Table S3. Results of Wilcox Rank Sum test comparing the parameter in column two over 





Figure S1.  Normal Q-Q plot of mid-Atlantic ozone.  This q-q plot compares the 
hourly aggregated ozone data from May to September 2003 to 2007 from the mid-
Atlantic region to a Gaussian distribution.  Significant departure from the 1:1 line is 
apparent in the tails of the distribution, indicating that the distribution is not Gaussian, 
and particularly on the high end of the distribution where ozone values are important 
for the health and environmental impact associated with them, arguing for using non-





Figure S2. Mid-Atlantic temperature distributions for each ozone season plotted by 
year.  The boxes extend from the 25th to 75th percentiles with the median indicated by 
the bold horizontal line in the box.  The whiskers extend 1.5 times the interquartile 
range with individual observations shown as open circles that lie beyond this range.  






Figure S3. Mid-Atlantic ozone distributions for each ozone season plotted by year.  The 
boxes extend from the 25th to 75th percentiles with the median indicated by the bold 
horizontal line in the box.  The whiskers extend 1.5 times the interquartile range with 
individual observations shown as open circles that lie beyond this range.  The thin 
horizontal line indicates the mean of the entire data set 1987 to 2007. Figures S2 and S3 
indicate that the median ozone drops below the data set mean in the last 5 years even 






Figure S4.  Ozone plotted for three degree temperature bins aggregated for the mid-
Atlantic receptor region for the months May to September for the years 1987 to 2002.  
The error bars shown on the 95th percentile points are applicable to any location statistic 
at the applicable temperature bin and are calculated based upon an estimated standard 
error that compensates for autocorrelation by adjusting the number of degrees of freedom 





Figure S5.  Ozone plotted for three degree temperature bins aggregated for the mid-
Atlantic receptor region for the months May to September for the years 2003 to 2007.  
The error bars shown on the 95th percentile points are applicable to any location statistic 
at the applicable temperature bin and are calculated based upon an estimated standard 
error that compensates for autocorrelation by adjusting the number of degrees of freedom 
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