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Abstract
Loosely Synchronized (LS) codes can be used as spreading codes in quasi- 
synchronous code-division multiple-access (QS-CDMA) systems. In such CDMA 
systems, close control of synchronization is achieved at the chip level, interme- 
diate between that in synchronous CDMA and that in asynchronous CDMA. 
The LS code can then capitalize on zero correlation in a limited synchronization 
window to reduce code correlations and so reduce interference. LS codes are 
{0, +!, !} codes constructed using Hadamard matrices and Golay pairs. A 
variation of LS codes inserts short strings of zeros between the components of 
the Golay pairs to increase the number of codewords, with only limited dete- 
rioration in the correlations. These strings of zeros are known as internal padding.
One of the advantages normally claimed for CDMA systems is resistance 
to eavesdropping and jamming. It might appear at first sight that the structure 
of LS codes is rather predictable in comparison with codes constructed using 
linear feedback shift registers, such as m-sequences or Gold codes. One way to 
overcome any such difficulty would be to evolve the code very quickly, in such a 
way that by the time a generation of the code is determined (or determined to a 
moderate correlation value) it is too late to exploit it. This thesis explores the 
way that LS codes can be evolved in order to achieve resistance to eavesdropping 
and jamming.
The thesis starts with a detailed account of the necessary background and 
of the construction of Loosely Synchronized codes. The early part of the 
thesis then concentrates on showing that many generations of LS code can be 
constructed in such a way that the correlation between distinct generations is 
small. This prevents one observed generation of the code from being used for 
jamming or prediction in another generation. Specifically:
  The construction of Golay pairs is investigated and a search is carried out 
over all possible Golay pairs and their mates to find a set of pairs that leads 
to the satisfaction of a suitable correlation criterion;
  Bent functions, almost bent functions and other second order Boolean func- 
tions are used to create sets of Hadamard matrices that are guaranteed to
n
satisfy the same correlation criterion;
  A sequential search method to generate a set of arrangements of the internal 
padding that satisfies the same correlation criterion is described. Later in 
the thesis this approach is replaced by a recency list approach. This ensures 
that the correlation criterion is satisfied against recently used generations 
of the code, in place of all generations of the code;
  The way in which these evolutions of the components combine together is 
also explored.
Attention turns in the second part of the thesis to the mechanisms for evolution 
and the way that these might be predicted by a third party observer. Transform 
methods that the third party might use are described. Detailed simulations 
quantify the ability of the third party to identify the code during the transmission 
of a single bit. It is shown that theoretical resistance to early code prediction is 
not possible, although it might be possible to demonstrate security arising from 
the relative speed of the necessary computations for the user and the observer. 
This would require a detailed hardware study, and this is listed as future work. 
In fact it is shown here that LS codes are actually better than linear feedback 
shift register codes, as a result of the Berlekamp-Massey algorithm.
Attention is also focussed on the scenario in which details of the algorithms of 
one user are obtained by the third party. Only the Hadamard matrix provides 
protection against this scenario, as all other components of the construction 
are shared between all users. From this second viewpoint the true weakness 
of LS codes becomes apparent. Although the Hadamard matrix constructions 
are satisfactory if the order of the Hadamard matrix is not too small, it seems 
that the sequence of Hadamard matrix rows of each user must be computed 
centrally and distributed to users as private keys if this scenario is not to remain 
a major concern. The volume of private key distribution necessary may seem 
unattractive to operators.
Ultimately it seems that evolution of the Golay pairs may have little real 
role except to increase the workload of the observer. The recency list based 
evolution of internal padding can take the main role in ensuring low correlation 
between close generations of the code. The evolution of the Hadamard matrix 
should be designed to concentrate on the second viewpoint, where the third 
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Coding theory has many important applications in multiple-access radio sys­ 
tems. These applications are not restricted to error-control coding. This the­ 
sis addresses an application concerned with the security of certain code-division 
multiple-access (CDMA) systems.
1.1 Multiple-access radio systems
Multiple-access defines the method by which more than one user is allowed to 
share the available resources in a radio system. Four major multiple-access tech­ 
niques are available in the literature [19]:
• frequency-division multiple-access (FDMA);
• time-division multiple-access (TDMA);
• frequency hopping code-division multiple-access (FH-CDMA);
• direct sequence code-division multiple-access (DS-CDMA).
In FDMA, each user's signal is transmitted over a single narrow band of 
frequencies which is sufficiently separated from adjacent users' frequencies for 
interference to be reduced to tolerable levels. A frequency can be re-used when 
two users are a sufficient distance apart.
In TDMA, signals are transmitted over the entire available frequency bandwidth 
at different times. This time difference prevents interference.
In FH-CDMA, a transmitter "hops" between available frequencies accord­ 
ing to a specified algorithm, which can be either pseudo-random or preplanned. 
In this case a non-binary code is used to define the hopping sequences. The 
transmitter operates in synchronization with a receiver, which remains tuned
1.1 Multiple-access radio systems
to the same centre frequency as the transmitter. Data is modulated on a 
carrier in a time slot. This carrier is then changed in the next time slot in a 
way that is consistent with the hopping sequence. Energy is observed over a 
wide spectral range. The transmitter is capable of hopping its frequency over 
a given bandwidth several or very many times a second, transmitting on one 
frequency for a certain period of time, then hopping to another frequency and 
transmitting again. Frequency hopping requires a much wider bandwidth than 
is needed to transmit the same information using only one carrier frequency. 
The hopping algorithm is designed to minimize interference between users. 
The main advantage of frequency hopping is frequency diversity, which allows 
error-correction to perform more effectively. Frequency hopping can also have 
some limited security advantages.
In DS-CDMA, all signals are transmitted and spread over the same avail­ 
able wide band of frequencies at the same time. To differentiate signals, each 
transmitter is assigned a spreading codeword (spreading sequence) which is 
different from the spreading codewords assigned to other transmitters within an 
allowable re-use distance. An intended receiver is able to differentiate its wanted 
spread spectrum signal from unwanted spread spectrum signals as a result of 
the favourable correlations between the spreading codewords used (explained 
in more detail in section 1.2). In principle a receiver is able to demodulate 
the transmitted sequence by using a correlator at the receiver, which has the 
advantage of spreading the energy of signals with different codes.
Hybrids of the above systems also exist. In this thesis the multiple-access 
system technique studied is DS-CDMA, which will simply be referred to as 
CDMA.
First generation (1G) wireless communication systems use analogue meth­ 
ods. These systems superimpose the message signal onto the radio frequency 
(RF) carrier using frequency modulation and separate users by FDMA tech­ 
niques. An example of this type of system is the Advanced Mobile Phone System 
(AMPS). AMPS was the first system to implement a cellular structure and to 
assign voice channels adaptively. The use of paired channels was introduced.
In September 1988, the Cellular Telecommunications Industry Association 
(CTIA) laid out user performance requirements for digital systems, including:
• Tenfold increase in capacity over analogue systems;
• Ability to introduce new features;
• Higher voice quality;
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• Voice and data protection;
• Ease of transitions and compatibility with existing analogue systems.
Second generation (2G) communication systems introduce digital technology. 
These systems digitally encode the message signal before superimposing it onto 
the RF carrier. Digital data allows coding techniques that both improve voice 
quality and increase network capacity. Examples of this type of system include 
GSM (Global System for Mobile Communications) and CDMA IS-95.
Third generation (3G) communication systems introduce soft factors and 
packet-switched connections that are dynamic and more efficient. A packet- 
switching network assigns resources based on the data throughput demands and 
the quality of service requirements of each application. The network efficiently 
maps the available resources to the needs of each application using improvements 
in several key areas, including frequency diversity, flexible data rates, spreading 
techniques, source or error correction coding, and reverse-link coherent detection.
Developments beyond 3G such as Super 3G and Pre 4G point the way to 
4G systems, which will be entirely internet protocol (IP) based. These 
developments aim to offer high-speed internet access that rivals fixed-line 
communications and may be critical in the success of mobile television and 
video.
CDMA predates 3G systems. In fact satellite systems used CDMA in the 
1970s. However, CDMA has achieved particular commercial importance as a 
result of the introduction of third generation systems. CDMA is a wideband 
spread spectrum system. As such, it spreads the radio signal over a frequency 
bandwidth that is much wider than is necessary to transfer the information 
sent. The wave form used in a CDMA system can be pseudorandom. CDMA 
codes are designed to have very low cross-correlation. Some features of CDMA 
are: capacity advantage, graceful degradation, multipath resistance, inherent 
frequency diversity, security against eavesdropping and jamming, interference 
rejection, and the potential use of advanced antenna and receiver structures.
1.2 Spreading codewords and definitions of cor­ 
relation
Definition 1 A codeword is a vector x = (xi,x2 ,..., xn ) with Xi € {0,1}, xt € 
{-!,+!} or Xi £{0, -!,+!}.
1.2 Spreading codewords and definitions of correlation________________
Definition 2 A code is a set of codewords.
A codeword sometimes arises as a single period of an infinite periodic sequence.
Spreading codewords are used in a CDMA system for spreading the signal 
at the transmitter and for despreading the signal at the receiver. This 
spreading codeword is usually a {+1,—!} binary codeword, although in 
this thesis {0,+!,—!} ternary codes with a limited number of O's will be 
used. Each information bit is replaced by the spreading codeword or the 
negative of the spreading codeword. For example, if two information bits 
+1, —1 are to be transmitted in a CDMA system and the spreading code is 
+1,+1, —1,+1, —1,+1,+1, —1, 4-1, —1, —1 then the binary signal (before any 
modulation) is shown in figure 1.1. The two information bits are replaced by 22
a spreading codeword with 
11 chips:
Two message signal bits d\ =+1 and di =-1 
before spreading. Each bit is repeated 11 times 
to match the duration (period) of the spreading 
code above
xdi xd.2
The spread spectrum signals formed after spreading each 
message signal bit.
Figure 1.1: An illustration of a spreading codeword, two message bits and the 
spread spectrum signal formed.
Spreading codewords and definitions of correlation
{+1, —1} values referred to as chips, in the same time interval. The fact that 
the chip rate is then much higher than the bit rate effects the spreading of the 
signal.
An intended receiver is able to differentiate its wanted spread spectrum 
signal (with an information bit +1 replaced by x) from unwanted signals (with 
information bits +1 replaced by y) as a result of the correlations between the 
spreading codewords used. Assume perfect synchronization and that x and y are 
orthogonal (correlation zero). The receiver of the wanted signal decodes the bit 
by computing (x.x)/n = +1. If synchronization is not perfect it is necessary to 
lock on to the codewords, making use of the peaked nature of the autocorrelation 
function. Low off-peak autocorrelation values are necessary to mitigate any 
multi-path interference (between a signal and a delayed version of the same 
signal). Unwanted signals are rejected as a result of low cross-correlation 
values (giving low multiple-access interference). Thus a receiver using spreading 
codeword y would compute (x.y)/n = 0 and reject the first signal. Zero 
off-peak autocorrelation values and zero cross-correlation values are ideal, but 
values close to zero can be tolerated. A limiting factor when using spreading 
codes where the cross-correlations are not zero is that interference increases 
with the number of users. This can severely limit the capacity of CDMA systems.
Interference in CDMA thus depends on the correlation properties of the 
spreading code used. Two commonly used families of spreading codes are 
m-sequences and Gold codes.
Definition 3 An m-sequence is a (nonzero) {0, 1} periodic binary sequence gen- 
erated by a binary linear recurrence relation (or a binary linear feedback shift 
register) with a primitive connection polynomial. Any single period of the se- 
quence forms a codeword of the spreading code.
Definition 4 A Gold code is a set of {0, 1} periodic sequences obtained from 
an m-sequence and a 2r + 1 decimation of the m-sequence. The decimation is 
obtained by taking every 2r + Ith position of the m-sequence. The Gold code is 
obtained by taking a sum of cyclic shifts of the m-sequence and of its decimation 
in all possible ways.
Further information on spreading codes in CDMA systems can be found in [7], 
[18].
Definition 5 The signal-to-noise ratio for a receiver is the ratio of the power of 
the wanted signal at the receiver (after decoding) to the sum of the powers of all 
noise signals. In a CDMA system the noise is often considered as the sum of the 
background noise and all interfering signals at the receiver. The signal-to-noise 
ratio is usually expressed in decibels.
1.2 Spreading codewords and definitions of correlation
Good correlation properties of the spreading code lead to a high signal-to-noise 
ratio. High signal-to-noise ratio leads to a low bit error rate.
There are three different ways to measure the correlation of codewords. 
These are the even, odd and aperiodic correlations and each can be used to 
calculate the auto or cross-correlation of particular codewords.
Definition 6 Define QX,X(T~},QX,X(T} and CX!X (T) as the even, odd and aperiodic 
autocorrelations between a spreading codeword x of length n and a shift of itself 




OX,X(T) = y~] XiXi+r - y^ XiXi+T : (0 < r < n - 1).
z=0 i=n— T
Z=v~T XiXi+r : 0<r<n-l
r=o1+T Xi-rXi : l-n<r<0
0 : | T \> n.
Define Ox,y(T},^x,y(T) andCx>y (r) as the even, odd and aperiodic cross-correlations 
between spreading codewords x and y of length n.
n-l
ex,y(r) = ^Txiyi+r : (1 - n < r < n - I).
i=0 
n—T—1 n—1
Gx,y (r} = 5^ Xiyi+T - ^ Xiyi+T : (0 < T < n - 1).
i=0 i=n~r
Z=v~ T Xiyi+r : 0<r<n-l
r=o1+T Xi-rVi • l-n<r<0 
0 : | T \> n.
In this thesis it will be convenient to work with normalized aperiodic correlations. 
Definition 7 Define
as the normalized aperiodic cross- correlation (scaled between 0 and 1). Similarly 
0i?](r) is the normalized aperiodic autocorrelation.
1.3 Jamming and eavesdropping
Definition 8 Let
Cx ,y = max \Cx>y (r)\, -T < r < T, x ± y. 
Then
x 'y Cx ,x (0)
denotes the maximum (or peak) normalized aperiodic cross- correlation (in an 
interval (—T,T) for T). Also 0£ji = 0i°l(0) is the maximum (or peak) normalized 
aperiodic autocorrelation.
Autocorrelation refers to the degree of correspondence between a sequence x 
and a shifted replica of itself. Cross-correlation measures the agreement or 
disagreement between two different sequences x and y (where y is shifted by r 
positions).
For example, if:
x = (+!,-!, -!,-!,+!, +!,+!)
y = (+!,+!, -1, +!,-!, +!,+!)
then
Cx>x (3) = (+1. - 1) + (-1. + 1) + (-1. + 1) + (-1. + 1) = -4
Cx>y (3) = (+1. + 1) + (-1. - 1) + (-1. + 1) + (-1. + 1) = 0.
In the binary case the correlation measures are often thought of as counting 
"agreements disagreements" . This needs modification in the case of {0, +1, —1} 
ternary codes. "Agreements-disagreements" are only counted in positions in 
which neither codeword is zero. Aperiodic cross-correlation is (for r > 0) the 
mean of the even and odd correlation. It should ideally be used as a measure of 
interference in a CDMA system [18].
1.3 Jamming and eavesdropping
Apart from their advantages for multiple- access, two of the advantages usually 
quoted for CDMA systems are their resistance to jamming and eavesdropping
[19].
Jamming is the transmission of signals by a third party that disrupt com­ 
munications by decreasing the signal-to-noise ratio to unsatisfactory levels. 
In a CDMA system in which the jammer has no knowledge of the spreading 
codeword, the jamming signal is spread over the entire spectrum. However, the 
power of the interfering signal is scaled down on decoding in proportion to the 
length of the spreading codeword. Thus jamming in a CDMA system is very
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ineffective if it is possible to ensure that little useful knowledge of the spreading 
codeword is available to the jammer.
Eavesdropping is the interception of a message by unintended recipients in 
order to determine the information contained therein. In a CDMA system 
knowledge of the spreading codeword is necessary to convert the spread spec­ 
trum signal to the actual encoded signal. If little knowledge of the spreading 
codeword is available it is not possible to decode the signal. Thus CDMA systems 
can provide additional protection against eavesdropping to any cryptographic 
protection present. Again to achieve this additional protection, it must be 
ensured that little useful knowledge of the spreading codeword is available to 
the eavesdropper.
1.4 Synchronization
In synchronous CDMA (S-CDMA) system time is denned and synchronization 
can be maintained at much less than the chip level (i.e. much less than the level 
of the individual elements of the codewords). In terrestrial systems this level of 
synchronization cannot be maintained as a result of differences in propagation 
delay, and asynchronous CDMA (A-CDMA) is used. The codes used inevitably 
have worse correlation properties and as a consequence the level of interference 
from multiple sources in the network may become undesirably high. An inter­ 
mediate option referred to as quasi-synchronous CDMA (QS-CDMA) [6, 21, 25] 
ensures that the synchronization uncertainty is constrained to a small number of 
chips. This will be described in the next section.
1.5 Quasi-synchronous CDMA and Loosely 
Synchronized codes
In QS-CDMA, the relative time delays of interfering signals are confined to small 
values. There may be a knowledge of a global clock, such as a GPS clock, so that 
when a chip i is sent the actual chip received is within the uncertainty range of 
{i - rmax + 1,..., i + rmax - 1}, where rmax is a small integer. Control over syn­ 
chronization uncertainty may also be effected by signalling between neighbouring 
cells, but the ability to synchronize accurately may be limited by the speed of 
light in systems covering a large area. Spreading codes for quasi-synchronous 
systems are designed to have zero correlation (or low correlation) within the 
uncertainty range. The window for zero correlation (or low correlation) is known 
as a zero (low) correlation zone. The main limiting factor on spreading codes 
with a zero (low) correlation zone is that the number of codewords available is 
bounded by a variation of the Welch bound [27]. The bound given in [23] shows
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that for a zero correlation zone to exist (u — l)Tmax < n — 1 where u is the 
number of codewords, n is the length of the codeword and the synchronization 
uncertainty T satisfies \T\ < Tmax . Thus the number of codewords is inherently 
limited. An example of a code with a zero correlation zone will be seen later in 
figure 1.3.
The possibility of operating a CDMA system quasi-synchronously has led 
to the construction of codes with a low correlation window. The most attractive 
of these have a zero correlation window for the aperiodic correlation and are 
ternary (0,+!,-!} codes. They are called Loosely Synchronized (LS) codes 
[21]. They have a zero correlation zone which allows them to exploit the 
limited synchronization uncertainty. Specifically this means that a value rmax 
can be defined such that the LS codes have zero correlations for —rmax < r < rmax .
LS codes of necessity have a number of zeros inserted known as external 
padding. The inherently small number of codewords can be mitigated by the 
insertion of additional zeros known as internal padding. This doubles the number 
of codewords with some loss of the ideal correlation properties within the zone 
and a small increase in length [17]. The modified LS codes will be described in 
detail in chapter 2. These modified codes will be used in this investigation and 
will still simply be referred to as Loosely Synchronized codes. The two sets of 
zeros taken together are simply referred to as padding.
The constructions of such codes are based on structures known as Golay 
pairs and Hadamard matrices. One disadvantage of LS codes is that they appear 
to be rather predictable, and thus provide less protection against jamming 
and eavesdropping. One solution is to allow the codes to evolve by varying 
the code construction continuously. The period of the evolution should be as 
large as possible to avoid the observer exploiting any periodicity. The variation 
can be effected by changing the Golay pair, changing the Hadamard matrix or 
changing the internal padding in the code. In each case the change must cause 
a significant difference in each codeword. The cross-correlation between distinct 
codewords should be close to zero unless the codewords are very well separated 
in the evolution.
1.6 Aims and scope of the work
Security against jamming and eavesdropping is the main concern of this thesis. 
The idea of evolving the code in use will be assessed, specifically for the case of 
LS codes. For full protection this must take place in such a way that a third 
party cannot determine any codeword in use before it is too late to exploit it. It 
is also necessary that no codeword in any generation determined by the third
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party can be used in place of an unknown codeword in a later generation to 
jam or eavesdrop. This needs to be achieved whilst maintaining multiple-access 
capability and low correlation between successive codes.
It has been suggested above that LS codes are more predictable than codes in 
use today, such as m-sequences or Gold codes. It will be seen later in the thesis 
that this is not necessarily the case.
A study has been completed of the number of different options for each of 
the three components which make up the construction of modified LS codes. 
Initially the total number of possibilities for each component can be determined. 
However it is more useful to take the correlations into account. Then the set of 
options for the components must meet the necessary correlation criterion. This 
criterion is that the correlation between two distinct generations of the code is 
bounded above. Having determined the options, it is then necessary to develop 
methods for evolving the code. Such methods will be presented later in this 
thesis.
1.7 Evolution and correlation between genera­ 
tions
It is important to understand what is meant by the evolution of an LS code. 
Figure 1.2 presents a simple scheme for evolving a code over a certain length of 
time. Initially a key exchange occurs and the system is started. All users need to 
know when a key exchange occurs (the interval of time between key exchanges 
is labelled as an epoch in figure 1.2). After a shorter length of time, possibly 
as short as the duration of a single information bit, each codeword will change. 
This change is referred to as an evolution step in figure 1.2; evolution is not a 
change in key but one in which all codewords change to other codewords. This 
evolution can be as simple as interchanging the codewords assigned to users or 
as complex as changing all components of the LS code. In the latter case the 
evolution mechanism causes the entire code to change after every evolution step. 
It is important that the "change code" step occurs at the same time for all users, 
so that a single LS code is in use at any one time.
A correlation condition is imposed on distinct pairs of generations of the code. 
Specifically, consider the codewords assigned to a single user in two distinct 
generations. For these codewords the aperiodic correlations must not exceed a 
given threshold. This means that a codeword used in one generation cannot be 
used to jam transmission in a later generation.
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Figure 1.2: A figure showing the various terms that will be used throughout this 
thesis.
Assume that the evolution of the code has period P. Let x represent the 
acceptable maximum normalized aperiodic cross-correlation between generations 
of codewords. This notation will be used throughout this thesis. For any user u 
assigned codewords xu (gi) and xu (gj) in generations gt and gj it will be required
that
I 0 (a) l< v
I Vxv(9i}xu(9j ) I- X
whenever i ^ j mod P. Practitioners may choose to use values of x between 
0.1 and 0.5 as a guarantee of adequate levels of security. The actual choice is 
somewhat arbitrary. In this thesis a "standard" value of 0.25 will normally be 
used. This should be adequate to provide security in most circumstances and 
turns out to be a particularly convenient choice.
Within a generation all the codewords have the LS low correlation proper­ 
ties of LS codes with internal padding (see figure 1.3 which presents both the 
maximum and root mean square correlations). Thus multiple-access interference 
is very low. This is one of the reasons why LS codes have been chosen for this 
investigation.
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Figure 1.3: This figure shows (i) the maximum absolute value of the aperiodic 
cross-correlation against T in a window —32 < T < 32, (ii) the root mean square 
aperiodic cross-correlation against T in the same window, for pairs of LS code­ 
words in an LS code of length 1296 with internal padding. Such a code is used 
for a single generation of the evolution.
1.8 Structure of the thesis
Chapter 2 introduces Hadamard matrices and gives a detailed description of LS 
codes and a modified construction with internal padding. In chapter 3 results 
are given for random permutations of the components of the LS code, and Latin 
squares are introduced. In chapter 4 the possible number of Golay pairs of length 
a power of 2 is determined. Two constructions are given: one using six opera­ 
tions and another that creates all pairs. Results of clique searches with a suitable 
correlation criterion satisfied are presented. In chapter 5 it is shown how bent 
functions and almost bent functions are used to create sets of Hadamard matri­ 
ces that have low pairwise correlation. Chapter 5 also explains the circumstances
12
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under which a third party might be able to find out the Hadamard matrix in use 
from knowledge of just one of the Hadamard matrix rows. In chapter 6, sequen­ 
tial searches of the permutations of the internal padding lengths are presented. 
In chapter 7 a theoretical bound for the correlation between generations of codes 
in terms of the bounds for the components individually is developed. In chapter 
8 various mechanisms and algorithms are given for the evolution of the LS code. 
In chapter 9 it is shown how a Hadamard transform method can be used to deter­ 
mine all of the components of the current LS codeword. In chapter 10 different 
mechanisms for evolution of the LS code are investigated, bringing together all 
components and mechanisms to assess their effectiveness against a third party. 
Comparisons with m-sequences and Gold codes are also included to show their 
relative merits. Chapter 11 expands the number of examples considered. Finally, 
a detailed conclusion and proposals for future work are included in chapter 12.
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Chapter 2
Construction of Loosely 
Synchronized codes
2.1 Components of the construction of Loosely 
Synchronized codes
A Loosely Synchronized code is a ternary spreading code that can be used in 
quasi-synchronous CDMA. As stated in section 1.5, LS codes are constructed 
using Hadamard matrices, Golay pairs and padding.
2.1.1 Hadamard matrices
A Hadamard matrix H is an n x n square matrix with entries ±1 such that 
HHT = nln where /„ is the n x n identity matrix [11, 4]. The rows of the 
Hadamard matrix form a set of orthogonal binary vectors, which make them ideal 
for code construction. Since H~ l = (1/n)HT it is also true that HTH = nln 
and so the columns are also orthogonal. This implies that n must be even, but 
a more restrictive condition holds: if H is an n x n Hadamard matrix, then 
n = l,n = 2orra = 0 mod 4 [14]. It is conjectured that there is a Hadamard 
matrix of every order divisible by 4 [4]. In 2005 a Hadamard matrix of order 428 
was constructed [12]. This leaves the smallest order n for which no Hadamard 
matrix has been constructed at 668.
Construction of Hadamard matrices
Denote an n x n Hadamard matrix by Hn . A simple method used to construct 
Hadamard matrices Hn , where n = 2a and a is any positive integer, is the 
Sylvester construction [22]. The current Hadamard matrix is used to produce 
another matrix of double the size:
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Note that if H is any Hadamard matrix then the matrix
H H 
H -H
is also a Hadamard matrix.
It is also possible to create Hadamard matrices of different sizes using other 
constructions. For example, the Paley [16] and Williamson [28] constructions 
could also be used. The list of constructions given here by no means exhausts 
those known, but shows that other methods are available if required.
For a Hadamard matrix /fn , either Hn or —Hn must have n(n — l)/2 
(—1's) and n(n + l)/2 (+l's). A negation of a row or column of a matrix is 
obtained by multiplying it by —1. Two Hadamard matrices are equivalent if one 
can be transformed into the other by a series of row or column permutations 
and negations. A Hadamard matrix is normalized if all entries in its first row 
and column are equal to 1.
Theorem 1 [4] There is a unique equivalence class of Hadamard matrices of 
each order 1, 2,4, 8,12. The number of classes for size 16,20,24, 28,32 and 36 
are 5,3,60,487, > 66000 and > 110, respectively.
The number of equivalent Hadamard matrices in a particular class can be found 
using the automorphism group. This contains all permutations of rows and 
columns that leave the matrix unchanged when normalized. Choose a starting 
Hadamard matrix and create the Hadamard matrices obtained from all permu­ 
tations of the rows and columns. Then normalize each new Hadamard matrix 
and if the new normalized Hadamard matrix is equal to the original then the size
15
2.1 Components of the construction of Loosely Synchronized codes
of the automorphism group is increased by 1. This process is continued until all 
row and column permutations have been completed. The number of equivalent 
n x n Hadamard matrices in the class is then ^^ where v is the size of the 
automorphism group. The results are shown in table 2.1. These results show 










Table 2.1: The enumeration 0/C, the number of (equivalent) Hadamard matrices 
of size n x n, and the size of the corresponding automorphism group.
2.1.2 Golay pairs
Binary complementary sequences were first introduced by M. J. E. Golay in 1949 
[10] (see also [9]) and are defined as pairs of sequences that have aperiodic off- 
peak autocorrelations that sum to zero. This property makes them ideal in code 
construction and in many other applications. The term Golay pair is used for 
these binary complementary sequences in this work.
Definition 9 Let a = (00,01, ...,ojy-i) and b = (&0 ,&i,-••j&jv-i) be a pair of 
binary sequences of length N. The two sequences a and b are complementary (or 
form a Golay pair) if
Cla,a(r)+Cb ,b (r) = 0 : (1 < r < N). 
Consider the two sequences of length 2: a = (+1, +1), b — (+1, —1)
Ca,a (0) = +2a,,b(o) - +2
O,.b (0) = +4
Ca,a (l) = +1
Cb,b (l) = -1
f~l /-\\ __ Q
Now consider the two sequences of length 4:
a = (+1, +1, +1, -1), b = (+1, +1, -1, +1)
Ca,a (0) = +4 Cb,b(0) = +4
Ca,a (l) = +1 Cb,b (l) = -1
Caa(2) = 0 <?b>b (2) = 0
Ca,a (3) = -1 Cb,b (3) = +1
Ca^(0)+Cb,b(0) = +8 C-a>a(l) + Cb,b(l) = 0
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M. J. E. Golay in 1961 [9] also showed that there are Golay pairs of all lengths
Constructions of sequences whose length is a multiple of 10 and 16 can be found 
in [8]. Note that the enumeration of Golay pairs for all possible lengths (N < 100) 
has been completed [2]; the results are shown in table 2.2. Detailed constructions 

























Table 2.2: The number M. of Golay pairs of length N.
2.2 LS codes
The family of Large Area Synchronized (LAS) spreading codes [13] is a com­ 
bination of Large Area (LA) codes [13] defining pulse positions and Loosely 
Synchronized (LS) codes [21]. LS codes can be used without combining them 
with LA codes and only LS codes will be considered in this thesis.
A construction of LS codes by Stanczak, Boche and Haardt [21] will be 
presented in this section. Let d = rmax — 1 denote the maximum synchronization 
uncertainty (measured in chips) within the system. The value of d determines 
the minimum number of zeros in the external padding. The construction creates 
a ternary {0, -1, +1} code. LS codes satisfy Cx>y (r) = 0 for (0 <| T \< rmax - 1) 
and CX ,X (T) = 0 for (0 <| r |< rmax - 1). It is easy to achieve this correlation 
property if sufficient numbers of zeros are used. However for efficient imple­ 
mentation spreading codes must have a duty ratio (defined as the number of 
nonzero elements in a codeword divided by n) close to 1. This arises because 
transmission of the symbol 0 corresponds to zero information transmission.
An effective way to describe the construction of LS codes is by using gen­ 
erating functions. For example, the sequence (+1,+1,+1,—1,+!,+!,-1,+1) 
is represented by the generating function G(z) = I + z + z2 - z3 + z4 + z5 - z6 + z7 .
Consider two binary sequences of length N represented by C(z) and S(z).
If
C(z}C(z- 1 } + S(z)S(z- 1 ) = 2N (2.1)
(in the Laurent ring T\z,z~^\ generated by the complex expressions z and z- 1 ), 
then C(z) and S(z) give a generating function representation of a Golay pair of
17
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length N as defined in the previous section. The two sequences can be treated 
separately or can be separated with d zeros between them to form a single 
ternary sequence. These d zeros are referred to as external padding. 
For example, consider two sequences of length 4 with generating functions 
C(z) = 1 + z + z2 - z3 and S(z) = I + z - z2 + z3 . It can be checked that 
C(z)C(z~ 1 ) + S(z)S(z~ 1 ) = 8 and so (C(z),S(z)) is a Golay pair. Then the 
sequence +1 + 1 + 1 — 1 0 0 0 0 +1 + 1 — 1 + 1 with generating function 
C(z] + zN+dS(z] — C(z) + zs S(z) is an LS codeword. Note that it is necessary 
to add 4 further zeros at the end to generate a periodic codeword (creating 
further external padding).
A Golay pair of length 2 is given by A(z) = 1 + z, B(z} = I — z. Se­ 
quences with length a power of 2 can be obtained using the fact that if 
(A(z),B(z)) represent a Golay pair of length N then a Golay pair (C(z),D(z)) 
of length 2N can be created as:
C(z) = A(z) + zNB(z), D(z) = A(z) - zNB(z). (2.2) 
For example, if:
A(z) = \ + z + z2 - z3 
B(z) = 1 + z - z2 + z3
then a Golay pair of length 8 represented by (C(z), D(z)} is obtained:
C(z) = A(z) + z*B(z) = 1 + z + z2 - z3 + z4 + z5 - z6 + z7 
D(z) = A(z) - z*B(z) = 1 + z + z2 - 23 - z4 - z5 + z6 - z1 .
Suppose that we have two Golay pairs, represented by (CQ (z) , S0 (z)) and 
(d^SiW) such that:
Co(2)Co(^ 1 ) + 5o(z)50 (2;- 1 ) = 27V, , } 
C1 (z)C71 ( 2- 1 ) + 5i(z)51 (z- 1 ) = 27V, ^'^
and
CQ (z)C,(z- 1 } + S0 (z)Sl (z^) = 0. (2.4)
The two Golay pairs (C0 (z),S0 (z)) and (d(z),Si(z)) for which equations 2.3 
and 2.4 hold are referred to as cross complementary sequence pairs (or simply a 
pair of complementary sequences) [26], and the second pair is said to be a mate 
of the first. Given a Golay pair (C70 (z), 50 (z)), the mate (d(z),Si(z)) can be 
constructed as:




the mate (6*1(2), 6*1(2)) is:
d(z\ = Z7 Sn(z~ 1 } = —1 + Z — Z2 — Z3 — Z4 + Z5 + Z& + Z 7
G, I v \ — _•y?/'-' /.- — I\ — _-i \ - ~2 ~3 . 4 5 6 7 '-'Iv 2 / — z *~sQ\ z ) — J- ~~r 2 — 2 — Z -\- Z — Z — Z — Z .
Then the Golay pair (6*0(2), 6*0(2)) with mate (Ci(z),Si(z)) form a cross 
complementary sequence pair.
If we take the cross complementary sequence pair (60(2), $0(2)) and 
(6*1 (2), 5*1 (2)) then:
1. the sequence represented by 6*0(2) followed by WQ > rmax — 1 zeros followed 
by the sequence represented by 6*0(2);
2. the sequence represented by 6*1(2) followed by W0 > rmax —1 zeros followed 
by the sequence represented by 5*1(2);
have ideal correlation values for the given value of d = rmax — 1 (zero aperiodic 
cross-correlation and zero aperiodic autocorrelation when r ^ 0).
Using a [p x p] Hadamard matrix H (where H = [/i»j]), and a cross com­ 
plementary sequence pair (6*0(2), 6*0(2)) and (C*i(z), 6*1(2)) it is possible to create 
2p LS codewords of length L = 2pN + W0 . Let TT = (TTI, 7T2 ,..., TTP) be a binary 
vector of length p with binary complement TT* = (TT^TT^, ... ,7Tp)- Then let the 
2p sequences of an LS code for 1 < k < p be represented by [21]:
(2.6)
^fc+pv / Z-si=l '"K,i. \_ i^i \ / "^ ^i v /J
With the choice of W0 = N — 1, the off-peak aperiodic autocorrelation and aperi­ 
odic cross-correlation is zero for |r| < W0 . 2p sequences of length 2pN + 2(N— 1) 
are constructed with zero correlation window rmax — 1 = W0 .




2.3 LS codes with internal padding 
C1(Z) = -1 +Z- Z2 - z3 - Z4 +Z5 +Z6 +Z7 +Z8 - Z9 +ZlO +Zll_Z12 +Z13+ Z14 +Z15 
81 (z) = -1 + Z - Z2 - z3 - Z4 + Z5 + z6 + Z 7 - z8 + z9 - ZIO - Zll + Z12 - Z13 - Z14 - Z15 
Select Wo = N - 1 = 15 and 7r = (0,1) (so that its complement 7r* = (1,0)). 
Let the Hadamard matrix be a 2 x 2 Sylvester type matrix so that 4 codewords 
of length L = (2 x 2 x 16) + 30 = 94 with duty ratio 0.68 are created. The LS 
sequences constructed are: 
G1(Z) = 
G2(z) = 
G 3 (z) = 
G4 (z) = 
0000000 Co (z ) 
0000000 Co (z) 
0000000 C1(z) 
0000000 C1(z) 
C 1 (z ) 000000000000000 80 (Z ) 81 (z ) 00000000 
- C1(z) 000000000000000 80(z) - 81(z) 00000000 
Co(z) 000000000000000 81(z) 80(z) 00000000 
- Co (z) 000000000000000 81 (z) - 80 (z) 00000000 
The zero correlation window has rmax = 16. If a bigger Hadamard matrix was 
used to generate an LS sequence then more codewords would be created but the 
code would be longer. For example, with the same cross complementary sequence 
pair as above and the use of a 32 x 32 Hadamard matrix 64 codewords will be 
generated. The length of each LS codeword increases to 1054 with duty ratio 
0.97. 
2.3 LS codes with internal padding 
A generalized construction of LS codes with further padding has been presented 
by Sanusi et al. [17] and overcomes the limit on the number of codewords 
given by Tang, Fan and Matsufuji [24]. Tang, Fan and Matsufuji derived a 
bound for the aperiodic correlation for a code with u codewords, length n 
and 0 ::; I r 1< T which implies that (u - l)T ::; n - 1. The modification by 
Sanusi et al. [17] doubles the number of codewords produced with a small 
increase in the length of the LS code and with a limited degradation in the 
correlation properties. The modification will be described in detail in this section. 
Following from the LS code construction in section 2.2, suppose the length N 
of the Golay pair is halved and the size p of the Hadamard matrix is doubled. 
The new Golay pair has length N = N/2. Then 4p LS sequences of the 
same length can be constructed. Good correlation properties are necessary for 
Irl ::; min(2N - 1, \1;'0). However, using the construction of equation 2.6, large 
values of the aperiodic correlation can be observed for Irl = N, as the number 
of exact coincidences of Golay pair components can be large. 
In the modified construction by Sanusi et al. [17] it is necessary to define 
a set of internal padding lengths {Ll' L2 , L3 , ••• ,Lp - 1 } such that P = 2p, 
and also an ordering for these lengths. Assume that the implied ordering 
L11 L2 , L3 , •.. ,Lp - 1 is chosen. Then cumulative padding lengths are Ql = 0, 
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Qi = ^,1=1 LJ (2 < i < P}. Once the ordering is chosen, internal padding 
is defined by an internal padding vector (Li,L2 ,L3 , . . .,Lp_i). An internal 
padding vector with internal padding lengths {Li,L2 ,L3 , . . . ,L^_i} is referred 
to as feasible.
Suppose H = [hij] is & P x P Hadamard matrix, and use a cross com­ 
plementary sequence pair given by (CQ (z), S0 (z)) and (Ci(z),Si(z)). Let 
TT = (TTI, 7T2, . . . , n-p) be a binary vector of length P and let TT* be the complement 
of TT. Then the IP sequences of an LS code with internal padding for I < k < P 
can be represented by:
= £f=i hkti [C,t (z)
(2.7) 
Gk+P (z) = Ef=i hkli [C,*(z) +
Note that if all Lj = 0 the construction reduces to that of equation 2.6. Now, in 
order to prevent a small duty ratio, distinct internal padding lengths are repeated 
a small number of times. This involves considering transitions and non-transitions 
in the elements of vectors TT and TT*. A transition occurs when:
1. one Golay pair C member is followed by a different Golay pair C member, 
i.e. Co followed by C\ or C\ followed by CQ;
2. one Golay pair S member is followed by a different Golay pair S member, 
i.e. .So followed by Si or Si followed by S0 .
A non-transition occurs when:
1. one Golay pair C member is followed by the same Golay pair C member, 
i.e. C0 followed by C0 or Ci followed by C\;
2. one Golay pair S member is followed by the same Golay pair 5 member, 
i.e. So followed by So or Si followed by Si.
For each transition, the corresponding increase in the aperiodic correlation is 
zero (from equation 2.4) for two codewords generated by ir or two codewords 
generated by TT*. For each non-transition, the corresponding increase in the 
aperiodic correlation is zero (from equation 2.4) for one codeword generated by 
TT and one codeword generated by TT*. Note that the total number of transitions 
and non-transitions is equal to P — 1. Let (Tr,NTr) denote the number 
of transitions and the number of non-transitions. For example, three cases 
for the value of (Tr,NTr) can be considered when lengths are repeated four times.
Case A: (Tr,NTr) = (f , f - 1).
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2.3 LS codes with internal padding
In this case vector TT is chosen with ^ transitions and f — 1 non-transitions.
TT = (0110011001100110 . . . 1001100110) 
Transitions are assigned padding lengths
{0, 0, 1, 1, 2, 2, . . . , P/4 - 2, P/4 - 2, P/4 - I, P/4 - 1} 
(in some order) and non-transitions are assigned padding lengths 
{0, 0, 1,1,2,2,..., P/4 - 2, P/4 - 2, P/4 - 1}.
Some consecutive Golay pairs in distinct codewords could give a nonzero contri­ 
bution to the aperiodic correlation (referred to here as a coincidence) for some 
values of T with M < \r\ < 2J\f. If we let W0 = 2jV — 1 then the aperiodic cross- 
correlation and off-peak aperiodic autocorrelation is 0 for 0 <| r |< Af — 1 and 
M + P/4 < T < 2jV— 1. The aperiodic correlations have nonzero (but still fairly 
small) values in the interval M < T < M + P/4 — 1 as a result of the coincidences.
Case B: (Tr,NTr) = (P-1,0).
TT = (01010101010101 . . . 10101)
In this case all internal padding lengths are of necessity assigned to transitions. 
If Wo = 2jV — 1 the aperiodic correlation for any two distinct codewords both 
using TT or both using TT* is 0 for 0 <| r |< 2A/" — 1. Otherwise the aperiodic 
correlation is 0 for 0 <| T \< M — 1 and M + P/4 < T < 2J\f — 1. It gives some 
nonzero (but still fairly small) values for A/" < r < A/" + P/4 — 1.
TT = (010110100101101001011010... 0101101001011010)
In this case three instances of each internal padding length are assigned to 
transitions and one to non-transitions. If W0 = 2A/" — 1 the aperiodic correlation 
for any two codewords is 0 for 0 <| r \< N - 1 and M + P/4 < r < 2JV - 1. It 
gives some nonzero (but still fairly small) values for A/" < r < J\f + P/4 — 1.
In this work LS codes with internal paddings will be used. Here a stan­ 
dard example is defined which will be used throughout most of this thesis. Some 
alternative examples are considered in chapter 11.
Example 1 A Golay pair of length M = N/2 = 16 (such thatW0 = 2./V-1 = 31) 
and a 32 x 32 Hadamard matrix are used to create a standard example. The
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2.3 LS codes with internal padding
maximum number of repetitions for the internal padding lengths is 4 (so that 
Q-p is 105). The length of the LS code constructed is then 1296. Case A 
with (Tr,NTr) = (16,15) is used in this standard example. The peak aperiodic 
correlation which occurs within the interval (16 < |r| < 23) is 64-
The length of 1296 is perhaps the maximum length that might be consid­ 
ered useful. The code is designed for quasi-synchronous operation with 
Tmax. — 32. This value is larger than is sometimes considered in the literature, 




The distribution of aperiodic 
correlations between generations 
as a result of permutations
In this chapter the distribution of aperiodic correlations between the codewords 
assigned to a single user in different generations is discussed. The new generations 
are obtained simply by applying permutations.
3.1 Permutations of positions of the internal 
padding vector
In this section results are presented of experiments using random permutations of 
the positions of the internal padding vector. Firstly, a large number of randomly 
generated internal padding vectors were created by permuting the positions of 
an original internal padding vector. These paddings were then used with a fixed 
Golay pair/mate combination and a fixed Hadamard matrix to create LS codes 
for 50 different generations. The peak aperiodic cross-correlations between all 
pairs of generations over the interval \T\ < rmax were computed for a single user. 
The results for this single user are given in figure 3.1. The correlations arise from 
exact coincidences of Golay pairs and so take only a limited number of distinct 
values. The results show that this permutation already produces moderately 
good results. With just randomly generated permutations of the positions of 
the internal padding, the peak value is only 352 (0.34375 when normalized to 
[0,1]). With randomly generated permutations there is a possibility that the 
same permutation of the internal padding lengths might be generated twice. The 
likelihood of this occurring in fifty generations is very small, but over a larger 




This section considers random permutations of the rows of the Hadamard matrix. 
A row permutation is simply a random reordering of the original set of codewords. 
In this way the codewords assigned to users are permuted. As there are only 64 
codewords, they may be reused. Therefore the peak normalized aperiodic corre­ 
lation between generations may be 1.0, otherwise the peak aperiodic correlation 
is the peak aperiodic cross-correlation for a single LS code. Results for a single 
user are given in figure 3.2.
3.3 Column permutations
This section considers random permutations of the columns of the Hadamard 
matrix. A column permutation is simply a random reordering of the columns 
of the Hadamard matrix. Results for a single user are given in figure 3.3. The 
normalized aperiodic cross-correlation values are generally low (mostly below 0.3) 





Figure 3.1: The peak normalized aperiodic cross-correlation for a single user (LS 
code of length 1296 and 1024 ±1 '5) using a random internal padding permutation 
to calculate the next generation. The aperiodic cross-correlations are calculated 
with \r\ < rmax . The pairs of generations have been sorted in decreasing order of 
correlation.
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3.4 Summary of the individual distributions
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Figure 3.2: The peak normalized aperiodic correlation for a single user (LS code 
of length 1296 and 1024 il >s) using a random row permutation of the Hadamard 
matrix. The aperiodic correlations are calculated with \T\ < rmax . The pairs of 
generations have been sorted in decreasing order of correlation.
I
CO O> OJ ID
i- -i- cp c\j c\i ^r c\i
r^. en ^- -4 t^- o 4 
*- -^ -^ <M oj
pairs of generations
co CTJ ^ in CT)  *
•* Tt CO ^ ^ ftl
m o r-
~- OJ CvJ
Figure 3.3: The peak normalized aperiodic cross-correlation for a single user (LS 
code of length 1296 and 1024 ±1 's) using a random column permutation of the 
Hadamard matrix. The aperiodic cross-correlations are calculated with \r\ < rmax . 
The pairs of generations have been sorted in decreasing order of correlation.
3.4 Summary of the individual distributions
This section summarises individually the distributions of correlations arising from 
the above random permutations in the LS code construction. Specifically, the
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3.5 Permutations of codewords using Latin squares
internal padding may be permuted as in section 3.1, the rows of the Hadamard 
matrix may be permuted as in section 3.2, or the columns of the Hadamard 
matrix may be permuted as in section 3.3. The results for the peak normalized 
aperiodic correlation of a single user over 50 generations are given in table 3.1. 
These can be used to assess the relative merits of each type of permutation. 
Table 3.1 shows the peak modulus, mean modulus and standard deviation for a 
single user over all 1225 pairs of generations. In the table IP denotes a random 
permutation of the internal padding vector, Row is a permutation of the rows of 
the Hadamard matrix and Col is a permutation of the columns of the Hadamard 
matrix.
Note that for column permutations a non-normalized Hadamard matrix 
should be used; if the matrix is normalized (or of Sylvester type), column 
permutations have no effect for the first codeword.
It can be seen from table 3.1 that permutations of the internal padding 
alone already give reasonably good results, but cannot guarantee that peak 
correlation does not exceed 0.25. Column permutations are not as good in terms 
of the peak correlation, but are equally good in terms of the mean. Permutations 
of the rows of the Hadamard matrix give a smaller mean as the correlations are 
just those of the LS code itself. However, some codewords will be reused over 
50 generations, so the peak aperiodic correlation is equal to the autocorrelation 

















Table 3.1: Correlation results over fifty generations for a single user,
Combinations of the permutations have also been investigated. The results of 
these combinations do not substantialy improve the results of using the permuta­ 
tions of elements of the internal padding vector, and are therefore not presented.
3.5 Permutations of codewords using Latin 
squares
Although row permutations are an option, it is desirable to avoid repetition of 
codewords for a single user in different generations. The codewords assigned to
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3.5 Permutations of codewords using Latin squares
individual users should be permuted to obtain new generations in such a way 
that no user can keep the same codeword. This can be achieved using Latin 
squares. A Latin square of order n is an n x n array containing symbols from 
some alphabet of size n, arranged such that each element appears exactly once 





The Latin square above has 4 elements and 4 ways to arrange them without 
repetition in any row or column. The same can be done for any size square. A 
Latin square of codewords for n users creates a maximum of n generations with 
no element repeated. This means that it is possible with the 64 LS codewords 
with p = 32, N — 16 to construct 64 generations of codewords with the set of 
cross-correlation values between generations for a single user being the same as 
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Figure 3.4: The peak normalized aperiodic cross-correlation for a single user 
(LS code of length 1296 and 1024 ±l's) using a Latin square to calculate the 
generations. The aperiodic cross-correlations are calculated with \r\ < rmax . The 




As already noted, permutations can already give reasonably good results, as long 
as the permutations include permutations of the elements of the internal padding 
vector. However, the normalized aperiodic correlations are not always below the 
value of 0.25 which has been used as a typical upper bound in this work. In 
subsequent chapters, ways in which sets of Golay pairs, sets of internal padding 
vectors and sets of Hadamard matrices can be selected to obtain better correlation 
results will be described.
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Chapter 4
Sets of Golay pairs with 
favourable correlation properties
In chapter 2 it was noted that there are Golay pairs of all lengths
2Q 10/3 267 , a,/3, 7 >0. 
In this chapter only Golay pairs of length a power of 2 are used.
Golay pairs have six operations that establish equivalence classes of differ­ 
ent Golay pairs of the same length.
1) interchanging the sequences in a pair,
2) reversing the order of the first,
3) reversing the order of the second,
4) changing the sign of the first,
5) changing the sign of the second,
6) changing the sign of alternate entries in both the first and the second.
It is easy to see that each operation turns a Golay pair into a Golay pair. 
If N is large enough, 64 Golay pairs can be obtained in this manner.
A construction given in [5] explicitly determines 2m+2m!/2 vectors over Z2 
corresponding to Golay pairs of length 2m . The construction is as follows:
Definition 10 Let xi,Xi,...,xm be a set of m binary variables. Let c,c' and 
Ck €. Z? (k = l,2,...,m) and n be a permutation of the symbols {1,2,..., m}. 
Define a Boolean function
m-l m 
f(Xi, X2 , ..., Xm ) = ^ ̂7
k=l
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where all arithmetic is mod 2. f(xi,x2: ...,xm ) defines a sequence by evaluating 
the function for all binary vectors in binary order
00...00,00...01,..., 00...10,..., 11...11. 
Then for all choices of it,c,c',{ck},any sequence in the set
A = {f + c,f + (xn(i} + xn(m)) + c} 
corresponds to a Golay pair of length 2m with any sequence in the set
B = {f + xw(i) + c', / + x,(m) + c'}.
Using this construction, all vectors of length a power of 2 can be created and 














Table 4.1: The number T of Golay pairs of length 2m created using the construc­ 
tion found in [5]. Golay pairs (A, B) and (—A, —B) are only counted once.
Note that for a Golay pair (Co, So) with mate (Ci,Si), knowledge of Co,Ci 
implies knowledge of 5o, Si to within a ± sign.
Given a set of such Golay pairs, a set of LS codes can be constructed us­ 
ing the same Hadamard matrix, internal padding vector and TT vector, as in 
chapter 3. For each Golay pair and mate generated there is an LS code. For 
two codes (used in two different generations) the codeword assigned to a single 
user (same row of the Hadamard matrix, with n or TT*) can be used to compute 
the peak aperiodic correlations. Now construct a graph as follows. Each vertex 
corresponds to a code in the set. These codes in the set are used for the different 
generations of an evolution. Two vertices are joined if the maximum of the peak 
normalized aperiodic cross-correlations for all users is less than or equal to a 
threshold a. A maximum clique in a graph G is the largest complete subgraph 
contained in G. A maximum clique in G can be computed using the algorithm 
of Carraghan and Pardalos [3]. This provides a way of finding codes for the 
largest number of generations possible with normalized correlations at most a 
given peak value a. Note that the correlation criterion is different from that 
used in chapter 3 which gave results for a single codeword (user) rather than 
the maximum over all codewords (users). The largest complete graphs with 
maximum peak normalized aperiodic cross-correlation a can be seen in table 
4.2. To ensure an effective level of security is maintained the peak normalized
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aperiodic cross-correlation value computed for each user and the peak taken 
over all users should be small. Reasonable compromise values for a, giving 
a reasonable number of generations are 0.282 (N = 8) and 0.274 (N = 16). 













































Table 4.2: The maximum number of generations for various levels of peak nor­ 
malized aperiodic cross-correlation for the LS codes constructed using the clique 
search for Golay pairs. N is the length of the Golay pair and /x is the number of 
±1 's in each codeword.
In figure 4.1 detailed results can be seen for 22 Golay pairs with TV = 16 selected 
with their mates from the clique and used to create 22 different LS codes of length 
1296 for a single user. The 22 codes have very low peak normalized aperiodic 
cross-correlation values (< 0.274). As already seen in table 4.2, only 8 genera­ 
tions are possible with the threshold at 0.25 (shown for a single user in figure 4.2).
This chapter shows that if a simple clique search is used it is possible to 
find enough Golay pairs (and therefore enough generations) with a chosen 
threshold a below 0.3 to allow the Golay pairs to evolve usefully. In chapter 7 
a method of guaranteeing the maximum peak normalized aperiodic correlation 




Figure 4.1: The peak aperiodic cross-correlation for LS codes produced from 22 
different Golay pairs and their mates with N = 16, with maximum peak normal­ 
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Figure 4.2: The peak aperiodic cross-correlation for LS codes produced from 8 dif­ 




Bent functions, almost bent 
functions and Hadamard 
matrices
One of the possibilities for evolving the code is to construct a set of distinct 
Hadamard matrices. Then different generations of the code can use different 
Hadamard matrices. In order to ensure that the correlation criterion between 
codewords from distinct generations is satisfied, this needs to be done in such a 
way that the normalized inner product between two rows of two distinct matrices 
is bounded above. The construction given in [29] and [25] is used here, together 
with new constructions for m even based on Gold and Gold-like codes. Once the 
set of Hadamard matrices is available, a set of LS codes can be obtained using 
the construction of chapter 2 with each Hadamard matrix in turn. A bound 
on the normalized inner product between two rows of two distinct Hadamard 
matrices in the set then leads to the same bound on the normalized aperiodic 
correlation (when r = 0) of two codewords in distinct codes of the set. The code 
consisting of the union of all codewords in the set of codes still has the zero 
correlation zone except when r = 0, when the correlation is nonzero but the 
correlation bound is available.
Here it will be shown how to use bent functions and almost bent functions 
and other second order Boolean functions to create these sets of Hadamard 
matrices. Specifically, if the Hadamard matrices are 2m x 2TO then the maximum 
normalized inner product of two rows of distinct matrices will be 2~(m/2 ) (m 
even) or 2-«m~ 1 >/2 > (m odd).
Bent and almost bent functions are {0,1} Boolean functions f(xi,x2 ,...,xm ) 
of m {0,1} Boolean variables. Arrange the set of all values of the vector 
(0:1,0:2, ...,2cm) in binary order ranging from (0,0,0,... ,0) to (1,1,1,...,!). 
These values index the columns of a matrix, and also define a vector
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f = (/(0,0,.. .,0),...,/(!, 1,..., 1)). For a bent or almost bent func­ 
tion fa, and an initial 2m x 2m Hadamard matrix H in Sylvester form, 
the columns of H are multiplied by the values of the {—!,+!} function 
/i(xi,x2 ,... ,xm ) = (-i)/i(*i.*2>-.*"0 to obtain the ith matrix in the set. (Note 
that the nonzero vectors indexing the columns can alternatively be the vector 
representations of the powers of a primitive element a in an appropriate finite 
field. In this way the usual extended cyclic structure of the (0,1) codes involved 
can be seen. Thus, for example, with this extended cyclic structure it can be 
checked that the nonzero codewords of an extended m-sequence give a Hadamard 
matrix under the mapping of the elements g : x H-> (—l)z . Here, however, the 
first vector ordering will be used.)
Extend the definition of g : x \—>• (—l) x to a mapping of vectors: g(f) is 
the vector obtained by mapping the component X{ of f to g(xi). Thus g maps 
{0,1} vectors to {—1, +1} vectors.
The notation can be summarised as follows:
1. / is a {0,1} Boolean function;
2. / is a {—1, +1} Boolean function;
3. f is the vector corresponding to /;
4. g(f ) is the vector corresponding to / .
Definition 11 The Boolean function f of m variables is defined in [29] as bent 
(for m even) if the inner product between g(f) and a row of H has magnitude 
2m/2 and as almost bent (for m odd) if the magnitude of the inner product between 
g(f) and a row of H is at most 2(m+1V2 .
In [29] a formula is given for a set of 2m" L bent function when m is even, which 
then leads to a set of 2"1" 1 Hadamard matrices with maximum correlation 2m/2 
between any pairs of rows of distinct matrices. Similarly, a formula is given 
for a set of 2m almost bent functions when m is odd, which then leads to a 
set of 2m Hadamard matrices with maximum correlation 2'm+1^2 between any 
pairs of rows of distinct matrices. These functions and some examples are given 
below. Note that it is possible to consider the rows of the initial Hadamard 
matrix (converted to a set of {0,1} vectors using g'1 ) as a subcode of a first 
order Reed-Muller code [14]. Similarly, the bent (almost bent) functions, when 
converted to vectors, become words in second order Reed-Muller codes. For m 
even the bent functions also have the property that they correspond to words 
of a Kerdock code [14] and for m odd the almost bent functions correspond to 
words of an extended Gold code [18].
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5.1 Construction using bent functions in the case of m even.
The functions can be computed in Maple 1 using binary arithmetic and 
Maple simplifications. The specific simplifications necessary are:
1. expanding the functions;
2. simplifications modulo the polynomial generating the appropriate finite 
field;
3. simplifications x* = x appropriate to Boolean functions. 
In a finite field GF(2m ) the trace function is defined by
m-l
i=0
The trace function is a linear function (Trm (/?i + 02 ) =Trm (/?i)+Trm (/?2 ) for 
01,02 € GF(2m )) and satisfies Trm (/32 ) =Trm (/3) for all 0 € GF(2m ) [14].
5.1 Construction using bent functions in the 
case of m even.
Let £2 , •--, £m be a basis for GF(2m~ 1 ) and x — Y^=2 x& t>e an expression for an 
element x in terms of this basis. Let a be a primitive element of GF(2m~i ). In 
the examples below £2 = 1, £3 = a, •• •> Cm = a™"2 - Let crl (x) = Trm_i(x) and 
0-2(2?) = £&r2)/2Trm-i01+2i ). Then for any 7 € GF(2m~ 1 } a bent function is 
defined in [29, 25] by
The sets of 2"1" 1 bent functions can be computed as follows.
i) The case m = 4. Here the Galois field GF(2m ~ l ) is constructed using any
irreducible polynomial of degree 3. For the results below a3 + a + 1 = 0 is
1 http://www.maplesoft.com/
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5.1 Construction using bent functions in the case of m even.
selected:
ho = 0
hi — x2 + x3x4 + x3 +
ha = x2x3 + x2 + x3x4
ha2 — X2X3 + X2X4 + X2 + X3X4 + X4
hQ3 = x2x3 + x2x4 + x3
ka4 — X2X4 + X2 + X3X4
has = X2X3 + X4 + XiX2
hQ6 = X2X4 + X3 + X4 +
ii) The case m = 6. Here the Galois field GF(2m~ 1 ) is constructed using any 
irreducible polynomial of degree 5. For the results below a5 + a2 + 1 = 0 is 
selected:
ho =0
+ x6x2 + x2x3 + x2x5 + x5x3 + x± + x3x
X5X3 + X±X5 + X4X2 + X2X3 +^3+ XiX5 + XiX3
x2
L __ „ _i_ „ i ™ ™ -I- T -|_ -7* T1 -U T T -I-'T'T- -U'T'T*
i __ I ! i _j i i i i
/Z*-y4 — "^6«*^5 ~T~ *'*-'3"^6 "T" ^62 "T~ ^S "• "-*4*^2 "T" "^2*^5 I **^4 "T" «i'3"^4 ^r
i _ i^ ! . , • i i i
/1Q6 = X6X2 + X6 + X2Xa + XsX3 + X4X5 + X2 -
har = XQ + X$X2 + X^Xs + X2X3 + X5 + X3X4 + X4X2 + XiXs + XiX3 + XiX4
haa = xeXs + x3xg + Xg + x5 + x4xs + x4 + X2x3
X6X2 + X6 + X4X5 + X2X5 + X3X4 + X5 + X4 + X3 + XiX5 + XiX3
X6X2 + X6 + X3 + X5 + X2 + X4 + X5X3 + X2X3 + X3X4 + XiX3 + XiX4 
+XiX2
X6X5 + X2 + X4X2 + X4 + X5 + X3 + X2X3 + 
X6X2 + X2 + X4X5 + X4 + X3 +
+X2 x5 + x2 + x5 +x3 + x3 x4 
x6x4 + X6 a:2 + x6 + x2 + x2 x3 + x4x5 + x5 x3 + x4 -f
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5.1 Construction using bent functions in the case of m even.
X6X2 + X3 + X5X3 + X4X5 + X3X4 + Z4X2 + £5 
X3X6 + X6X4 + X6X2 + X6 + X2X3 + X3X4 + Xi + X4 + X4X2 + X5X3
= X3X6 + X6 + X2X5 + X5X3 + X2X3 + X5 + X±X2 +X3 + XiX5 + XiX4 
6 + X3X6 + X6X2 + X2 + X2X5 + £4 + X5
+X].X4
x6x4 + x6 + x3x6 + x4 + x2x5 + x5x3 + x3 + x5
+X±X2
Xe + X3 + X2X5 + X$X3 + X5 + X4X2 + X4 + X2
= X6X5 + X3X6 + X6X4 + X6 + X2 + X3 + X4 + X4X5 + X5
ka22 = X6X5 + X3X6 + XQX^ +XQ+ £3X4 + X4 + X2X5 + X4X5 +X5 + X5X3 +
+X3 + X2 + XiX5 + Xi_X3 
ha23 = X6X5 + X3XQ + X&X2 + XQ + X2 + X2X3 + X4 + X3 + X3X4 + X5X3 + X5
+X2X5 + X4X5 + X4X2 + XiX4 + X :X2
X4X2 + X2X5 + X2X3 + X3 + X4 + X5 + X2
X3X6 + XQ + X3 + X5 + X2 + X2X3 + X2X5 + X^X5 + X3X± + X4
x3 + x2 x3 + x3 x<i + x2x5 + x 
x2 + X2x3 + x3 + £4
= xe + XQXS + x±x$ + x2 + x4x2 +
£3X4
There are two alternative ways to consider the construction of the set of 
Hadamard matrices from either of these sets of bent functions. The first is to take 
a 2m x 2m Hadamard matrix in Sylvester form and multiply the zth column of the 
matrix by the value of /t7 (xi, x2 ,..., xm ) corresponding to that column. For each 
distinct choice of 7 a new Hadamard matrix is obtained and the inner product of 
rows of distinct Hadamard matrices has magnitude 2m/' 2 . The second way is to 
consider the first order Reed-Muller code S generated by the Boolean functions 
Xi, x2 ,..., xm . The matrix with the codewords of this code as rows (in a certain 
order) is then the same as the above Hadamard matrix if each element is mapped 
to +1 or —1 by the mapping g : x H-» (— l)x . The other Hadamard matrices are 
obtained in the same way from the translates S + h7 for 7 6 GF(2m~ 1 ).
38
5.2 Construction using almost bent functions in the case of m odd. ______
Theorem 1 [29]. The above construction gives 2m~ 1 Hadamard matrices with 
the inner product of rows of distinct matrices having magnitude 2m/2 .
5.2 Construction using almost bent functions in 
the case of ra odd.
Choose an integer r with m, r relatively prime. Let x = Y^Li xt£i be an expres­ 
sion for an element x of GF(2m ) in terms of a basis £1,..., £m . Let a be a primitive 
element of GF(2m ). In the examples below £1 = 1, £2 = a, .. -, £m = am ~l . Then 
an almost bent function is denned in [25] for any 7 € GF(2m) by
/2,7 (xi, x2 ,..-, xm ) = Trm (7(x 1 ^1 + x2£2 + x3 £3 + ... + zm£m ) 1+2r ) (5.1)
In fact if the nonzero vectors are arranged as the representation (in terms of the 
basis) of powers of a primitive element of the field, the expression (5.1) gives a 
decimated maximal length sequence, as used in the construction of Gold codes. 
The extra position (xi, x2 , -.., xm ) = (0, 0,..., 0) is used to extend the Gold code. 
In a similar way, the functions given by TrTO (7(xi£i + x2£2 + x3£3 + --- + #m£m )) 
would generate a maximal length sequence code if this order of positions is used.
If we take m = 5, r = 2, and construct the Galois field GF(2m ) using 
the irreducible polynomial a5 + a2 + 1 = 0, the almost bent functions can be 
computed (using the same Maple simplifications as previously) as follows:
ho = 0
hi = X3 + X2 + X3X4 + X5 + X2X5 + X2X4 + Xi 
ha = X3 + X2Xi + X3X2 + X2 +X5 + X3X5 + X3X4 + XiX4 
ha2 — X2X5 + X3X4 + X± + X3X2 +X5 +X3 +XiX3 + X3X5 +£1X4 + X2X4 
haz = X3 + Xi + Xj_X4 + X2X4 + X3X5
X3X5 + X3X±
X3X5 + X±+ X3 X 2 
X4 + X2 + X3 X2 + 
_ + X2 Xi + X]_X5 + X2 X4 + X3 + Xt + 0:4X5 + X2
x2 + a;3x2 + z3x4 + XiX3 + x3 + x2x4 
hQ9 = X4 + Xi + XiX5 + x3x2 + x3X5 + £3X4 + x2x4
haia = X3X5 + XiX5 + X2X4 + X2X5 + X3 + X4X5 + X2Xi + Xi
han = X5 + X4 + X2Xi + X3X4 + X3 + Xi + XiX3
ha l3 = X4X5 +X2Xi +X3X5 +XiX4 + X3 +X2 +X3X4 + X2X5
/1Q13 = Xl + X3X5 + X3X4 + X2Xi + X2 + X2X5 + X3X2
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= X$ + XiXg + X3 + X3Xs + X2 Xi + X2X4 + X3X2
— -jC\X^ ~T~ •C'^OC^ ~\~ 3/3»^'4 ~T~ «^2 ~i 372*^4 ~i 3/1X4
= X3 + X2 + X4 + X3X2 + X2X5 + X3X5 + X5 + .
= XiX4 + X2X5 + X4X5 + X5 + XiXg + X2 + Xi + X3X2 + X2X4 + X3X4
= X2OT5 + X2Xi + XiX4 + X2X4 + Xi + X3X2 + X3X5
= X2Xs + Xi + X4X5 + X5 + XiX3 + X3X2
= XiX4 + Xi + X4 + X2Xi + X2X4 + XiX5 + X2 + X5 + X3
= X5 + Xi + X3X4 + X2Xi + XiX4 + XiX3 + XiX5 + X3X2 + X4Xs + X4
— Jj^JU^ \ «*']_"^'3 I' "t/5 ~r jJ]_CL4 i~ 3^4*^5
= X2 Xg + X3 + XiX3 + X5 + XiX4 +
— XiX5 + XiX4 + X4 + X2X5 + X3X4 + X2Xi
= XiX3 + XiXs + X3 + Xi + X2 + X3Xs + X4 + X4Xs
= X3 + X3X2 + X2X5 + X3X4 + X2Xi + X4 + X4X5
= X2X5 + X2X4 + Xs + XiXg + X4 + X3X4 + X3X5 + XiX3 + X4X5
= X2 + X2X5 + X5 + XiX4 + X4X5 + X3X5 + X4
= X3 + XiX4 + XiXs + X3X2 + X4Xs
Again there are two alternative ways to consider the construction of the set of 
Hadamard matrices from this set of almost bent functions. The first is to take a 
2m x 2m Hadamard matrix in Sylvester form and multiply the iih column of the 
matrix by the value of A7 (xi, x2 ,..., xm ) corresponding to that column. For each 
distinct choice of 7 a new Hadamard matrix is obtained and the inner product of 
rows of distinct Hadamard matrices has magnitude at most 2^m+1^2 . The second 
way is to consider the first order Reed-Muller code S generated by the Boolean 
functions Xi, x2 ,..., xm . The matrix with the codewords of this code as rows (in 
a certain order) is then the same as the above Hadamard matrix if each element 
is mapped to +1 or —1 by the mapping g : x >->• (—l) x . The other Hadamard 
matrices are obtained in the same way from the cosets S + h7 for 7 e GF(2m).
Theorem 2 [29]. The above construction gives 2m Hadamard matrices with the 
inner product of rows of distinct matrices having magnitude at most 2(m+1 '/2 .
5.3 A potential security concern and partitions 
of Gold codes
Consider the case where all of the information required to evolve the code of a 
single user becomes known to a third party. Then the Golay pairs and internal
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padding of all users in each generation are known to the third party. If each 
user is only given information on an individual Hadamard matrix row and 
how it evolves, then full information on the codewords of other users is not 
available to the third party. Consider, however, the case where the third party 
has learned all Hadamard matrix rows used by all users during evolution of the 
system. If the number of partitions into Hadamard matrices is sufficiently large, 
then knowledge of one user's Hadamard row gives no information on any other 
user's Hadamard row. However, if the partition of all Hadamard matrix rows 
into Hadamard matrices is unique, then this third party knows the Golay pair, 
internal padding vector and Hadamard matrix row for all users in the current 
generation. The concern remains if the partition can occur in only a small 
number of ways.
For Kerdock codes the definition of bent functions implies that the only 
zero inner products are those between rows of the matrices arising from the 
same bent function. Thus the partition into Hadamard matrices given by the 
bent functions is unique and the security concern is a very real one.
For m odd the almost bent function allows zero inner products between 
rows of distinct matrices. In fact the original partition can be modified to 
create many different Hadamard matrix partitions of the set of rows of the 
original matrices. Thus, in contrast to the case of m even, the security 
concern does not arise for m odd. In the remained of this section the num­ 
ber of partitions of extended Gold codes into Hadamard matrices in the case 
of m odd is determined. A detailed account of this work can also be found in [20].
Here it is particularly convenient to consider the correlation of vectors as 
number of agreements — number of disagreements taken over all positions, as 
this gives a uniform definition for correlation of codewords of {0,1} codes and 
inner products of rows of {+1, —1} matrices.
5.3.1 Properties of the almost bent functions for m odd.
It should be noted from equation (5.1) that (for odd m) the almost bent functions 
are linear functions on 7, i.e. /i7l + /i72 = fo71 +72 - For a Boolean variable xt the 
notation Xi + 1 will be used for xt + 1 mod 2. Then for the functions defined in 
(5.1) (with r = 2) the following properties are easily checked:
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hi (x 1 ,x2 ,x3 ,x4 ,x5 ) = hi(xi + 1, £2,0:3,2:4, £5) + 1
ha (Xi,X2 ,X3 ,X4,X5 ) = ha (xi,X2 + l,X3 ,X4 + l,X5 ) + l
ha2(x i ,X2,x3 ,x4 ,x5 ) ~ ha2(xl ,x2 + I,x3 + 1,3:4 + 1,2:5) + 1
hQ3(xi,x2 ,x3 ,X4,x5 ) = has(xi + I,x2 + 1,0:3, 0:4,0:5) + 1
^(iCl, X2, X3 , ^4,^5) = /lQ4(Xi,X2 + 1,^3 4-1,24 + l,a?5 + l)
/J.Qi 5 (aJl5 #2,0:3 >#4, £5) = /lQ5(xi,iC2 + 1, 0:3,0:4, OT 5 + 1) + 1
ha6(xi,x2 ,x3 ,X4,xs) = has(xi 4-1, £2,0:3 4-1, £4, £5) 4-1
I,x2 + I,x3
hal3(Xi,X2 ,X3 ,X4: ,X5 ) = hais(x! + 1,X2 + 1,X3 ,X4 + l,X5
hau(xi ,X2 ,X3 ,X4: ,X5 ') = hau(xi + l,X2 ,X3 + l,X4,X5 +l)
= hai6(xi,x2 + I,x3 + I,x4 .x5 + 1)
1.x2 + I,x3 + I,:r4
2 .X3 ,X4 + I,X5 + l)
I,x2 + I,i3 ,x4 + I,
i,X2,X3 ,X4,X5 ) = ha24(Xi,X2,X3 + 1,X4 + l,X5 )
i.a:2 ,a:3 , 3:4,0:5) = ha2s(xi + I,x2 + I,x3 + I,x^,
ha2s (xi, x2 ,x3 ,X4,x5 ) = hats (X]_.x2 , x3 + 1,0:4 + 1,0:5 + 1) + 1
= ha 29 (x i: x2 + I,x3 + 1,0:4,075) + 1
= kaw(Xi + 1,X2 . X3 ,X4 + l,X5 + 1) + 1
Observation of the properties in this example leads to the following theorem:
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Theorem 3 Let the expression:
be used to generate the almost bent functions. If r = 2 and m ^ 0 mod 4 then 
for each nonzero 7 in GF(2m ] there exists a nonzero binary vector A such that 
/i7 (x + A) = fo7 (x) +6' with 8' e {0, 1}. If m is odd then 6' — 1 and each nonzero 
value of A occurs for a distinct nonzero value 0/7.
Proof Let A = (81,62,.. .,6n ), x = X 1 ^i + x2^ + x3^3 + -+xm^m e GF(2m ) and 
A = 5i£i + 52 & + o3£s + ... + £m£m € GF(2m), so x and A are representations of x 
and A in terms of the chosen basis. In a field of characteristic 2, (x + y)p = xp + yp 
when p is a power of 2, so (x + y) 1+2r = (x + y)(x2<r + y2 *}- Thus
ft7 (x + A) = Trm (7(x + A) 1+2r ) = TrTO (7(x1+2r + x2' A + xA 2' + A 1+2")
- Trm (7z1+2r ) + Trm (7*2r A) + Trm (7zA2r ) + Trm (7A 1+2r )
Recalling that Trm (/?2r ) =Trm ((3) for all 0 eGF(2m), it can be seen that the 
middle terms disappear if 7:r2r A = (7xA2r ) 2r , i.e 1 = 72r ~ 1 A22r ~ 1 . Then
/i7 (x + A) = /i7 (x) + 5' with 6' e {0, 1).
For r = 2 and m ^ 0 mod 4, 2m = 2, 3, or 4 mod 5 and there is a solution of 
73 A 15 = 1 for each nonzero value of 7. There are three cases:
1. 2m = 5t + 2, 75£+1 = 1 and A = 7 * is a solution.
2. 2m = 5t + 3, 715(+6 = 1 and A = 73t+1 is a solution.
3. 2m = 5t + 4, 7lot+6 = 1 and A = 72t+1 is a solution.
If m is odd then 2m - 1 ^ 0 mod 3. Let A = aj and 73 = A" 15 = a^2m -^ x oT 15j '. 
Thus i = 0 or i is divisible by 3 and the solution 7 = A~5 is unique. Thus 
each distinct vector A corresponds to a unique almost bent function /i7 . Also. 
5' = Trm (7A5 ) = Trm (l). For m odd Trm (l) = 1 so 6' = I.
There is a possibility that conditions other than 1 = 72"- 1 A22r ~ 1 could 
lead to different sets of vectors A with this property. However, in this chapter we 
are concerned with lower bounds, and so this possibility need not be considered.
43
5.3 A potential security concern and partitions of Gold codes
5.3.2 Partitions into Hadamard matrices
The partition into Hadamard matrices is obtained from a subcode of a first 
order Reed-Muller code and its cosets (obtained by adding the codewords 
corresponding to the almost bent functions) in the Gold code. The parti­ 
tion of the extended {0, 1} Gold code obtained can then be mapped to a 
partition into {+!,—!} Hadamard matrices by the mapping g : x i-> (— l) z . 
Because of the definition of the inner product of rows of the matrix as 
number of agreements — number of disagreements taken over all positions, it 
is sufficient to work with the {0, 1} codewords.
Let S be the subcode of the first order Reed-Muller code, generated by 
the linear Boolean functions 4>i(xi, £2 , ..., xm ) = xx , ^2 (xi, x2 , . . . , xm ) = 
Xi-, • • . , 4>m (xi,X2, • • • , xm ] = xm evaluated (using the vectors indexing the 
positions) to give codewords. Let h7 be the codeword corresponding to the 
almost bent function fo7 , evaluated in the same way. The union of cosets 
U7e GF(2m )('S' + /J"y) of the {0,1} code then corresponds to the initial partition 
into {+!,—!} Hadamard matrices.
Now consider the two cosets K' — S + /i7l and K" — S + /i72 . From 
equation (5.1) and the linearity of the trace function, the bent functions are 
linear on 7 and /i71 + /i72 = ft.73 where 71+72 = 73. Consider the vector 
A = (5i, 62 , • • • , Sm ) corresponding to /i73 . Let K\ be the subcode of S generated 
by the linear Boolean functions Y^tLi ^ixi which satisfy Y^iLi $*& = 0- Also, 
let K2 be the coset of KI for which the functions satisfy X^i^M* = !• Then 
S = KL U K2 , K' = (Ki U K2 ) + h7l , K" = (Ki\jK2 ) + A72 and the initial par­ 
tition can be written (J^GF(2m )((KiLi K2 ) + ̂ 7). Define also S' = (KiUK2 ) + h~t3 .
Let ci e S, c2 € S", c3 = Ci + /i7l € K', c4 = c2 + fc7l € K". Denote 
by j4(ci, C2 ) the number of positions for which GI and c2 agree and by D(CI, c2 ) 
the number of positions for which Ci and c2 disagree. Then as Cs = Ci +hjl E K', 
c4 = c2 + h7l € K", C 1 ,c2 ,c3 ,c4 satisfy A(ci,c2 ) - D(ci,c2 ) = 0 if and only if 
A(ca , c4 ) — D(c3, c4 ) = 0. Thus if it can be shown that S, S' lead to two different 
(sets of codewords which map to) Hadamard matrices then K', K" lead to two 
different (sets of codewords which map to) Hadamard matrices. For each vector 
A create a partition {P, P} of the positions such that (xi,x2 ,...,xm ) £ P if 
and only if (x\ + 6i,x2 + S2 , . . . , xm + 5m ) £ P-
Starting from S and S' create two sets of codewords L = K± U (Ki + h^3 ) and 
L' = KI U (K-i + hJ3 ). This will be referred to as a switching operation and is 
illustrated in figure 5.1. Consider the first of these sets. For two codewords c 
and c' both in KI or both in (Ki + hj3 ), A(c, c') - D(c, c') = 0 follows from the
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Figure 5.1: Illustration of the switching operation.
definition of S. Thus it is only necessary to consider c e KI and c' £ K\ + /*73 . If 
c 6 KI corresponds to the function X^i faxi then ^ZHi Hi(xi + &i) has the same 
value as E^i to**- For c', ££1 ̂ fo + 50 + /i73 (x + A) = £™ : K^ + k» (x) + 1 
follows from theorem 3. Thus an agreement of these two codewords c, c' 
on a position within the set P gives a disagreement on the corresponding 
position of P and a disagreement on a position in P gives an agreement^ on 
the corresponding position of P. Considering all the positions of P U P it 
follows that A(c,c') — D(c,c') — 0. A similar argument deals with the case 
L' = KI U (K7 + ft73 ). Thus L and L' both map to Hadamard matrices and 
in general (K: + A71 ) U (K± + ^72 ) and (Kz + h^) U (K2 + ^72 ) both map to 
Hadamard matrices.
Construct a complete graph G with 2m vertices corresponding to cosets 
(Ki U Kz ) + hj. Consider each (not necessarily perfect) matching of G, consisting 
of a set of edges for which no pair are incident with the same vertex. For such 
a matching, with between 1 and 2"1" 1 edges, a new partition into Hadamard
45
5.3 A potential security concern and partitions of Gold codes _______
matrices is obtained as indicated above. Each edge of the matching gives a 
pair of almost bent functions and from their sum an almost bent function 
corresponding to the edge is obtained. This almost bent function gives unique 
values of A and 6', which show how to split the cosets into halves and pair the 
halves. The number of partitions obtained by the above method is the number 
of matchings in G. There are
(2u - 1)!! = (2u - 1)(2M - 3)(2« - 5) . . . 5.3.1 = ( 
perfect matchings in a complete graph K2u with 2u vertices.
In general, for a complete graph with n vertices containing a matching 
with u edges, we can select the vertices incident with edges of the matching in 
(2!) wavs- F°r tne complete graph K2u induced by these vertices, the perfect 
matching can be selected in , f"^-! ways. Thus the total number of partitions 
(including the original partition) obtained by the above method is
For m = 5 this number is 22481059424730751232. Thus we have the following 
theorem.
Theorem 4 If m is odd and r = 2, the number of distinct partitions into 
Hadamard matrices obtained using the initial partition into Hadamard matrices 
given by the almost bent functions is at least
I II — 1 <J-~ i '
u=l
Clique search has revealed another type of partition. Each Hadamard matrix in 
this type consists of exactly one row of each Hadamard matrix of the original 
partition. The way that such partitions arise will now be described.
Let r = 2 and consider first the case m — 5. For each 7 e GF(2m ) the 
functions
H~(XI,x%, ...,xm ) = Trm ((aJ 7 + a2^8 )x) + h^(xi,xt, ...,xm ) (5-2)
(j e {0, ...,2m — 2}), together with the function H^(XI,XZ , ...,xm ) = 
h-,(xi,X2, ...,xm ), form a set of 2m functions. For fixed j these functions 
H7 (xi,x2 , ...,xm) are linear on 7. By choosing distinct values of 7, one codeword 
Hj(xi,X2, ..-, xm ] is chosen from each coset of 5, as the first term in (5.2) gives first
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order Boolean functions. Linearity follows from 7^ +72' = (7i+72 ) 2< and the lin­ 
earity of the trace function [14]. If H^(XI, x2 , ...,xm ) = hj (xi,x2 , ...,xm ) it has al­ 
ready been shown that for 7A5 = 1, #7 (x + A) = #7 (x) + l. If H-f '(x 1 ,x2 , ...,xm ) 
is as given in (5.2) then #T (x + A) = #7 (x) + Trm ((ar>7 + a^VJA) + 1. But 
for m = 5 the general condition 76 A30 = 1 implies A = 76 and so Trm ((a:'7 + 
a2'78 )A) = Trm ((^7)A) + Trm ((a2J 78 )A) = Trm(<*V) + Trm (a2^14 ) = 0 as 
Trm (/3) - Trm (/32 ) for all 0 € GF(2m), i.e.
= 0.
Thus #7 (x + A) = HT(X) + 1 in the general case. The result that 
A(H^ (xi,x2 , — , £m), H^2 (xi,X2, -.., xm))-D(H^ (xi,x2 , ..., zm), #72(0:1, x2 , ..., xm ) 
is zero follows in the same way as previously. Thus the set of codewords 
H~r (xi,X2,...,xm ) for 7 e GF(2m ) forms a subspace corresponding to a 
Hadamard matrix. This subspace and its cosets in the extended Gold code 
map to a new partition into Hadamard matrices, with exactly one row of each 
Hadamard matrix chosen from each of the original Hadamard matrices. In the 
case m = 5, r = 2 there are 2m such subspaces and therefore 2m such Hadamard 
matrix partitions. Thus for m = 5 the number of partitions counted becomes
(u -
^
In the case m = 5 the 31 values {0,1,..., 30} for j together with the case given by 
Hj(x.) = /i7 (x) explain precisely the 32 cases of the "one row of each Hadamard 
matrix" type observed by clique search. However, the precise structure may be 
different for different (odd) values of m. Observing the first term of equation 
(5.2) and noting the requirement for linearity, pairs of values of 72'A, 72*A are 
required in the same cyclotomic coset (i.e. so that 72 A = (72*A) 2*).
The case m = 3
Here 77 — A7 = 1 and so 7A5 = 1 implies A = 74 . The cyclotomic cosets are:
7( A€{7,72 ,74 }soVe{74 ,75 ,l}
VA € {75 ,73 ,76 } so 7' e {7,76 ,72 }-
Thus the only possibility which gives the necessary linearity is to use 72 and 7 
for 7' (corresponding to the second cyclotomic coset). Note that the choice 7 and 
72 gives the same result. If the zero function is included, this gives a set of 2m 
functions
Trro ((oV + a2^7)*)
giving H^(xi,X2,..-,xm ) = hj (xi ,x2 ,...,xm ) and
H7 (xi,x2 ,...,xm ) = Trm ((ajj2 + a2j 'j)x) + hrr (x 1 ,X2,...,xm ) (5.4) 
and the number of partitions obtained is again given by (5.3).
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The case m = 5 (to check completeness)
Here 731 = A31 = 1 and so 7A5 = 1 implies A = 76 . The cyclotomic cosets are:
VA € {77 ,714 ,728 ,725 ,719 }; V € { 7,78 , 722 ,719 , 713 }
VA € (78 , 716 , 7,72 , 74 }; 7< € {72 , 7 10 , 726 , 727 , 729 }
VA € {79 ,718 ,75 ,710 ,72°}; 7' € {73 , V2 , 73°, 74 ,714 }
VA € {7U ,722 ,713 ,726 ,721 }; V € {75 , 716 , 77 , 72°,715 }
VA 6 {712 ,724 , 71T , 73 , 76 }; 7< € {76 , 718 , 711 ,728 ,1}
7'A € {V5 ,73°,729 ,727 ,723 }; V € {79 , 724 , 723 ,721 ,717 }
It can be seen that the use of 7 and 78 for jl (as in (5.2)) is the only possibility.
The case m = 7
Here 7127 = A 127 = 1 and so 7A5 = I implies A = 776 . The cyclotomic cosets are:
VA € {V, 72 , 74 , 78 ,716 , 732 , 764 }; V 6 {752 ,753 , 755 ,759 , 767 , 783 ,7115 }
VA € {79 ,718 ,736 ,772 ,717 ,734 ,768 }; V € { T6°, 769 , 787 , 7123 : 768 ,785 ,7119 }
VA € { 777 , 72? , 754 ,7108 ,789 , 751 , 7102 }; V 6 {7,7?8 , 7 105 , 732 , 713 , 7102 , 726 }
VA e {778 ,729 ,758 , 7116 , 7 105 ,783 ,739 }; V € {72 , 78°, 7109 ,74°, 729 , 7? , 79°}
VA € {779 ,731 , 762 , 7124 , 7121 , 7 115 , 7103 }; V € {73 ,782 , 7113 ,748 , 745 , 739 ,727 }
VA e {78°,733 ,766 ,75 ,710 ,72°,740 }; V € {74 , 784 ,7117 , 756 , 761 , 771 ,791 }
VA € {781 ,735 ,77°,713 ,726 ,752 ,7104 }; V € {75 ,786 ,7m , 764 ,777 , 7103 , 728 }
VA € {782 , 737 ,774 , 72\ 742 ,784 ,741 }; V € {76 ,788 , 7125 ,772 , 793 , 78 ,792 }
VA G {785 , 743 ,786 , 745 , 79°, 753 , 7106 }; 7r e {79 ,794 , 710 , 7% ; 7 14 , V°4 , 73°}
VA € {787 , 74? , 794 ,761 , V22 = 7 117 ,7107 }; V e {7U , 798 , 718 ,7112 , 746 ,741 , 731 }
VA e {788 ,749 ! 798 ,769 ,7U ,722 ,744 }; V € {V2 ,7100 , 722 , 7 12°,762 , 7?3 , 795 }
VA e { 791 , 755 , 7n°, 793 , 759 ; 7118 , V09 }; V e { 715 , 7106 , 734 ,717 ,7U°, 742 , 733 }
VA G {795 , 763 , 7126 ,7125 , 7 123 , V19 , 7111 }; V e {7 19 , V14 ,75°, 749 , 747 ,743 ,735 }
VA E {796 ,765 , 73 , 76 , 712 , 724 ,748 }; 7( e {72°, 7116 ,754 , 757 , 763 ,775 , 7"}
VA e {797 ,767 ,7? , 714 , 728 , 756 , 7112 }; V € (721 , 7118 ,758 , 765 , 779 , V°7 ,736 }
VA € {7" J 771 ,715 ,730 ,760 ,7120 ,7113 }; V e {723 , V22 , 766 , 781 , 7111 , 744 , 737 }
VA € {7100 , 773 , 7 19 , 738 , 776 , 725 , 75°}; ^ 6 (724 ,7124 , 770 ,789 ,1,7?6 ,7101 }
€ {7101 ,775 ,723 ,746 ,792 ,757 ,7114 }; V € {725 ,7126 , 7?4 , 797 , 7 16 , 7 108 , 738 }
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Thus the only possibility is to use 7 and 732 for 7' (corresponding to the third 
cyclotomic coset). This gives a set of 2m functions for each 7, consisting of 
i,x2 , ...,xm ) and (for the 2m — 1 choices of j)
2 ,...,xm ) (5.5) 
and again the number of partitions is counted by (5.2).
It is unclear whether there will always be an appropriate choice of 72' 
and 72 for odd m > 9, or whether there may be more than one choice.
Of course there could be other partitions into Hadamard matrices obtained by 
less regular methods, but clique searches have not revealed any.
Theorem 5Ifr = 2 and m is 3,5 or 7 then the number of distinct partitions into 
Hadamard matrices obtained using the initial partition into Hadamard matrices 
given by the almost bent functions is at least
1 +
5.4 The case of m = 2 mod 4
Gold codes exist whenever m is odd or m = 2 mod 4 [18]. In the case m = 
2 mod 4 there are still 2TO second order Boolean functions constructed using
2 , ..., Xm) = Trm (7x5 ) (5.6)
but the peak inner product (peak aperiodic correlation with r = 0) is 2 (- 
so they can no longer be referred to as almost bent functions. Although the 
correlation is double that for a Kerdock code (for which it is 2m/2 ), the normalized 
value does not exceed 0.25 for m > 6. Given the potential advantage from the 
security viewpoint of not having a unique partition into Hadamard matrices, it 
seems preferable to use the Gold code for m = 2 mod 4 as well. The analysis 
is much the same as in section 5.3.1 with two exceptions. Firstly, when m = 
2 mod 4, it can be observed from the proof of theorem 3 that there is no longer 
a bijection between the set of nonzero values of A and the set of nonzero values 
of 7. As 2m — 1 = 0 mod 3 the field has cube roots of unity 1, u = c^ 2 "1 " 1)/3 , 
aj2 = Q,2(2--i)/3 ) and 73 Ais _ l has soiutions 7 = A~5 , j = wA~5 and 7 = w2 A~5 . 
However, a vector A still exists for each nonzero value of 7. which allows switching 
to take place. Secondly, it can be observed that whereas 6' = 1 for m odd in 
the proof of theorem 3, in this case 5' = 0 for 7 = A~ 5 as Trm (l) = 0 for m 
even. When 6' = 0 for a particular value of 7 it is necessary in section 5.3.2 to 
replace L = K1 U(Kl + h^} and L' = K2 \J (K2 + /i73 ) by L = Id U (K2 +
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h73 ) and L' = K2 U (Kj_ + /*73 ). With this change, agreements on P will still 
correspond to disagreements on the corresponding value of P (and vice versa) 
and the argument works as before. The argument used to generate a partition 
into Hadamard matrices with each Hadamard matrix consisting of exactly one 
row of each Hadamard matrix of the original partition no longer works when 
5' = 0 for some values of 7. However, the subcode given by vectors h-, is an 
(extended) 5th decimation of an m-sequence and so is an (extended) m-sequence 
[18]. Thus it and its cosets in the (extended) Gold code correspond to a partition 
into Hadamard matrices. Incomplete clique searches have failed to reveal any 
other partitions of this type, so in this case a lower bound is:
5.5 The case of m = 0 mod 4
Ideally a code with similar properties to a Gold code (which does not exist in 
this case) should be used here in preference to the Kerdock code. Candidates 
include the Gold-like codes described in [18]. These are again constructed from a 
maximal length sequence and a qth decimation of a maximal length sequence and 
it is required that gcd(q,2m - 1)= 3. Note that in this case 2m - I = 0 mod 3 
and gcd(l + 2L(m+2)/2J,2m - 1)= 3. Then the second order Boolean functions are 
obtained as:
feL 0\(5.8)
Theorem 6 [18]. The above construction gives 2m second order Boolean func­ 
tions leading to 2m Hadamard matrices, with the inner product of rows of distinct 
matrices having values 0, -2L(™+2)/2J 2^m+W , 2™/2 , -2m/2 .
Following section 5.3.1 and attempting to solve the equation 
<yA( 1+2L(m+2)/2J ) = 1 it can be observed that a (unique) solution for A exists if and 
only if 7 is of the form a3-3 for a primitive element a of the field.
Again it can be seen that 6' = 0, and it is necessary in section 5.3.2 to 
replace L = Ki\J (Kv + A73 ) and L' = K2 U (K2 + Lra )byL = Ki\J (K2 + h^) 
and L' = K2 U (Ki + A73 ). The same graph can be constructed as in the m 
odd case, but only one third of the edges (those corresponding to functions 
hQ3i(x i ,X2,..-,xm )) allow switching and can be included in the matching. This 
make it hard to envisage a single formula for the number of matchings.
In the case m = 4 (which is probably the case of most interest here), the 
number of Hadamard matrices that can be obtained by switching in this way is 
easily counted as (16 x 5 x 2)/2 = 80 in addition to the original 16 Hadamard
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matrices. However, for each switching of 8 rows of one matrix with 8 rows of 
another, there are 4 switchings consisting of 12 rows of one and 4 rows of the 
other, giving 5 times the number of switchings. Then the number of possible 
matrices is 416.
The maximum modulus of the normalized inner product is 0.5 in the case 
m = 4, which is unsatisfactory in terms of the correlation criterion. However, for 
each possible Hadamard matrix row only 20 of the 255 other Hadamard matrix 




Random methods of evolving internal padding were presented in chapter 3. 
A better method would work along the lines of chapters 4 and 5. A set of 
permutations of internal padding lengths should be found so that correlations 
between generations do not exceed a given threshold.
The components of the internal padding vector are denned by the number 
Li of zeros inserted between consecutive components of Golay pairs in an LS 
code. The vector is denoted (Li, L%, ..., Lp_i). It is not feasible to consider all 
possible permutations of the internal paddings lengths. If all the paddings are 
of different lengths, then the number of distinct vectors is (p — 1)! . If two or 
more of the Lj are equal in length, there are fewer different arrangements of the 
paddings: Let one ordering of the internal padding lengths be
(Li, Z<2, •-•; ^p-l) — O71!) 'Tl lj TTll) ^2i 7^2; •••) mqi ••••> mq)-
ri T2 Tq
where
i"i + r? + ... + rq =p— 1
Then the number of distinct codes obtained by varying the internal padding is
(P ~ !)•'
In our typical case the padding length vector is
P = (0,0,0,0,1,1,1,1,2, 2, 2, 2,3,3, 3,3,4,4,4,4,5,5,5, 5, 6, 6,6,6, 7, 7, 7)
and the total number of permutations is 298, 807,728,716, 735,988, 750,000. A 
sequential (greedy) method for generating a set of compatible internal padding 




Initialise a Hadamard matrix
Initialise a Golay pair and mate
Initialise a choice of TT vector
Create an empty IP list of length a
Initialise a seed permutation of the internal padding vector P
Append P to IP list
Initialise the number of iterations i
For iterations from 1 to i do
Generate a new permutation of P randomly;
If P has normalized aperiodic correlation < a with all internal padding
vectors in the IP list then 
Append P to IP list;
End if 
End for
A fixed Golay pair, Hadamard matrix and TT vector are selected. A permutation 
of P is then selected as a seed permutation to create an LS code. A new 
permutation of P is generated randomly and a new LS code is created with 
P replaced by this new permutation of P. The peak normalized aperiodic 
cross-correlation between all single codewords from the first code and the 
corresponding codewords (using the same Hadamard matrix row) from the 
second are found and the maximum is recorded. If the maximum is less than 
or equal to a threshold a then the new permutation of P is accepted for the 
second generation. If the maximum is greater than a a new internal padding 
permutation is created and the previous one discarded. This process of accepting 
and rejecting is repeated for a set number of iterations and the correlation 
of the code obtained is checked with every previous code obtained from an 
accepted permutation of P. The total number of codes that work together 
(generations) can then be calculated. Results can be seen in table 6.1 for a case 
when TT = (0,1,1, 0, 0,1,1, 0,... 1,1, 0). The results are quite satisfactory. With 
a correlation threshold of a = 0.25, more than 900 distinct permutations are 
possible. Even when the number of vectors is the same in two distinct cases, the 
actual vectors are not identical.
In table 6.2 the computations are repeated using a vector TT = (1,1...., 1,1). 
This ensures that the number of coincidences of Golay pairs does not exceed a 
specified value v. This suggests another method of generating sets of compatible 
internal padding vectors by monitoring the number of exact coincidences. This 















































Table 6.1: The number of evolutions generated using a greedy algorithm with a 
random internal padding generator, using three different seed permutations of P 



































Table 6.2: The number of evolutions generated using a greedy algorithm 




Development of a bounding 
theorem
Recall the notation from section 1.7 of chapter 1. In this work it is required to 
construct a very long sequence P of generations of the code such that for any 
user u and distinct generations <fc and QJ\
\ Qxu (9i )xu (gj }\ ^ X
where x is a chosen bound for the normalized aperiodic correlation.
Suppose the Golay pairs and the permutation of the internal padding lengths are 
fixed, but we allow gt and gj to be constructed with different Hadamard matrices 
(and perhaps different columns of a Latin square). It may then be possible to 
show that for some xi (independent of the actual choices of the permutation of 
internal padding lengths and Golay pairs):
Similarly, suppose the Hadamard matrices and the permutation of the internal 
padding lengths are fixed, but we allow gt and gj to be constructed with different 
Golay pairs. It may be possible to show that for some ^2 (independent of the 
actual choices of the permutation of internal padding lengths and Hadamard 
matrix rows):
I<U^)I ^ *2.
Finally, suppose the Hadamard matrices and the Golay pairs are fixed, but we 
allow gi and QJ to be constructed with different permutations of the internal 
padding lengths. It may be possible to show that for some xs (independent of 
the actual choices of the Hadamard matrix rows and Golay pairs):
I^CffiKte-)' - X3 ' 
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The aim of the bounding theorem is to find x = F(xi,Xz,Xs) such that if all 
three components of the construction are varied (different Hadamard matrices, 
different Golay pairs and different permutation of the internal padding lengths, 
then
oO) <
It would be ideal to find a function F similar to F(xi,X2,Xs) = XiXzXs but 
such an aspiration is far too optimistic. In this chapter a bounding theorem 
will be proved with F(XI, Xz, Xs) = max{Xi) Xz, Xz}- Even to achieve this result, 
considerable care must be taken with the way that Xi,Xz and Xs are computed.
7.1 Definition of
Let p = 2m and consider the 22 ^^~: different p x p Hadamard matrices con­ 
structed using bent, almost bent or other second order Boolean functions as in 
sections 5.1, 5.2, 5.4 and 5.5. Let r^*' represent row j of the ith matrix:
i =
Let B = 2L?J/2m (when a Kerdock code is used to define the Hadamard 
matrices), B = 2L 2S2liJ/2m (when a Gold code with m odd is used to define the 
Hadamard matrices) or B = 2L m2 J/2m (when a Gold code with m = 2 mod 4 or 
a Gold-like code with m = 0 mod 4 is used to define the Hadamard matrices).
The results of chapter 5 then imply that for 
i,j € {1, 2,..., 2 2 ^f I- 1 } and s,t € {1, 2,... ,p}:
ft(a) ff)\ <* R n -f- i" V/ C -f-tj ft) fj\ l^/ _^ ^; ^ T^ J1 V 6, t. 
r s rt
where 0^1 (0 (0) = C^l ( 0 (0)/C' (")) (0 (0) is the normalized aperiodic cross- 
correlation between rows when r = 0 (i.e. the inner product of rows, scaled 
between 0 and 1). Use each Hadamard matrix Hi with fixed padding, a fixed 
Golay pair and fixed vectors ?r and TT* to construct an LS code. We obtain a 
matrix with 2p rows:
^Zp J
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where row x^l) is the jth codeword in the LS code. For this code
Q (% (o(r) <Xo,s^ - rmax < T < r
O> m (rJ < max {Xo , Bj , t ^ j, -
xs xt
where xo is a bound for the maximum normalized aperiodic correlation of 
the code within the correlation window. Specifically, suppose that the actual 
set of internal padding lengths {Li,L2 ,L3 , ...,Lp^i) is given, but not their 
arrangement. Also, let mp denote the maximum number of times any internal 
padding length is repeated. Then if we take xo — ™-p /p, the upper bound for 
the correlation given by xo 1S independent of the choice of Golay pair (and its 
mate), independent of TT and is also independent of the actual arrangement of 
internal padding lengths used. The value of Xo can be improved if transitions 
and non-transitions in TT are taken into account, but this seems unnecessary here 
as xo is usually much less than B.
Let Xi — rnax {Xo;-S}: then we have seen that Pafa u) (r) < Xi f°r &U 
s, i, j, i 7^ 3 and —Tmax < T < rmax . The value of Xi observed gives a 
satisfactory correlation criterion between generations when m > 5.
7.2 Definition of X2 as x^, X?\ or x < 3) .
Consider the compatible sets of pairs (C0 , So), (C7l5 Si) (i.e Golay pair, Golay pair 
mate) found in chapter 4. Suppose that there are 77 pairs in a set. and denote 
them:
GJ, j€{I,2,...,ri}.
Let Hi be a Hadamard matrix constructed using bent or almost bent functions 
as in chapter 5. Let xu (Gj, Hi) be a row of a LS code constructed using Gj and 
Hi for fixed internal padding lengths and vector TT. Then the properties of LS 
codes combined with the results of chapter 4 show that for some fixed Hadamard 
matrix #$:
^(Gj-.ffOx^Gfc.ffi)^) < X2 > J / fc : ~ Tmax <T < Tmax
with x^ = ° where a is the correlation threshold. For example, N = 16, 
// = 1024 and a = 0.274 a clique of size 22 was obtained in table 4.2. The 
result can be generalised to show that the clique of size 22 gives a bound 
X^ = 0.277 for any of the Hadamard matrices constructed using almost bent 
functions with TT = (0,1,1,0,0,1,1,..., 1,1, 0) and internal padding vector 
(0,0, 0,0,1,1,1,1, 2, 2, 2, 2,3,3, 3,3,4,4,4,4,5, 5, 5,5,6,6,6, 6, 7, 7, 7). Thus for 
one permutation of internal padding, ^2 nas ^een made independent of the
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choice of Hadamard matrix. It is considerably more challenging to show that x^ 
can be made independent of the choice of permutation of the internal padding 
lengths, and this computation has not been attempted.
A slightly different bound Xz might be computed, showing
- T
A computation with different matrices from the same set of Hadamard matrices, 
same TT vector, same internal padding vector and the clique of size 22 gives 
X<2) = 0.3125.
Suppose that the type of clique computation in chapter 4 is repeated for 
the Golay pairs (and mates) alone. Specifically, a vertex Vi is in the graph for 
each Golay pair d and its mate G\. An edge (vjVk) is present if the following two 
conditions are satisfied. Firstly, the maximum normalized aperiodic correlation 
between the two Golay pairs Gj,Gk , the two Golay pair mates G'j,G'k and both 
pair/mate combinations Gj,G'k and G'^Gk are at most some chosen value X2 3
^lGk (r)<X?\ J*k, -N<r<N,
0GlG>k (T) < X(? , j*k, -N<r<N,
0($,Gk (T)<X?\ J^k, -N<r<N,
0($,G,k (T) < X?\ J^k, -N<r<N.
Secondly, if a Golay pair overlaps partially with two other Golay pairs (as seen 
in figure 7.1) the maximum sum of modulus of normalized aperiodic correlations 
for all combinations of the two Golay pairs Gj, Gk and the two Golay pair mates
/Q\
G'j, G'k are at most Xz , i- e -
for j ^ k, l<Ti<N- 1, -(N - 1) < r2 < -1, T! - r2 > N,
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C Gk / C Gk, cGk / cGk,
CGj / CGi ,
Figure 7.1: A diagram showing how the clique search calculates any double over­ 
laps of Golay pairs. A Golay pair component in the second codeword may overlap 
partially with two Golay pair components in the first codeword, possibly separated 
by some internal padding.
The maximum clique in this modified graph is then computed. The results 
are shown in table 7.1. For TV = 16, only a clique of size 1 is obtained for/o\ /o\
X\' — a = 0.25. A clique of size 2 is obtained for x\ = 0.3125 and a clique 
of size 5 is obtained for x\ = 0.375. Note that if one of these cliques is used, 
the correlation bound applies to the two generations of LS code, whatever the 
Hadamard matrix, internal padding vector or TT vector (even if the Hadamard 
















Table 7.1: The clique size for various thresholds o of peak normalized aperiodic 
cross-correlation using the double overlap clique search for Golay pairs. N is the 
length of the Golay pair.
This third definition appears to lead to the simplest proof of a bounding theorem 
so, although either the number of different Golay pairs is limited or x¥ is 
somewhat larger than is desirable, xi = Xz wi^ De taken.
If any change of Golay pair is to guarantee correlations of at most CT, the 
new clique search method shown in this chapter must be used. The number of 
Golay pairs is drastically reduced from the results in chapter 4. To guarantee 
normalized correlation of no more than 0.25 using changes of Golay pairs alone
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the clique size reduces from 8 to 1, giving no evolution of the Golay pairs at this 
threshold. More practically, if the internal padding vector is forced to change to 
guarantee satisfactory correlation, the results suggest a sensible choice is to use 
the clique of 5 Golay pairs. In chapter 4 a similarly sensible decision to use the 
clique of 22 Golay pairs was proposed. The clique of size 5 found here will be 
evaluated in chapter 10.
7.3 Definition of a as or
Consider the permutations of internal padding lengths generated sequentially in 
chapter 6. Suppose that there are Q of them, and denote them:
Pk , ke{l,2,...,0}.
Let Hi be a Hadamard matrix constructed using bent or almost bent functions 
as in chapter 5. Let xu (Pk ,Hi) be a row of a LS code constructed using Pk and 
Hi for a fixed Golay pair and fixed vector TV. Then the properties of LS codes 
combined with the results of chapters 5 and 6 show that:
^yLu (Pk ,Hi }yiu (Pz ,Hi)(T^ — Xs ) & 7^ z i ~ rmax < T < Tmax .
where Xs is the correlation threshold used in the sequential generation. It 
remains to be shown that x^ IS independent of TT and of the Golay pair and 
Hadamard matrix used.
An alternative approach is to let IPC be the maximum number of permu­ 
tations of internal paddings possible such that for any pair of permutations there 
are at most c coincidences. A coincidence occurs when a Golay pair in the code 
with the first internal padding permutation is precisely aligned with a Golay 
pair in the code with the second internal padding permutation (i.e. with T = Q). 
Note that it is not necessary that these two pairs correspond to the same column 
of the Hadamard matrix. Let the Hadamard matrix be a p x p matrix and define 
xf) = c/p. Then for any fixed Golay pair and Hadamard matrix:
as non-coincident Golay pairs contribute nothing to the aperiodic correlation. 
Clearly %g2) is independent of the Hadamard matrix and Golay pair chosen. 
Computations similar to those in Chapter 6 show that if p = 32 then IP8 > 378. 
IPio > 1133 and IPi2 > 3004.
This second definition appears to lead to the simplest proof of a bounding 




7.4.1 Use of Latin squares to increase the number of gen­ 
erations
In this section the notation of section 7.1 will be used. Now for each code d 
consider a 1p x 2p Latin square; let P^ be the identity permutation on column 1 
of the Latin square and for j = 2, 3 . . . , 2p , let P^ be the permutation of column 
1 of the Latin square that gives column j. Then the 2p x 2 2 rfl- 1 generations of 
code
PjVi), P^Cd), P3(1) (Ci), . . . , Pi1^), P<2) (<72 ), . . . , P2(p2) (C2 ), . . .
have the property that for i,j e {1, 2, . . . 2p x 22rTl- 1 } and all s e 1. 2, ... 2p, 
0 (°o o) (T) < max {xo, -B} = Xi, * ^ J, ~ ^max < r < rmax .
As for relevant codes xo < B and B itself can give a satisfactory correla­ 
tion criterion, this hybrid of the Latin square construction with a suitable 
Hadamard matrix construction from chapter 5 gives 2p x 22 T?1~ 1 generations 
with satisfactory correlation.
7.4.2 A bounding theorem
Theorem 7 Suppose that a set of generations of LS codes is created with a hybrid 
method by using all combinations of
1. sets of codes obtained using all Hadamard matrices constructed by bent or 
almost bent functions and Latin squares, with maximum normalized aperi­ 
odic correlation Xi,
2. the clique of Golay pairs generated using X2 = Xz ,
3. the set of IPC internal padding permutations giving xs = c/p.
Then the normalized aperiodic correlation for any two codewords x^, x, from 
distinct generations <?j and gj satisfies
Q( m (» (T) < max{Xl> X2, X3>, « / j, ~ Tmax < T < Tmax .
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Proof If two codes are created using distinct Golay pairs then
— rmax < T < Tmax .
Then attention can be restricted to codes generated by the same Golay pair. The 
normalized aperiodic correlation for any two codewords x! , x« from distinct 
internal padding permutations from the set of IPC permutations satisfies
(t) C?) v / — A.3 5 ^ f^ ji ^max ^- ' ^ 'max* x^ xs
Restricting attention to codes generated by the same Golay pair and the same 
permutation of internal padding lengths gives:
Xs Xs




In this chapter methods that enable the LS code to evolve are presented. These 
methods repeatedly change the code from one of the options identified in previous 
chapters to another option.
8.1 Pseudo-code and algorithms
This section contains pseudo-code of the key mechanisms used for evolution. 
In the first two mechanisms a measure of aperiodic correlation for two different 
internal padding vectors is referred to. This measure is the number of coincidences 
of Golay pair components. Coincidences occur when a Golay pair component of 
a codeword shifts exactly on to the next component of the other codeword. If 
there are at most c coincidences then the aperiodic correlation of the codewords 
is at most %3 = 2cN.
Mechanism 1
Initialise x Hadamard matrices (Had[x]) ; all pairs with scaled inner product < xi 
Initialise y Golay pairs and their mates (Golay[y]), all pairs with normalized
aperiodic correlation < xi 
Initialise z choices of internal padding vectors (IP[zj) , all pairs giving normalized
aperiodic correlation < X3 
Initialise the number of generations i 
For generations from 1 to i do
Generate a random number n€{l,2,...,a;}
Had = Had[n];
Generate a random number n 6 {1, 2,..., y}
Golay = Golay [n];
Generate a random number n G {1, 2,..., z}
IP = IP[n];
Create an LS code from the three components;
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End for
In mechanism 1 all components of the construction of LS codes are randomly 
selected (with repetition allowed) after each generation.
Many variations of mechanism 1 are possible. Components can be se­ 
lected sequentially, randomly without repetition, randomly with repetition or 
even with some (but not all) components fixed. Mechanism 1 seems to be 
the least predictable and will be the basis of most of the study in chapter 
10. However if sets of Hadamard matrices, Golay pairs and internal padding 
vectors are chosen so that correlation between pairs of generations is small (as 
in earlier chapters) then the values of x, y, and z may be fairly small. A third 
party observer might build up knowledge of all sets of components in use and 
capitalize on this knowledge to more effectively predict the codeword in use. 
Mechanism 2 (referred to here as a recency mechanism) is designed to prevent 
this by permitting a much larger value of z.
Mechanism 2
Initialise x Hadamard matrices (Hadfxj), all pairs with scaled inner product < Xi 
Initialise y Golay pairs and their mates (Golay[y]) 7 all pairs with normalized
aperiodic correlation < x% 
/* Comment: any feasible internal padding vector is allowed,
i.e as defined in chapter 2 */ 
Create an empty recency list of length a 
Initialise a default number of attempts /3 
For generations from I to i do
Generate a random number n € {1, 2,..., x}
Had = Had[n];
Generate a random number n 6 {1. 2,..., y}
Golay = Golay [n];
corr-OK = false;
iteration-number = 1;
While (iteration-number < /3 and corr-OK = false) do
Generate a feasible internal padding vector IP randomly 
If IP has normalized aperiodic correlation < Xs with all internal padding
vectors in the recency list then 
corr-OK = true; 
If recency list full then
delete oldest internal padding vector; 
End if 
Append IP to recency list
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Else
If iteration no. = 1 then 
best IP so far = IP; 
Else if no. coincidences (IP)< no. coincidences (best IP so far) then
best IP so far = IP; 
End if
If iteration-number = (3 and corr^OK = false then 
If recency list full then
delete oldest internal padding vector; 
End if
Append best IP so far to recency list; 
IP = best IP so far; 
End if 
End if
iteration-number = iteration-number + 1; 
End while
Create an LS code from the three components: Had, Golay and IP; 
End for
In mechanism 2. the Hadamard matrix row and the Golay pair are randomly 
selected (with repetition) after each generation. The internal padding vector is 
constrained only by its correlation with the previous a internal padding vectors. 
Then (provided that a is not too large) the majority of feasible internal padding 
vectors may be selected. Thus, provided the choice can be made, the correlation 
between close generations is guaranteed by the choice of internal padding vector. 
The correlation between generations that are not close may sometimes be larger, 
but the probability of this happening is small and there is no way to predict 
which generations have excessive correlation with the current generation.
Table 8.1 shows the percentage of accepted randomly generated internal 
padding vectors for single trials (0 = 1) with various recency list sizes. It 
is important to note that using different sizes of recency list creates different 
latency times on the system. If a recency list of size 50 were used in a given 
system, then the latency time in creating a new internal padding vector is 
considerably longer than when using a list of length 1. With a recency list of 
length 1, almost all new internal padding vectors are accepted (96.4%), whereas 
with a recency list of length 50, only 26.8% are accepted.
Table 8.2 shows the percentage of trials rejected when /3 > 1. Here a sin­ 
gle trial is a maximum of (3 iterations. The mean and maximum correlation for 
the rejected cases is also shown.
66





































Table 8.1: The number of accepted and rejected internal padding length vectors 
for p = 32 with at most eight coincidences (out of 32) with any vector within the 
recency list. One million vectors are generated in each case.
It can be seen that a recency list of size up to 50, with /? between 5 and 
10 seems satisfactory for p = 32. The number of outliers with a correlation 
approaching 0.5 is in fact very small.
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Table 8.2: The percentage of rejected trials after 0 iterations for p = 32. A trial 
is rejected if each of the 0 vectors generated has more than eight coincidences 
(out of 32) with some vectors within the recency list. For the rejected cases the 
mean (best of 0 trials) and maximum normalized correlation is shown.
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Mechanism 3
Initialise a Hadamard matrix (Had) 
Initialise X choices of column permutation
Initialise the number of random switching operations Y for the Hadamard matrix 
Initialise the total number of rows of the Hadamard matrix (Z) 
For j from I to X do 
For k from I to Y do
Choose first 2nd order Boolean function randomly; /*Gold or Gold-like cases */
Choose second 2nd order Boolean function randomly;
Choose KI or K2 if choices are distinct; /* See section 5.3.2 */
Construct matrix; /*as in section 5.3.2, 5-4 or 5.5 */
Permute columns of constructed matrix using permutation j;
For i in 1 to Z do




For I in 1 to Z do
Distribute key for user I privately to user I; 
End for
/* The theoretical correlation results of Chapter 5 only apply to matrices constructed 
in the inner loop (i.e for a fixed value of j) */
Mechanism 3 presents a method for generating Hadamard matrix rows and dis­ 
tributing the resulting sequences of rows as keys. Apart from parameters, the 
inputs to the algorithm are the given Hadamard matrix, a set of choices of col­ 
umn permutations and the second order Boolean functions as constructed in 
chapter 5. The algorithm generates new Hadamard matrices using the second 
order Boolean functions and after Y iterations a column permutation is applied. 
When the Hadamard matrix is constructed, the appropriate Hadamard matrix 
row is appended to each user's key. At the end of the computation the keys are 
distributed to the users privately. This algorithm is important as the Hadamard 




Application of transform 
methods
Transform methods can be applied to identify orthogonal properties in a selected 
transform domain. A wide variety of transforms are available for this purpose. 
In this thesis the set of transforms studied is limited, and has been selected by 
inspection. Some transforms will exhibit trends and patterns which would lead 
a third party to investigate certain parameters and increase knowledge of the 
codeword construction.
9.1 Identifying code properties in the transform 
domain
Suppose that a codeword is received, with no knowledge of the code type, 
length or detailed structure. Such lack of knowledge would make the task of 
determining the actual codeword harder. The following procedure could be 
carried out to gather this knowledge. Firstly, the sequence could be analysed in 
the time domain. The codeword length will be apparent from the periodic nature 
of the sequence. Secondly, a Fourier transform provides the spectral content 
of the codeword, which could be exploited by the third party to characterize 
the codeword. Finally, detailed properties of the code could be identified in the 
transform domain. For LS codes the Hadamard transform appears the most 
appropriate for this final purpose.
In the remainder of this chapter attention will focus on the use of a Hadamard 
transform (of the same order as the size of the Golay pair component) on the 




LS codes are constructed using Hadamard matrices, therefore a good start­ 
ing point is the Hadamard transform. The Hadamard transform of an entire 
{+1, —1} codeword (or of an entire {0, +1, -1} codeword) can be found by pre- 
multiplication of the vector (of length ri) by an n x n Hadamard matrix. The 
Hadamard transform obtained can then be compared with the Hadamard trans­ 
forms of other vectors to find patterns and possible ways to elucidate the vari­ 
ous components used to create the original codewords. Note that the Hadamard 
transform exists whenever a Hadamard matrix exists. Fast Hadamard transforms 
are currently only available for Hadamard matrices of size 2° x 2° (a > 0). In 
this work only Hadamard matrices of Sylvester form are used for the transform, 
but this does not appear to cause any real restriction in their application.
9.2.1 Identifying the Golay pair and mate used
It will be shown in the following sections that is possible to identify the Golay 
pair and mate used to construct the LS code using a smaller N x N Hadamard 
matrix transform, where N is the length of each Golay pair component (C or 
S). In fact it will be shown by inspection that it is possible to determine all 
components of the construction using this transform.
Finding C and 5 components
A C component can be found by shifting an LS codeword through a Hadamard 
transform. The amplitudes in the transform domain can be used to identify the 
component. Thus Hx is calculated, where the vector x consists of N consecutive 
chips of a received LS codeword. In this way it is possible to identify the 
Golay pair and mate used in the construction of the LS code. Consider first 
components of length 16 and a 16 x 16 Hadamard transform. Table 9.1 shows 
how the C component can be found.
The eighth row of table 9.1 arises from transforming eight bits of exter­ 
nal padding concatenated with the first eight bits of the first component C. The 
sixteenth row in table 9.1 arises from 16 bits of a C component and it will be 
shown that it identifies the C component of a Golay pair. It can be see that 
when a component has been located the Hadamard transform vector contains 
only entries of ±4.
For the Golay pair obtained using the doubling construction (described in 
section 2.2) and a Hadamard matrix of Sylvester form, it is possible to describe 
the transform vector theoretically. Here (Ci,5i) denotes the transpose of a 



















































































































































































































































































































































































































































































































Table 9.1: Using a 16 x 16 Hadamard matrix in a Hadamard transform to locate 
and identify the C component used in an LS code of length 1296.
Golay pair of length i + i = 2i. Recall from chapter 2 that sequences with length 
a power of 2 can be obtained by using the fact that if the generating functions 
A(z),B(z) represent a Golay pair of length N then a Golay pair C(z),D(z) of 
length 2N can be created:
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- 45i / V -8 /
If we consider n > 2 (where n is a power of 2), it is possible, using the doubling 
construction of Golay pairs, to find the Hadamard transform as shown in equation
Q 9
_ \ / 2H*Sn \
4" " 4 






This can be shown from the following: 








2 2 '&-%!;} *i*t=( ££;#£)
4 4 4 4 / V 44 44 /
(9.3)
(9.4)
By substituting equations 9.4 into 9.3
HnCn =
( Ha.Cn -\- HnSn. -)- HnCn — HnSn
• 44 4444 44
HnCn - HnSn + HnCn + HnSn
44 44 44 44





/ HnCn +HnSn- HnCn + HnSn \
44 44 44 44*
-., „ HnCs_ — HnSn — HnCn — HnSn
ff S = 44 44 44 44
Hs.Cn + HnSn + HnCn — HnSn
44 44 44 44
V HnCn - HnSn + HnCn + HnSn J
\44 44 44 44'
which reduce to equations 9.2.
Thus if N — 2* the values in the transform vector when HNCw 
is computed are 2'- L2"-l (i even) and {0,2^-1} (i odd).
(9.6)
or
If one of the six operations described in chapter 4 were used to create an 
alternative Golay pair, the Hadamard transform would change. It should still 
be possible to determine the Golay pair used in the construction of the LS code. 
Consider the first operation; interchanging the sequences in a pair, this results 













i — 2HnSn\ 44
(9.7)
The next two operations are: i) reversing the order of the first part of the 
Golay pair and ii) reversing the order of the second part of the Golay pair. Both 
operations are presented in the following equations. It is important to note that
either or both of the operations can be carried out when a new Golay pair is<—<—<—<— <— 
created (i.e. C, S could become C, S or C, S or C, S, where C is the vector C
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reversed and S is the vector 5 reversed). Note that the way the Golay pair is 
constructed has changed as shown in equation 9.8.
Cn = Sn =
-Si
(9.8)
= C7i = 1
<— <—
= 5i = l
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4Ci + 45i<— <—
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4Ci - 45i<- <—
4<7i + 45i<— •<—




















































If we consider n > 2 (where n is a power of 2), it is possible, using the doubling 
construction of the reversed Golay pairs, to find the new Hadamard transform as 











By substituting equations 9.11 into 9.10
(9.9)
?n= *X* *t* (9-10) 
I -HaCz-HnSz )
(9.11)
-HnCa - Hnn + H nQ ' S- ~ Hn <Jn
4 4 4 4 4 4 4 4
(9.12)
-HnCa + Hnn + HaCn + HrSn
44 44 4 _ 4 44
^C*. + H*S±
4 4 4 44 4
\ 44





Another two operations involve changing the sign of the first component 
of the Golay pair, or changing the sign of the second component of the Golay 
pair or changing both components of the Golay pair. This results from setting 
Ci = -1, C2 = (-1,-l)r and/or Si = -1, 62 = (-1,+1)T in the construction 
given by the equation 9.2.
The final operation involves changing the sign of even elements in both 
Golay pair components. The operation is presented in the following equations. 
Starting from:




































































































































































































































If we consider n > 4 (where n is a power of 2), it is possible, using the doubling 










Equation 9.14 follows the same pattern as equation 9.2. The difference comes
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from altering Ci and 52 . This is because each new Golay pair created is 
otherwise altered in the same way.
Thus if N = V then for each of the operations the values in the trans­ 
form vector are again 2'- 1 2~J (i even) and {0, 2^ i 2~-l} (i odd).
Every Golay pair component created using the 6 operations has a distinct 
transform vector. This distinct transform vectors allows the Golay pair com­ 










Table 9.2: A comparison of Hadamard transform vectors for Golay pair compo­ 
















Table 9.3: A comparison of Hadamard transform vectors for Golay pair compo­ 


















1 _ _ _
- + ++
+ + — h
HC
(+2, +2, +2, -2)
(-2, -2, -2, +2)
(+2, +2, -2, +2)
(-2, -2, +2, -2)
(2, -2, -2, -2)
(-2,2,2,2)
(2, -2, -2, -2)
(2, -2, 2, 2)
Table 9.4: A comparison of Hadamard transform vectors for Golay pair compo­ 




















(4, 0,4, 0,0, 4,0, -4)
(-4,0, -4, 0,0, -4, 0,4)
(0,4, 0,4, 4,0, -4,0)
(0, -4,0, -4, -4, 0,4,0)
(4,0, -4, 0,0, 4, 0,4)
(-4, 0,4, 0,0, -4,0, -4)
(0,4,0, -4,4, 0,4,0)
(0, -4, 0,4, -4,0, -4,0)
Table 9.5: A comparison of Hadamard transform vectors for Golay pair compo­ 








































4—44 . t, -±, -±
-4, -4, 4,
-4,4
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Table 9.6: ^4 comparison of Hadamard transform vectors for Golay pair compo­ 















(8, 0, 8, 0, 0, 8, 0, -8, 8, 0, 8, 0, 0, 8, 0, -8, 0, 8, 0, -8, 8, 0, 8, 0
+---+++-+ 
, 0, -8, 0, 8, -8, 0, -8, 0)
(-8, 0, -8, 0, 0, -8, 0, 8, -8, 0, -8, 0, 0, -8, 0, 8, 0, -8, 0, 8, -8, 0, -8, 0, 0, 8, 0, -8, 8, 0, 8, 0)
(0, 8, 0, 8, 8, 0, -8, 0, 0, 8, 0, 8, 8, 0, -8, 0, 8, 0, -8, 0, 0, 8, 0, 8
(0, -8, 0, -8, -8, 0, 8, 0, 0, -8, 0, -8, -8, 0, 8, 0, -8, 0, 8, 0, 0, -8, 0
(8, 0, -8, 0, 0, 8, 0, 8, -8, 0, 8, 0, 0, -8, 0, -8, 0, 8, 0, 8, 8, 0, -8,
(-8, 0, 8, 0, 0, -8, 0, -8, 8, 0, -8, 0, 0, 8, 0, 8, 0, -8, 0, -8, -8, 0, 8,
(0, -8, 0, 8, -8, 0, -8, 0, 0, 8, 0, -8, 8, 0, 8, 0, -8, 0, -8, 0, 0, -8, 0,
, -8, 0, 8, 0, 0, -8, 0, -8)
-8, 8, 0, -8, 0, 0, 8, 0, 8)
0, 0, 8, 0, 8, 8, 0, -8, 0)
0, 0, -8, 0, -8, -8, 0, 8, 0)
8, -8, 0, -8, 0, 0, -8, 0, 8)
(0, 8, 0, -8, 8, 0, 8, 0, 0, -8, 0, 8, -8, 0, -8, 0, 8, 0, 8, 0, 0, 8, 0, -8, 8, 0, 8, 0, 0, 8, 0, -8)
Table 9.7: A comparison of Hadamard transform vectors for Golay pair compo­ 
nents of length 2 5 .
The equations in this section have all so far referred to the six equivalence 
operations found at the start of chapter 4. These six operations only produce 
a small number of Golay pairs, as inequivalent Golay pairs cannot be created 
in this manner. In fact for the cliques of Golay pairs identified in chapter 7, 
each Golay pair component has a distinct Hadamard transform when a Sylvester 
Hadamard matrix is used. First consider the tables for the clique of size 5 (see 
tables 9.8 and 9.9). It can be seen that the Hadamard transforms are all distinct.
Tables could be presented for all 384 Golay pair components. However, 
note that if three of the operations are considered:
1. The operation "changing the sign of the first" only changes the sign of the 
Hadamard transform.
2. The operation "changing the sign of the second" only changes the sign of 
the Hadamard transform.
3. The operation "interchanging the sequences in a pair" only requires inter­ 
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Table 9.8: ^4 comparison of Hadamard transform vectors for 5 Golay pair (C) 















(-4, -4, 4, -4, 4,






















, -4, -4, -4, 4, 4, 4,
,4,4,













Table 9.9: A comparison of Hadamard transform vectors for 5 Golay pair (S) 
components of length 24 created from the double overlap investigation in chapter 
7.
Thus it is only necessary to present the transform for 48 of the 384 Golay pairs 












































f-4 4 4 .4 .4 4 .4 4 4 4 4 4 4 4 .4 -4 1)^ •*,'*,'*, •*, 'i,'*, ^1 :^t5^;^;^t 5^1 !^j^: ; ^; ^^
+ --+ + + + + --++- + - +
(4-4-44-44-444444-4-444')V^J *±, t,**, ^1^1 ^1^^1^-^l^t ^*5 ^J^J^y
+ - + ---++---- + -- +
f-4 4 _4 4 _4 4 4 .4 4 4 .4 .4 4 4 4 4)V ^j^j ^j^; ^I )^t ;^t 5 ^j^j^j ^*) ^)^t ;^t5^)^1: ^
+ -- + ------+ + + -+-
(-4,4,-4,4,4,-4,-4,4r4,-4 ; 4,4,4,4,4,4)
+-+-----++---++- 
(-4,4 J 4,-4,4,4 ) 4 > 4 > -4,4 }-4 1 4,4,4,-4r4)
+ -- + -- + + + + + + - + — h 
(4r4,-4,4,4,4,4,4,-4,4r4 ! 4,-4,-4,4,4)
+-+-------+++--+ 










(.4,4,-4,-4 l4,-4,4,4,-4,4,4,4,-4 J 4 J 4,4)

























+ ----+ + + + + - + + + - +
(4,-4,4,4,-4,4,4,4,-4,4r4,-4,-4 1 4,4,4)
+-++-+-----+---+ 
(-4,-4,-4,4,4 J 4,-4,4,4,4,4 1 -4 J 4 > 4,-4,4)
+----+++--+---+- 




(4 !-4,-4,4,-4,-4,4,4 ! 4,4,4 ! 4,-4,4,-4,4)
+-+---++-++-++++ 
(4,4,-4,-4,-4,4,4,-4,-4 ! 4,-4,4,4 : 4,4,4)
+ i iii 1i i i I I 
f-4 .4 4 4 4 .4 _4 4 .4 4 .4 4 4 4 4 4)V ^*> ^5^5^)^; ^i ^i^; ^;^5 ^t )^t ;^l j^1: :^i: 5^1 ^
+ -- + + + -- + - + --- ———
(-4,4,4,4,4.4,-4,4,4,-4.4,4,-4,-4,-4,4)
+--+--+++-+-++++ 




f_4 _4 _4 4 4 _4 4 4 4 4 _4 4 _4 4 4 4)V ^5 ^*J ^5^)^! ^j^?^;^*;^) ^5^*5 ^j^;^1 ;^/
+ - + + + ---- + -- + - ———
(-4,4,4 > 4,4,-4,-4,-4,4,4,-4,4,4 ) 4,-4 J 4)
+ + - + + + + - + + - + -- — h 
(4,-4,4,4,4,-4,4,4,4,4,4,-4,-4,-4,-4,4)
+ + + --- + - + + + - + + — h 
(4,4,4,-4 !4,4,4,-4,-4,4,-4,-4,4r4,4,4)
++-+---+++-++++- 
(4,-4,4,4 ; 4,-4,4,4,-4 ;-4,-4,4,4 ! 4,4r4)
+ + + - + + + - + + - + -- H — 
(4,4,4r4,4,-4,4,4,4,4,4,-4,-4,4,-4,-4)
+ + - + + + - + + + + --- — \- 
(4r4,4,4,4 J 4,4,-4,4,-4,4,4,-4,-4,-4,4)
+++-+++---+-++-+ 
(4,4,4,-4r4,4r4,-4 J 4,4 ; 4,-4,4,-4,4,4)
+ + - + + + - + --- + + + H — 
(4r4,4,4r4,-4,-4,4,4,-4,4 !4,4,4 ! 4,-4)


















++--+++++-+-+- — h 
(4,4,4,4,-4,4,4,-4,4,-4,4,-4,-4,-4,4,4)
++++++---++--+ — h 
(4,-4,4,-4,4 ;4,-4,-4,4,4 !4,4,4,-4,-4,4)
++--++++-+-+-++- 
C4 _4 4 _4 _4 _4 4 4 4 4 4 4 _4 4 4 .41V.^1 ! ^J^1 ) ^-1 ^1 ^J^)^)^)^!^1 )^! ^)^)^3 ^/
Table 9.10: A comparison of Hadamard transform vectors for 48 Golay pair (C) 














- + ---+ + + --- + --H — 
(.4,-4,-4,-4,-4,-4,4 ! 4,4,-4,4,-4,-4,4 ! 4,-4)
- + + + - + ---- + --- — h 
(-4,-4,-4,-4,4,4,-4,-4 ! 4,-4,4,-4,4 ! -4,-4,4)



















































- + ----- + - + -- + + H — 
(-4,-4,4,-4,-4,-4,4,-4,-4,-4,-4,4 > 4,4,4,-4)
- + + + -- + -- + + + + + — I- 
(4,-4,-4,-4,4,-4,-4r4,-4,4 ! -4,-4,4,-4,4,4)
- + -- + + + -- + ---- — h 
(-4,-4,4,-4 ; -4 :-4 : 4,-4,4,4,4,-4,-4,-4r4,4)
-+++++-+-+++--+- 




(4,-4,-4,-4 > -4 > 4 J-4 s-4 J 4,-4,-4,-4,4,-4,4 > 4)
-+---+--+++--- — h 




(.4r4,-4 !-4,4r4,4,-4,4r4,-4,4,-4,-4 i 4,4)
-++------+-+--++ 
(-4 _4 .4 .4 4 .4 4 .4 .4 4 4 .4 4 4 .4 -4)V ^! ^*) ^*j ^;^j ^j^1 ; ^) ^>^>^j ^;^)^; ^) ^/
- + - + + + --- + + - + + ++
(4,-4,4r4,-4,-4,-4,-4,-4,-4,4,4.4,-4r4 ! 4)
- + + - + + + + - + - + + + —— 
(4,-4,4,-4,-4 ! -4r4r4,4,4,-4,-4,-4,4,4,-4)
- + - + ----- + + - + + —— 
(-4r4,4,-4,4 > -4,-4 1 -4,-4,-4r4,4,4,-4,4,4)


























~r ~r ~h — — — + — — — — -+














+ + -- + + + + + -- + - + — h 
(4,-4,4,4r4 1 4,4,4 s 4,4,4,-4 1 -4,-4,4,-4)
(-4,4 J 4,4,4,-4 1 4,4,-4 > -4,4r4,






(-4,4,4,-4,4 )4,4,4 )-4,-4 l4,4,4,-4,4 1 -4)




Table 9.11: ^1 comparison of Hadamard transform vectors for 48 Golay pair (S) 
components of length 24 .
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Close examination of these tables shows that if the Hadamard transform 
is precisely aligned with the C or S component, then the C or S component 
can be identified to within a plus or minus sign. Note that the fact that the 
transforms are unique has been proved here for all Golay pairs obtained by the 
doubling construction. The uniqueness results observed for pairs of length 16 
not obtained by the doubling construction would need to be checked for other 
specific lengths.
It is now necessary to consider what happens if the components are not 
precisely aligned.
In table 9.1 the eighth row arises from transforming 8 bits of external 
padding concatenated with the first 8 bits of C or S. Denote the vectors (OnCn ) 
and (On Sn ) (of length 2n) by C and S respectively. Using the fact that the first 
half of Cn or Sn is simply Cn/2, the two transforms can be calculated as follows:
1
Ct + Si \
Ci-Si
-Ci - S,
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o/^f o cZOi — ZO^
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If we consider n > 1 (where n is a power of 2), it is possible to state this generally, 
as shown in equation 9.15:
HnCn = 2 2
— Hs.Cs-
2 2
HnSn — Hs.Cs. —H2.C™ (9.15)
The new Hadamard transform vector is the concatenation of two smaller 
transforms. It is possible for a third party identifying the transform to see that 
the second half of the transform is simply minus the first half. This implies that 
the Golay pair is not yet identified, and that it is necessary to wait until the
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vector in table 9.1 is found before it is possible to identify the Golay pair (as 
shown earlier in this chapter).
Another possibility can be dealt with theoretically. Consider the vector 
arising from the last half of C or 5 concatenated with a second half of external 
padding. Denote the vectors (Sn On ) and (—Sn Qn) (of length In) by C and S 
respectively. Using the fact that the second halves of Cn and Sn are Sn/z and 
—Sn/2 respectively, the two transforms can be calculated as follows:
/= \ Si
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If we consider n > I (where n is a power of 2), it is possible to state this generally, 
as shown in equation 9.16.

















































































































































































































































































































































































































































































































Table 9.12: A second example of using a 16 x 16 Hadamard matrix in a Hadamard 
transform to locate and identify the C component used in an LS code of length 
1296.
Tables 9.1, 9.12 and 9.13 show three examples of three different LS codes 
created using three different Golay pairs.
The changing transform vector, obtained by shifting through the Golay 
pair component as in tables 9.1, 9.12 and 9.13, shows the same behaviour for
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all 384 Golay pairs. The only transform vectors with entries restricted to 0 and 
±4 are those arising from half overlap or complete overlap of length 16 Golay 
pair components. This is true whether shifting through a C component or a S 

















































































































































































































































































































































































































































































































Table 9.13: A third example of using a 16 x 16 Hadamard matrix in a Hadamard 
transform to locate and identify the C component used in an LS code of length 
1296.
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9.3 Identifying the entire codeword
If the Hadamard transform is applied piecewise along the codeword (as seen in 
tables 9.1, 9.12 and 9.13) then the complete code can be established. Note that 
if the length of the Golay pair components is not known, the use of different sizes 
of Hadamard matrix for the transform would identify the length. It is necessary 
to take care to discover the correct length and not half the length, as shown in 
section 9.2.
Firstly, identify the first Golay C component. If just the Golay C compo­ 
nent was sent, the length should equal the number of shifts taken to reach the 
Hadamard transform of the first Golay pair component from a zero transform. 
As LS codes use padding, this number is usually larger and the padding is 
referred to as external padding. This external padding can be calculated as 
the number of extra shifts needed to find the first Golay pair component 
(e.g. if a length 16 Golay pair component was used but 31 shifts are needed 
to find the first Golay pair component, then the external padding is of length 15).
Secondly, now that the lengths of the Golay pair components are known, 
the distances between each Hadamard transform that finds a Golay pair 
component can be calculated. These distances identify the internal paddings 
used, as each extra shift between two Golay pair components can be seen (e.g. if 
a length 16 Golay pair component was used and there are 21 shifts between two 
Golay pair components, then the internal padding between them is of length 5).
Thirdly, as every Hadamard transform of each Golay pair component is 
unique it is possible using a lookup table to identify the Golay pair component 
to within a plus or minus sign. As each Hadamard transform of a Golay pair 
component (whether a C0 , Ci, So or Si) is received during the shifting, it 
is possible to identify if the Golay pair component or minus the Golay pair 
component was sent, relative to the sign of the first sent component of the 
type. This can repeated along the whole codeword and all of the Golay pair 
components will be found.
Fourthly, it is possible to identify the central external padding that ap­ 
pears in an LS codeword. Using the method similar to identifying the internal 
padding, this can be found between the last C0 (or Ci) and the first S0 (or Si). 
Note that it is normal for the central external padding to be longer than the 
internal padding.
Finally, the Hadamard matrix row used in the construction of the LS 
codeword can be determined. It is necessary to assume the sign attached to the 
first instance of each component C0 , (7i, S0 or Si. It is simplest to use the facts
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that:
Ci(z] = zN- l S0 (z~ 1 )
Si(z) = -zN- l CQ (z~ l ) 
to determine the relative signs.
Note that the code could have been constructed using the opposite signs 
for some or all of these components with the opposite signs in the corresponding 
positions in the Hadamard matrix row. However this uncertainty is unimportant 
to the third party.
Suppose, for example, that the first half of the codeword can be identified 
as:
Co, Ci, CQ, —Ci, —Co, —Ci, CQ, —C\
The signs will be identical during the second half of the codeword:
SQ, Si, SQ, —Si, —So, —Si, So, —Si
The work of this section has shown, partly theoretically and partly computation­ 
ally, that it is possible to identify the entire codeword. It is simply necessary to 
compute the transform of a window of length N sliding through the codeword. 
Particular transforms are identified when the window corresponds to particular 
C or S components. The remaining components of the construction are then 
easily deduced.
Note As noted in section 9.2 it is possible, as an alternative, to consider 
a Hadamard transform using an n x n Hadamard matrix, where n is the length 
of the code. This may seem a more standard approach, but so far it has not 




Observation and prediction of 
the code by a third party
In this chapter certain mechanisms described in chapter 8 will be investigated 
in detail. The way that an observer of codewords (using techniques of chapter 
9 or alternative techniques) could determine or predict the construction will 
be studied in detail. Graphs are presented showing the way that knowledge is 
gained or predictions become more accurate. The aim is to show how a third 
party could learn about the codes in use and predict the codes when attempting 
to intercept and recover information or disrupt transmissions.
In section 10.1 a graph is presented that shows how long it takes to achieve full 
knowledge of various components of the LS code in use. In section 10.2 further 
graphs will show how knowledge of the complete sets of components from which 
the individual components are selected can be built up. In section 10.3 graphs 
will show how the correlation of the true codeword and a predicted codeword 
changes as more of the true codeword is read. In section 10.4 the mechanism for 
evolving internal padding will be refined by the use of a recency list. In sections 
10.5 and 10.6 comparisons will be made with m-sequences and Gold codes.
Note that in this chapter the length and other parameters of the LS code 
will always be assumed to be known. These parameters could be determined 
by a third party relatively easily and do not change during evolution. In a 
similar way, the vector TT which determines the order in which the Golay pair 
components are used (see chapter 2) will be assumed to be known. Again it 
does not change during evolution. In the graphs the TT vector will be assumed to 
begin (01...). This is the worst case in the sense that the third party is able to 
learn details of Golay pair components C0 , S0 , C\ and Si most quickly.
As noted in chapter 9, the code could have been constructed using the 
opposite signs for some or all of the components Co, So, C*i and SY, together
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with the opposite signs in the corresponding positions in the Hadamard matrix 
row. It was noted that this uncertainty is unimportant to the third party. Thus 
it is convenient to assume that the first two positions of the Hadamard matrix 
row are +1. Similarly, it will be assumed that the relationship between a Golay 
pair and a Golay pair mate is d(z) = zN-1 S0 ( Z- 1 ), Si(z) = -zN- l CQ (z~ 1 } and 
not the alternative possibility d(z) = -zN~ l SQ (Z- 1 ), S^(z) = +zN~ l C0 (z~ l ). If 
either of these assumptions is false an equivalent Hadamard matrix to the one 
used to construct the code is found, but the same codeword is reconstructed. In 
the graphs, the unit of time corresponds to the length of a single LS codeword.
10.1 Identification of components currently in 
use
In figure 10.1 knowledge has a simple raw definition. Full knowledge of the 
Hadamard row and the internal padding both contribute 0.25 to the measure of 
knowledge (i.e Hadamard row: 0.25 and internal padding: 0.25). Full knowledge 
of the Golay pair except for the signs of So and C\ contribute 0.25 to the measure 
of knowledge (i.e Co and 5i: 0.25). Knowledge of the actual signs of the S0 and 
Ci components also contribute 0.25 to the measure of knowledge (i.e the sign of 
S0 and d: 0.25).
Within any one generation a single Hadamard matrix, a single Golay pair 
and mate, and a single choice of internal padding is used, with a single row of 
the Hadamard matrix selected for each user. It is possible within this single 
generation to find out which components are used by applying methods described 
in chapter 9 over the complete duration of a single bit (i.e. a complete codeword). 
However, individual components may be identified earlier. As already noted, 
in this identification only the signs (in the notation of equation 2.7 of chapter 
2) of hk,iCni hkjCx. are known (where -KJ is the first nonzero position in the 
vector n). The individual signs of hk ,i, CX1 etc. are not known. However, this is 
unimportant as the same code is obtained.
For example, assume that a third party identifies a codeword from the 
beginning and that they want to find out the components of the LS code in 
use. It is possible to establish the time to identify the components. It was 
established in chapter 9 that the Golay pair component C0 can be found soon 
after the initial external padding is received. At this point Si is known from 
our assumption. The possibilities for S0 and d are already very limited. These 
possibilities are further limited as soon as Ci is found (to within a ± sign). The
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Hadamard matrix row in use is the same in the two parts of the codeword, so 
So, Ci can be confirmed soon after the external padding in the middle of the LS 
codeword is received. In the graphs presented here, the standard example from 
chapter 2 of a code of length 1296 using a 32 x 32 Hadamard matrix and Golay 
pair components of length 16 is used. Suppose that C0 and C\ are known. By 
observing the signs multiplying C0 and Cv it is possible after 20 positions to 
determine the Hadamard matrix row used in the construction. After the first 20 
positions the Hadamard row is unique in this example. This is the worst case of 
all the Hadamard matrix rows identified in chapter 5. However, the sign of Ci 
is not known until the first S0 component is read. The internal padding can be 
found by observing the zeros between the Golay pair components. The internal 
padding vector is certainly known once half the LS codeword is received. It 
may be known earlier if the full set of internal padding vectors in use is already 
known. This initial graph can be seen in figure 10.1.
0.1
Figure 10.1: Knowledge gain during a single LS codeword. The four stages of 
gaining knowledge represent (i) C0 and Si, (ii) the internal padding vector, (Hi) 
the Hadamard matrix row, and finally (iv) the sign of So and C\. The points are 
interpolated linearly.
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10.2 Identification of all components in use dur­ 
ing the evolution of the code
In this section the rate at which knowledge of the complete set of components 
in use throughout the evolution of the code can be built up by a third party 
observer will be investigated. First this will be done for each of the components 
individually. Then it will be done for all of the components together. As a typical 
illustrative example, the following sets of components are used in this section: 
5 Golay pairs, 928 internal padding vectors and 1024 Hadamard matrix rows. 
Graphs are presented for the cases where components are selected for successive 
evolutions of the code with repetition. Simulations simply select components 
randomly with repetition and note the number of distinct components that have 
been observed after a given number of selections. Results of simulations are 
presented, together with 95%, 99% and 100% confidence limits for the maximum 
number of components that could be observed after a given number of selections. 
A 95% confidence limit (for example) is a number of distinct selected components 
which is not exceeded at a particular number of selections with probability at least 
0.95. Define Pj(i) as the probability that i distinct components have not been 
selected after j selections (with repetition) and define \C\ as the total number of 
components. The confidence limits can be computed by repeated application of 
the probability formula
Pi(i) = ((\C\ ~ 0^-i(0 + (i + l)p,--i(* + 1)) /\C\.
Note that the 100% confidence limit is identical with the results of any simulation 
without repetition. The case where components are selected randomly with 
repetition (corresponding, to Mechanism 1 of chapter 8) is of most interest.
Figure 10.2 presents the maximum and minimum number of selections 
needed to find the five distinct Golay pair components in ten simulations, 
together with 95%, 99% and 100% confidence limits for the maximum number 
of components that could be observed after a given number of selections. As 
noted above, the 100% confidence limits also give the "without repetition" case. 
In this particular graph there is no difference between the 100% and 99% cases, 
but at the 95% confidence interval it takes one more generation to find all of the 
components used.
Figure 10.3 shows a comparison between 100% (with or without repetition), 
99% and 95% (with repetition) confidence limits for the 928 internal padding 
components.
Figure 10.4 shows ten simulations of the number of selections to find all 928 
internal padding components used in the construction.
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Figure 10.2: The maximum and minimum of ten simulations for the number of 
distinct pairs observed out of five Golay pairs. Selection of the next Golay pair is 
made with repetition allowed. Also shown are 95% and 99% confidence limits for 
the maximum number of pairs that could be observed.
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Figure 10.3: The 95%, 99% and 100% confidence limits for finding the 928 inter­ 
nal padding components.
Figure 10.5 shows a comparison between 100% (with or without repeti­ 
tion), 99% and 95% (with repetition) confidence limits for the 1024 Hadamard
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Number of selections with repetition
Figure 10.4: Ten simulations for the number of distinct vectors observed of 928 
internal padding vectors. Selection of the next internal padding vector is made 
with repetition allowed.
matrix rows.
500 1000 1500 
Number of selections with repetition
Figure 10.5: The 95%, 99% and 100% confidence limits for finding the 1024 
Hadamard matrix rows.
Figure 10.6 also shows ten simulations of the number of selections to find all 
1024 Hadamard matrix rows used in the construction.
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It is now useful to work with a combined measure that more accurately
3000 4000 5000 6000
Number of selections with repetition
Figure 10.6: Ten simulations for the number of distinct rows observed of 1024 
Hadamard matrix rows. Selection of the next Hadamard matrix row is made with 
repetition allowed.
represents the build up of knowledge of all three components. Let #1 denote the 
number of Golay pairs observed and let #2 denote the total number of Golay 
pairs. Let hi denote the number of Hadamard matrix rows observed and let hi 
denote the total number of Hadamard matrix rows. Let p\ denote the number of 
internal padding vectors observed and let p2 denote the total number of internal 




Using ten simulations, the build up of knowledge for all three components can 
be seen in figure 10.7. Of course the Golay pairs are learned much more quickly 
then the other two components, which explains the fast growth at the start.
10.3 Correlation of observed and predicted 
codewords
In this section simulations are described that implement one possible type of 
prediction of the current codeword from the part of the codeword observed so
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200O 300O 4000
Number of selections with repetition
Figure 10.7: Ten simulations for all three components combined with repetition 
allowed.
far. Graphs will be presented showing how the correlation between the predicted 
codeword and the true codeword changes as the true codeword is read. This 
will be done both with the assumption of no knowledge of the components of 
the LS construction in use during the evolution and with the assumption of full 
knowledge.
10.3.1 Description of the "no knowledge of the compo­ 
nents in use" simulation
1. Internal padding: Initially an assumed vector of internal padding lengths 
is constructed randomly from the available lengths. Once the first actual 
internal padding length is observed, then if it is not equal to the first 
assumed length, an interchange is performed with a later occurrence of the 
observed length. For example:
First randomly assign the padding lengths
20464 ... 
If the length 6 is observed first then an interchange is performed:
60424 ...
This continues with successive comparisons of components of the internal 
padding vectors until all the true padding lengths have been observed, or 
the internal padding vector can be uniquely completed.
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2. Golay pair: Before a Golay C component is received, a random choice 
is made from the set of 384 known Golay pairs and mates (as seen in 
chapter 4). Once the first Golay C component is received, the possible 
5 components and mates from the 384 are identified. Once the second 
Golay C component is read, it follows from the choice of -K that all the 
information about the Golay pair and mate is available (with any sign 
uncertainty eventually resolved as in the comment in section 9.3). Thus, 
information of the Golay pairs and mates is achieved early in the codeword.
3. Hadamard matrix row: Initially an assumed Hadamard matrix row is 
randomly created, with the first two positions assumed to be +1. As each 
Golay C component is read, the true sign of the corresponding row position 
is identified. This progressively predicts the true Hadamard matrix row. 
For example:
Initially randomly selected row:
As the Golay C components c0 , c1; — GI, c0 , . . . are received:
c0 received :+ + + — — +...
GI received :+ + + — — + ...
— ci received :+ + — — — + ...
c0 received :+ + — + — + ...
Simulation 1
Read the vector TT
Initialise a choice of internal padding vector of length p — 1 (IP)
Initialise a choice of a Golay pair and its mate of length N (CQ, Ci, s0 , Si)
Initialise a choice of Hadamard matrix row of length p (Had)
Read the true LS code of length n (LS)
Read y Golay pairs and their mates of length N (c^, c^, s£\ sjf i € {1.2,..., y})
Use initial choices for components to create LSguess;
Find correlation between LSguess and LS;
currentposition = start of the first C component;
For j from 0 t o p — 1 do
currentIP = 0;
while LS [currentposition] = 0 do 
currentIP = currentIP + 1; 
currentposition = currentposition + 1;
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end while
if j>l and IP[j] ^ currentIP then 
for k from j + 1 to p — 2 do 
z/IP[k] = currentIP then 
IP[k] = IPp] ; 
IP[j] = currentIP; 




if j = 0 then
for m from 1 to N do
Co[m] = LS [currentposition]; 
currentposition = currentposition + 1; 
end for
for t from 1 to y do 
if CQ = CQ then
store position t of CQ in list of Golay pairs; 
end if 
end for 
Had[0] = +1; 
end if 
if j = I then
for m from I to N do
Ci[m] = LS [currentposition]; 
currentposition = currentposition + 1; 
end for
for r from 1 to y do 
if cf^ = Ci then
store position r of Ci in list of Golay pairs; 
end if 
end for 
Had[l] = +1; 
end if 
if j > 1 then
for m from 1 to N do
currentC[m] = LS [currentposition]; 
currentposition = currentposition + 1; 
end for 
if n[j] = 0 then
if currentC = CQ then 
Had\j] = +1;
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else
Had\j] = -I; 
end if 
else
if currentC — GI then
Had[j] = +1; 
else




Use the choices for components to create LSguess; 
/* Sign of the second half of the code assumed correct */
Find correlation between LSguess and LS; 
end for 
/* No need to examine the second half of the code */
Note that it is possible to generate the second half of the code with the 
opposite sign throughout. If (C, 5) is a Golay pair then (C, -S) is also a Golay 
pair. However if we assume that the third party could attempt jamming with 
both of these cases simultaneously, it is reasonable to assume that the correct 
sign is chosen.
10.3.2 Description of the "full knowledge of the compo­ 
nents in use" simulation
In this simulation the observer is assumed to know all of the components in use 
during evolution. However, the actual component of each type currently being 
used is not known initially.
1. Internal padding: Initially an assumed vector of internal padding lengths 
is randomly selected from the list of vectors known to be in use. Once 
the first internal padding length is observed, it is possible to reduce the 
available set of vectors by matching the first position, and then a random 
selection is made from the reduced list. Once the second actual padding 
length is observed, the available set of vectors is further reduced and a new 
random selection is made. This process is continued until only one internal 
padding vector remains. For example,
First randomly select the padding vector
20464 ...
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One is selected at random:
62432 ... 
When the length 1 is observed second, the list is further reduced:
61001 ... 
Here this vector must be selected.
2. Golay pair: This is identical to the "no knowledge" simulation except that 
the choice of the first C components is made from a much smaller set.
3. Hadamard matrix row: Initially an assumed Hadamard matrix row is 
selected from the set of Hadamard matrix rows in use. As each Golay C 
component is read, the available set of rows to select from is reduced. This 
process is continued until only one Hadamard matrix row remains.
Simulation 2
Read the vector TT
Read the true LS code of length n (LS)
Read x internal padding vectors of length p — 1 (IP^ i6{l,2,...,x})
Read y Golay pairs and their mates of length N (cj, , c^, s{, , sP j € {1, 2,..., y})
Read z Hadamard matrix rows of length p (Had^k^ k 6 {1, 2,..., z})
Generate a random number a e {1, 2,..., x}
Initialise a choice of internal padding (IP^a')
Generate a random number b & {1, 2,..., y}
Initialise a choice of a Golay pair and its mate of length N (CQ , c^ , SQ , s^ )
Generate a random number c € {1, 2,..., z}
Initialise a choice of Hadamard matrix row (Had^)
Use initial choices for components to create LSguess;
Find correlation between LSguess and LS;
currentposition = start of first C component;
IPchoicearray = array of all x internal padding vectors;
Hadchoicearray = array of all z Hadamard matrix rows;
for j from 0 to p — 1 do
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currentIP = 0;
while LS[currentposition] = 0 do 
currentIP = currentIP + 1; 
currentposition = currentposition + 1; 
end while 
if j 7^0 then
for k from I to x do
i/lp(k)[j] ^ currentIP then




select (IP) at random from IPchoicearray; 
if j = 0 then
for m from 1 to N do
currentCfm] = LS[currentposition]; 
currentposition = currentposition + 1; 
end for
for t from 1 to y do 
if CQ = CQ then
CQ, c{ , s0 , s^ are the Golay pair components in use; 
end if 
end for 
Had[0] = +1; 
end if 
if j > 0 then
for m from 1 to N do
currentC[m] = LS [currentposition]; 
currentposition = currentposition + 1; 
end for 
iffr[j] = 0 then
if currentC = CQ then
currentHad = +1; 
else
currentHad = — 1; 
end if 
else
if currentC = Ci then 
currentHad = +1; 
else
currentHad = —1; 
end if
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end if
for e from 1 to z do
z/Had(e)[j] ^ currentHad then
delete Had^ from Hadchoicearray; 
end if 
end for
select (Had) at random from Hadchoicearray; 
end if
Use the choices for components to create LSguess; 
/* Sign of the second half of the code assumed correct */
Find correlation between LSguess and LS; 
end for 
/* No need to examine the second half of the code */
10.3.3 Presentation of graphs
Here graphs will be presented showing the results of 100 simulations with both 
the assumption of no knowledge of the components of the LS construction in use 
during the evolution and with the assumption of full knowledge, as described in 
section 10.3.1 and 10.3.2. In figures 10.8 and 10.10 it will be shown how the 
average correlation (over the 100 runs) between the predicted codeword and the 
true codeword changes as the true codeword is read. Figures 10.9 and 10.11 show 
distributions of the number of chips before 25%, 50%, 75% and 100% correlation 
is achieved.
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Figure 10.8: The average correlation over 100 simulations for the "no knowledge"
case.




Figure 10.9: Distributions of correlations over the 100 simulations for the "no 
knowledge" case.
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Figure 10.10: The average correlation over 100 simulations for the "full knowl­ 
edge" case.
25
__ D 25% • 100%
I,
chips
Figure 10.11: Distributions of correlations over the 100 simulations for the "full 
knowledge" case. In most runs the correlation jumps from about 25% to 100% 
without intermediate values being observed.
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400
1296
Figure 10.12: The average correlations over 100 simulations for the "no knowl­ 
edge" and "full knowledge" cases.
10.3.4 Comparison of graphs
In this section the graphs shown in section 10.3.3 will be discussed. For ease 
of reference the two figures 10.8 and 10.10 will be combined into a single figure 
10.12 for comparison.
The clearest indication of these graphs is that 25% correlation with the 
true codeword is achieved very early in the observation of a codeword. If there is 
no knowledge of the components in use then higher correlation values are deferred 
in comparison with the full knowledge case. However, in both cases even high 
correlation values are achieved relatively early in the observation of the codeword.
This is perhaps unsurprising. The very nature of LS codes means that it 
is certain that essentially "full information" about the codeword in use will be 
available before half the codeword is observed.
10.4 A recency based approach to the genera­ 
tion of internal padding lengths
Ideally the code should evolve in such a way that no knowledge can be gained 
of the components used. This conflicts with the need to define specific sets of
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components which ensure that the correlation between generations is bounded. 
To overcome this problem, a possible solution could be to let just the Hadamard 
matrix rows and Golay pairs be selected from known sets for each generation. 
The internal padding vector could be selected to have low correlation values 
with recent generations. The list of recent internal padding vectors that a 
possible vector must be compared with, will be referred to as a recency list. A 
detailed recency mechanism of this type is presented as mechanism 2 in chapter 8.
A simulation for the recency list case was developed and can be described 
as follows:
1. Internal padding: In the recency list case, the actual internal padding 
vector is randomly created for each evolution. The interchange method 
described in the "no knowledge" simulation can be modified to check the 
appropriate recency condition. An additional check that the criterion for 
X3 (see chapter 7) is satisfied for the assumed vector against all vectors in 
the recency list is included. If the criterion is not satisfied for any vector in 
the list, a further permutation of the remaining assumed internal padding 
vector entries is made until it is satisfied for all vectors.
2. Golay pair: This is identical to the "full knowledge" simulation.
3. Hadamard matrix row: This is identical to the "full knowledge" simu­ 
lation.
Simulation 3
Read the vector TT
Read the true LS code of length n (LS)
Read previous x internal padding vectors of length p — I (IP^ i € {1, 2,..., x})
Initialise the maximum number of coincidences (MaxCo) between the
internal padding vectors
Read y Golay pairs and their mates of length N (c^, c^, s ĵ) , s Ĵ) j € {1, 2,..., y}) 
Read z Hadamard matrix rows of length p (Had^k^ k € {1, 2,..., z}) 
Initialise a choice of internal padding (IP) such that the correlation between the
new IP and all previous x in the recency list is below X3 — MaxCo/p 
Generate a random number b € {1, 2,..., y}
Initialise a choice of a Golay pair and its mate of length N (CQ , c^ , SQ , s[' ) 
Generate a random number c £ {1,2,..., z} 
Initialise a choice of Hadamard matrix row (Had^) 
Use initial choices for components to create LSguess; 
Find correlation between LSguess and LS; 
currentposition = start of first C component; 
Hadchoicearray = array of all z Hadamard matrix rows;
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for j from 0 to p — 1 do 
current IP = 0;
while LS [currentposition] = 0 do 
currentIP = currentIP + 1; 
currentposition = currentposition + 1; 
end while 
if j > 0 then
IPok = FALSE; 
IP[j] = currentIP; 
while IPok = FALSE do
for k from j + 1 to p — 2 do
randomly assign remaining choices to create vector IP; 
end for
coincidence = 0; 
for i from 1 to x do
coincidence = max{coincidence, maximum possible number of
coincidences between IP and 
end for 
if coincidence < MaxCo then




if j — 0 then
for m from 1 to N do
currentC[m] = LS [currentposition]; 
currentposition = currentposition + 1; 
end for 
for t from 1 to y do
tf co = co then
c0 , cf\ SQ^, sf are the Golay pair components in use; 
end if 
end for 
Had[Q] = +1; 
end if 
if j > 0 then
for m from 1 to N do
currentC[m] = LS[currentposition]; 
currentposition = currentposition + 1; 
end for 
if n[j] = 0 then
if currentC = c0 then
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currentHad = +1; 
else
currentHad = — 1; 
end if 
else
if currentC = ci then 
currentHad = +1; 
else
currentHad = —I; 
end if 
end if 
for e from 1 to z do
z/Had(e)[j] / currentHad then
delete Had^e) from Hadchoicearray; 
end if 
end for
select (Had) at random from Hadchoicearray; 
end if
Use the choices for components to create LSguess; 
/* Sign of the second half of the code assumed correct */
Find correlation between LSguess and LS; 
end for 
/* No need to examine the second half of the code */
Figure 10.13 shows (for p = 32 and N — 16) how the average correlation 
(over the 100 runs, with a recency list of length 50) between the predicted 
codeword and the true codeword changes as the true codeword is read using the 
recency approach. Figure 10.14 shows distributions of the number of chips before 
25%, 50%, 75% and 100% correlation is achieved for the recency approach. 
Figure 10.12 and 10.13 are combined in figure 10.15 to allow all three cases to be 
compared. These graphs show that with only the set of internal padding vectors 
unknown to the observer, correlation values are similar to the "no knowledge" 
case.
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Figure 10.14: Distributions of correlations over the 100 simulations for the re­ 
cency approach.
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Figure 10.15: The average correlation over 100 simulations for "no knowledge", 
"full knowledge" and "recency" cases.
125
10.5 Comparison with m-sequences
10.5 Comparison with m-sequences
In this section it will be demonstrated that the evolving LS code is not worse than 
codes in use today for CDMA. Comparison will be made with m-sequences. An m- 
sequence is a binary sequence created from a linear feedback shift register (LFSR). 
An m-sequence creates a pseudo random binary sequence by using a LFSR with a 
period 2^-1 where N is the size of the LFSR. The binary polynomial defining the 
shift register must be primitive [14]. This is a simple way of generating an infinite 
binary string that has a non trivial structure. It is commonly used as a pseudo 
random number generator for its simplicity and because it has some desirable 
properties for a random sequence. Berlekamp discovered in 1968 an algorithm 
[1] for decoding BCH codes. Then in 1969 it was interpreted by Massey [15] as 
a way of finding the shortest LFSR that generates a given sequence, and so it 
is referred to as the Berlekamp-Massey algorithm. It implies that the LFSR can 
be reconstructed given a small number of elements of first terms from a binary 
sequence. Therefore, despite some good pseudo-random generator properties, a 
LFSR cannot be used safely for the purpose of making a stream cipher.
Theorem 8 (Massey [15], Berlekamp [1])
Let s = s0 , sl5 ..., sn be a sequence generated by a linear feedback shift register 
with L cells. Then the connection polynomial of the register (defining the feedback 
positions) can be determined from the first 2L elements of the sequence.
The difficulty of finding an m-sequence is not high. A maximum length sequence 
of length 2N — 1 can be generated by a shift register of length N [18]. Then it is 
only necessary to observe 27V bits to find the primitive polynomial of the LFSR 
[15]. For example, an m-sequence of length 2 10 — 1 = 1023 can be found after 20 
bits and if the length was 222 -l = 4194303 the LFSR is found after 44 bit. Figure 
10.16 displays Maple style pseudo-code for the Berlekamp-Massey algorithm. An 
example of the Maple output from this algorithm is given in figure 10.17. Figure 
10.18 demonstrates that evolving LS codes compare favourably with m-sequences.
10.6 Comparison with Gold sequences
In practice Gold sequences are often used in CDMA applications, as the number 
of sequences with reasonably satisfactory correlation properties is large. A Gold 
sequence of length 2^-1 can be generated by a shift register of length 2Ar [18]. 
Thus it is only necessary to observe 4/V bits to find the polynomial of the LFSR 
[15]. Figure 10.19 demonstrates that evolving LS codes compare favourably with 
Gold codes.
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Read the sequence s generated by a LFSR with N cells 
Initialise B = 1, C = 1, L = 0, k = I, b = 1; 
for n from 0 to 2N + 6 do /*+6 to show convergence */ 
d= s[n + l];
for i from 1 to L do
d = d + coeff(C, a;*) * s[n - i + 1]; 
od; 
if d = 0 then
k = k + l- 
fi; 
if (d <> 0 and 2 * L > n) then
C* = expand(C — d* xk * B/b); 
k = k + l;
fi;
if (d <> 0 and 2 * L <= n) then 
r = C;
C = expand(C - d * xk * B/b);
B = T;




Figure 10.16: Maple style pseudo-code for the Berlekamp-Massey algorithm.
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Figure 10.17: Output of the Berlekamp-Massey algorithm in figure 10.16.
10.7 Conclusions
Figure 10.15 confirms that complete security against jamming is unachievable. 
Consider a threshold of 25% correlation, as assumed earlier in the thesis. It can 
be seen that, even with no knowledge of the sets of components in use during 
evolution, this threshold is achieved very early in the reading of a single codeword. 
However the challenge to the third party of actually performing the necessary 
computations on this time scale is daunting. 
Define two time intervals:
1. The third party latency TL(r, cor) is the time taken by the third party 
to predict the true codeword given that the codeword is known up to and 
including chip r, and that the predicted codeword and the true codeword 
must have a correlation of at least cor.
2. The system latency SL is the time taken by a user to create a new codeword 
after evolution.
The security of the system in practice depends on the value of the third 
party latency. As long as the third party latency TL(0, cor) exceeds the 
length of time necessary to transmit a single bit, the system will be secure 
provided the system latency is such that the code can evolve after every bit 











Figure 10.18: .4 comparison of the "no knowledge" and "full knowledge" cases of 
an LS code with an m-sequence.
chips
Figure 10.19: A comparison of the "no knowledge" and "full knowledge" cases of 
an LS code with a Gold code.
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necessary to evolve the code in parallel if the system latency proves too large. 
The third party latency has the effect of shifting the curves in figure 10.15 
to the right. Even relatively small values of the third party latency may 
mean that the system becomes effectively secure. The achievable values of these 
latencies depend on hardware and firmware issues beyond the scope of this thesis.
For a correlation threshold much higher than 25%, knowledge of the com­ 
ponents in use during the evolution does allow the code to be predicted earlier. 
This can be avoided by the recency approach. Although knowledge of the Golay 
pairs and Hadamard matrices in use may be available, if internal padding vectors 
are generated by this technique the curve reverts to the "no knowledge" curve.
The conclusion about m-sequences and Gold codes may appear surprising. 
Their pseudo-random structure might appear to be more secure than that of 
LS codes. Figure 10.18 demonstrates that this is not the case. LS codes have 
greater potential for security provided the third party latency is not too small. 
This arises because LS codewords are not generated by a linear feedback shift 
register and so the Berlekamp Massey algorithm does not apply. On the other 
hand not using a LFSR may very significantly increase the system latency.
The recency based approach has been shown to be successful and is not 
susceptible to learning by the third party. It will now be considered as the 




Most of the work in this thesis has been illustrated by a single standard example. 
In this chapter the range of examples will be expanded. Table 11.1 is based on 
that in [17] and shows a variety of LS codes that might be useful in practical 
application.






































































































































































































































Table 11.1: Duty ratio (number of ±1 's divided by length) and normalized corre­ 
lations for various parameters. "Maximum repetitions" is the maximum number 
of repetitions in {Li,L2 ,Ls,... ,Lp_i}. "Normalized correlation" is the maxi­ 
mum aperiodic correlation with \T\ < 2N — 1 divided by the number of ±1 's in a 
codeword.
quires study from the point of view of the Hadamard matrices and the internal
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11.1 The sets of Hadamard matrices
padding vectors. The parameter N requires study from the point of view of the 
Golay pairs. The value p = 32 has already been studied. Here the values p = 16 
and p = 64 will be studied from both points of view. Similarly, the value N = 16 
(and N = 8 for single overlap computations only) have been studied. Here the 
values N = 8 (double overlap computation) and TV = 32 will be studied.
11.1 The sets of Hadamard matrices
The results of chapter 5 with Gold or Gold-like constructions are important if 
it is to be difficult to predict the Hadamard matrix in use from knowledge of 
one Hadamard matrix row in use. This is necessary if the system is to be secure 
against the loss of a radio (see section 5.3). For both p = 32 and p — 64 
the construction leads to a peak normalized correlation threshold of 0.25. For 
p = 16 the peak normalized correlation threshold is actually 0.5 although this 
peak is achieved by relatively few pairs of codewords and so can be regarded as 
acceptable, with a threshold of 0.25 still used for the other components.
11.2 The sets of Golay pairs
Here the double overlap computations of chapter 7 are repeated for N = 8 and 
N = 32.
Sn\
For N = 8, a clique of size 1 is obtained for x2 = 0.375 and a clique of 
size 13 is obtained for x2 = 0-5 (shown in table 11.2). Note that if one of these 
cliques is used, the correlation bound applies to the two generations of LS code, 
whatever the Hadamard matrix, internal padding vector or it vector (even if 
the Hadamard matrix row and internal padding vector are the same in the two 
generations).
For AT = 32, a clique of size 1 is obtained for x?} = 0.25, 0.3125 and 
0.375 (see table 11.2).
The general conclusion is that changes of Golay pair without changing the 
Hadamard matrix row or internal padding vector are not sufficient to ensure 
normalized correlations of at most 0.25. It still may be useful to use a larger set 
of Golay pairs, provided the internal padding vector is forced to change between 
close generations.
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Table 11.2: The clique size for various thresholds a of peak normalized aperiodic 
cross-correlation using the double overlap clique search for Golay pairs. N is the 
length of the Golay pair.
11.3 The sets of internal padding vectors
The use of the recency based construction has been shown to be attractive. Here 
the computations leading to tables 8.1 and 8.2 of chapter 8 will be repeated for 
p = 16 and p = 64 and presented in tables 11.3, 11.4, 11.5 and 11.6.
Table 11.3 shows for p = 16 the percentage of accepted randomly gener­ 
ated internal padding vectors for single trials (/?=!) with various recency list 
sizes. Table 11.4 shows for p = 16 the percentage of trials rejected when (3 > 1. 
Here a single trial is a maximum of /3 iterations. The mean and maximum 
normalized correlation for the rejected cases is also shown.
With a recency list of length 1, almost all new internal padding vectors 
are accepted (95.1%), whereas with a recency list of length 50, only 23.9% are 
accepted. Although the results are a little worse than for p = 32, it can be seen 
from table 11.4 that a recency list of size up to 50, with 0 between 5 and 10 
still seems satisfactory for p = 16. The number of outliers with a normalized 
correlation approaching 0.5 is in fact very small.
Now consider p = 64. Table 11.5 shows the percentage of accepted ran­ 
domly generated internal padding vectors for single trials (/3 = 1) with various 
recency list sizes. Table 11.6 shows the percentage of trials rejected when /? > 1. 
Here a single trial is a maximum of 0 iterations. The mean and maximum
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Table 11.3: The number of accepted and rejected internal padding length vectors 
for p = 16 with at most four coincidences (out of 16) with any vector within the 
recency list. One million vectors are generated in each case.
normalized correlation for the rejected cases is also shown.
With a recency list of length 1, almost all new internal padding vectors 
are accepted (96.8%), whereas with a recency list of length 50, only 25.6% are 
accepted. Although the results are again a little worse than for p = 32, it can 
be seen that a recency list of size up to 50 ; with /3 between 5 and 10 still seems 
satisfactory for p = 64. The number of outliers with a normalized correlation 
approaching 0.5 is in fact very small.
11.4 Simulation of the recency list approach for
p — 16 and p — 64
Using the recency approach described in section 10.4 and illustrated in figure 
10.13, it is useful to see how the simulation might change for different values of 
p. Figure 11.1 shows the results of simulations for the cases p — 16, p = 32 and 
p = 64 (with TV = 16) and with a recency list of length 50.
From figure 11.1 it can be seen that the general shape of the curve is
qualitatively the same for p = 16 or 64 as for the case p = 32 which was
previously presented in figure 10.13. Thus the same general conclusions hold.
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Table 11.4: The percentage of rejected trials after j3 iterations forp = 16. A trial 
is rejected if each of the /3 vectors generated has more than four coincidences (out 
of 16) with some vectors within the recency list. For the rejected cases the mean 





































Table 11.5: The number of accepted and rejected internal padding length vectors 
for p — 64 with at most sixteen coincidences (out of 64) with any vector within 
the recency list. One million vectors are generated in each case.
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Table 11.6: The percentage of rejected trials after {3 iterations for p = 64. A trial 
is rejected if each of the (3 vectors generated has more than sixteen coincidences 
(out of 64) with some vectors within the recency list. For the rejected cases the 
mean (best of {3 trials) and maximum normalized correlation is shown.
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Recency list with p=16 
Recency list with p=32 j 
Recency list with p=64 j
324 648 1296 
chips
Figure 11.1: The average normalized aperiodic cross-correlations over 100 sim­ 
ulations when using the recency approach. The recency list has length 50, and 
results are shown for internal padding vectors of lengths p = 16, p = 32 and 





There are two viewpoints from which the security of LS codes should be 
considered. The first viewpoint is the security against an observer of the 
system attempting to determine and predict the spreading codes for use in 
jamming or eavesdropping. The second viewpoint is more stringent; the secu­ 
rity of the entire system is considered when the observer has also managed to 
capture the spreading code construction and evolution mechanism of a single user.
A mechanism has been proposed for evolving the LS code by evolving the 
Golay pairs used in the construction, by evolving the Hadamard matrices and 
by evolving the internal padding vectors. The most attractive way of doing 
this appears to be mechanism 6 of chapter 8. Here the Golay pair and the 
Hadamard matrix are selected randomly (with repetition allowed). The internal 
padding vector is selected by the use of a recency list mechanism. A list of 
possible Hadamard matrices is constructed as described in chapter 5 and a 
list of Golay pairs can be used as described in chapters 4 and 7. Section 7.2 
indicates that with a normalized correlation thresholds of 0.25 the list of Golay 
pairs should have size 1. However, the use of a larger list does make the task 
of the observer harder and should be considered advantageous. The approach 
does ensure that the correlation between generations is below the specified 
threshold. Thus one generation of the spreading code cannot be used to predict 
another for the purposes of jamming or eavesdropping. It should be noted 
that the recency list approach for the internal padding vectors does of itself 
ensure that the correlation between close generations is below the specified 
threshold. This allows more than one Golay pair to be used, as it seems relatively 
unimportant if the correlation between very distant generations is a little above 
the specified threshold. The main role of the Hadamard matrix evolution then 
becomes important from the second viewpoint, rather than from both viewpoints.
The results of chapter 10 indicate that complete theoretical security is not 
possible. The initial assumption that LS codes are less secure than codes in
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use today (such as maximal length sequences or Gold codes) proves to be false. 
As a result of the Berlekamp-Massey algorithm, any code that can generated 
by a linear feedback shift register can theoretically be determined very early 
in the transmission of a single bit. It is shown in chapter 10 that LS codes 
cannot theoretically be determined as early in the transmission of a bit as a 
LFSR code, but nevertheless are still determined relatively early. Thus they 
could, for example, jam a large proportion of the bit transmitted, and therefore 
prevent correct reception of the bit. This theoretical consideration ignores the 
time necessary to carry out the necessary computations. Thus it is necessary 
to consider the time required for computations, both for the user and for the 
observer. Theoretically it seems that the code should be evolved for every bit to 
be transmitted. This may already create a challenging computation for the user 
transmitting the sequence of bits. The challenge for the observer in carrying out 
the necessary computations is considerably greater. Indeed it does appear the 
computation could hardly be completed in the period for which its result might 
be useful. Thus it might be possible to demonstrate the security of the system 
by considering the relative latencies for the user and the observer. However, as 
the computations are likely to require special purpose hardware or firmware, 
such considerations are beyond the scope of this thesis.
From the second viewpoint the true weakness of LS codes becomes appar­ 
ent. All components of the construction are shared by all users except for the 
actual Hadamard matrix row of the user. This problem can be solved if a 
Gold or Gold-like code is used to construct the Hadamard matrix. However, 
even with this solution, it does not seem plausible that an algorithm could 
be supplied to each user for generating the individual sequence of Hadamard 
matrix rows, without giving the user the ability to generate the corresponding 
Hadamard matrix rows of other users. The consequence of this appears to be 
that the system can only be made secure if sequences of Hadamard matrix 
rows (or sets of Hadamard matrix rows for selection by all users with the 
common random number generator) are computed centrally, as described in 
mechanism 7 of chapter 8. The sequence or set for each individual user would 
then have to be circulated as a private key to the transmitter and all its 
receivers. However, repetition could not be allowed, so the key would have to 
be enormous. Only with the use of such enormous keys (and the solution of 
the consequent key distribution issues) could the system be considered truly 
secure. It would be secure with respect to this second viewpoint because 
the observer might know everything about the common random number 
generator, the evolving sequences of Golay pairs, the evolving sequences of 
internal padding vectors and one sequence of Hadamard matrix rows, but would 
have no way of determining the sequence of Hadamard matrix rows of other users.
Two important issues remain for further study. The first concerns the la-
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tencies for both the user and the observer. Once the hardware and firmware to 
be used is determined, a study of the latencies is necessary to determine how 
quickly evolution can take place. This study will also determine whether the 
system is actually secure, or whether the theoretical ability of the observer to 
determine the spreading codeword early in the transmission of a bit is relevant. 
The second issue is the removal of the restriction that the length of the Golay 
pairs and the order of the Hadamard matrices be powers of 2. Permitting Golay 
pairs of lengths that are multiples of 10 and 26 gives a little more flexibility in 
designing the codeword length. Allowing other orders for Hadamard matrices 




[I] E.R. Berlekamp, "Algebraic coding theory", McGraw-Hill, New York, ch. 7, 
1968.
[2] P.B. Borwein and R.A. Ferguson, "A complete description of Golay pairs 
for lengths up to 100", Mathematics of Computation, vol. 73, no. 246, pp. 
967-985, 2004.
[3] R. Carraghan and P. Pardalos, "An exact algorithm for the maximum clique 
problem", Operations Research Letters, vol. 9, pp. 375-382, 1990.
[4] R. Craigen, Chapter 24 of "The CRC handbook of combinatorial designs" 
(ed. C.J. Colbourn and J.H. Dinitz), Boca Raton, Florida, CRC Press, 1996.
[5] J.A. Davies and J. Jedwab, "Peak-to-mean power control in ODFM, Golay 
complementary sequences, and Reed-Muller codes," IEEE Trans. Inform. 
Theory, vol. 45, no. 7, pp. 2397-2417, November 1999.
[6] R. De Gaudenzi, C. Elia and R. Viola, "Bandlimited quasisynchronous 
CDMA: A novel satellite access technique for mobile and personal com­ 
munication systems," IEEE J. Select. Areas Commun., vol. 10, pp. 328-343, 
February 1992.
[7] E.H. Dinan and B. Jabbari, "Spreading codes for direct sequence CDMA 
and wideband CDMA cellular networks," IEEE Communications Magazine, 
pp. 48-54, September 1998.
[8] S. Eliahou, M. Kervaire and B. Saffari, "A new restriction on the lengths of 
Golay complementary sequences," J. Combinatorial Theory (A), vol. 55, pp. 
49-59, 1990.
[9] M.J.E. Golay, "Complementary series." IRE Trans. Inform. Theory, vol. 
IT-7, pp. 82-87, April 1961.




[11] J. Hadamard, "Resolution d'une question relative aux determinants," Bull. 
Sci. Math., vol. 2, pp. 240-246, 1893.
[12] H. Kharaghani and B. Tayfeh-Rezaie, "A Hadamard matrix of order 428," 
J. Combinatorial Designs, vol. 13, pp. 435-440, 2005.
[13] D. Li, "A high spectrum efficient multiple access code," Chinese Journal of 
Electronics, vol. 8, pp. 221-226, July 1999.
[14] F. J. MacWilliams and N. J. A. Sloane, "The theory of error-correcting 
codes," Amsterdam, The Netherlands, North-Holland, 1977.
[15] J.L. Massey, "Shift-register synthesis and BCH decoding". IEEE Trans. In­ 
form. Theory, vol. IT-15, no. 1, pp. 122-127, 1969.
[16] R. Paley, "On orthogonal matrices," Journal of Mathematics and Physics, 
vol. 12, pp. 311-320, 1933.
[17] S.O. Sanusi, D.H. Smith, R.A. Jones and S. Perkins, "The application of 
frequency assignment techniques in spreading code assignment," submitted.
[18] D.V. Sarwate and M.B. Pursley, "Crosscorrelation properties of pseudoran­ 
dom sequences," Proc. IEEE, vol. 68, no. 5, pp. 593-619, May 1980.
[19] B. Sklar, "Digital communications: fundamentals and applications," Second 
Edition, New Jersey, Prentice-Hall PTR, 2001.
[20] D.H. Smith, R.P. Ward and S. Perkins, "Gold codes, Hadamard partitions 
and the security of CDMA systems," submitted.
[21] S. Stariczak, H. Boche and M. Haardt, "Are LAS-codes a miracle?," 
IEEE Global Communications Conference(GLOBECOM), San Antonio, 
TX., U.S.A., pp. 589-593, November 25-29 2001.
[22] J. J. Sylvester, "Thoughts on inverse orthogonal matrices, simultaneous sign- 
succession, and tessellated pavements in two or more colours, with applica­ 
tions to Newton's rule, ornamental tile-work, and theory of numbers," The 
London, Edinburgh, and Dublin Philosophical Magazine and Journal of Sci­ 
ence, vol. 34, pp. 461-475, December 1867.
[23] X.H. Tang and P.Z. Fan, "Bounds on aperiodic and odd correlations of 
spreading sequences with low or zero correlation zone", Electronics Letters, 
vol. 37, no. 19, pp. 1201-1202, September 2001.
[24] X.H. Tang, P.Z. Fan and S. Matsufuji, "Lower bounds on correlation of 
spreading sequence set with low or zero correlation zone", Electronic Letters, 
vol. 36, no. 6, pp.551-552, 2000.
142
BIBLIOGRAPHY
[25] X. Tang and W.H. Mow, "Design of spreading codes for quasi-synchronous 
CDMA with intercell interference", IEEE J. Selected Areas in Comm., vol. 
24, no. 1, pp. 84-93, 2006.
[26] C.C. Tseng and C. L. Liu, "Complementary sets of sequences", IEEE Trans. 
Inform. Theory, vol. IT-18, pp. 644-652. September 1972.
[27] L.R. Welch, "Lower bounds on the maximum cross correlation of signals". 
IEEE Trans. Inform. Theory, vol. IT-20, no. 3, pp. 397-399, May 1974.
[28] J. Williamson, "Hadamard's determinants theorem and the sum of four 
squares", Duke Math. J... vol. 11, pp. 65-81, 1944.
[29] K. Yang, Y. Kim and P. V. Kumar, "Quasi-orthogonal sequences for code 
division multiple access systems", IEEE Trans. Inform. Theory, vol. 46, no. 
3, pp. 982-993, May 2000.
143
