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ABSTRACT
The amount of the available geospatial data grows at an ever faster
pace. This leads to the constantly increasing demand for processing
power and storage in order to provide data analysis in a timely
manner. At the same time, a lot of geospatial processing is visual
and exploratory in nature, thus having bounded precision require-
ments. We present DeepSPACE, a deep learning-based approximate
geospatial query processing engine which combines modest hard-
ware requirements with the ability to answer flexible aggregation
queries while keeping the required state to a few hundred KiBs.
KEYWORDS
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1 INTRODUCTION
With the growing amount of the available geospatial data new re-
quirements for the query processing emerge [9]. The highly variable
nature of the information presented in the data requires human
supervision to discern interesting patterns. This leads to a pro-
cessing pattern characterized by a high number of ad-hoc queries
which ideally should be answered quickly and cheaply, enabling an
interactive mode of exploration.
There are multiple ways to meet this challenge. Specialized
geospatial indexes enable throughput of millions of data points
per second and scale well with the available parallel CPU cores [14].
They still require high-end hardware to store the complete dataset
and must provide high availability for the user.
Other systems recognize the trade-off between the available
hardware and required precision and provide approximate query
results based on (online or offline) samples. Such approaches often
deliver poor results under very selective queries since the sample
size needs to grow inversely with the selectivity to provide the
same precision.
In this work we present an alternative approach: DeepSPACE
(Deep Geo-Spatial Autoregressive Conditional Estimator), a com-
pact model which captures the distribution of the data and allows
the user to discern interesting patterns while keeping the compu-
tation requirements to a level provided even by leanest of today’s
client devices like smartphones.
We present an unsupervised versatile training regime which
works on any kind of geospatial data enriched with additional
information about the data points. Using the example of New York
City taxi data [19] we show that our model can answer typical
exploratory queries with reasonable precision, enabling visual data
exploration without the need for fast hardware or connectivity to a
backend server.
We base our model on the recent advances in neural distribution
estimation [10]. Using this type of neural networks opens possi-
bilities to calculate arbitrary conditional distributions effectively
providing a query interface for the underlying data.
We use space-filling curves to discretize the geographic locations
to facilitate the learning and the querying of the data distributions.
In effect, we partition the space using a quad-tree which allows the
model to capture the spatial locality relationship of the conditional
distributions.
Our model is flexible in regards to input data types and distribu-
tions. The modular system allows easy adaptation to new datasets.
The user can incorporate their domain knowledge by specifying
custom distribution families for specific attributes, e.g., a Gaussian
mixture for a continuous attribute which is known to be multi-
modal.
This paper makes the following contributions: (1) we introduce a
deep-learning-based approach to approximately answer geospatial
aggregation queries which enables interactive data exploration, (2)
we show how our architecture can handle heterogeneous queries
and data and allow user to extract rich information about the un-
derlying data distributions, and (3) we compare our approach to
sample-based baselines and show that we are competitive in the
precision of query results even at high sample sizes.
The rest of the paper is structured as follows: Section 2 gives an
overview over the related work in the areas of geospatial and ap-
proximate query processing. In Section 3 we provide the necessary
background to understand the DeepSPACE architecture, which is
then described in detail in Section 4. We evaluate our system’s per-
formance in Section 5. We conclude with a summary and overview
of future research topics in Section 6.
2 RELATEDWORK
Use of approximate query processing in domains that have relaxed
requirements to the precision of the results (e.g., visualization) is
a popular topic in database research. The aim is to provide the
answer for arbitrary queries in lower (ideally bounded) time. A
recent overview of themodern development in this area is presented
in [16].
Two general approaches to approximate query processing (AQP)
are (1) online sampling and (2) offline synopses generation.
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Since geospatial queries tend to be very selective, the unbiased
approach (i.e., based on uniform sampling from the total data set)
has to combat the 0-tuple problem (i.e., no sample tuples remain
after the selection has been applied).
On the other hand, some systems opt for pre-computing a suc-
cinct synopsis of the data which can be used to efficiently approx-
imate query results. Wang et al. [25] present an index structure
which is enriched with a random sample of points that qualify
the filter conditions of the previous queries. Such index can sub-
sequently be used to answer approximate queries efficiently. In
contrast, our approach does not require access to previous queries
and provides accurate results early on.
Model-Based Processing. There has been some early work on
model-based data processing using classical statistical models. Desh-
pande et al. suggest to support model-based views (e.g., for regres-
sion) in a database system [8]. In contrast to our work, their focus
is on the smoothing our the irregularities on the incoming data
using simple, easily computable models.
With the mainstream availability of deep neural networks, there
has been a recent surge in the number of model-based methods
for approximate query processing. Kulessa et al. [15] use a sum-
product-network-based model to estimate aggregate query results.
The authors explore both a direct conditional evaluation, similar
to our approach, as well as generation of stratified samples. The
extension of their model to geospatial data and comparison to our
approach might be an interesting future research topic.
Similarly, Thirumuruganathan et al. [22] use variational autoen-
coders to generate samples from the learned joint data distribution.
In our context, this approach would suffer from the low selectivity
of the typical geospatial queries, since it does not support genera-
tion of stratified results.
Yang et al. [26] propose the use of an autoregressive model to
generate stratified samples and also supports range predicates but
does not address geospatial predicates.
Spatial Processing with Bounded Precision. Another direction is
to trade precision for evaluation performance while using the total
dataset. Kipf et al. [14] use hierarchical grid approximations of
polygons to achieve a throughput of tens of millions data points
on a single core. While this approach can guarantee a user-defined
precision, it uses a main-memory resident index structure which
grows in size with the amount of polygonal data and thus is not
directly comparable to this work.
Zacharatou et al. [23] propose to leverage the rendering pipeline
of the GPU to provide interactive response times over large datasets,
optionally with approximate but bounded precision to achieve re-
sponse times of around one second for almost one billion data points.
In contrast to this approach, ours does not strictly require expensive
graphics hardware and only has a modest memory footprint.
3 BACKGROUND
We base our approach on a number of advances in the areas of
geospatial location encoding and distribution modeling. In the fol-
lowing, we provide the necessary background to understand the
DeepSPACE architecture.
3.1 Location Discretization
Space-filling curves are a popular approach to location discretiza-
tion. The idea is to project the geographical surface on a 2d Eu-
clidean surface, split it into nested cells and enumerate the cells
according to their position on the space-filling curve. The choice
of a Hilbert curve yields a nested cell structure similar to a quad-
tree which achieves the best locality preservation. Other options
(e.g., Z-curve) trade locality for computational efficiency during the
computation of the projection.
Figure 1 (left) shows how the discrete cells can be used to visu-
alize geospatial data. The cells at level 14 (which corresponds to
approximately 0.32km2) are outlined in red. Each cell of level 14
consists of four sub cells of level 15. The distribution of the data for
each cell (in this case number of rides originating from the area)
can be color-encoded on the map.
The hierarchical encoding of the cells is presented in detail in
Figure 1 (right). Each cell consists of up to 30 levels, each level
encoded by a number from 0 to 3 denoting the cell’s position along
the Hilbert curve. Each subsequent level is completely covered by
the previous level, so the contains relation can be checked by simply
comparing the prefixes of the cells.
The hierarchical structure allows a natural interpretation as
a conditional distribution: each subsequent level can be seen as
a categorical (Multinoulli) distribution conditioned on the joint
distribution of the preceding cells. This allows the model to exploit
the locality properties of the data and improves training.
In this work, we choose the Google S2 library [21] as an imple-
mentation of the location discretization approach. Besides providing
industry-strength stability, S2 is also used by a number of popular
database systems (e.g., MemSQL [2] and MongoDB [3]) which al-
lows easy interoperability between these systems and DeepSPACE.
3.2 Autoregressive Autoencoders
Autoencoders [11] are a type of unsupervised deep learning ar-
chitecture which aims to learn an efficient encoding for the given
data. Autoencoders have many uses, one particular is neural density
estimation.
The output of a standard autoencoder does not represent a valid
probability distribution. This can be easily seen by considering a
“perfect” autoencoder: if we interpret its loss as log-likelihood, we
get an implied probability density of 1 at every point, which does
not integrate to 1, as required for a valid probability distribution.
This can be alleviated by enforcing the autoregressive property [10].
The autoregressive property holds if each output xˆi only depends
on the inputs x0:i−1. By enforcing this property we get a valid
probability distribution over the input x :
p(x) =
∏
i
p(xˆi |x0:i−1)
The model parameters then can be trained using maximum like-
lihood estimation.
Of particular interest is the efficient implementation of the au-
toregressive architecture using masks [10]. The idea is to assign
each neuron in the layers an index 0..n with n being the number
of inputs. Then a neuron is connected to a neuron in the previous
layer if its index is greater-equals (or strictly greater for the output
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(a) Cell grid of levels 12 (thick lines) and 13 (thin lines) superimposed
onManhattan. The number of the taxi rides originating from the spec-
ified cell is color-encoded.
00 11
01 10
0000 0001 1110 1111
level i
level i+1
(b) Multi-level discretization of a cell using a Hilbert curve.
Figure 1: Encoding of geospatial data using space-filling curves.
layer) than the index of the neuron in the previous layer (see also
Figure 2). By enforcing the “strictly greater” relationship we make
sure that inputs of an attributes 0..i are not used for the prediction
of the output i , which corresponds exactly to the autoregressive
property as defined earlier.
Such connectivity restrictions can be efficiently encoded using a
binary mask. The output of a layer thus becomes
ϕ((W ⊙ A)x + b)
with ϕ,W , A, and b being activation function, layer weights,
mask, and biases, correspondingly and ⊙ being Hadamard (elemen-
twise) product of the matrices.
The indexes of the input and output layers arise from the input
ordering. The indexes of the inner layers can be assigned arbitrarily
from the closed interval 0..n − 1 (since the n-th i.e., last input is
not used for the output prediction to maintain the autoregressive
property). This allows to adjust the width and the depth of the
model according to the complexity of the data distribution.
4 DEEPSPACE
In the following, we introduce the DeepSPACE architecture which
is able to utilize succinct pre-computed synopses to approximately
answer a variety of geospatial queries. DeepSPACE supports a
various data types, and can answer common aggregation queries
with selection predicates typical for the geospatial domain.
4.1 Model Architecture
DeepSPACE utilizes the autoregressive architecture to model a
series of conditional distributions which describe the data. In partic-
ular, we build on the ideas of masked autoencoders [10] to provide
an efficient implementation for training and inference.
We extend the autoregressive autoencoder with the notion of
sub-net modules. A sub-net module ϕi can be considered a function
which takes a subset of input attributes x0:i−1 and produces the
parameters of the target output distribution xˆi . The input attribute
xi is a contiguous set of neurons which describe the input of a data
type.
As an example, let us consider a sub-net ϕ2 with a discrete input
attribute x0, and a continuous one x1. x0 which consists of K cate-
gories would typically be described by a set of K neurons which
one-hot encode its value. x1 would have a single input which is
simply its value. If the target output distribution of ϕ2 is Gaussian,
which is common for continuous attributes, then the output param-
eters consist of two neurons: µ and σ , which are the mean and the
standard deviation of the Gaussian, respectively.
A sub-net module ϕi is fit using maximum likelihood estimation
on the input attribute xi . Continuing the example above, we search
output parameters µ and σ such that
argmax
µ,σ
LGaussian(µ,σ |xi )
The changes are then applied to the hidden units of the subnets
using back-propagation.
Alternatively, a single sub-net module can be seen as an inde-
pendent neural network or any other function approximator. In
other contexts, this view on autoregressive models is taken by other
authors (cf. [4, 20, 26]).
DeepSPACE embeds the sub-net modules in a single neural net-
work as pictured in Figure 2. Input and output neurons of a subnet
are labeled with the subnet’s index. Special inputs and outputs
are given placeholder values which are smaller or larger than any
neuron index which forces a full or prevents any connection to
the neighboring layer, respectively. One use of it is to encode an
input mask which describes which input attributes are used for
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Parameters
Figure 2: DeepSPACE’s autoregressive architecture. The hidden layer neurons are given order numbers which are used to
decide which inputs and outputs are connected to them. The lines denote connections to individual neurons, * represents a
connection to every neuron in the neighboring layer.
predictions. The attributes not used as input are not connected to
any neurons, the corresponding output distributions, on the other
hand, are connected to every output except itself.
The neurons in the hidden layer can be assigned indexes in an
arbitrary fashion, though this assignment influences the participa-
tion of a single neuron in the sub-net modules. The original MADE
authors suggest using uniform random assignment [10]. We, on the
other hand, assign the indexes proportionally to the number of the
sub-nets a neurons participates in, i.e., the number of neurons with
an index i is proportional to i .
We then enforce the autoregressive property as described in
Section 3.2. The architecture can be trivially extended to multiple
hidden layers by inserting additional hidden layers and assigning
indexes to the neurons as described above.
4.2 Order-Agnostic Attribute Ordering
The presented architecture imposes an ordering on the input at-
tributes. This means that ϕi cannot be evaluated independently of
the input attributes j for j < i . While, due to the product rule, any
ordering of the input attributes should return the same result, we
must be able to “skip” certain attributes if we are not interested
in an output distribution conditional on them. One approach is to
marginalize the attribute by either evaluating every possible value
and summing the results or by applying a Monte Carlo approach if
the number of distinct values is intractable [26]. The computation
requirements grow linearly with the number of distinct categories
or the size of the Monte Carlo sample, respectively.
DeepSPACE instead utilizes the training techniques from [24] to
create an order agnostic representation of data. We organizes the
connections from the input layer and to the output layer depending
on the which attributes are used as conditional inputs and which
are used as outputs. Concretely, we set the indexes of the “skipped”
input neurons and the output-only neurons to a placeholder value
higher than any other neuron index, thus enforcing the desired
connectivity pattern (cf. Figure 2). An additional advantage of this
approach is that we are able to get an estimation for multiple output
distributions in a single pass.
To facilitate model training, we provide an additional input
mask which denotes the attributes on which the filters are defined
(cf. [24]). This mask is connected to each layer (cf. Figure 2) and
thus provides every neuron with the information on conditional
input and output attributes. With this architecture, we are able to
answer conjunctive equality predicates using a single forward-pass
on our model.
By combining different orderings of sub-net modules into a sin-
gle neural network, we not only improve evaluation performance,
but also allow information sharing across the sub-nets, since the
individual sub-nets partially share neurons.
4.3 Handling Heterogeneous Data
DeepSPACE can handle arbitrary data distributions by encoding
their parameters in the corresponding input and output blocks. In
the following, we describe our encoding scheme for categorical,
datetime, geospatial, and continuous data types.
Categorical data with K distinct categories is encoded using
K-ary one-hot input vectors. The output parameters are logits (log
odds) of the possible classes which can be converted to probabilities
by applying the softmax function σ (x)i = exp(xi )∑
j exp(x j ) . Conversely,
we use the categorical cross-entropy loss function to maximize the
log-likelihood of the sub-net module:
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loss(ϕcat,i (x0:i−1)) = cross entropy(xi ,ϕcat,i(x0:i−1))
= − log
(
exp(ϕcat,i (x0:i−1)[xi ])∑
j exp(ϕcat,i (x0:i−1)[j])
)
= −ϕ(x0:i−1)[xi ]) +
∑
j
ϕcat,i (x0:i−1)[j]
where v[i] denotes the ith output of the one hot-encoded vector v .
A binary encoding of the data (cf. [12]) would yield a more
compact model, but lead to less easily interpretable output and
require a more complex model. One reason for this is that the
binary encoding implies relationships between categories which do
not have an equivalent in the data, e.g., the category 00 is equally
related to 11 as to 01, but the input format suggests otherwise.
Datetime can be seen as a continuous attribute time since epoch
or a discrete attribute encoding a value extracted from the continu-
ous timestamp, e.g., month, day of the week, or hour. Since a typical
selection or group-by query targets datetime data types on higher
granularity and discrete encoding facilitates the training of the
model, we choose the discrete encoding in DeepSPACE. However,
sub-net modules can model arbitrary distributions, so a continu-
ous encoding for the datetime data type can be added without any
architectural changes.
Geospatial data presents a special case of categorical data. As
described in Section 3.1, the geospatial area is split using a quad-
tree-like schema into ever finer segments. We consider each split
at the level L to be a categorically distributed variable GL with the
number of categories K = 4 (i.e., GL ∼ Cat(4)). The splits on the
next level can then be modeled as random variable conditionally
dependent on the previous levels GL+1 ∼ Cat(4) × GL . This fits
neatly into our autoregressive architecture. The loss function for
each layer is the categorical cross entropy used for categorical data.
Discrete encoding of the geographical input data provides a
number of distinct advantages over continuous latitude and longi-
tude inputs. First, it provides a strong inductive bias for the model
by only allowing the distributions of the higher levels to affect
the distributions of the lower levels. Second, it splits the complex
multi-modal joint distribution into an easy-to-model set of categor-
ical distributions. Third, handling categorical distributions is more
numerically stable than using IEEE 754 float encoded geographic
coordinates.
The nested discretization schema captures the local relationships
of the data and allows efficient querying on regions of diverse
sizes. Alternative encoding schemes like binary or Z-curve-based
encoding, while feasible, are at a disadvantage in one of these areas.
Continuous data is encoded using a diagonal mixture of N
Gaussian distributions, or for less complex data a single Gaussian,
which corresponds to N = 1. The input is a single real value, the
output is a vector of triples (ai , µi ,σi ) of mixture factor, mean,
and standard deviation, correspondingly. In practice, we output
loд(σ ) to ensure a positive σ value. Since we assume diagonal (i.e.,
mutually uncorrelated) Gaussians, it is sufficient to learn a single
standard deviation per mixture component.
It also can be useful to fit the Gaussians on logarithms of the
attribute values. This corresponds to learning of a log-normal dis-
tribution with the parameters µ and σ .
The sub-network ϕ(cont ),i is subsequently fitted using the log-
likelihood maximizing loss function:
loss(ϕcont,i (x0:i−1) = −
N−1∑
i=0
loд[aiN(x |µi ,σi )]
= −
N−1∑
i=0
[loд(ai ) + loд(σ ) − 12σ 2 (xi − µ)
2]
The decision of the number of Gaussians in the mixture is a hy-
perparameter which has to be chosen by an expert with the domain
knowledge based on the complexity of the targeted attribute data.
In our experience with the NYC taxi data, a single Gaussian fitted
on an attribute or its logarithm is often enough to capture the dis-
tribution with enough precision for approximate query processing.
Some attributes, particularly financial data like individual wealth,
are better described using the Pareto distribution distribution given
by (Pareto(x |α , β) = αβαx−α+1 for x ≥ β,α , β > 0 (see [18],
Chapter 2.4.6). By assigning β some small positive value known to
be less than every x , the output parameter of the sub-net modules
to loд(α) (to ensure its positivity), and slightly adjusting the loss
function, we can fit our parameters to this distribution1:
loss(ϕpareto,i (x0:i−1)) = log(α β
α
xiα+1
)
= log(α) + α log(β) − (α + 1) log(xi ).
This demonstrates the flexibility of our approach: any distribu-
tion can be modularly plugged in into the architecture as a sub-net
by defining its inputs, output parameters, and the log-likelihood-
based loss function.
4.4 Query Processing
Our model can answer a variety of conjunctive queries typical in a
geospatial setting. In the following, we describe our approach to
processing the queries using our architecture.
A single selection operation of applying a predicate Pred on an
attribute Xi can be interpreted as imposing the evidence P(x |x ∈
Xi ∧ Pred(x)) on the joint prior P(X ), i.e., Pselected (X ) ∼ P(x |x ∈
Xi ∧ Pred(x)) × P(X ). In other words, P(x |x ∈ Xi ∧ Pred(x)) is the
proportion of the tuples which qualify for the predicate Pred(x),
P(x) is the data distribution before applying the filter.
Using the product rule, we can recursively generalize this to N
selection operations:
Pselected,N (X ) =
N∏
i=1
Pselected,i−1(x |x ∈ Xi ∧ Pred(x))
with Pselected,0 = 1. The distribution Pselected,i is exactly the
conditional distributions learned by the sub-net module ϕi .
To provide an example, we first look into evaluation of an equal-
ity predicate on a categorically distributed attribute j . To acquire an
estimation of the distribution parameters of a target column i , we
estimate the probability mass ϕ j (x j ) = ∑k phi j (k)⟦k = j⟧ with x j
and ⟦k = x⟧ being the filter value and Iverson bracket, respectively.
1In practice one would use some smooth variant of the Pareto distribution, like hybrid
Pareto [5], but we omit its details for brevity.
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Then take a product with the target density function ϕi . The target
distribution in this case can be any continuous or discrete distribu-
tion, as described in Section 4.3. The column j is also marked with
a 1 in the input mask to indicate it taking part in the conditional
evaluation (cf. Section 4.2).
We support filter predicates on any attribute subset, as described
in Section 4.2. The output distributions, which can be roughly
thought of as aggregations on columns in the SELECT clause of a
SQL query, provide basis for the evaluation of the aggregations. For
example, a sum can be thought of as the product of the number of
the elements in the selected region and the mean of the fitted dis-
tribution. More advanced aggregation functions like PERCENTILE
can be supported similarly. Aggregated views like a histogram can
also be easily extracted from the distribution, while such queries
are not straight-forward in conventional query processing systems.
Since geospatial data is a special case of categorical data, it is
handled in a similar fashion. When a query defines a selection of an
area described by a specific cell, we apply a selection sequentially
on each level up to the targeted one (top down). Unlike in the case
of categorical attributes, cell layers cannot be “skipped” in a query,
though the maximal cell depth can vary. We handle it by extending
the input attribute mask by the number of cell levels and setting all
values to 1 up to the position that corresponds to the level of the
selection cell.
To handle selections on more complex geospatial shapes (i.e.,
polygons), we approximate the polygons using a set of cells at a
specific level. Smaller cells provide a better approximation of a
polygon, but generate a higher number of sub-queries to evaluate.
The results of sub-queries are then combined depending on the
type of the queried aggregate.
For attributes with a limited number of distinct values (up to
a few thousand), range predicates can be computed by marginal-
ization. For categorical attributes with higher cardinalities or con-
tinuous attributes, we can use the recently proposed progressive
Monte Carlo sampling [26]. This approach generates samples us-
ing the conditional information from the previous attributes and
thus avoids the necessity of generating an exponential number of
samples to achieve a specified precision with a growing number of
filtered columns.
4.5 Aggregates Computation
DeepSPACE supports the following aggregation functions:
COUNT, MEAN, STDDEV, PERCENTILE, SUM, MIN, and
MAX. We describe briefly how their computation is implemented
on continuous data types modeled by a single Gaussian, and skip
the trivial case of categorical data and the more complex case of
Gaussian mixtures for brevity:
• COUNT is computed by multiplying the estimated propor-
tion of the qualifying tuples with the total number of the
entries.
• MEAN and STDDEV for continuous attributes are simply
the parameters µ and σ of the fitted Gaussian.
• PERCENTILE is computed using the CDF of the Gaussian:
1
2 [1 + er f ( x−µσ√2 )]
• SUM is the product of count and mean.
• MIN andMAX are computed using the following approxi-
mation [1]
E[r ,n] ≈ µ + σ + Φ−1( r −
π
8
n − π4 + 1
)
where r is the desired rank of the value and n number of
samples, i.e., n = COUNT, r = 1 for MIN and r = n for
MAX.
4.6 Model Training
We train the model using gradient descent on the mini-batched
data input with the goal of the minimization of the negative log-
likelihood across the sub-nets. To achieve order-agnostic training
we have to consider every acceptable input ordering, i.e., every
subset of the attributes and every cell depth for every mini-batch.
Since the number of combinations grows with the factorial, we
sample a combination of filter attributes and normalize the loss as
described in [24].
To maintain numerical stability while dealing with low selectivi-
ties, we evaluate the conditional probabilities in log space.
Since we aim to capture the data distribution as precisely as
possible, we do not apply any regularization techniques.
5 EVALUATION
To assess the performance of DeepSPACE, we evaluate it on a
number of common tasks and compare with a sampling-based
approach.
5.1 Dataset
We choose the publicly available New York City (NYC) taxi rides
dataset [7] for the evaluation. This dataset consists of approximately
350,000 taxi rides per day, containing the information about date,
time, and location of the origins and destinations of the taxi rides,
as well as additional data like taxi fare, number of passengers, and
the tip received by the driver.
We train a DeepSPACE model on the data from January 2016
which consists of around 10 million records. We also trained a
separate model on the combined data from January and February
to test the ability of the model to exploit regularities in the data.
To demonstrate the versatility of our approach we choose day
of month, day of week, and hour as datetime, pickup location as
geospatial, and total fare as continuous attributes. See Section 4.3
for details on encoding of the data types.
5.2 Model Hyperparameters
The DeepSPACE model can be trained with arbitrary depth and
width of hidden layers. We choose two hidden layers of 386 expo-
nential linear units (ELU) [6]) each. This corresponds to a model
size of around 520KiB. The model is trained using the Adam op-
timizer [13] with a learning rate of 10−4 on mini-batches of size
1024. The model is trained for 300 epoch using early stopping, if
no improvement was observed for the last 20 epochs as measured
on the negative log-likelihood loss on the training data. The actual
training time depends on the employed hardware and the dataset
size, and it benefits greatly from the acceleration on modern GPUs.
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We do not perform model validation since we are not concerned
with the generalization capabilities of our model.
5.3 Geospatial Query Processing
As the first experiment, we evaluate the precision on the queries of
the format
SELECT COUNT(*)
FROM yellow_taxi
WHERE ST_CellContains(<cell_id>, pickup_location)
where ST_CellContains is defined similar to ST_Contains to re-
turn true when the point given as the second argument is located
inside the S2 cell given as the first argument. This kind of queries is
natural for the generation of geospatial visualizations as discussed
in Section 3.1. We randomly select a cell at a level between 13 and
16 (corresponding to side lengths of approximately 1,150 to 140
meters [21]) from the NYC taxi data area which contains at least a
single data point.
We compare the model performance with a sampling-based ap-
proach with different sample sizes on the q-error metric [17]. The
q-error [q ≥ 1] is the factor between the estimated and the true
cardinality (or vice versa). Alternatively, the q-error can be thought
of as the measure of the absolute difference between the estimation
and the true result in the log-space, i.e., exp(|loд(xest )−loд(xtrue )|).
Since the q-error is undefined for true or estimated cardinalities of
zero (latter being a common case in sampling-based estimation)m
we disregard queries that return a true result of zero. We further
interpret zero-sized results from the sampling estimation as one.
For DeepSPACE, no such adjustment is necessary.
Table 1 shows the results. DeepSPACE provides better perfor-
mance than the sampling-based approaches up to sample size of 10%.
In absolute numbers, DeepSPACE provides query results within
10% of the true values in median for all cell levels. While the sample
size of 1% provides an acceptable median precision, the average
performance suffers from the minority of cases where the sample
only captures a very small number of data entries.
State Size
DeepSPACE 520 KiB
sample 0.1% (∼ 10, 000 entries) 160 KiB
sample 1% (∼ 100, 000 entries) 1.6MiB
sample 10% (∼ 1, 000, 000 entries) 16MiB
Table 2: State size of the different estimation approaches.
For reference, we provide the state sizes required by each es-
timation method in Table 2. DeepSPACE provides vastly better
estimations than the 1% sample while consuming only one third of
the space. Note that we do not employ any compression techniques
for the samples.
5.4 Additional Predicates
Next, we add filter predicates on the datetime columns, i.e., limiting
the queried information to a certain date, date of the week, or hour.
For the additional predicates, we randomly choose between 1 or
2 columns, taking care not to include day of month and day of week
at the same time, since the latter is determined by the former in a
single month. An example SQL query would be
SELECT COUNT(*)
FROM yellow_taxi
WHERE ST_CellContains(<cell_id>, pickup_location)
AND EXTRACT(DAYOFWEEK FROM
pickup_time) = <day_of_week>
We expect this to model the natural exploratory query workload
where the user is interested in a subset of information limited by
the time and area. The resulting selectivities thus can be considered
typical for the geospatial domain.
Table 3 presents the results. The results are grouped based on
query selectivity. The most selective group (N < 100) represented
64% of queries and had median selectivity of 1.19 ∗ 10−6. At this
selectivity our model provides better performance than sampling
10% of the data or less. The queries with results between 100 and
1000 constituted 26% of the workload (median selectivity 2.50∗10−5.
At this group our model loses slightly to sampling 10%. A similar
picture presents itself in the least selective group (N ≥ 1000, median
selectivity 1.79 ∗ 10−4) in which 10% of the queries fell. Over the
whole query workload, DeepSPACE offered the best performance
with a median q-error of 1.25 compared to 1.28 of the sampling of
10% of the datasets (1.60 versus 2.46 in mean).
5.5 Effect of Dataset Size
To investigate the effect of the increased dataset size, we the train
our model on the data from January and February, effectively dou-
bling it. We keep the absolute sizes of the samples constant which
means that the proportion of the sampled entries relative to the
dataset size gets halved. To maintain the absolute selectivity of the
queries, we add a random equality predicate on the month column
to each query and keep the rest of the workload the same.
The results are presented in Table 4. Our model performance
remains practically unaffected by the increase in the total amount of
data. This confirms our conjecture that our model is able to exploit
the similarities in the subsequent periods to succinctly summarize
the data using constant state size. The performance of the sampling-
based approaches on the other hand suffers for the more selective
queries due to the fact that a smaller number of qualifying entries
get into each sample.
5.6 Querying Continuous Attributes
Finally, we evaluate the performance on the continuous attributes
using the aggregation functions SUM andMEAN with the same
types of predicates as in Section 5.4. We use the symmetric mean
absolute percentage error (sMAPE) to compare the estimation pre-
cision. sMAPE is defined as
Q∑
i=0
| Si,true − Si,est |
(Si,true + Si,est )/2
where Q is the number of queries, Si,true and Si,est are true
and estimated results of i-th query, respectively. Unlike the rel-
ative error, another popular approximation error metric, sMAPE
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Level 13 [1.27 km2] Level 14 [0.32 km2] Level 15 [0.08 km2] Level 16 [0.02 km2]
 50th 95th  50th 95th  50th 95th  50th 95th
DeepSPACE 1.20 1.08 1.87 1.16 1.09 1.55 1.16 1.09 1.52 1.18 1.10 1.57
sample 0.1% 153 2.28 652 184 1.93 914 188 1.59 991 183 1.54 1100
sample 1% 9.89 1.17 3.4 11.8 1.14 4.05 3.95 1.12 2.32 2.46 1.13 1.93
sample 10% 1.10 1.04 1.41 1.09 1.04 1.33 1.07 1.03 1.27 1.06 1.04 1.20
Table 1: Q-errors on the query workload for the COUNT(*) aggregate and a predicate on the geospatial location. The results
are grouped by the cell level of the filter predicate.
N < 100 100 ≤ N < 1000 N ≥ 1000
 50th 95th  50th 95th  50th 95th
DeepSPACE 1.83 1.42 3.95 1.21 1.14 1.61 1.10 1.07 1.28
sample 0.1% 23.8 13.0 81.0 228 171 718 256 1.53 1600
sample 1% 16.3 7.00 66.0 22.3 1.51 158 1.22 1.14 2.25
sample 10% 3.18 1.69 11.0 1.19 1.13 1.54 1.06 1.04 1.16
Table 3: Q-errors on the query workload for the COUNT(*) aggregate, predicates on geospatial location and the datetime
columns. The result are grouped by the number of the entries N which qualify the predicates.
N < 100 100 ≤ N < 1000 N ≥ 1000
 50th 95th  50th 95th  50th 95th
DeepSPACE 1.67 1.37 3.21 1.26 1.16 1.76 1.11 1.08 1.32
sample 0.05% 28.6 19.0 85.0 332 278 846 445 1.57 2507
sample 0.5% 23.3 13.0 78.0 60.3 1.78 336 2.30 1.14 1.83
sample 5% 6.08 2.06 25.0 1.33 1.18 1.81 1.06 1.04 1.20
Table 4: Q-errors on the query workload for the COUNT(*) aggregate on the doubled amount of data.
is bounded ([0, 2]) and less asymmetric in respect to under- and
over-estimations.
For this experiment, we skip evaluation on the sample size of
10 thousand entries since the results were vastly inferior to other
approaches.
The results are presented in Table 5. DeepSPACE provides overall
best precision for the queries with up to 1000 qualifying entries.
Only in the group with more than 1000 entries, the sampling of 10%
of the data provides slightly better estimates.
6 SUMMARY AND FUTUREWORK
The constantly increasing size of the available geospatial data
presents new challenges to query processing systems. We have
presented DeepSPACE, a deep learning-based approximate query
processing engine which provides the user with quick and precise
estimates while requiring only a small state size of few hundred
KiBs.
We have introduced a novel modular model architecture which
is able to support the most common data types and can be easily
extended to support arbitrary data distributions. Our evaluation
on the NYC taxi dataset showed that DeepSPACE provides better
precision on the query workloads typical for the geospatial domain
than our sampling baseline.
In the future, we plan to extend DeepSPACE to support a wider
range of datatypes and complex data distributions. Amore thorough
evaluation on a wider range of datasets could also offer valuable
insights into the strengths and challenges of our approach. Finally,
we would like to compare our model against more sophisticated
competition like sum-product based networks [15] extended with
the support for geospatial data types.
REFERENCES
[1] Expected value of maximum of samples from normal distribution, answer by
soakley. https://stats.stackexchange.com/questions/343914/expected-value-of-
maximum-of-samples-from-normal-distribution. Accessed: 2019-05-20.
[2] MemSQL Geospatial. https://www.memsql.com/content/geospatial/.
[3] New Geo Features in MongoDB 2.4. http://blog.mongodb.org/post/50984169045/
new-geo-features-in-mongodb-24.
[4] N. D. Cao, I. Titov, and W. Aziz. Block neural autoregressive flow. CoRR,
abs/1904.04676, 2019.
[5] J. Carreau and Y. Bengio. A hybrid pareto mixture for conditional asymmetric
fat-tailed distributions. IEEE Trans. Neural Networks, 20(7):1087–1101, 2009.
[6] D. Clevert, T. Unterthiner, and S. Hochreiter. Fast and accurate deep network
learning by exponential linear units (elus). In 4th International Conference on
DeepSPACE Conference’17, July 2017, Washington, DC, USA
N < 100 100 ≤ N < 1000 N ≥ 1000
 50th 95th  50th 95th  50th 95th
DeepSPACE
MEAN 0.23 0.15 0.73 0.06 0.06 0.16 0.05 0.04 0.11
SUM 0.46 0.35 1.30 0.17 0.13 0.46 0.10 0.07 0.26
sample 1%
MEAN 1.72 2.00 2.00 0.51 0.29 2.00 0.12 0.16 0.33
SUM 1.81 2.00 2.00 0.69 0.50 2.00 0.21 0.16 0.57
sample 10%
MEAN 0.94 0.92 2.00 0.11 0.08 0.52 0.04 0.00 0.09
SUM 1.10 0.91 2.0 0.19 0.15 0.52 0.06 0.05 0.18
Table 5: sMAPE metric for the estimation of the MEAN and SUM aggregates.
Learning Representations, ICLR 2016, San Juan, Puerto Rico, May 2-4, 2016, Confer-
ence Track Proceedings, 2016.
[7] N. Y. N. Y. . T. Commission and Limousine. New york city taxi trip data, 2009-2018,
2019.
[8] A. Deshpande and S. Madden. Mauvedb: supporting model-based user views in
database systems. In Proceedings of the ACM SIGMOD International Conference on
Management of Data, Chicago, Illinois, USA, June 27-29, 2006, pages 73–84, 2006.
[9] A. Eldawy andM. F. Mokbel. The era of big spatial data. PVLDB, 10(12):1992–1995,
2017.
[10] M. Germain, K. Gregor, I. Murray, and H. Larochelle. MADE: masked autoencoder
for distribution estimation. In Proceedings of the 32nd International Conference on
Machine Learning, ICML 2015, Lille, France, 6-11 July 2015, pages 881–889, 2015.
[11] I. Goodfellow, Y. Bengio, and A. Courville. Deep Learning. MIT Press, 2016.
http://www.deeplearningbook.org.
[12] S. Hasan, S. Thirumuruganathan, J. Augustine, N. Koudas, and G. Das. Multi-
attribute selectivity estimation using deep learning. CoRR, abs/1903.09999, 2019.
[13] D. P. Kingma and J. Ba. Adam: A method for stochastic optimization. In 3rd
International Conference on Learning Representations, ICLR 2015, San Diego, CA,
USA, May 7-9, 2015, Conference Track Proceedings, 2015.
[14] A. Kipf, H. Lang, V. Pandey, R. A. Persa, P. A. Boncz, T. Neumann, and A. Kemper.
Approximate geospatial joinswith precision guarantees. In 34th IEEE International
Conference on Data Engineering, ICDE 2018, Paris, France, April 16-19, 2018, pages
1360–1363, 2018.
[15] M. Kulessa, A. Molina, C. Binnig, B. Hilprecht, and K. Kersting. Model-based
approximate query processing. CoRR, abs/1811.06224, 2018.
[16] K. Li and G. Li. Approximate query processing: What is new and where to
go? - A survey on approximate query processing. Data Science and Engineering,
3(4):379–397, 2018.
[17] G. Moerkotte, T. Neumann, and G. Steidl. Preventing bad plans by bounding the
impact of cardinality estimation errors. PVLDB, 2(1):982–993, 2009.
[18] K. P. Murphy. Machine learning - a probabilistic perspective. Adaptive computation
and machine learning series. MIT Press, 2012.
[19] TLC Trip Record Data. http://www.nyc.gov/html/tlc/html/about/trip_record_data.
shtml.
[20] G. Papamakarios, I. Murray, and T. Pavlakou. Masked autoregressive flow for
density estimation. In Advances in Neural Information Processing Systems 30:
Annual Conference on Neural Information Processing Systems 2017, 4-9 December
2017, Long Beach, CA, USA, pages 2335–2344, 2017.
[21] Google S2 library. http://s2geometry.io/.
[22] S. Thirumuruganathan, S. Hasan, N. Koudas, and G. Das. Approximate query
processing using deep generative models. CoRR, abs/1903.10000, 2019.
[23] E. Tzirita Zacharatou, H. Doraiswamy, A. Ailamaki, C. T. Silva, and J. Freire. GPU
rasterization for real-time spatial aggregation over arbitrary polygons. PVLDB,
11(3):352–365, 2017.
[24] B. Uria, I. Murray, and H. Larochelle. A deep and tractable density estimator. In
Proceedings of the 31th International Conference on Machine Learning, ICML 2014,
Beijing, China, 21-26 June 2014, pages 467–475, 2014.
[25] L. Wang, R. Christensen, F. Li, and K. Yi. Spatial online sampling and aggregation.
Proc. VLDB Endow., 9(3):84–95, Nov. 2015.
[26] Z. Yang, E. Liang, A. Kamsetty, C. Wu, Y. Duan, X. Chen, P. Abbeel, J. M. Heller-
stein, S. Krishnan, and I. Stoica. Selectivity estimation with deep likelihood
models. arXiv preprint arXiv:1905.04278, 2019.
