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ABSTRACT
Finding the optimal solution to a problem with an enormous search space
can be challenging. Unless a combinatorial construction technique is found that
also guarantees the optimality of the resulting solution, this could be an infeasible
task. If such a technique is unavailable, different heuristic methods are generally
used to improve the upper bound on the size of the optimal solution. This disser-
tation presents an alternative method which can be used to improve a solution to
a problem rather than construct a solution from scratch. Necessity analysis, which
is the key to this approach, is the process of analyzing the necessity of each el-
ement in a solution. The post-optimization algorithm presented here utilizes the
result of the necessity analysis to improve the quality of the solution by eliminating
unnecessary objects from the solution.
While this technique could potentially be applied to different domains, this
dissertation focuses on k-restriction problems, where a solution to the problem can
be presented as an array. A scalable post-optimization algorithm for covering ar-
rays is described, which starts from a valid solution and performs necessity analysis
to iteratively improve the quality of the solution. It is shown that not only can this
technique improve upon the previously best known results, it can also be added as
a refinement step to any construction technique and in most cases further improve-
ments are expected.
The post-optimization algorithm is then modified to accommodate every k-
restriction problem; and this generic algorithm can be used as a starting point to
create a reasonable sized solution for any such problem. This generic algorithm is
then further refined for hash family problems, by adding a conflict graph analysis
to the necessity analysis phase. By recoloring the conflict graphs a new degree of
flexibility is explored, which can further improve the quality of the solution.
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Chapter 1
INTRODUCTION
The class of k-restriction problems encompasses a wide range of problems some
of which have been a topic of interest for many years. While subtle differences exist
between the problems in this domain some similarities also persist. A solution to
these problems can always be described as an array with certain properties. For
some trivial instances of these problems there is a single algorithm which consis-
tently creates solutions with highest quality. However in most cases and as the
search space expands this becomes a rare occurrence. Combinatorial construction
techniques exist which can produce optimal solutions for some specific instances;
however designing such a method is challenging, time-consuming and more of-
ten that not an open problem. In the absence of such a technique, a combination
of various algorithms is usually used to create an upper bound on the size of the
optimal solution which could cost anywhere from a few microseconds to days of
computation time.
This dissertation presents an alternative method called post-optimization.
Starting from a valid solution to the problem we extensively analyze the usefulness
of each element in the solution. After identifying flexible positions inside the solution
we modify these elements knowing that the solution will still remain valid. If an
object in the solution consists entirely of such flexible positions we can remove
that object to obtain a valid solution of higher quality. While this technique could
potentially be applied to different domains this dissertation focuses on k-restriction
problems where a solution can be presented as an array. In the case of an array a
removable object would be a complete row of the array.
Different techniques can be used to construct the initial valid solution includ-
ing a purely random array generator or a state of the art construction technique.
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As more computation time is allocated to the post-optimization phase the quality
of the solution gradually increases until a local optima is reached where no further
improvements are possible. Arguably the flexibility of the initial solution affects the
amount of possible improvement; however our main focus will be on designing an
efficient post-optimizer. Nevertheless multiple improvements to the previously best
known results for many k-restriction problems will be presented.
1.1 Scope of this Dissertation
After formally defining the class of k-restriction problems, we will explore some of
the problems in this class. For each problem we will discuss its applications, the
current state of the art techniques used to solve these problems and the limitations
of these methods. This section briefly describes the problems that will be studied
and explains why they are interesting. Formal definitions of these problems will
appear in Chapter 2.
Covering arrays (CA) are combinatorial models of test suites used to detect
faulty interactions among components in software, hardware, and networked sys-
tems. Their construction has been of substantial interest due to their close relation
to orthogonal arrays and related experimental designs; to surjective codes; and to
qualitatively independent partitions [1]. A wide range of approaches that can be
classified as heuristic, recursive, direct and greedy have all been applied to this
problem. However despite the extensive effort expended, finding the smallest test
suites for given testing scenarios remains an unsolved problem in general. In fact it
is still unknown if the problem of finding the minimum number of required rows for
a covering array problem in the general case, is in the class P; however, what is
clear is that no single method can be used to generate a best known upper bound
covering array [2] which creates a problem for the tester.
Perfect hash families (PHF) were first introduced in 1984 as an efficient
tool for compact storage and fast retrieval of frequently used information [3]. In
2
2000 it was established that they can be used to construct separating systems,
key distribution patterns, group testing algorithms, cover-free families, and secure
frameproof codes [4]. Perfect hash families have also been applied in broadcast
encryption [5] and threshold cryptography [6]. Similar to the covering array problem
no single algorithm is capable of achieving the best known upper bound for a PHF
problem (See [7] for a list of best known upper bounds for some instances of the
perfect hash family problems).
Separating Hash Families (SHF) have been a topic of much interest with ap-
plications in the construction of cover-free families (CFF), frameproof (FP) codes,
secure frameproof (SFP) codes and identifiable parent property (IPP) codes [8, 9,
4, 10]. CFF codes are used for file retrieval, data communication, and magnetic
memories [11]. The close relation between IPP codes, PHF and SHF are discussed
in [12]. Some explicit construction techniques for SHF have been proposed [13]
however most of the work has been on defining asymptotic bounds [14, 15, 16].
Due to the various types of SHF that are needed for different problems, there is a
dire need for a general computational technique; since creating an explicit compu-
tational technique for every conceivable problem would take tremendous effort. For
example consider the many cases of w-FP codes or w-SFP codes that might be
required in different situations which are equivalent to (w, 1)-SHF and (w,w)-SHF
respectively [12]. Furthermore sometimes the combination of these objects is also
of interest for example a code is w-IPP if and only if it is simultaneously (w+1)-PHF
and (w,w)-SHF for w = 2 [12]. While (w + 1)-PHF and (w,w)-SHF are necessary
conditions for w-IPP for any value of w, they are no longer sufficient conditions
when w = 3 where the requirements become even more complicated [17].
Distributing hash families (DHF) which are a generalization of PHF, and
Partitioning hash families (PaHF) were introduced as tools for constructing covering
arrays [18]. Very little work has been done on constructing efficient DHF or PaHF
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solutions.
1.2 Overview of this Dissertation
Chapter 2 formally defines the problems mentioned in Section 1.1 and also surveys
the literature to determine the current state of the art techniques available for these
problems.
The post-optimization technique was initially designed to work on covering
arrays where it was presented in [19] and a more complete version was submit-
ted to [20] which will be discussed in Chapter 3. The proposed post-optimization
technique however is not limited to this particular domain.
In Chapter 4 a generic version of the post-optimization algorithm is pre-
sented that can be applied to any k-restriction problem including all of the problems
described in Section 1.1.
In Chapter 5 an improved method of detecting flexibility for hash family prob-
lems will be introduced, which is based on constructing conflict graphs for each row
of the current solution and attempting to recolor these graphs. It will be shown
how utilizing this technique further improves the quality of the solution for those
problems.
Chapter 6 discusses future work and concludes this dissertation.
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Chapter 2
BACKGROUND
This chapter surveys the literature and defines the problems that will be seen in later
chapters. It also justifies the use of post-optimization by discussing the limitations
of current state of the art construction methods.
2.1 K-Restriction Problems
K-restriction problems can be defined as a group of problems where the goal is to
find an array in which for every valid choice of columns every demand is met at least
once. Following is the formal definition of k-restriction problems which appeared in
[21]; where it was applied to Group Testing [22] and Generalized Hashing [23].
• The input is an alphabet Σ of size |Σ| = q, a length m and a set of s possible
demands fi : Σk → {0, 1}, 1 ≤ i ≤ s. For every 1 ≤ i ≤ s there exists a ∈ Σk
so that fi(a) = 1.
• The task is to prepare a set A ⊆ Σm so that: For every choice of k indices
1 ≤ i1 < · · · < ik ≤ m, and every demand fj, 1 ≤ j ≤ s, there is some
a ∈ A, such that fj(a(i1) · · · a(ik)) = 1.
• The quality of the solution is measured by how small |A| is.
2.2 Covering Array
Covering arrays shown by CA(N ; t, k, v) can be formulated as a special case of the
k-restriction problem with m = k, q = v, k = t, and s = qk such that |A| = N .
For every a ∈ Σk there is exactly one demand function fi, 1 ≤ i ≤ s such that
fi(a) = 1; and fi(b) = 0 if b ∈ Σk and b 6= a. For example the 9 demand functions
for CA(N ; 2, k, 3) are shown in Table 2.1 where Σ = {0, 1, 2}.
In other words CA(N ; t, k, v) of strength t is an array withN rows, k columns,
and v values such that for every selection of t columns all the vt possible tuples
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f1(00) = 1 f2(00) = 0 f3(00) = 0
f1(01) = 0 f2(01) = 1 f3(01) = 0
f1(02) = 0 f2(02) = 0 f3(02) = 1
f1(10) = 0 f2(10) = 0 f3(10) = 0
f1(11) = 0 f2(11) = 0 f3(11) = 0
f1(12) = 0 f2(12) = 0 f3(12) = 0
f1(20) = 0 f2(20) = 0 f3(20) = 0
f1(21) = 0 f2(21) = 0 f3(21) = 0
f1(22) = 0 f2(22) = 0 f3(22) = 0
f4(00) = 0 f5(00) = 0 f6(00) = 0
f4(01) = 0 f5(01) = 0 f6(01) = 0
f4(02) = 0 f5(02) = 0 f6(02) = 0
f4(10) = 1 f5(10) = 0 f6(10) = 0
f4(11) = 0 f5(11) = 1 f6(11) = 0
f4(12) = 0 f5(12) = 0 f6(12) = 1
f4(20) = 0 f5(20) = 0 f6(20) = 0
f4(21) = 0 f5(21) = 0 f6(21) = 0
f4(22) = 0 f5(22) = 0 f6(22) = 0
f7(00) = 0 f8(00) = 0 f9(00) = 0
f7(01) = 0 f8(01) = 0 f9(01) = 0
f7(02) = 0 f8(02) = 0 f9(02) = 0
f7(10) = 0 f8(10) = 0 f9(10) = 0
f7(11) = 0 f8(11) = 0 f9(11) = 0
f7(12) = 0 f8(12) = 0 f9(12) = 0
f7(20) = 1 f8(20) = 0 f9(20) = 0
f7(21) = 0 f8(21) = 1 f9(21) = 0
f7(22) = 0 f8(22) = 0 f9(22) = 1
Table 2.1: Demand functions for CA(N;2,k,3).
can be seen in at least one row. By CAN(t, k, v) we denote the minimum N for
which a CA(N ; t, k, v) exists. For example the best known solution for CA(N ; 2, 7, 3)
contains 12 rows which is shown by CAN(2, 7, 3) ≤ 12 as is illustrated in Figure 2.1.
Now CAN(1, k, v) = v and CAN(t, k, 1) = 1. So to avoid trivial cases, we suppose
that k ≥ t ≥ 2 and v ≥ 2.
For testing, the fundamental problem is to determine CAN(t, k, v). Evi-
dently, CAN(t, k, v) ≥ vt, and when equality holds the CA is an orthogonal array
OA(vt; t, k, v); see [24] for a textbook treatment. Such orthogonal arrays can exist
6
2201122
0120022
1221000
2021221
0000100
1112220
1022112
0111111
2010010
1200211
0212202
2102001
Figure 2.1: A CA(12;2,7,3).
only when k ≤ v + t − 1 [24], and hence they provide no examples beyond ‘small’
values of k. For fixed v and t, probabilistic methods establish that CAN(v, k, t)
= Θ(log k) [25]. Nevertheless, only in the case when t = v = 2 is this function of
k known exactly [26, 27]. When CAN(t, k, v) is not known exactly, most effort has
been invested in producing ‘good’ upper bounds. This is the problem considered
here.
Explicit constructions of covering arrays are needed in concrete testing appli-
cations. Recursive methods build larger covering arrays from smaller ones. Some
recursive methods are product constructions; see, for example, [28] for t = 2,
[29, 30] for t = 3, [30] for t = 4, and [31, 32] for t ≥ 5. Although these all rely on
a similar strategy, their use of numerous smaller covering arrays can result in sub-
stantial duplication of coverage; the specific variants result from efforts to reduce
this duplication, and have been most successful to date when t ∈ {2, 3}. A sec-
ond class of recursive methods are column replacement constructions, which use
a second array as a pattern for selecting columns from a covering array; see [18]
for the most general one at present. Again these suffer from substantial repetition
of coverage. Every recursive method also requires that ingredient covering arrays
7
be known.
Direct methods construct covering arrays without recourse to smaller ingre-
dient covering arrays. Some methods employ geometric, algebraic, or number-
theoretic properties. The orthogonal arrays constructed from the finite fields [24]
provide a prototype for these. By exploiting the structure of automorphisms of the
OAs, compact representations of covering arrays accelerate computational search
[33, 34, 35, 36]. Recently, cyclotomic classes in the finite field have been shown to
provide examples of covering arrays [37, 38], and examples are provided by certain
Hadamard matrices [38]. Block designs have been used to make a few specific
covering arrays [39]. Other easily constructed examples are provided by taking all
vectors of specified weights to form the rows of a covering array [40, 41, 42]. Each of
these constructions provides useful examples of covering arrays, but each is quite
restricted in its application. Therefore by far the most popular general methods are
computational techniques.
Exhaustive computation has proved ineffective except in a handful of small
cases. Heuristic and metaheuristic strategies have been the norm. Techniques
such as simulated annealing [43], tabu search [44], and constraint satisfaction [45]
are effective for small existence problems, but the time taken for convergence to
a solution has limited their range of application. As a consequence, the most
prevalent computational methods have been greedy. AETG [46] popularized greedy
methods that generate one row of a covering array at a time, attempting to select
a best possible next row; since that time, TCG [47] and density algorithms [48, 49]
have developed useful variants of this approach. For strength two, IPO [50] instead
adds a column at a time, adding rows as needed to ensure coverage; the gen-
eralization to t-way coverage in [51, 52] is the method that has been run on the
largest set of parameters to date. When the arrays to be produced are very large,
just checking the properties of the array is challenging; therefore, random methods
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have also been examined [53], which is actually a testament to how much room for
improvement exists. It is still unknown if the problem of finding CAN in the general
case is in the class P.
Unfortunately, at the present time, based on the current best known upper
bounds for CAN(t, k, v) for 2 ≤ t ≤ 6, 2 ≤ v ≤ 25, and t ≤ k ≤ 10000 at [2], no
single construction can be applied generally while yielding the best, or close to the
best, known results. This leaves the tester with the problem of how to generate a
covering array quickly that is not ‘far’ from optimum. At one end of the spectrum
are heuristic methods such as simulated annealing which have the potential to con-
struct solutions of high quality; however, in many cases the required convergence
time eliminates them as an option. At the other end of the spectrum are greedy
and random algorithms, which boast fast construction time; but at the expense of
quality. To the best of our knowledge, the only previous effort to improve an existing
covering array is the elimination of redundant rows in CATS [54].
2.3 Perfect Hash Family
A perfect hash family of strength t with v values on k columns, which is shown by
PHF(N ; k, v, t), is an array A with N rows such that for every C(k, t) selection S of
t columns, there is at least one row r such that for every 1 ≤ i, j ≤ t where i 6= j,
in row r we have A[r, S[i]] 6= A[r, S[j]]. In other words for every size t selection of
columns, there is at least one row, where the elements in those columns are distinct.
In the trivial case of k = v, the optimal solution will be one row. PHF(N ; k, v, t) can
be viewed as a k-restriction problem with m = k, q = v, k = t, and s = 1 such that
|A| = N . The single demand function f1 will have value 1 if and only if the input
contains k distinct values. For example the demand function for PHF(N ; k, 3, 2) is
shown in Table 2.2.
The smallest N for which PHF(N ; k, v, t) exists is denoted by PHFN(k, v, t);
and is called the perfect hash family number. It has been proven that for fixed
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f1(00) = 0 f1(10) = 1 f1(20) = 1
f1(01) = 1 f1(11) = 0 f1(21) = 1
f1(02) = 1 f1(12) = 1 f1(22) = 0
Table 2.2: Demand function for PHF(N ; k, 3, 2).
values of v and t,N = Θ(log n) [3]; however the proof is not constructive. A detailed
survey on construction methods for PHF can be found in [55]. A PHF of optimal size
can be easily constructed for strength 1 and 2. For strength 1, one row is always
sufficient; and for strength 2, a simple construction technique provably creates the
optimal result [55]. For strengths 3 and higher however, exact results are not known
in general. Direct methods for constructing a PHF from other objects such as codes
or orthogonal arrays have been explored [10, 55, 56, 57]; however, these methods
seem to apply for a very limited set of parameters. Recursive constructions produce
a new PHF by using one or more PHFs as ingredient [10, 55, 58, 59, 60, 61].
The quality of the result is highly dependent on the size of the ingredients. Also
these techniques only appear to work well for ‘small’ strength. Probabilistic methods
have been used to ensure the existence of the PHF; however, they do not typically
construct the actual array [62]. Computational methods such as greedy [63] or
metaheuristic techniques such as tabu search [55], have also been applied to the
PHF problem. Simple implementations do not generate results competitive with
direct methods, and more sophisticated methods do not seem fast enough; which
renders them infeasible for complicated instances of the PHF problem.
2.4 Separating Hash Family
A separating hash family shown by SHF(N ; k, v, {w1, w2, . . . , wt}), is an arrayA of v
values, with N rows and k columns, in which for any C1, C2, . . . , Ct ⊆ {1, 2, . . . , k},
such that |C1| = w1, |C2| = w2, . . . , |Ct| = wt, and |Ci| ∪ |Cj| = ∅, for every i 6= j,
there is at least one row r, such that for any x ∈ Ci and y ∈ Cj , A[x] 6= A[y]. In
other words for every selection of w1 + w2 + . . . + wt columns, there should be at
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least one row, in which for any two elements from two different groups, their values
are distinct. In the special case where for every i, wi = 1 , the problem is identical
to a PHF of strength t. SHF(N ; k, v, {w1, w2, . . . , wt}) can be described as a k-
restriction problem with m = k, q = v, k = Σti=1wi and a s = 1 such that |A| = N .
The single demand function f1, which takes k parameters as input, will have value
1 if and only if by partitioning the input, from left to right to t groups, according to
wi for 1 ≤ i ≤ t, the values from two different groups are always distinct. Table 2.3
shows the demand function for SHF(N ; k, 3, {1, 2}).
f1(000) = 0 f1(100) = 1 f1(200) = 1
f1(001) = 0 f1(101) = 0 f1(201) = 1
f1(002) = 0 f1(102) = 1 f1(202) = 0
f1(010) = 0 f1(110) = 0 f1(210) = 1
f1(011) = 1 f1(111) = 0 f1(211) = 1
f1(012) = 1 f1(112) = 0 f1(212) = 0
f1(020) = 0 f1(120) = 1 f1(220) = 0
f1(021) = 1 f1(121) = 0 f1(221) = 0
f1(022) = 1 f1(122) = 1 f1(222) = 0
Table 2.3: Demand function for SHF(N ; k, 3, {1, 2}).
While a few explicit construction techniques for SHF exist [13, 15], most of
the work has been on computing asymptotic bounds [14, 15, 16]. In some cases a
PHF may be used as an upper bound, for example PHF(N ; k, v, tphf ) is an upper
bound for SHF(N ; k, v, {w1, w2, . . . , wt}), when tphf ≥ Σti=1wi and v ≥ tphf , which
is a necessary condition for the existence of the PHF. At the present time, no
general construction technique exists for the SHF problem.
2.5 Distributing Hash Family
A distributing hash family shown by DHF(N ; k, v, t, s) is an array A of v values, with
N rows and k columns, in which for every selection of t columns, no matter how we
partition those columns into s groups, there is at least one row, in which no elements
from any two different groups are identical. Another way to look at this problem is
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that an array is DHF(N ; k, v, t, s), if and only if it is SHF(N ; k, v, {w1, w2, . . . , ws}),
for all possible values of wi, that satisfy the Σsi=1wi = t property. This observation
helps us define this problem in the general form as a combination of SHF sub-
problems. A DHF(N ; k, v, t, s) can be defined as a k-restriction problem with s =
ψ demands, where each demand function represents an SHF sub-problem, that
satisfies the said property; and ψ is the number of ways to partition t columns, into
s groups.
The relation between DHF and binary intersecting codes was noted in [18].
Only a few direct construction techniques for intersecting codes are known [64]. In
special cases a PHF may be used as an upper bound; however, similar to the SHF
problem, at present, no general construction technique exists.
2.6 Partitioning Hash Family
A partitioning hash family which is shown by PaHF(N ; k, v, t, s) is an array A of
v values, with N rows and k columns, in which for every selection of t columns,
no matter how we partition those columns into s groups, there is at least one row,
in which two elements are equal, if and only if they belong to the same group.
This is very similar to the definition of DHF with one key difference; while elements
from two different groups still need to be different, elements in the same group
must be identical. Similar to the DHF problem, the PaHF problem can be defined
as a k-restriction problem with s = ψ demands; where ψ is the number of ways
to partition t columns, into s groups. Each demand function corresponds to one
such sub-problem. For example consider the problem PaHF(N ; k, 3, 5, 2), in which
5 columns should be split into 2 groups. This consists of two sub-problems that can
be represented by a (1, 4) and a (2, 3) split. The demand functions for this problem
are shown in Table 2.4; where f1 represents the (1, 4) split, and f2 represents the
(2, 3) split. For f1 the first input corresponds to the first group, and the next four
correspond to the second; while for f2 the first two inputs correspond to the first
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group, and the next three correspond to the second. For each of these functions,
out of the 35 = 243 possible inputs, in only 6 cases does the function have the value
1, which are those shown in the table.
f1(01111) = 1 f2(00111) = 1
f1(02222) = 1 f2(00222) = 1
f1(10000) = 1 f2(11000) = 1
f1(12222) = 1 f2(11222) = 1
f1(20000) = 1 f2(22000) = 1
f1(21111) = 1 f2(22111) = 1
Table 2.4: Demand functions for PaHF(N ; k, 3, 5, 2).
Other than the few special cases mentioned in [18] no other constructions
for PaHF are known. In the general case, a CA can be used as an upper bound;
which, needless to say, will contain far more rows than needed.
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Chapter 3
COVERING ARRAY
The construction of covering arrays with the fewest rows remains a challenging
problem. Most computational and recursive constructions result in extensive repe-
tition of coverage. While some is necessary, some is not. By reducing the repeated
coverage, meta-heuristic search techniques typically outperform simpler computa-
tional methods, but they have been applied in a limited set of cases. Time con-
straints often prevent them from finding an array of competitive size. We examine
a different approach. Having used a simple computation or construction to find a
covering array, we employ a post-optimization technique that repeatedly adjusts the
array in order to (sometimes) reduce its number of rows. At every stage the array
retains full coverage. We demonstrate its value on a collection of previously best
known arrays by eliminating, in some cases, 10% of their rows. We identify certain
important features of covering arrays for which post-optimization is successful.
3.1 Definition
Let N , k, t, and v be positive integers. An N × k array, each column of which
contains v distinct symbols, is a covering array CA(N ; t, k, v) of strength t when,
for every way to select t columns, each of the vt possible tuples of symbols arises
in at least one row. When used for testing, columns of the array form factors, and
the symbols in the column form values or levels for the factor. Each row specifies
the values to which to set the factors for an experimental run. A t-tuple or t-way
interaction is a set of t of the factors, and an admissible level for each. The array
is ‘covering’ in the sense that every t-way interaction is represented by at least one
run.
By CAN(t, k, v) we denote the minimum N for which a CA(N ; t, k, v) exists.
Now CAN(1, k, v) = v and CAN(t, k, 1) = 1. So to avoid trivial cases, we suppose
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that k ≥ t ≥ 2 and v ≥ 2. In this chapter, we always take the value set of each
factor to be {0, . . . , v−1}. Figure 3.1 shows an example covering array. The entries
shown as ? can be chosen arbitrarily, and every pair of columns contains each of
the nine possible pairs.
11120211122100120202122221
00011021212221100112101122
10212221220201211010200011
01222111111121002001020002
12110110210000022022221111
21020120021102212111201120
02001022202101202000222210
10102200011011222201102102
1?000212111220221102011000
01002002020010001110121211
20220202100101101120012102
22202101002012110022110020
12121010202212001211002001
20111112010222011200022220
02121220121022020110010112
0?010022120??0210221200202
2121100020122012222?211211
?0?10?2?1??1101????121??1?
Figure 3.1: A CA(18;2,26,3).
For testing, the fundamental problem is to determine CAN(t, k, v). Evi-
dently, CAN(t, k, v) ≥ vt, and when equality holds the CA is an orthogonal ar-
ray OA(vt; t, k, v); see [24] for a textbook treatment. Such orthogonal arrays can
exist only when k ≤ v + t − 1 [24], and hence they provide no examples be-
yond ‘small’ values of k. For fixed v and t, probabilistic methods establish that
CAN(v, k, t) = Θ(log k) [25]. Nevertheless, only in the case when t = v = 2 is this
function of k known exactly [26, 27]. When CAN(t, k, v) is not known exactly, most
effort has been invested in producing ‘good’ upper bounds. This is the problem
considered here.
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3.2 Post-optimization
In any covering array CA(N ; t, k, v), the number of t-way interactions to be covered
is
(
k
t
)
vt, while the number actually covered is N
(
k
t
)
. Except possibly when k ≤
v + t − 1, some duplication of coverage is necessary [24]. All of the recursive and
direct techniques attempt to limit this duplication, but cannot hope to eliminate it
completely. Our objective is to eliminate some of the duplication, if possible. A
position in an array is a pair (r, c), in which r is a row index and c is a column
index. An entry in an array is a triple (r, c, s) where (r, c) is a position, and s is the
symbol in that position. Every entry of a CA(N ; t, k, v) participates in
(
k−1
t−1
)
t-way
interactions. Some of these interactions may be covered elsewhere, while others
may be covered only in this row. In principle, a specific t-way interaction could be
covered as many as N − vt + 1 times or as little as once. When all of the (k−1
t−1
)
t-way interactions involving a specific entry are covered more than once, the entry
can be changed arbitrarily, or indeed omitted in the determination of coverage, and
the array remains a covering array. Hence such a position is a flexible position
or possible don’t care position. When there are two or more flexible positions,
changing the value in one may make the other no longer flexible. Therefore we
extend the definition of flexibility from positions to sets of positions. A flexible set
of positions is a set for which all entries can be (simultaneously) omitted in the
determination of coverage, and the array remains a covering array. When F is a
flexible set, a position p not in F is flexible with respect to F when F ∪ {p} is a
flexible set. Often we replace entries of a flexible set by ? to indicate that t-way
interactions involving these positions are not to be used for coverage. Replacing a
? by an element from {0, . . . , v − 1} can result in other positions having all of their
t-way interactions covered more than once, i.e. new flexible positions.
Our strategy is to exploit flexible sets in covering arrays. By choosing a
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specific flexible set F , and then placing possibly different symbols in each position
of F , we form a new covering array with a possibly different collection of flexible
positions. By itself this is of no use other than to produce many covering arrays with
the same parameters, although they may admit different flexible sets. However, in
some cases the new covering array admits a flexible set containing an entire row.
When this occurs, the row is not needed and can be deleted. This is the sense in
which the covering array is improved, by the deletion of rows.
Finding Flexible Positions and Flexible Sets
To find flexible positions, it suffices to determine the numbers of times that the
(
k
t
)
vt
t-way interactions are covered. For each of the Nk entries, check whether the entry
appears in any t-way interaction that is covered only once. If not, it is a flexible po-
sition. While conceptually simple, this requires space proportional to
(
k
t
)
vt, which
is often too much in practice. We employ a more space efficient approach. Initially
mark each of the Nk positions as flexible. For each of the
(
k
t
)
sets of columns in
turn, in a vector of length vt record the number of times each of the t-way inter-
actions arises in the t chosen columns. For each that arises only once, mark all t
positions in it as inflexible. This requires only Nk + vt space, but still requires time
proportional to tN
(
k
t
)
. At the same time, one can verify that the array is in fact a
covering array, by ensuring that every t-way interaction is seen at least once. In
order to consider every
(
k
t
)
sets of columns we can start from the leftmost valid
selection and increase the selection in lexicographical order at each iteration. This
is illustrated for CA(N ; 4, 9, v) in Figure 3.2.
The collection of all flexible positions does not in general form a flexible set.
Given a flexible set F and a flexible position f not in F , some recomputation would
be needed to determine if f is flexible with respect to F . Instead, to find a flexible
set, we use the fact that rows are recorded in a specific order and employ a greedy
method. For every set of t columns we consider the rows of the CA in order; when
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1 2 3 4
1 2 3 5
. . .
1 7 8 9
2 3 4 5
. . .
5 6 7 8
5 6 7 9
5 6 8 9
5 7 8 9
6 7 8 9
Figure 3.2: Lexicographical order for CA(N;4,9,v).
a t-tuple is covered for the first time we mark its t positions as necessary. After
every possible set of t factors is treated, all positions that are not necessary can be
changed to ?. The location of the ? entries indicate the positions in the flexible set
F . This can be done in the same time and space as the identification of all flexible
positions.
Once done, each row may have any number of entries in F from 0 to k− t or
may reside entirely in F . When the latter occurs, this row can be removed without
reducing the strength of the CA.
Arguably, one wants to find the largest flexible set, but the greedy method
adopted here fails to do so in general. Nevertheless, it appears unlikely that there is
an efficient algorithm for finding such a largest flexible set. We establish this next.
We are concerned with exploiting flexibility in covering arrays, and hence examine
the problem:
COVERING ARRAY FLEXIBILITY
Instance: A covering array C and an integer `.
Question: Does C admit a flexible set of size at least `?
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A latin square of side n is an n×n array; each cell contains a single symbol
from an alphabet of size n; and each symbol occurs exactly once in each row and
exactly once in each column. A partial latin square of side n is an n × n array;
each cell is empty or contains a single symbol from an alphabet of size n; and each
symbol occurs at most once in each row and at most once in each column. A partial
latin square P has a completion (equivalently, can be completed) if there exists a
latin square L having the same side as P , so that whenever a cell is filled in P , that
cell contains the same symbol in L.
We consider the following decision problem, which is known to be NP-
complete [65]:
LATIN SQUARE COMPLETION
Instance: A partial latin square P .
Question: Can P be completed to a latin square?
Theorem 3.2.1 COVERING ARRAY FLEXIBILITY is NP-complete.
Proof. Membership in NP is immediate, so we establish NP-hardness by a reduc-
tion from LATIN SQUARE COMPLETION. Let P be an n × n partial latin square.
Form an array C with n symbols and three columns as follows. First, whenever cell
(r, c) of P contains a symbol s, place the row (r, c, s) in C; call these rows basic.
Second, whenever cell (r, c) is empty, let Src be the set of all symbols that appear
neither in row r nor in column c of P . Then place a row (r, c, s) in C for each s ∈ Src.
Let N denote the number of rows in C. Because N is O(n3), C is formed in time
polynomial in the size of P .
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We treat two cases, according to whether or not C is a CA(N ; 2, 3, n). We
first show that if it is not, P cannot be completed. Consider a 2-tuple in the first
two columns, say (r, c). If it is not covered in C, then cell (r, c) is empty in P and
Src = ∅. Then no symbol can be placed in cell (r, c) to complete P . Next consider a
2-tuple in the first and last columns, say (r, s). If it is not covered, s does not appear
in row r of P , yet appears in every column c for which cell (r, c) is empty. Hence no
putative completion of P could have symbol s in row r. The case of a 2-tuple in the
last two columns is symmetric.
It remains to treat cases when C is a CA(N ; 2, 3, n). We claim that P can
be completed if and only if C has a flexible set of size at least 3N − 3n2. First
suppose that P can be completed, and let L be its completion. We choose entries
of C as follows. If cell (r, c) of L contains s, then (r, c, s) is a row of C, so mark
all three of these positions as inflexible. In this way, precisely 3n2 positions are
marked as inflexible, and the corresponding n2 rows form a CA(n2; 2, 3, n). Hence
the remaining 3N − 3n2 positions form a flexible set.
In the other direction, suppose that F is a flexible set of 3N − 3n2 positions
in C. Then there are 3n2 remaining entries of C, and there are 3n2 2-tuples to be
covered. A row with 3, 2, 1, or 0 positions not in F can cover uniquely at most 3, 1,
0, or 0 2-tuples, respectively. So every row of C either has no position in F , or all
three positions in F . By construction, whenever cell (r, c) of P contains a symbol
s, C contains only one row containing (r, c) in the first two columns; only one row
containing (r, s) in the first and last; and only one row containing (c, s) in the last
two. Hence no position in a basic row appears in any flexible set of C. Thus the
3n2 positions not in F correspond to n2 rows R of C that include all of the basic
rows. The square L formed by setting cell (r, c) to s whenever (r, c, s) is in R is a
completion of P . 
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This explains our use of a heuristic method for finding flexible sets. In gen-
eral, given a row ordering, we employ the flexible set F produced by the greedy
algorithm.
Choosing a Row to Eliminate
In some cases, the flexible set F contains an entire row, but this is atypical unless
the CA is very far from optimal. Therefore we attempt to produce a flexible set with
more positions in one row by using flexible positions in others, with the objective of
generating an entire row in the flexible set. That is, we wish to select a row that can
be ‘easily’ removed. A natural selection is a row that has the most flexible positions
already. Perhaps a more appropriate selection would be the row in which the num-
ber of multiply covered t-tuples is largest. When entries are already included in the
flexible set, however, including them in the determination of coverage can result in a
substantial change in this statistic. For this reason, one should calculate, for a row
with ` entries in the flexible set, the quantity
∑`
i=1
(
`
i
)(
k−`
t−i
)
plus the number of mul-
tiply covered t-tuples, and select a row that maximizes this quantity. This appears
to require substantially more computation, so a simple count of flexible positions is
used here.
The Randomized Algorithm
Having nominated a row for possible elimination, we move it to be the last row of the
CA. Let F be a flexible set; let F ′′ be the positions of F in the nominated row, and
let F ′ = F \ F ′′. We now use positions in F ′ in an attempt to introduce (eventually)
further flexible positions in the nominated row. A simple strategy is employed. For
each entry f in F ′, consider the column c in which it appears. If the nominated
row has entry s in column c, and this position is not in F ′′, replace the entry f with
symbol s. This can result in t-way interactions that were covered only in the last row
also being covered in earlier rows, and hence lead to a flexible set with more entries
in the nominated row. In our experiments we found this simple strategy to be too
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restrictive, because it often fails to employ many entries in F ′. We therefore adopt
a less restrictive approach by employing all entries in F ′. To the earlier prescription,
we add the following: If the position in column c of the nominated row is in F ′′,
choose an entry at random to replace entry f .
One iteration typically produces a covering array different from the one given
as input. Despite this, the new covering array admits a flexible set that contains F ′′
and may contain other entries of the nominated row. If we simply find a flexible set
for the new array using the same row ordering, often the set is very similar to the
one just used, and consequently the method stalls quickly. Instead we randomly
reorder all rows except the last. This typically yields a different flexible set H, but
crucially F ′′ ⊆ H. Of course, a row that had no more positions in F than the
nominated row may have more in H; if it does, it becomes the nominated row and
is moved to the bottom.
Arguably, one should be more clever in filling the positions of F ′, and in
reordering the rows. Perhaps this is so, but in our experience the randomness of
these two choices is crucial. Whatever choices are made, it can happen that the
same row is nominated at each step, but no row reordering of the remaining rows
yields a flexible set with more entries in the nominated row.
Escaping Local Optima
The decision that the CA is unlikely to improve using this nominated row can be
done by monitoring the total size of the flexible set in the array, or the number of
flexible positions in the nominated row, and abandoning the nominated row when it
is ‘too long’ since the number has improved. We use the number in the nominated
row, and set a threshold on the number of iterations permitted without improvement.
When we exceed the threshold, we take this as evidence that the search has con-
verged to a local optimum. We employ a simple method of escaping. We move
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the nominated row along with any other row that contains a position in the current
flexible set to the top of the CA, fill all positions of the flexible set with random values
and start with this revised array. This could result in a major change in the state of
the CA, and indeed the next row nominated may have substantially fewer positions
in a flexible set than the one just abandoned.
Implementation and Scalability
In order to treat problems with many factors, many rows, or high strength, it is
natural to parallelize post-optimization. We have implemented the method both in a
sequential setting and in two parallel methods outlined next.
One method employs the fact that the escape from local optima permits us
to start from one CA and produce a very different one. Therefore multiple processes
can execute simultaneously, all starting from a single array but exploring different
areas of the search space. Once an improvement has been made by one of the
tasks the result can be shared with the others as the new array. An effective way
to check for improvements among all processes uses the MPI_Allgather operation,
in which every process shares its current number of rows with the others. If there
is a difference between the minimum and maximum of the values, the best result
is broadcast from the lowest ranking process with the best result. A reasonable
amount of time, at least sufficient for one iteration to complete, must be devoted to
searching for an improvement before communicating with other processes.
The algorithm was also implemented using a finer grained parallel approach
in which all the tasks improve the same covering array. Here the
(
k
t
)
combinations of
columns are partitioned among the tasks and the necessary positions computed by
each task are shared with the other tasks using the logical OR operator (MPI_LOR)
and the MPI_Allreduce function. This implementation scales well as
(
k
t
)
grows; later
we mention an application to CA(N ; 4, 199, 2), in which
(
199
4
)
= 63391251 sets of 4
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columns must be treated.
3.3 Results
Perhaps the biggest surprise is that the algorithm works at all. Previously the best
result for CAN(6,8,5) is the upper bound 32822 from IPOG-F [52]. Starting with
this array, our method eliminates 4034 rows to show that CAN(6,8,5)≤ 28788 in
one minute of computation; in ten minutes it reduces to 27909 rows; in one hour to
27772; and in five hours to 27717. While five hours may be longer than one wishes
to spend, one minute to remove 12.3% of the rows appears well worth the effort!
(All times reported here are for an 8-core Intel Xeon processor clocked at 2.66GHz
with 4MB of cache, bus speed 1.33GHz, and 16GB of memory. Only one core is
used when timing is reported. The program is coded in C++.)
A striking example is the well studied case CA(N ; 2, 20, 10). In the an-
nouncement of AETG [46], CAN(2, 20, 10) ≤ 180 is stated, but no explicit descrip-
tion is given. Yet the commercial implementation of AETG reports 198 rows. A re-
cent paper by Calvagna and Gargantini [66] reports bounds on CAN(2,20,10) from
ten methods; other than the bound of 180 reported by AETG [46], the remaining
methods give bounds of 193, 197, 201, 210, 210, 212, 220, 231, and 267. Meta-
heuristic search using simulated annealing [43] yields 183 rows. Two combinatorial
constructions both using a 1-rotational automorphism [33, 34] yield 181 rows. Fi-
nally it was shown that CAN(2, 20, 10) ≤ 174 using a double projection technique
[33]. In Table 3.1 we apply post-optimization to seven covering arrays; we give the
method used to produce a CA(Nold; 2, 20, 10), the number Nnew of rows after post-
optimization, and the numbers of flexible positions and size of a (greedy) flexible
set. The best establishes that CAN(2, 20, 10) ≤ 162; five of the seven improve, but
those from simulated annealing and the 1-rotational solution see no improvement.
The improvement on CAN(2,20,10) is remarkable, given the variety of methods that
have been previously applied to try to improve this bound. This bound has recently
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been further improved to CAN(2, 20, 10) ≤ 155 [67].
Method Nold Nnew # Flexible positions Flexible Set
TCG 217 198 444 256
IPO 212 196 449 285
density 203 195 170 79
AETG 198 190 195 132
annealing 183 183 13 3
1-rotational 181 181 0 0
double projection 178 162 415 146
Table 3.1: Post-optimization on CA(N;2,20,10)s.
We therefore consider projection further. In [33], a construction of Stevens,
Ling, and Mendelsohn [68] is generalized to a projection technique that produces a
CA(q2−x; 2, q+1+x, q−x) from an OA(q2; 2, q+1, q) when q is a prime power and
x ≥ 0. It is so named because x symbols of the OA are ‘projected’ to form x new
columns. (See [33] for details.) There it is observed that x symbols can be projected
to form 2x new columns (a ‘double projection’), but the result is no longer a covering
array. Rather it is a partial covering array that leaves many pairs uncovered, but also
contains many flexible positions. A general pattern to complete this partial array
while adding few rows is elusive, if indeed one exists at all. We therefore employ
this partial covering array as a ‘seed’ and complete it using the density algorithm
[48]. We found that treating all uncovered pairs equally, as density does, results in
the addition of many rows (for example, for the partial CA(166; 2, 20, 10), as many
as 50 new rows). Therefore we modified the greedy selection in density to weight
uncovered pairs on columns {q+1, . . . , q+2x} highest, pairs with one column from
{q + 1, . . . , q + 2x} next, and pairs with neither column from {q + 1, . . . , q + 2x}
least; then density selects the largest total weight of uncovered pairs. This remains
a greedy heuristic; nevertheless, it adds as few as 12 rows to complete the partial
CA(166; 2, 20, 10).
We apply projection, and double projection completing with the weighted
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density method, to form numerous covering arrays. We created further arrays by re-
moving columns and/or fusing symbols. Fusion is a simple operation that removes
a symbol and two rows from a CA(N ; t, k, v + 1) to establish that CAN(t, k, v) ≤
CAN(t, k, v + 1)− 2 [69]. We apply post-optimization to each array produced. The
reduction in the number of rows is sometimes dramatic. In Tables 3.2 and 3.3 we
report the improved bounds obtained; for each number v of symbols, the first line
gives the improvement by post-optimization, the second the best previously known
upper bound (typically from [33, 34] or from an orthogonal array). Boxed entries
are bounds from projection while underlined entries are improvements via double
projection.
One expects that the rows added by density are less effective in the cov-
erage of pairs than the rows of the OA to which double projection are applied.
Surprisingly, post-optimization can succeed in eliminating so many rows that at the
end fewer than q2 − x remain!
No analogue of projection is known for strength t ≥ 3. Nevertheless, one
can still apply fusion to orthogonal arrays. Once again, improvements by post-
optimization are substantial. Table 3.4 provides some results in this vein (Black
squares indicate an orthogonal array, which admits no improvement). The last row
gives q3, the number of rows in the OA used to fuse symbols. The relatively large
number of rows does not appear to be an obstacle for the method, but most of
the values given could be improved upon with patience. We provide these simply
to illustrate the results that can be obtained, not to find new best known upper
bounds – although each is. The idea extends naturally to larger strengths; we
improved CAN(4, 9, 7) ≤ 4094 to CAN(4, 9, 7) ≤ 3629 and CAN(4, 10, 8) ≤ 6559 to
CAN(4, 10, 8) ≤ 6128, for example.
Other ‘structured’ covering arrays admit improvements as well. Colbourn
and Kéri [38] employ Hadamard matrices to establish that CAN(4, 20, 2) ≤ 40,
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Number of Symbols v
k 10 11 12 13 14 15 16 17 18
15 160 235 247
136 161 168 249 251 253 256 289 358
16 191 236 247
145 161 199 249 251 253 256 289 358
17 152 236 248
154 171 199 249 251 253 256 289 358
18 155 180 237 249
163 181 199 251 253 255 286 289 358
19 159 240 252 283
172 191 210 252 254 286 288 356 358
20 162 244 274 286 345 354
174 201 221 253 285 287 354 356 358
21 171 230 262 277 333 347 356
190 211 232 265 286 354 356 358 360
22 181 218 264 335 348 358 484
190 221 243 277 300 355 357 359 518
23 251 280 336 351 467 484
190 229 254 289 300 356 358 497 518
24 262 280 306 337 469 487
192 229 265 289 313 357 421 497 518
Table 3.2: Projection and Double Projection: 10 ≤ v ≤ 18.
CAN(4, 32, 2) ≤ 64, and CAN(4, 36, 2) ≤ 72; the best known bounds had been
CAN(4, 20, 2) ≤ 55 [30], CAN(4, 32, 2) ≤ 73, and CAN(4, 36, 2) ≤ 95 [30]. Applying
post-optimization to the Hadamard matrix solutions establishes that
CAN(4, 20, 2) ≤ 39, CAN(4, 32, 2) ≤ 59, and CAN(4, 36, 2) ≤ 66.
Now we consider arrays from the density method [49]. To limit the size of the
presentation, we restrict to binary and ternary arrays, but see [2] for larger numbers
of symbols. In Table 3.5, each input array is from density [49], and post-optimization
is run for 10 minutes (on a single core). The wall clock time limit results in many
more iterations being completed when k is small; we expect that this is the primary
reason for the larger improvements for few factors. The ‘old’ bounds are primarily
from density [49], but some arise from other constructions [53].
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Number of Symbols v
k 17 18 19 20 21 22 23 24 25
24 469 487 503 514 522
497 518 520 522 524 526 529 622 625
25 472 492 508 517 524
497 520 522 524 526 528 620 622 625
26 475 494 510 520 610 618
497 521 523 525 527 618 620 622 625
27 477 496 512 523 601 614 621 722
497 522 524 526 618 620 622 624 724
28 479 498 515 593 606 617 715 723
497 523 525 617 619 621 623 723 725
29 480 500 576 596 608 620 709 718 725
497 524 616 618 620 622 722 724 726
30 481 558 583 600 614 700 711 722
497 562 617 619 621 721 723 725 727
31 561 586 603 687 702 716 724 821
497 562 618 620 720 722 724 726 834
32 561 589 668 690 703 718 814 826
513 562 619 719 721 723 725 833 835
33 561 644 673 692 704 800 817 827
529 562 649 720 722 724 832 834 836
34 541 646 675 694 785 801 819 832
545 579 649 721 723 831 833 835 837
35 647 678 764 786 804 823 920
561 596 649 722 830 832 834 836 952
36 737 769 787 805 911 923
561 613 649 742 831 833 835 951 953
37 737 772 788 891 913 926
561 630 667 742 831 834 950 952 954
38 778 872 900 917 930
561 647 685 742 833 946 951 953 955
39 839 872 902 920 976
561 664 703 742 841 946 952 954 1016
40 872 905 957 977
561 664 703 761 841 946 953 1015 1017
41 873 936 960 1188
561 664 703 780 841 946 1014 1016 1225
Table 3.3: Projection and Double Projection: 17 ≤ v ≤ 25.
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Number of Factors k
v 12 14 18 20 24 26 28 30 32
9 1196
10 1303 1895
11  2090
12 2174 3673
13  3912
14 4034 6138
15 4087 6544
16  6735
17 6796
18 6856 11765
19  11942
20 12058 15341 19166
21 12141 15467 19389
22 15533 19540
23  15613 19626
24 19665 24234 29420
25  24300 29512
q3 1331 2197 4096 6859 12167 15625 19683 24389 29791
Table 3.4: CA(N;3,k,v): Fusion of Orthogonal Arrays.
IPO adopts a different strategy, but is also a greedy method. Hence we
might expect that post-optimization results in improvements, and indeed this is the
case. For t = 4, v = 2, and 148 ≤ k ≤ 199, post-optimization succeeded in im-
proving the array produced by IPO [52] in each case. The largest has 63391251
4-subsets of columns, so post-optimization appears to be capable of treating prob-
lems that are large. We also examined cases with t = 6 and v = 2 produced by
IPO. Improvements for CAN(6, k, 2) are shown in Table 3.6.
The improvements here are not as dramatic as in cases with smaller strength
or fewer factors because the time per iteration is substantially longer; certainly with
patience one would expect to be able to improve each of these numbers further if
there were a compelling reason to do so.
Even starting with all vk tuples, which forms a trivial (exhaustive) cover-
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CA(N ; 4, k, 3)
k New Old k New Old k New Old k New Old
17 300 312 24 377 389 31 440 446 32 445 454
33 454 461 34 462 468 40 499 504 41 506 510
42 509 513 43 518 522 44 522 526 45 526 530
46 530 534 47 534 538 48 542 546 52 560 562
53 565 567 54 568 572 55 572 575 56 578 581
57 581 584 58 585 588 59 589 592 61 596 601
63 604 607 64 612 614 66 618 620 70 627 629
CA(N ; 5, k, 2)
16 117 123 17 121 129 18 127 135
CA(N ; 5, k, 3)
11 708 723 14 922 945 17 1117 1130 18 1170 1183
20 1270 1281 21 1322 1328 22 1350 1356 23 1409 1416
24 1448 1454 25 1488 1500 26 1521 1524 27 1538 1551
28 1579 1582 29 1615 1619 30 1647 1650 31 1681 1682
32 1724 1729 34 1783 1786 36 1882 1883 38 1937 1939
40 1986 1988
CA(N ; 6, k, 2)
17 276 297 18 291 309 19 308 323 20 327 337
21 341 352 22 355 362 23 371 377 24 384 387
25 397 399 26 409 412 27 422 423 28 432 434
29 444 445 30 454 455 32 473 474 33 496 503
34 502 508 35 510 516 36 525 529 37 534 541
CA(N ; 6, k, 3)
13 2806 2835 14 3091 3105 16 3357 3598 17 3866 3884
18 4085 4096 19 4299 4308 20 4501 4508 21 4686 4698
22 4864 4874 24 5193 5199
Table 3.5: Post-optimization on Covering Arrays from Density.
k 38 39 40 41 42 43 44 45 46 47 48 49 50
New 545 553 560 570 575 586 593 602 610 616 624 629 635
Old 552 559 566 572 579 590 594 603 611 617 625 630 636
Table 3.6: Improvements on CAN(6,k,2).
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ing array, post-optimization obtained new best known upper bounds in two cases:
CAN(4, 7, 4) ≤ 450 and CAN(5, 8, 2) ≤ 52.
Post-optimization is applicable to covering arrays from many constructions,
but there are cases where it has no effect. It failed to improve any of the arrays
found by Nurmela [44] using tabu search. We also applied it to numerous arrays
found with simulated annealing [43, 69], and none improved.
3.4 Using Post-optimization in Practice
Arguably the success of post-optimization is evidence of our limited understand-
ing of covering arrays. Indeed the restrictions on applicability of combinatorial
constructions have forced us to consider computational search for ‘small’ cover-
ing arrays both to provide best known small arrays, and to serve as ingredient
arrays in recursions. However our ability to carry out computations is limited. To
illustrate this, consider strength t = 5 using [2]. Among the best known arrays,
none has been produced by simulated annealing, tabu search, constraint satisfac-
tion, or other meta-heuristic search techniques. The workhorses of computation
are the greedy methods; both density [49] and IPO [51, 52] yield numerous best
known covering arrays of strength five. IPO, for example, yields the best known
CA(3044; 5, 116, 3), CA(11654; 5, 81, 4), CA(32542; 5, 61, 5), and CA(72361; 5, 46, 6),
along with many arrays with fewer columns. Some direct constructions that limit or
eliminate the computation provide sporadic results, but the rest of our knowledge
rests on recursions.
What explains the prevalence of greedy computations among the best
known results? It is very unlikely that simulated annealing or tabu search would
not yield better results, if either could be run for an adequate period of time. That
is precisely the problem, however. Neither has been implemented so as to find
competitive solutions starting from scratch within a time frame that anyone is will-
ing to invest. Yet neither is configured so as to take an existing covering array and
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improve it by removing rows. Indeed both have been devised to improve a partial
covering array to make it cover more and more t-way interactions within a specified
number of rows. Hence if the time allocated is insufficient, these meta-heuristic
search methods end with an array that is still not a covering array. The fundamental
difference in post-optimization is that at every stage we are dealing with a covering
array, not a partial one. This focuses the search much more than is typically done
with simulated annealing or tabu search.
This suggests the main merit of using post-optimization. In using a greedy
approach, or a recursion that may have poor ingredients, we do not expect to pro-
duce a covering array whose size is close to the minimum. But we can produce
such an array quickly for a wide range of parameters. And having produced it, we
can invest time in post-optimizing the array, stopping at any time with the assur-
ance that a covering array is produced. This appears to be a practical solution to
the problem of balancing the time to produce a test suite (covering array) and the
time to execute the tests. Within a total time budget for testing, it suggests the feasi-
bility of investing less time in the initial construction of the tests while exploiting the
(relatively) fast operation of post-optimization to reduce the time for test execution.
Post-optimization also plays a role in producing the smallest arrays known,
as we have seen. Naturally it would be of interest to be able to predict the extent
to which post-optimization will be successful. This could help us decide when to try
post-optimization. Perhaps more importantly, it would suggest criteria to construct
covering arrays that are amenable to post-optimization. Consider Table 3.1 for the
widely studied case CA(N ; 2, 20, 10). Obviously the repetition of coverage in the
larger arrays is greater in total, yet the size of the input array does not serve as
a good predictor of the improvement seen. In these results, the number of flexi-
ble positions appears to be the key. Certainly the presence of flexible positions is
necessary for improvement. However, we believe that the distributions of flexible
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positions among the rows and columns of the array also affect the extent of im-
provement. Moreover, the flexible sets may be more relevant than the pattern of
flexible positions. Nevertheless, using the number of flexible positions as a prelimi-
nary indicator of the potential improvement appears worthwhile.
3.5 Conclusion
It comes as no surprise that many of the covering arrays that are best known at
present are far from optimal. In these cases, post-optimization provides a relatively
fast method for detecting and exploiting duplication of coverage in order to improve
the arrays. More surprising are the cases in which post-optimization improves on
a result that is already better than those obtained from heuristic search, as we saw
with double projection and with arrays from Hadamard matrices. In these cases,
the reason for success does not appear to be the poor quality of the initial array.
While duplication of coverage is necessary in all arrays with N > vt, the distribu-
tions of numbers of times that a t-way interaction is covered can vary widely from
interaction to interaction. This can result in certain entries or rows being more effec-
tive in coverage than are others. By focusing on arrays in which the contributions
of positions or rows are quite unbalanced, post-optimization is sometimes able to
eliminate the need for an entry, and perhaps an entire row.
The main benefits of post-optimization are that it does not depend on a par-
ticular construction technique; iterations can be executed in approximately the same
time as needed to check that the array is in fact a covering array; and that it can
be executed for as many iterations as desired, with the assurance that whenever it
is stopped, the array is a covering array. The main limitations are that it does not
appear to be effective for certain covering arrays such as those produced by meta-
heuristic search; and that the extent of improvement that one can expect cannot be
reliably predicted. Despite these limitations, post-optimization has already proved
to be an easy and effective means to improve a wide variety of covering arrays.
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Chapter 4
GENERIC POST-OPTIMIZER
Construction techniques for a few select k-restriction problems, such as covering
arrays and perfect hash family, have been well-studied. For some other k-restriction
problems, such as separating hash family, their applications have motivated explicit
constructions. Unfortunately, at the present time, a generic construction technique
for most k-restriction problems is non-existent. In this chapter we attempt to fill this
gap by introducing a generic necessity analysis algorithm; which given the demand
functions for an arbitrary k-restriction problem and an initial solution array, evaluates
the necessity of each element in the array. The initial solution can be created
using any method including a purely random array generator. A post-optimization
algorithm will then exploit the flexibility of the solution, in an attempt to reduce the
size of the array.
4.1 Necessity Analysis
The necessity of each element in a solution to a k-restriction problem, can be deter-
mined by considering which demands of the problem, are met by the value of that
element. When a solution is ‘far’ from optimal, this means that some requirements
are met multiple times, however this does not necessarily mean that the corre-
sponding elements are entirely useless. For example consider Figure 4.1 which is
a covering array of strength 2 for 3 columns on 2 elements. For every vt possible
t-tuple of values there is a demand function that returns value 1 if the input matches
that t-tuple and 0 otherwise; which we shall refer to as the t-tuple’s demand func-
tion. The first row meets the (1, 1) demand function for columns (1, 2), which also
appears in the second row. It also meets the (1, 1) demand function for columns
(2, 3), which also appears in the fourth row. However this first row is not entirely
useless, as it meets the (1, 1) demand function for columns (1, 3), which does not
appear in any other row. More specifically, the elements in the first and third column
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of the first row are satisfying a condition of the problem, that is not met in other rows.
However the element in the second column of this row, could be changed without
affecting the correctness of the solution. The optimal N for CA(N ; 2, 3, 2) is 4 and
is shown by CAN(2, 3, 2) = 4 which can be seen in Figure 4.2.
1 1 1
1 1 0
1 0 0
0 1 1
0 0 1
0 0 0
Figure 4.1: A CA(6; 2, 3, 2).
0 0 0
1 1 0
0 1 1
1 0 1
Figure 4.2: A CA(4; 2, 3, 2).
One way to look at this problem, is to consider which demands are met
only once in the solution; and mark the corresponding elements as necessary. For
example in Figure 4.1 the elements in first and third column of the first row are
necessary. We then need to determine the necessity of the remaining elements,
which meet some demand which is met multiple times. If the goal is to maximize
the total number of unnecessary positions by only marking a certain number of
these elements as necessary, then we will be dealing with an NP-Hard problem as
was shown in Section 3.2.
The algorithm presented here, which can be seen in Figure 4.3, determines
the necessity of each element, by giving priority to the ordering of the rows. The
input is an array A with m columns and a set of demand functions fi. Only the
first time that a demand is met, the corresponding elements will be marked as
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necessary. If an element does not meet any previously unmet demands, it will be
termed unnecessary. In order to generate every selection of k columns, which is
valid for demand function fi, we employ a lexicographical order approach which is
discussed in Section 4.2.
input : Demand functions fi with k input parameters, array A which meets
these demands
output: A boolean array B of the same dimension as array A, which
indicates the necessity for the corresponding positions of array A
Define array B of the same dimension as array A;1
Mark all elements in array B as ‘false’;2
for every demand function fi do3
for every selection S of k columns, which is valid for fi do4
for every row r do5
Define P as the values in columns S of row r;6
if fi(P ) == 1 then7
for every c ∈ S do8
Mark B[r, c] as ‘true’;9
end10
Break;11
end12
end13
end14
end15
Figure 4.3: Necessity analysis algorithm for k-restriction problems
While this algorithm can be applied to any k-restriction problem, in the case
of the covering array problem, it will be outperformed by the algorithm described
in Section 3.2. This is due to the number of demand functions in a covering ar-
ray problem. Recall that CA(N ; t, k, v) is a k-restriction problem with vt demand
functions. This generic algorithm was further modified to maintain the efficiency
of the previous implementation, while expanding its application to all k-restriction
problems. We first introduce a modified version of the k-restriction problem. For
every demand function fi, 1 ≤ i ≤ s, we define a new parameter endi, which is
the lower bound on the expected number of demands that must be met for function
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fi. Note that every k-restriction problem can be reduced to this modified version, by
setting endi = 1 for 1 ≤ i ≤ s. The demand functions for CA(N ; t, k, v), can now
be defined as a single demand function f1, which returns value 1 for all inputs, and
end1 = v
t. A few simple changes to the algorithm of Figure 4.3 will account for this
modified definition. A counter should be initialized to 0 at beginning of line 5. If the
condition of line 7 is true the counter will be incremented by 1. The break command
at line 11 should only execute, when for demand function fi, counter ≥ endi.
4.2 Iterating on Valid Selections of Columns
In the fourth line of the necessity analysis algorithm, which was shown in Figure 4.3,
we need to iterate on valid selections of k columns; the validity of which, depends
on the demand function fi. In Chapter 3 we dealt with a similar problem, where
we used the lexicographical order to consider every possible selection of t columns
for CA(N ; t, k, v). For a generic k-restriction problem, the selection of k columns,
will depend on the demand function fi. If the demand functions assumes a cer-
tain ordering on the input parameters, then the selection of columns must match
that ordering. For example, recall how the demand function f1 was defined for
SHF(N ; k, 3, {1, 2}) in Section 2.4. The assumption was the first input parameter to
f1 belongs to the first group, and the next two parameters belong to the second one.
Figure 4.4 lists the corresponding lexicographical order for column selection, on an
array with 4 columns that is SHF(N ; 4, v, {1, 2}). If the three columns selected are
1, 2, and 3, they could be split into groups of size 1 and 2, in (32) different ways.
These are listed as (1, 2, 3), (2, 1, 3) and (3, 1, 2) in this example.
Assume demand function fi : Σk → {0, 1}, was generated for k input pa-
rameters, partitioned from left to right, into t groups of size wi; where 1 ≤ i ≤ t
and Σti=1wi = k. We start from column selection (1, 2, · · · , t), and at each step in-
crement the current selection, using the following technique. Examining the current
selection from right to left, we find the first element that ‘can be increased’, while
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1 2 3
1 2 4
1 3 4
2 1 3
2 1 4
2 3 4
3 1 2
3 1 4
3 2 4
4 1 2
4 1 3
4 2 3
Figure 4.4: Lexicographical order for SHF(N ; 4, v, {1, 2}).
invalidating any elements that are skipped. In a simple implementation this could
be an element that is less than m, which is the length parameter of the k-restriction
problem. After increasing this value by one, we move to the right while setting each
position to its minimum ‘valid’ value. Obviously, this must be a value which is not
currently selected. Also, if this element belongs to group wi, its value must be
greater than all other values of the same group. Finally, it must also be greater than
the left most element selected for any group wj , where j < i and wj = wi. If no
value can be found for a certain element that satisfies these requirements, it would
imply that either the assumption that this element could be increased was false, or
that this is the last valid selection. In the former case another element further to the
left must be chosen, that can be increased. Since this backtracking could hinder
performance, we use a modified approach. When searching for an element that
‘can be increased’, we keep track of how many elements should be filled in each
group, and also the minimum required value for each group. By maintaining a list
of of unused values, and determining if sufficient unused values exist which satisfy
the said conditions, no backtracking will be necessary.
Figure 4.5 shows the lexicographical order for SHF(N ; 20, v, {2, 2, 3, 3}). As
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an example of how this technique applies, consider incrementing the current col-
umn selection of (1, 20, 18, 19, 12, 16, 17, 13, 14, 15). When attempting to increase
the right most element, the minimum required value is 16. Since no values greater
than or equal to 16 exist, the search continues further to the left. When attempting
to increase the fifth element which currently has value 12, the minimum required
value for that group will be 13, and that group requires 3 such values. The minimum
required value for the right most group is now 14, and 3 such values are also ex-
pected. As both of these conditions can not be satisfied simultaneously, the search
continues further to the left. Eventually the first element will be examined, which
can be increased.
1 2 3 4 5 6 7 8 9 10
. . .
1 2 3 4 5 6 7 8 9 20
1 2 3 4 5 6 7 8 10 11
. . .
1 2 3 4 5 6 7 18 19 20
1 2 3 4 5 6 8 7 9 10
. . .
1 2 3 4 15 18 19 16 17 20
1 2 3 4 15 18 20 16 17 19
1 2 3 4 15 19 20 16 17 18
1 2 3 5 4 6 7 8 9 10
. . .
1 20 18 19 12 16 17 13 14 15
2 3 4 5 1 6 7 8 9 10
. . .
17 20 18 19 11 15 16 12 13 14
Figure 4.5: Lexicographical order for SHF(N ; 20, v, {2, 2, 3, 3}).
4.3 Post-optimization Algorithm for k-restriction Problems
The idea is to improve the quality of the solution by identifying unnecessary ele-
ments, searching neighboring valid solutions, and removing rows that consist en-
tirely of unnecessary elements. This is achieved by nominating a row for elimina-
tion, based on the current distribution of unnecessary elements. The row with the
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most number of unnecessary positions is usually a good candidate. Certain t-tuples
of the nominated row, are meeting some demand of the k-restriction problem, that
is not met elsewhere. If not that row will only contain unnecessary elements and
can be removed. We copy the value from a necessary column c of the nominated
row, into all unnecessary positions in column c of the other rows. Any remaining
unnecessary elements can be given new random values in Σ, without affecting the
correctness of the solution. This could in turn affect the unnecessary elements in
the next iteration of the algorithm. The reason is that the algorithm performs a re-
ordering of the rows at the end of each iteration, and necessity analysis is done by
giving priority to the upper rows. A necessary element in one iteration, could be-
come unnecessary in the next iteration; and vice versa. We attempt to preserve the
previous nominated row, by only reordering the other rows of the array. A generic
version of the post-optimization algorithm is shown in Figure 4.6.
There is always the possibility that the search will get stuck in a local optima.
We can rectify this by slightly modifying the reordering process. Whenever the al-
gorithm detects that the search might be confined to a local optima, it will reorder
the entire array; including the nominated row. The necessity analysis performed in
the next iteration of the while loop will most likely result in a new row being nomi-
nated. Detection of local optima, could be done by keeping track of the maximum
number of unnecessary elements in a single row of the array, and monitoring how
this changes.
4.4 k-restriction Problems as Arrays
Any k-restriction problem, such as covering array, perfect hash family, separating
hash family, distributing hash family, and partitioning hash family, can be described
as an array of elements with s demand function fi. An extended version of the
k-restriction problem was introduced in Section 4.1, where a parameter endi was
associated with each demand function. This extension enabled a simpler definition
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input : Demand functions fi, solution array A on alphabet |Σ| which meets
these demands, ITERATIONS_LIMIT which is the number of
iterations of post-optimization to be performed,
LOCAL_OPTIMA_LIMIT which is the number of allowed
iterations without improvement
output: Array C with the same number of columns as array A but possibly
fewer rows
C ←− A;1
noImprovementCounter ←− 0;2
maxUnnecessaryElements←− 0;3
for i← 1 to ITERATIONS_LIMIT do4
B ←− Perform necessity analysis on C using fi;5
currentMax←− maximum number of ‘false’ elements in a row of B;6
if currentMax > maxUnnecessaryElements then7
maxUnnecessaryElements←− currentMax;8
noImprovementCounter ←− 0;9
else10
noImprovementCounter + +;11
end12
if B contains any rows consisting entirely of ‘false’ elements then13
Remove all corresponding rows from both B and C;14
maxUnnecessaryElements←− 0;15
end16
Nominate one of the remaining rows of array C for elimination; Move the17
nominated row to the end of array C and make the corresponding move
in array B;
for Every ‘false’ element at position (r, c) in array B do18
if r is not the last (nominated) row then19
C(r, c)←− Element at column c of the last row of array C;20
B(r, c)←− ‘true’;21
end22
end23
for Every ‘false’ element at position (r, c) in array B do24
C(r, c)←− random value in Σ;25
end26
if noImprovementCounter ≥ LOCAL_OPTIMA_LIMIT then27
Reorder all the rows of array C, at random;28
noImprovementCounter ←− 0;29
else30
Reorder the rows of array C except the last one, at random;31
end32
end33
Figure 4.6: A generic post-optimization algorithm for k-restriction problems
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for covering array CA(N ; t, k, v), using a single demand function f1 with end1 = vt.
Algorithms which can be utilized in constructing demand functions for other select
k-restriction problems, will be presented here. The parameter endi in all of these
cases will be set to 1, which matches the standard definition of the k-restriction
problem.
Perfect Hash Family
PHF(N ; k, v, t) can be defined using a single demand function f1, which takes t
parameters as input, and returns 1 if and only if the input contains t distinct values.
A set of such values can be generated using the simple algorithm of Figure 4.7. If
the input does not appear in this set, f1 will return 0 instead.
input : Strength t, and Σ possible values
output: A set S ⊆ Σt for which f1 will return 1
S ←− ∅;1
for every permutation p ∈ Σt do2
if p contains t different values then3
S ←− S + p;4
end5
end6
Figure 4.7: Generating the set of demands for a PHF
Figure 4.8 shows the best known solution for a perfect hash family with
strength 5 on 7 columns using 5 symbols. The entry shown as ? can be chosen ar-
bitrarily and it won’t affect the correctness of the solution, since it is an unnecessary
position. Out of the 55 = 3125 possible inputs to f1, only 5! = 120 of them contain 5
distinct values. For any selection of 5 columns in the shown array, there is at least
one row which contains 5 distinct values.
Separating Hash Family
SHF(N ; k, v, {w1, w2, . . . , wt}) can be defined using a single demand function f1
which takes Σti=1wi parameters as input. f1 will return 1, if and only if by partitioning
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2 3 4 0 1 1 4
3 2 0 2 1 0 4
0 0 3 2 2 4 1
0 4 4 1 2 3 0
3 4 0 3 1 2 ?
3 2 4 1 3 1 0
Figure 4.8: A PHF(6; 7, 5, 5).
the input from left to right, to t groups of size wi, no elements from two different
groups are identical. The algorithm shown in Figure 4.9 will generate a set of such
values. If the input does not appear in this set, f1 will return 0 instead.
input : wi for 1 ≤ i ≤ t, and Σ possible values
output: A set S ⊆ ΣΣti=1wi for which f1 will return 1
S ←− ∅;1
for every permutation p ∈ ΣΣti=1wi do2
isV alid←− ‘true’;3
Partition p, from left to right, into t groups Ci of size wi;4
for every i 6= j such that 1 ≤ i, j,≤ t do5
for every x ∈ Ci and y ∈ Cj do6
if x == y then7
isV alid←− ‘false’;8
Break;9
end10
end11
if not isV alid then12
Break;13
end14
end15
if isV alid then16
S ←− S + p;17
end18
end19
Figure 4.9: Generating the set of demands for an SHF
Figure 4.10 is an SHF(3; 5, 7, {4, 1}), since for every selection of 5 columns,
and splitting the selection into two groups of size 4 and 1, there is at least one
row where every element in one group, is different from every element in the other
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group. Note that two elements in the same group can have identical values.
3 2 3 0 4 1 1
3 0 0 3 0 0 2
0 1 4 3 1 2 3
Figure 4.10: An SHF(3; 5, 7, {4, 1})
Distributing Hash Family
A DHF(N ; k, v, t, s) can be described as an array, which for all ψ possible par-
titioning of t columns into s groups, such that Σti=1wi = t and wi ≥ 1, is an
SHF(N ; k, v, {w1, . . . , ws}). We can define a DHF using ψ demand functions, each
of which represent one such SHF sub problem. The demand functions for each sub
problem can be generated using the algorithm of Figure 4.9. The array of Figure
4.11 is a DHF(7; 8, 6, 6, 2), since for any selection of 6 columns, and partitioning
them into 2 groups, there is at least one row, in which every element from one
group is different from every element in the other group. For example, if we chose
columns {1, 3, 4, 6, 7, 8}, and partitioned them into {3, 8} and {1, 4, 6, 7}, the second
row will have values {1, 5} in the first group, and {0, 2, 3, 4} in the second group,
the intersection of which is the empty set. In other words this array is concurrently
SHF(7; 8, 6, {1, 5}), SHF(7; 8, 6, {2, 4}), and SHF(7; 8, 6, {3, 3}).
0 3 1 5 5 1 5 4
3 4 5 0 4 2 2 1
3 1 0 1 4 5 2 5
3 1 1 3 0 2 5 1
0 2 3 5 0 3 1 4
3 3 2 1 0 5 4 0
1 4 3 2 2 4 5 0
Figure 4.11: A DHF(7; 8, 6, 6, 2).
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Partitioning Hash Family
Similar to the DHF problem, PaHF(N ; k, v, t, s) can be defined as a k-restriction
problem with ψ demands functions, where ψ is the number of ways to partition t
columns into s groups. Each demand function corresponds to one such sub prob-
lem. The key difference between DHF and PaHF is that for the latter, the sub
problems represented by demand functions fi, return value 1 when all elements in
the same group are also identical. As an example consider Figure 4.12 which is
a PaHF(10; 6, 2, 4, 2). If we pick columns {2, 3, 5, 6} and partition them into {2, 5}
and {3, 6} we can see that in the first row elements in columns 2 and 5 have value
1 while elements in columns 3 and 6 have value 0. The algorithm of Figure 4.13,
generates the set of all such values for each demand function. fi returns 1 if the
input is in this set, and 0 otherwise.
0 1 0 0 1 0
1 0 1 0 1 0
0 0 1 1 0 0
0 1 1 1 1 0
0 0 0 0 1 1
1 1 0 0 0 0
0 1 1 0 0 0
0 0 0 1 1 0
0 0 1 0 0 1
0 1 1 0 1 1
Figure 4.12: A PaHF(10; 6, 2, 4, 2).
4.5 Results
A C++ version of the algorithm was implemented and tested using an 8-core In-
tel Xeon processor clocked at 2.66GHz with 4MB of cache, bus speed 1.33GHz,
and 16GB of memory. Since the post-optimization algorithm was already tested
extensively on the covering array in Chapter 3, we only present the results from the
other experiments in this section. In each case a sufficiently large random array
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input : Strength t, wi for 1 ≤ i ≤ s, and Σ possible values
output: A set S ⊆ Σt for which fi will return 1
S ←− ∅;1
for every possible permutation p ∈ Σt do2
isV alid←− ‘true’;3
Partition p, from left to right, into t groups Ci of size wi;4
for every i such that 1 ≤ i ≤ s do5
for every two elements x, y ∈ Ci do6
if x 6= y then7
isV alid←− ‘false’;8
Break;9
end10
end11
if not isV alid then12
Break;13
end14
end15
if isV alid then16
for every i 6= j such that 1 ≤ i, j,≤ t do17
x←− any element in Ci;18
y ←− any element in Cj ;19
if x == y then20
isV alid←− ‘false’;21
Break;22
end23
end24
end25
if isV alid then26
S ←− S + p;27
end28
end29
Figure 4.13: Generating the set of demands for a PaHF sub problem
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was initially generatedm which met the demands of the k-restriction problem. The
post-optimizer algorithm was then used to improve the quality of the solution. Un-
less stated otherwise the post-optimizer was executed for one minute, on a single
core of the test machine.
We start by testing this algorithm on the well studied perfect hash family
problem, to see how the results of the post-optimizer program compare to the
best known results. Table 4.1 compares the resulting N of the post-optimizer and
the best known result (BKR), when we consider k values up to 25 and 20, for
PHF(N ; k, 5, 5) and PHF(N ; k, 6, 6) respectively. We can see that other than in
a few cases, the post-optimization of a random array fell short of the best known
result for a perfect hash family. This comes as little surprise considering the PHF
problem has been studied for many years, and numerous combinatorial construc-
tion techniques have been applied to that problem.
Since very little previous work has been done on finding the best known
result for any SHF problem, we compare the results of the post-optimizer with
the smallest PHF problem that contains that SHF problem. For example con-
sider SHF(N ; k, 5, {2, 2, 1}), SHF(N ; k, 5, {4, 1}) and SHF(N ; k, 5, {2, 3}), for any
of which we could use PHF(N ; k, 5, 5) as an upper bound. However, we may also
be interested in computing SHF(N ; k, v, {2, 2, 1}) when v < 5, for which no PHF
could be used as an upper bound. In fact in most of these cases, the only valid
upper bound which has previously been studied, would be a covering array; which
could contain many more rows than needed.
Table 4.2 compares the best known result for PHF(N ; k, 5, 5) and
SHF(N ; k, v, {2, 2, 1}) where 3 ≤ v ≤ 5; and shows that once k is greater than
12, the resulting SHF(N ; k, 5, {2, 2, 1}) is smaller than PHF(N ; k, 5, 5). Not sur-
prisingly, the number of rows needed to meet the demands, increases when fewer
symbols are allowed. Tables 4.3 and 4.4 show how PHF(N ; k, 5, 5) compares to
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k PHF(N ; k, 5, 5) PHF(N ; k, 6, 6)
Post-optimizer BKR Post-optimizer BKR
5 1 1 - -
6 3 3 1 1
7 6 6 4 4
8 8 8 8 8
9 12 11 14 13
10 15 13 21 18
11 20 16 29 24
12 25 21 34 27
13 30 26 46 39
14 36 32 61 51
15 40 35 75 64
16 45 39 89 77
17 50 44 104 86
18 56 49 124 94
19 61 53 138 106
20 64 57 161 120
21 70 61 - -
22 75 64 - -
23 81 68 - -
24 84 71 - -
25 90 74 - -
Table 4.1: Post-optimization on PHF(N ; k, 5, 5) and PHF(N ; k, 6, 6).
SHF(N ; k, v, {4, 1}) and SHF(N ; k, v, {3, 2}) respectively, where 2 ≤ v ≤ 5. It
can be seen than in most cases an SHF with the same number of symbols as
the PHF, can be obtained with fewer rows. Also note that in some cases a solution
with fewer rows was found for a ‘harder’ problem. For example, a
solution for SHF(13; 13, 3, {4, 1}) was found, which is an improvement on
SHF(21; 12, 3, {4, 1}) or SHF(14; 13, 4, {4, 1}).
Some combinations of these problems may also be of interest. For ex-
ample we could be searching for an array that is both SHF(N, 25, 5, {4, 1}) and
SHF(N, 25, 5, {3, 2}). We could use PHF(74; 25, 5, 5) as an upper bound or com-
bine the two arrays of SHF(14, 25, 5, {4, 1}) and SHF(22, 25, 5, {3, 2}) to obtain an
array of size 36. An even better option would be running the post-optimizer on the
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k PHF(N ; k, 5, 5) SHF(N ; k, v, {2, 2, 1})
v = 5 v = 4 v = 3
5 1 1 6 15
6 3 3 7 15
7 6 6 7 28
8 8 8 12 28
9 11 13 22 28
10 13 13 22 28
11 16 17 33 75
12 21 19 36 84
13 26 22 43 98
14 32 25 47 108
15 35 27 50 126
16 39 28 54 138
17 44 32 57 150
18 49 33 62 164
19 53 35 67 177
20 57 37 71 188
21 61 39 75 204
22 64 42 82 220
23 68 44 83 233
24 71 44 86 233
25 74 50 92 247
Table 4.2: Post-optimization on SHF(N ; k, v, {2, 2, 1}).
combined constraints which found an array with 22 rows after only one minute of
computation. In a similar fashion an array with 49 rows was found which was con-
currently an SHF(N, 25, 5, {4, 1}), SHF(N, 25, 5, {3, 2}) and SHF(N, 25, 5, {2, 2, 1})
which is also an improvement on the previously found 50 row array which was re-
ported in Table 4.2.
The combination of certain SHF problems could produce a DHF problem.
Once again a PHF solution could be used as an upper bound as long as the
number of allowed symbols is large enough. Tables 4.5 and 4.6 show how the
best known results for PHF(N ; k, 6, 6) compare to results of the post-optimizer for
DHF(N ; k, v, 6, 2) and DHF(N ; k, v, 6, 3) respectively, when 2 ≤ v ≤ 6. In many
of these cases the resulting DHF(N ; k, 6, 6, s) has a smaller N when compared
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k PHF(N ; k, 5, 5) SHF(N ; k, v, {4, 1})
v = 5 v = 4 v = 3 v = 2
5 1 3 3 3 5
6 3 3 3 5 6
7 6 3 4 5 7
8 8 4 6 7 8
9 11 4 6 9 9
10 13 5 7 9 10
11 16 7 7 12 20
12 21 7 9 13 21
13 26 8 9 14 13
14 32 8 10 17 22
15 35 10 12 18 23
16 39 9 12 18 24
17 44 10 13 19 25
18 49 11 14 22 24
19 53 11 14 22 26
20 57 11 15 24 27
21 61 12 15 25 27
22 64 13 16 25 29
23 68 12 17 27 28
24 71 13 17 27 28
25 74 14 18 28 31
Table 4.3: Post-optimization on SHF(N ; k, v, {4, 1}).
to PHF(N ; k, 6, 6); however, again as expected as the number of possible sym-
bols v is decreased, the size of N grows larger. In many of these cases the
post-optimizer has the potential to improve the results further. For example al-
lowing allowing five minutes of execution time rather than the regular one minute,
would result in DHF(88, 20, 6, 6, 3) to be computed which is an improvement over
DHF(116, 20, 6, 6, 3) of Table 4.6.
Finally, we present the results of post-optimization on a randomly generated
partitioning hash family. For this problem, a PHF can not be used as an upper
bound even when v ≥ t so there is no reasonable object with which we could
compare the result of the post-optimizer. Tables 4.7 and 4.8 show the results of
the post-optmizer for PaHF(N ; k, v, 4, 2) when 2 ≤ v ≤ 4, and PaHF(N ; k, v, 5, 2)
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k PHF(N ; k, 5, 5) SHF(N ; k, v, {3, 2})
v = 5 v = 4 v = 3 v = 2
5 1 4 5 6 10
6 3 5 5 10 15
7 6 7 7 11 15
8 8 7 9 13 22
9 11 7 11 16 27
10 13 8 11 18 31
11 16 12 14 21 35
12 21 11 16 23 39
13 26 12 16 25 43
14 32 12 17 26 45
15 35 14 18 29 49
16 39 15 20 30 52
17 44 16 20 33 55
18 49 16 22 33 59
19 53 17 23 34 62
20 57 18 23 35 64
21 61 18 25 38 66
22 64 19 25 39 69
23 68 20 27 40 73
24 71 21 27 41 77
25 74 22 29 43 78
Table 4.4: Post-optimization on SHF(N ; k, v, {3, 2}).
when 2 ≤ v ≤ 5, respectively. An interesting outcome is that as we allow more
symbols, the algorithm rarely finds a better solution. While it is true that a PaHF
with fewer symbols could be used in place of one with a larger v, the question that
is raised is why in most cases the algorithm can not find this better solution? We
speculate the reason is that in most randomly generated rows, there is at least
one demand being met, that is not seen elsewhere. However when the algorithm
tries to fill in the unnecessary elements of that row at random, it will use different
symbols, which would result in no new demands being met by that row; since a
PaHF requires elements in the same group to be identical. In the two cases seen
earlier, we were partitioning the selection of columns into only two groups; where
allowing more symbols seemed counter intuitive to the goal of making elements in
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k PHF(N ; k, 6, 6) DHF(N ; k, v, 6, 2)
v = 6 v = 5 v = 4 v = 3 v = 2
6 1 1 7 12 15 31
7 4 8 8 11 20 42
8 8 7 15 18 27 50
9 13 9 13 20 32 57
10 18 11 16 24 39 72
11 24 15 19 26 43 84
12 27 15 21 30 49 96
13 39 19 24 32 55 110
14 53 20 26 39 62 123
15 64 25 29 43 69 136
16 77 26 32 45 72 151
17 86 29 35 47 81 164
18 94 30 39 53 89 182
19 106 32 46 58 94 196
20 120 36 53 63 104 213
Table 4.5: Post-optimization on DHF(N ; k, v, 6, 2).
k PHF(N ; k, 6, 6) DHF(N ; k, v, 6, 3)
v = 6 v = 5 v = 4 v = 3
6 1 10 17 31 90
7 4 11 17 39 113
8 8 17 25 54 177
9 13 16 31 64 224
10 18 21 38 83 291
11 24 26 46 99 352
12 27 34 94 150 563
13 39 37 66 140 516
14 53 44 81 162 590
15 64 55 93 185 676
16 77 63 113 211 765
17 86 71 112 236 853
18 94 87 130 273 1021
19 106 101 148 300 1021
20 120 116 158 321 1121
Table 4.6: Post-optimization on DHF(N ; k, v, 6, 3).
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the same group identical. We predict there are cases where having more values in
one row, could be beneficial. For example situations in which s = t − 1 seem like
a good candidate. Table 4.9 shows the resulting PaHF(N ; k, v, 7, 6) for 6 ≤ v ≤ 7;
in which the resulting array with 7 symbols, was never smaller than the one with
6 symbols. We further verify this assumption by considering PaHF(N ; k, v, 6, 5) for
5 ≤ v ≤ 6, and PaHF(N ; k, v, 5, 4) for 4 ≤ v ≤ 5; which are shown in Tables 4.10
and 4.11, respectively.
k PaHF(N ; k, v, 4, 2)
v = 4 v = 3 v = 2
4 7 7 7
5 10 10 10
6 12 12 10
7 12 12 11
8 14 11 12
9 14 15 15
10 17 11 16
11 17 16 17
12 19 18 18
13 22 21 19
14 22 21 21
15 23 22 21
16 24 24 23
17 26 25 23
18 26 25 24
19 27 26 25
20 30 28 25
21 29 29 26
22 29 30 27
23 32 30 28
24 34 33 29
25 35 33 30
26 36 35 32
27 40 37 32
28 41 40 33
29 43 39 34
30 47 47 35
Table 4.7: Post-optimization on PaHF(N ; k, v, 4, 2).
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k PaHF(N ; k, v, 5, 2)
v = 5 v = 4 v = 3 v = 2
5 15 15 15 15
6 15 24 15 16
7 21 20 21 20
8 29 29 29 28
9 36 35 35 35
10 43 40 39 39
11 47 45 44 44
12 50 49 49 46
13 54 54 53 52
14 56 57 56 54
15 61 62 61 58
16 68 63 62 61
17 69 70 68 64
18 75 73 70 69
19 88 80 75 72
20 92 81 80 74
21 129 103 85 80
22 157 127 99 82
23 119 126 96 83
24 208 150 105 86
25 258 159 123 89
Table 4.8: Post-optimization on PaHF(N ; k, v, 5, 2).
k PaHF(N ; k, v, 7, 6)
v = 7 v = 6
7 21 21
8 38 45
9 66 98
10 112 162
11 220 271
12 313 388
13 573 580
14 909 1047
Table 4.9: Post-optimization on PaHF(N ; k, v, 7, 6).
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k PaHF(N ; k, v, 6, 5)
v = 6 v = 5
6 15 15
7 23 31
8 41 55
9 53 80
10 74 100
11 93 196
12 122 187
13 152 242
14 177 283
15 209 345
Table 4.10: Post-optimization on PaHF(N ; k, v, 6, 5).
k PaHF(N ; k, v, 5, 4)
v = 5 v = 4
5 10 10
6 16 18
7 24 25
8 29 21
9 33 46
10 43 56
11 49 70
12 61 81
13 66 91
14 73 106
15 80 118
Table 4.11: Post-optimization on PaHF(N ; k, v, 5, 4).
4.6 Conclusion
The generic post-optimization algorithm presented here has the potential to pro-
duce reasonable sized solutions, for many explored and unexplored k-restriction
problems. While in the case of the well studied problem of perfect hash family the
results never improved upon the previous best known upper bound when starting
from a randomly generated array, in almost every other case the result was a major
improvement over the available alternative; which in most situations was either a
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sufficiently large perfect hash family, or a covering array; neither of which are com-
parable to the optimal solution unless we are dealing with a trivially small instance
of the problem. Unless the k-restriction problem being studied warrants the imple-
mentation of a more efficient construction technique, one only needs to properly
define the demand functions, and then use any array that meets these demands as
input to the general post-optimizer. Even when starting from a randomly generated
array, one can expect a solution not ‘far’ from the current best known solution.
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Chapter 5
HASH FAMILIES
A generic post-optimizer for k-restriction problems was presented in Chapter 4. De-
pending on the specific demand functions that need to be met, a more informed
decision regarding the necessity of each element may be possible. If a demand
function fi returns value 1 for two different choices input1 and input2 of the input, it
may be possible to replace one such choice with another in the solution array. How-
ever, since a single element could be meeting multiple demands in different selec-
tions of columns, switching the corresponding elements in the array from input1 to
input2 could result in an invalid solution. In the particular case of hash family prob-
lems, an enhanced necessity analysis technique through coloring conflict graphs
will be presented. The results will show how this change improves the capabilities
of the post-optimizer for these problems, when compared to the generic algorithm.
5.1 Constructing Conflict Graphs for Hash Families
Given a hash family in array form A with N rows and k columns, we construct N
conflict graphs Gi, one for each row. Each graph contains k vertices; and A[r, c]
corresponds to vertex c in conflict graph Gr. The presence of an edge between two
vertices implies that the corresponding positions in the array must contain different
values. The edges of these graphs can be constructed, while performing necessity
analysis on array A.
Assume demand function fi, represents SHF(N ; k, v, {w1, . . . , wt}). During
the necessity analysis algorithm of Figure 4.3, when for a selection S of Σti=1wi
columns, r is the first row that meets a demand of fi, edges corresponding to the
selection S will be added toGr. Define Ci as the partitioning of S into t groups, from
left to right, where each group has size wi. For every pair of columns c1 ∈ Ci and
c2 ∈ Cj when i 6= j, an edge will be added between the vertices corresponding to c1
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and c2 in conflict graph Gr. For example consider SHF(3; 5, 3, {1, 2}) of Figure 5.1,
the demand function for which was presented in Figure 2.3. For column selection
(3, 2, 4), elements in the second and third column of the first row have the same
value, as do the elements in the third and fourth column of the second row. Since
for this column selection the demand function is first met in the third row, two edges
(3, 2) and (3, 4) where vertex i corresponds to column i, will be added to the conflict
graph of the third row, G3.
2 1 1 0 1
0 2 1 1 0
1 1 2 1 0
Figure 5.1: An SHF(3; 5, 3, {1, 2}).
This technique automatically applies to a PHF problem, since that is a spe-
cial case of SHF. For any combination of SHF problems, including a DHF problem,
the same method can also be used. The number of conflict graphs will remain
unchanged; however, more and more edges may be added as other demand func-
tions are processed. Finally in the case of a PaHF problem a modification is needed.
When adding edges to the conflict graph for some selection S of columns, vertices
corresponding to the same partition Ci of S, should be coalesced. For example
consider PaHF(15; 6, 3, 5, 2) of Figure 5.2, the demand functions for which were
presented in Figure 2.4. When processing demand function f1 which represents
the (1, 4) split, for column selection (1, 2, 3, 4, 5) the demand is first met in the ninth
row with t-tuple (2, 1, 1, 1, 1). Vertices 2, 3, 4 and 5 of conflict graph G9 will be coa-
lesced into a single vertex and an edge is added between this vertex and vertex 1.
This was implemented by adding a disjoint set forest [70] for each graph Gr. For
every c1, c2 ∈ Ci, such that c1 6= c2, if the two corresponding vertices belong to two
different trees, a union operation will be performed.
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0 0 2 2 2 2
0 0 2 2 0 0
0 1 1 0 1 1
0 2 0 0 2 0
1 1 1 1 2 2
1 1 1 2 1 2
2 2 0 2 2 0
2 1 1 1 2 1
2 1 1 1 1 2
1 2 2 1 1 1
0 0 0 1 1 0
2 2 1 2 1 2
1 0 1 0 1 1
2 1 2 1 1 1
2 0 2 2 2 0
Figure 5.2: A PaHF(15; 6, 3, 5, 2).
5.2 Recoloring Conflict Graphs for Hash Families
Once this enhanced necessity analysis has concluded, an array B will be returned;
which marks certain positions as necessary. We also obtain N conflict graphs Gi,
which represent the flexibility of the necessary positions. In other words, while it is
necessary for the corresponding elements in arrayA to meet one or more demands,
it may still be possible to assign new values to those elements without invalidating
the solution. In fact any recoloring of graph Gi using at most v colors corresponds
to one such possibility.
The problem of properly coloring a graph using a certain number of col-
ors, which is better known as the chromatic number or k-coloring problem, is NP-
Complete [71]. A proper coloring of G(V,E) with k colors is C : V → Zk, such that
C(v) 6= C(w) for every (v, w) ∈ E. However, we already know a proper coloring
for this graph, which is the current values of the corresponding vertices in A. Given
a solution to the k-coloring problem, one can easily find another solution by find-
ing another permutation of the colors; or more formally, by defining a one-to-one
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correspondence from {1, . . . , k} to itself. The question that remains is the useful-
ness of such recoloring on exploiting the flexibility of necessary elements. Closer
examination reveals that any solution which is a permutation of the current solution
to the conflict graph coloring problem for Gi, could not possibly result in any new
demands being met at row i of array A, if the demand functions are representing
hash families. The reason is that two elements which previously had identical val-
ues, will keep this property in the new solution. So it seems our goal is not only to
find another solution to the k-coloring problem, but to find a new solution which is
not a permutation of the given one.
NON-TRIVIAL GRAPH RECOLORING
Instance: A graphG(V,E) and a proper k-coloringC : V → Zk whereC(v) 6= C(w)
for every (v, w) ∈ E.
Question: Does another proper k-coloring C ′ for G exist, such that the colors in C ′
are not a permutation of the colors in C?
Consider the NP-Complete problem of 3-SAT [71]. Given a solution to the
3-SAT problem, finding another solution to the same problem is also NP-Complete
[72]; this is known as ASP (Another Solution Problem) 3-SAT.
ASP 3-SAT
Instance: A 3-SAT problem P and a solution S for P .
Question: Does another solution S ′ for P exist, such that S 6= S ′?
Theorem 5.2.1 NON-TRIVIAL GRAPH RECOLORING is NP-complete.
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Proof. Membership in NP is immediate, so we establish NP-hardness by a reduc-
tion from ASP 3-SAT. Let I be an instance of the ASP 3-SAT. Using the reduction
from 3-SAT to chromatic number [71], one can construct a graph G corresponding
to the 3-SAT problem P in I; where solution S in I results in a proper coloring C for
G. The graph G and the coloring C form a NON-TRIVIAL GRAPH RECOLORING
problem P ′. A proper recoloring C ′ of graph G if a permutation of C, will result in
the same solution S to P ; however, a YES answer to P ′, will result in a YES answer
to I. The reason is that the existence of a new proper coloring for G, which is not a
permutation of C, results in new truth assignments to problem P . 
Since the plan was to recolor all N conflict graphs Gi at each iteration of
the post-optimization algorithm, given the complexity of the problem we are facing,
we use a simple greedy approach. For each graph Gi, we sort the vertices in
decreasing order of their degree. We assume there is at most one edge between
any two vertices of graph Gi, even if multiple vertices have been coalesced. In
other words if there was an edge between a and c and another edge between b and
c in Gi, and a and b have been coalesced into {a, b}, there will only be single edge
between {a, b} and c in the resulting graph Gi. Starting from the uncolored vertex
v with the highest degree, breaking ties at random, we attempt to properly color
graph Gi, with respect to any previously colored vertices. At each step out of the
possible proper colors for v one will be chosen at random. If no proper color can
be found for some vertex v, all colors are removed and the algorithm restarts. If
the algorithm is unable to find a proper coloring for conflict graph Gi, after a certain
number of attempts, we simply skip to the next conflict graph. On the other hand, if
a proper coloring C is found, row r of A will be updated to match the coloring C.
5.3 Results
The generic post-optimizer which was tested in Chapter 4, was not able to compete
with available techniques in constructing a PHF of high quality. The modified version
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not only recreated many of the best known results, but was able to construct a
PHF(10; 10, 5, 5) shown in Figure 5.3; this is an improvement over the previous best
known upper bounds of PHF(13; 10, 5, 5), and PHF(11; 9, 5, 5).
2 3 4 3 0 4 1 0 2 1
0 1 1 3 4 2 2 4 3 0
1 4 2 0 3 0 3 4 2 1
1 1 2 3 3 4 0 4 2 0
2 4 4 1 1 2 0 3 0 3
1 1 4 3 4 0 0 2 2 3
2 1 0 3 2 0 4 1 4 3
4 3 0 2 4 1 3 1 2 0
4 2 0 3 0 3 2 1 4 1
2 4 1 4 3 2 3 0 0 1
Figure 5.3: A PHF(10; 10, 5, 5).
The upper bound on SHF(N ; 25, 2, {2, 2, 1}) was reduced from 247 to 213,
which is a 13% improvement. DHF(15; 11, 6, 6, 2) constructed by the generic post-
optimizer was already an improvement over the available alternative, which was
PHF(24; 11, 6, 6). However, this was further improved to obtain DHF(9; 11, 6, 6, 2)
which is shown in Figure 5.4. Similarly DHF(36; 20, 6, 6, 2), which was an improve-
ment over the available alternative PHF(120; 20, 6, 6), was improved even further
to obtain DHF(24; 20, 6, 6, 2). A more detailed case study with the enhanced post-
optimizer showed multiple improvements on DHF(N ; k, v, 6, 3), for 6 ≤ k ≤ 20
and 3 ≤ v ≤ 6; when compared to both the previously available upper bounds on
PHF(N ; k, v, 6), and the results of the generic post-optimizer. These are illustrated
in Table 5.1.
Tables 5.2 and 5.3, show further improvements on partitioning hash families
for PaHF(N ; k, 5, 5, 4) and PaHF(N ; k, 2, 4, 2), for 5 ≤ k ≤ 15 and 4 ≤ k ≤ 30
respectively. While the improvements may not appear as dramatic as in the case
of previous problems, what is significant is that in most cases improvements were
possible.
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4 4 1 4 0 3 2 4 5 1 0
5 0 5 1 3 2 0 2 2 3 4
5 4 3 1 2 3 3 0 2 3 0
3 1 4 0 4 0 2 5 3 5 1
4 1 0 0 4 3 5 2 5 1 3
3 0 0 2 2 5 2 2 4 1 1
0 1 5 4 0 1 0 5 3 3 2
5 2 1 4 0 3 3 5 2 0 4
5 2 3 5 0 0 1 4 3 5 1
Figure 5.4: A DHF(9; 11, 6, 6, 2).
k PHF(N ; k, 6, 6) DHF(N ; k, v, 6, 3)
Generic Enhanced
v = 6 v = 5 v = 4 v = 3 v = 6 v = 5 v = 4 v = 3
6 1 10 17 31 90 1 16 28 89
7 4 11 17 39 113 4 16 37 101
8 8 17 25 54 177 10 22 48 175
9 13 16 31 64 224 16 29 63 223
10 18 21 38 83 291 20 37 81 278
11 24 26 46 99 352 25 44 95 340
12 27 34 94 150 563 30 53 113 403
13 39 37 66 140 516 36 61 133 473
14 53 44 81 162 590 40 72 150 539
15 64 55 93 185 676 47 83 173 615
16 77 63 113 211 765 52 90 190 685
17 86 71 112 236 853 64 101 214 769
18 94 87 130 273 1021 70 112 233 832
19 106 101 148 300 1021 74 127 256 914
20 120 116 158 321 1121 75 136 282 984
Table 5.1: Enhanced post-optimization on DHF(N ; k, v, 6, 3).
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k PaHF(N ; k, 5, 5, 4)
Generic Enhanced
5 10 10
6 16 15
7 24 23
8 29 28
9 33 33
10 43 42
11 49 48
12 61 55
13 66 64
14 73 70
15 80 76
Table 5.2: Enhanced post-optimization on PaHF(N ; k, 5, 5, 4).
5.4 Conclusion
The properties of demand functions which correspond to hash family problems en-
able replacing values in a row of the solution with any values that properly color
the conflict graph of that row. This represents an additional degree of flexibility in a
solution to these type of problems. Modifying the generic post-optimizer to exploit
the said property resulted in further improvements in many instances of hash family
problems. The generic post-optimization algorithm supports any k-restriction prob-
lem. However, when every demand function corresponds to a hash family problem,
the enhanced post-optimizer can be utilized; this proved capable of generating re-
sults with higher quality.
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k PaHF(N ; k, 2, 4, 2)
Generic Enhanced
4 7 7
5 10 10
6 10 10
7 11 11
8 12 11
9 15 11
10 16 11
11 17 17
12 18 17
13 19 19
14 21 20
15 21 20
16 23 21
17 23 22
18 24 23
19 25 24
20 25 25
21 26 26
22 27 27
23 28 28
24 29 28
25 30 29
26 32 30
27 32 30
28 33 31
29 34 32
30 35 32
Table 5.3: Enhanced post-optimization on PaHF(N ; k, 2, 4, 2).
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Chapter 6
CONCLUSION
The primary contributions of this dissertation are as follows:
• Details of a scalable post-optimizer for the covering array problem were pre-
sented. This post-optimizer can be applied to covering arrays generated using
any construction method. An implementation of this algorithm has contributed
to reducing the upper bound for many instances of the covering array prob-
lem.
• High-level pseudocodes for necessity analysis and post-optimization algo-
rithms, that can be applied to any k-restriction problem were shown. These
served as a framework upon which the generic post-optimizer was built. This
presents users with the option of post-optimizing a random solution, to obtain
a solution with reasonably high quality, without the need to find a combinato-
rial construction technique for their particular k-restriction problem.
• In the case of k-restriction problems, where all demand functions represent
a hash family type of problem, an enhanced version of the post-optimization
algorithm was presented. Based on the relation between a conflict graph and
the demand function for these type of problems, recoloring the conflict graphs
introduced a new degree of flexibility in the solution.
6.1 Future Work
The main focus of this dissertation was on constructing a powerful post-optimizer for
a wide range of problems, namely k-restriction problems. While the results showed
multiple improvements upon previous best known results, there could still be room
for further improvements for these problems. Combining construction techniques
with the post-optimizer would be one path to pursue. In the case of covering arrays
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for example, the projection method was used to produce an initial solution. This
was then improved using the post-optimizer to obtain one of the best known results
at that time. Construction and improvement algorithms could also be intertwined
as they are in Meta-RaPS approaches. Finally the concept of necessity analysis
and post-optimization could be expanded beyond the domain of the k-restriction
problems.
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