Abstract
Introduction
Linear mixed-effects models (LMM) are frequently used to analyze grouped/clustered data (such as longitudinal data, repeated measures, and multilevel data) because of their ability to handle within-subject correlations that characterizes grouped data (Pinheiro and Bates, 2000) . Majority of these LMMs estimate covariate effects on the response through a mean regression, controlling for between-cluster heterogeneity via normally-distributed cluster-specific random effects and random errors. However, this centrality-based inferential framework is often inadequate when the conditional distribution of the response (conditional on the random terms) is skewed, multimodal, or affected by atypical observations. In contrast, conditional quantile regression (QR) methods Koenker (2004 Koenker ( , 2005 quantifying the entire conditional distribution of the outcome variable were developed that can provide assessment of covariate effects at any arbitrary quantiles of the outcome. In addition, QR methods do not impose any distributional assumption on the error terms, except that the error term has a zero conditional quantile. Because of its popularity and the flexibility it provides, standard QR methods are implementable via available software packages, such as, the R package quantreg.
Although QR was initially developed under a univariate framework, the abundance of clustered data in recent times led to its extensions into mixed modeling framework (classical, or Bayesian) via either the distribution-free route (Lipsitz et al., 1997; Galvao and Montes-Rojas, 2010; Galvao Jr, 2011; Fu and Wang, 2012) , or the traditional likelihood-based route mostly using the ALD (Geraci and Bottai, 2007; Yuan and Yin, 2010; Geraci and Bottai, 2014) . Among the ALD-based models, Geraci and Bottai (2007) proposed a Monte Carlo EM (MCEM)-based conditional QR model for continuous responses with a subject-specific random (univariate) intercept to account for within-subject dependence in the context of longitudinal data. However, due to the limitations of a simple random intercept model to account for the between-cluster heterogeneity, Geraci and Bottai (2014) extended it to a general linear quantile mixed effects regression model (QR-LMM) with multiple random effects (both intercepts and slopes). However, instead of going the MCEM route, the estimation of the fixed effects and the covariance components were implemented using an efficient combination of Gaussian quadrature approximations and non-smooth optimization algorithms.
Although the literature on QR-LMM is now substantial, there are no studies conducting exact inferences in the context of QR-LMM from a likelihood-based perspective. In this paper, we proceed to achieve that via a robust parametric ALD-based QR-LMM where the full likelihoodbased implementation follows a stochastic version of the EM algorithm (SAEM) proposed by Delyon et al. (1999) for maximum likelihood (ML) estimation, in contrast to the approximations proposed by Geraci and Bottai (2014) . The SAEM algorithm has been proved to be more computationally efficient than the classical MCEM algorithm due to the recycling of simulations from one iteration to the next in the smoothing phase of the algorithm. Moreover, as pointed out by Meza et al. (2012) , the SAEM algorithm, unlike the MCEM, converges even in a typically small simulation size. Recently, Kuhn and Lavielle (2005) showed that the SAEM algorithm is very efficient in computing the ML estimates in mixed effects models. Our empirical results using the SAEM are more efficient than the proposition of Geraci and Bottai (2014) for simulated data. Furthermore, application of our method to two longitudinal datasets is illustrated via the R package qrLMM().
The rest of the paper proceeds as follows. Section 2 presents some preliminaries, in particular the connection between QR and ALD, and an outline of the EM and SAEM algorithms. Section 3 develops the MCEM and the SAEM algorithms for a general LMM, while Section 4 outlines the likelihood estimation and standard errors. Section 5 presents simulation studies to compare the finite sample performance of our proposed methods with the competing Geraci and Bottai (2014) method. Application of the SAEM method to two longitudinal datasets, one examining cholesterol level and the other on orthodontic distance growth are presented in Section 6. Finally, Section 7 concludes, sketching some future research directions.
Preliminaries
In this section, we provide some useful results on the ALD and QR, and outline the EM and SAEM algorithms for ML estimation. Following Yu and Moyeed (2001) , a random variable Y is distributed as an ALD with location parameter µ, scale parameter σ > 0 and skewness parameter p ∈ (0, 1), if its probability density function (pdf) is given by
Connection between QR and ALD
where ρ p (.) is the check (or loss) function defined by ρ p (u) = u(p − I{u < 0}), with I{.} the usual indicator function. This distribution is denoted by ALD(µ, σ , p). It is easy to see that
follows an exponential(1) distribution. Figure 1 plots the ALD illustrating how the skewness changes with altering choices for p. For example, when p = 0.1, most of the mass is concentrated around the right tail, while for p = 0.5, both tails of the ALD have equal mass and the distribution resemble the more common double exponential distribution. In contrast to the normal distribution with a quadratic term in the exponent, the ALD is linear in the exponent. This results in a more peaked mode for the ALD together with thicker tails. On the contrary, the normal distribution has heavier shoulders compared to the ALD. The ALD abides by the Figure 1: Standard asymmetric Laplace density following stochastic representation (Kotz et al., 2001; Kuzobowski and Podgorski, 2000) . Let U ∼ exp(σ ) and Z ∼ N(0, 1) be two independent random variables. Then,
where
and τ 2 p = 2 p (1−p) , and d = denotes equality in distribution. This representation is useful in obtaining the moment generating function (mgf), and formulating the estimation algorithm. From (2), the hierarchical representation of the ALD follows
This representation will be useful for the implementation of the EM algorithm. Moreover,
modified Bessel function of the third kind. It is easy to observe that the conditional distribution where GIG(ν, a, b) is the Generalized Inverse Gaussian (GIG) distribution (Barndorff-Nielsen and Shephard, 2001) with the pdf
The moments of U can be expressed as
Some useful properties of the Bessel function of the third kind
The EM and SAEM algorithms
In models with missing data, the EM algorithm (Dempster et al., 1977) has established itself as the most popular tool for obtaining the ML estimates of model parameters. This iterative algorithm maximizes the complete log-likelihood function ℓ c (θ θ θ ; y com ) at each step, converging quickly to a stationary point of the observed likelihood (ℓ(θ θ θ ; y obs )) under mild regularity conditions (Wu, 1983; Vaida, 2005) . The EM algorithm proceeds in two simple steps: E-Step: Replace the observed likelihood by the complete likelihood and compute its conditional
is the estimate of θ θ θ at the k-th iteration;
M-
Step: Maximize Q(θ | θ θ θ (k) ) with respect to θ θ θ to obtain θ θ θ
. However, in some applications of the EM algorithm, the E-step cannot be obtained analytically and has to be calculated using simulations. Wei and Tanner (1990) proposed the Monte Carlo EM (MCEM) algorithm in which the E-step is replaced by a Monte Carlo approximation based on a large number of independent simulations of the missing data. This simple solution is infact computationally expensive, given the need to generate a large number of independent simulations of the missing data for a good approximation. Thus, in order to reduce the amount of required simulations compared to the MCEM algorithm, the SAEM algorithm proposed by Delyon et al. (1999) replaces the E-step of the EM algorithm by a stochastic approximation procedure, while the Maximization step remains unchanged. Besides having good theoretical properties, the SAEM estimates the population parameters accurately, converging to the global maxima of the ML estimates under quite general conditions (Allassonnière et al., 2010; Delyon et al., 1999; Kuhn and Lavielle, 2004) . At each iteration, the SAEM algorithm successively simulates missing data with the conditional distribution, and updates the unknown parameters of the model. Thus, at iteration k, the SAEM proceeds as follows: E-Step:
Step:
where δ k is a smoothness parameter (Kuhn and Lavielle, 2004) , i.e., a decreasing sequence of positive numbers such that
Note that, for the SAEM algorithm, the E-Step coincides with the MCEM algorithm, however a small number of simulations m (suggested to be m ≤ 20) is necessary. This is possible because unlike the traditional EM algorithm and its variants, the SAEM algorithm uses not only the current simulation of the missing data at the iteration k denoted by (q (ℓ,k) ), ℓ = 1, . . ., m but some or all previous simulations, where this 'memory' property is set by the smoothing parameter δ k .
Note, in equation (6), if the smoothing parameter δ k is equal to 1 for all k, the SAEM algorithm will have 'no memory', and will be equivalent to the MCEM algorithm. The SAEM with no memory will converge quickly (convergence in distribution) to a solution neighbourhood, however the algorithm with memory will converge slowly (almost sure convergence) to the ML solution. We suggested the following choice of the smoothing parameter:
where W is the maximum number of iterations, and c a cut point (0 ≤ c ≤ 1) which determines the percentage of initial iterations with no memory. For example, if c = 0, the algorithm will have memory for all iterations, and hence will converge slowly to the ML estimates. If c = 1, the algorithm will have no memory, and so will converge quickly to a solution neighbourhood. For the first case, W would need to be large in order to achieve the ML estimates. For the second, the algorithm will output a Markov Chain where after applying a burn in and thin, the mean of the chain observations can be a reasonable estimate. A number between 0 and 1 (0 < c < 1) will assure an initial convergence in distribution to a solution neighbourhood for the first cW iterations and an almost sure convergence for the rest of the iterations. Hence, this combination will leads us to a fast algorithm with good estimates. To implement SAEM, the user must fix several constants matching the number of total iterations W and the cut point c that defines the starting of the smoothing step of the SAEM algorithm, however those parameters will vary depending of the model and the data. To determinate those constants, a graphical approach is recommended to monitor the convergence of the estimates for all the parameters, and, if possible, to monitor the difference (relative difference) between two successive evaluations of the log-likelihood ℓ(θ θ θ |y obs ), given by ||ℓ(θ θ θ
QR for linear mixed models and algorithms
We consider the following general LMM
, where y i j is the jth measurement of a continuous random variable for the ith subject, x ⊤ i j are row vectors of a known design matrix of dimension N × k corresponding to the k × 1 vector of populationaveraged fixed effects β β β , z i j is a q × 1 design matrix corresponding to the q × 1 vector of random effects b i , and ε i j the independent and identically distributed random errors. We define pth quantile function of the response y i j as
where Q p denotes the inverse of the unknown distribution function F, β β β p is the regression coefficient corresponding to the pth quantile, the random effects
, where the dispersion matrix Ψ Ψ Ψ = Ψ Ψ Ψ(α α α) depends on unknown and reduced parameters α α α, and the errors ε i j ∼ ALD(0, σ ). Then, y i j |b i independently follows as ALD with the density given by
Using a MCEM algorithm, a QR-LMM with random intercepts (q = 1) was proposed by Geraci and Bottai (2007) . More recently, Geraci and Bottai (2014) extended that setup to accommodate multiple random effects where the estimation of fixed effects and covariance matrix of the random effects were accomplished via a combination of Gaussian quadrature approximations and non-smooth optimization algorithms. Here, we consider a more general correlated random effects framework with general dispersion matrix Ψ Ψ Ψ = Ψ Ψ Ψ(α α α).
A MCEM algorithm
First, we develop a MCEM algorithm for ML estimation of the parameters in the QR-LMM. From (3), the QR-LMM defined in (7)- (8) can be represented in a hierarchical form as:
for i = 1, . . ., n, where ϑ p and τ 2 p are as in (2); D i represents a diagonal matrix that contains the vector of missing values
⊤ and exp(σ ) denotes the exponential distribution with mean σ . Let
⊤ , the estimate of θ at the k-th iteration. Since b i and u i are independent for all i = 1, . . ., n, it follows from (3) that the complete-data loglikelihood function is of the form ℓ c (θ θ θ ;
Given the current estimate θ θ θ = θ θ θ (k) , the E-step calculates the function
where tr(A) indicates the trace of matrix A and 1 p is the vector of ones of dimension p. The calculation of these functions require expressions for
which do not have closed forms. Since the joint distribution of the missing data (b
i ) is unknown and the conditional expectations cannot be computed analytically for any function g(.), the MCEM algorithm approximates the conditional expectations above by their Monte Carlo approximations
which depend of the simulations of the two latent (missing) variables b (k) i and u (k) i from the conditional joint density f (b i , u i |θ θ θ (k) , y i ). A Gibbs Sampler can be easily implemented (see
However, using known properties of conditional expectations, the expected value in (12) can be more accurately approximated as
where b (ℓ,k) is a sample from the conditional density f (b i |θ θ θ (k) , y i ). Note that (13) is a more accurate approximation as it only depends of one MC approximation instead two as needed in (12). Now, to drawn random samples from the full conditional distribution f (u i |y i , b i ), first note that the vector u i |y i , b i can be written as
, where χ i j and ψ are given by
From (5), and after generating samples from f (b i |θ θ θ (k) , y i ) (see Subsection 3.3), the con- (13) can be computed analytically. Finally, the proposed MCEM algorithm for estimating the parameters of the QR-LMM can be summarized as follows:
MC E-step: Given θ θ θ = θ θ θ (k) , for i = 1, . . ., n;
• Simulation
, y i ), as described later in Subsection 3.3.
• Monte Carlo approximation: Using (5) and the simulated sample above, evaluate
, which leads to the following estimates:
Supplementary Material. Note that for the MC E-step, we need to draw samples b
where m is the number of Monte Carlo simulations to be used, a number suggested to be large enough. A simulation method to draw samples from f
is described in Subsection 3.3.
A SAEM algorithm
As mentioned in Subsection 2.2, the SAEM circumvents the cumbersome problem of simulating a large number of missing values at every iteration, leading to a faster and efficient solution than the MCEM. In summary, the SAEM algorithm proceeds as follows:
• Stochastic approximation: Update the MC approximations for the conditional expectations by their stochastic approximations, given by
, which leads to the following expressions:
Given a set of suitable initial values θ θ θ
(see Appendix A.1 of the Supplementary Material),
criterion, is satisfied for three consecutive times, where δ 1 and δ 2 are pre-established small values. This consecutive evaluation avoids a fake convergence produced by an unlucky Monte Carlo simulation. As suggested by Searle et al. (1992) (page. 269), we use δ 1 = 0.001 and δ 2 = 0.0001. This proposed criterion will need an extremely large number of iterations (more than usual) in order to detect parameter convergence that are close to the boundary of the parametric space. In this case for variance components, a parameter value close to zero will inflate the ratio in above and the convergence will not be attained even though the likelihood was maximized with few iterations. As proposed by Booth and Hobert (1999) , we also use a second convergence criteria defined by max i
where the parameter estimates change relative to their standard errors leading to a convergence detection even for bounded parameters. Once again, δ 1 and δ 2 are some small pre-assigned values, not necessarily equal to the ones in the previous criterion. Based on simulation results, we fix δ 1 = 0.0001 and δ 2 = 0.0002. This stopping criteria is similar to the one proposed by Bates and Watts (1981) for non-linear least squares.
Missing data simulation method
In order to draw samples from f (b i |y i , θ θ θ ), we utilize the Metropolis-Hastings (MH) algorithm (Metropolis et al., 1953; Hastings, 1970) , a MCMC algorithm for obtaining a sequence of random samples from a probability distribution for which direct sampling is not possible. The MH algorithm proceeds as follows: Given θ θ θ = θ θ θ (k) , for i = 1, . . . , n;
1. Start with an initial value b
) from a proposal distribution with the same support as the objective distribution f (b i |θ θ θ (k) , y i ).
3. Generate U ∼ U (0, 1).
, return to the step 2, else b
Note that the marginal distribution f (b i |y i , θ θ θ ) (omitting θ θ θ ) can be represented as
Since the objective function is a product of two distributions (with both support lying in R), a suitable choice for the proposal density is a multivariate normal distribution with the mean and variance-covariance matrix that are the stochastic approximations of the conditional expectation E(b i |y i ) respectively, obtained from the last iteration of the SAEM algorithm. This candidate (with possible information about the shape of the target distribution) leads to better acceptance rate, and consequently a faster algorithm. The resulting chain b
is a MCMC sample from the marginal conditional distribution f (b i |θ (k) , y i ). Due the dependent nature of these MCMC samples, at least 10 MC simulations are suggested.
Estimation

Likelihood Estimation
Given the observed data, the likelihood function ℓ o (θ θ θ |y) of the model defined in (7)- (8) is given by
where the integral can be expressed as an expectation with respect to b i , i.e., 
we can express it as an expectation with respect to b * i , where b * i ∼ f (b * i ; θ ). Thus, the likelihood function can now be expressed as
where {b * (ℓ)
Therefore, we use the same proposal distribution discussed in Subsection 3.3, and generate samples
, which are estimated empirically during the last few iterations of the SAEM at convergence.
Standard error approximation
Louis' missing information principle (Louis, 1982) relates the score function of the incomplete data log-likelihood with the complete data log-likelihood through the conditional expectation
are the score functions for the incomplete and complete data, respectively. As defined in Meilijson (1989) , the empirical information matrix can be computed as
where S(y|θ θ θ ) = ∑ n i=1 s(y i |θ θ θ ), with s(y i |θ θ θ ) the empirical score function for the i-th individual. Replacing θ θ θ by its ML estimatorθ θ θ and considering ∇ ∇ ∇ o (θ θ θ ) = 0, equation (18) takes the simple form
At the kth iteration, the empirical score function for the i-th subject can be computed as
where q (ℓ,k) , ℓ = 1, . . . , m, are the simulated missing values drawn from the conditional distribution f (·|θ (k−1) , y i ). Thus, at iteration k, the observed information matrix can be approximated as (k) , such that at convergence, I
−1 e ( θ θ θ |y) = (I e (θ θ θ |y)| θ θ θ = θ θ θ ) −1 is an estimate of the covariance matrix of the parameter estimates. Expressions for the elements of the score vector with respect to θ θ θ are given in Appendix A.3 of the Supplementary Material. 
Simulation studies
In this section, the finite sample performance of the proposed algorithm and its performance comparison with the Geraci and Bottai (2014) method is evaluated via simulation studies. These computational procedures were implemented using the R software (R Core Team, 2014) . In particular, we consider the following linear mixed model:
where the goal is to estimate the fixed effects parameters β β β for a grid of percentiles p = {0.05, 0.10, 0.50, 0.90, 0.95}. We simulated a 3 × 3 design matrix x ⊤ i j for the fixed effects β β β , where the first column corresponds to the intercept and the other columns generated from a N 2 (0, I 2 ) density, for all i = 1, . . ., n. We also simulated a 3 × 2 design matrix associated with the random effects, with the columns distributed as N 2 (0, I 2 ). The fixed effects parameters were chosen as β 1 = 0.8, β 2 = 0.5 and β 3 = 1, σ = 0.20, and the matrix Ψ Ψ Ψ with elements Ψ 11 = 0.8, Ψ 12 = 0.5 and Ψ 22 = 1. For varying sample sizes of n = 50, 100, 200 and 300, we generate 100 data samples for each scenario. In addition, we also choose m = 20, c = 0.2 and W = 500.
For all scenarios, we compute the square root of the mean square error (RMSE), the bias (Bias) and the Monte carlo standard deviation (MC-Sd) for each parameter over the 100 replicates. They are defined as MC-Sd( θ i ) = and θ i ( j) is the estimate of θ i from the jth sample, j = 1 . . . 100. In addition, we also computed the average of the standard deviations (IM-Sd) obtained via the observed information matrix derived in Subsection 4.2 and the 95% The results are summarized in Figure 2 . We observe that the Bias, SD and RMSE for the regression parameters β 1 and β 2 tends to approach zero with increasing sample size (n), revealing that the ML estimates obtained via the proposed SAEM algorithm are conformable to the expected asymptotic properties. In addition, Table 1 presents the IM Sd, MC-Sd and MC-CP for β 1 and β 2 across various quantiles. The estimates of MC-Sd and IM-Sd are very close, hence we can infer that the asymptotic approximation of the parameter standard errors are reliable. Fur-thermore, as expected, we observe that the MC-CP remains lower for extreme quantiles.
Finally, we compare the performance of SAEM algorithm with the approximate method proposed by Geraci (2014) . The Geraci's algorithm can be implemented using the R package lqmm(). The results are presented in Table 2 and Figure B .1 (Supplementary Material). We observe that the RMSE from the proposed SAEM algorithm are lower than Geraci method across all scenarios, with the differences considerably higher for the extreme quantiles. Finally, Figure B .2 (Supplementary Material) that compares the differences in SD between the two methods for fixed effects β 1 and β 2 at specified quantiles reveals that the SD are mostly smaller for the SAEM method.
Thus, we conclude that the SAEM algorithm produces more precise estimates.
Applications
In this section, we illustrate the application of our method to two interesting longitudinal datasets from the literature via our developed R package qrLMM, currently available for free download from the R CRAN (Comprehensive R Archive Network).
Cholesterol data
The Framingham cholesterol study generated a benchmark dataset (Zhang and Davidian, 2001) for longitudinal analysis to examine the role of serum cholesterol as a risk factor for the evolution of cardiovascular disease. We analyze this dataset with the aim of explaining the full conditional distribution of the serum cholesterol as a function of a set of covariates of interest via modelling a grid of response quantiles. We fit a LMM model to the data as specified by
where Y i j is the cholesterol level (divided by 100) at the jth time point for the ith subject, t i j = (τ − 5)/10 where τ is the time measured in years from the start of the study, age denotes the subject's baseline age, gender is the dichotomous gender (0=female, 1=male), b 0i and b 1i the random intercept and slope, respectively, for subject i, and ε i j the measurement error term, for 200 randomly selected subjects.
After fitting the QR-LMM over the grid p = {0.05, 0.10, . . ., 0.95}, we present a graphical summary of the results in Figure 3 . The figure displays the 95% confidence band for the fixed effects parameters β 0 , β 1 , β 2 , and for the nuisance parameter σ . The solid lines represent the Q 0.025 and Q 0.975 percentiles, obtained from the estimated standard errors defined in Subsection 4.2. The figure reveals that the effect of gender and age become more prominent with increasing conditional quantiles (p). In addition, although age exhibits a positive influence on the cholesterol level across all quantiles, the confidence band for gender includes 0 across all quantiles, and hence its effect is non-significant. The estimated nuisance parameter σ is symmetric about p = 0.5, taking its maximum value at that point and decreasing for the extreme quantiles. Figure B .3 (Supplementary Material) plots the fitted regression lines for the quantiles 0.10, 0.25, 0.50(mean), 0.75 and 0.90 by gender. From this figure, it is clear how the extreme quantiles capture the full data variability and detect some atypical observations. The intercept of the quantile functions look very similar for both panels because of the non-significance of gender.
Orthodontic distance growth data
A second application was developed using a data set form a longitudinal orthodontic study (Potthoff and Roy, 1964; Pinheiro et al., 2001) performed at the University of North Carolina Dental School. Here, researchers measured the distance between the pituitary and the pterygomaxillary fissure (two points that are easily identified on x-ray exposures of the side of the head) for 27 children (16 boys and 11 girls) every two years from age 8 until age 14. Similar to Application 1, we fit the following LMM to the data:
p0 where Y i j is the distance between the pituitary and the pterygomaxillary fissure (in mm) at the jth time for the ith child, t i j is the child's age at time j taking values 8, 10, 12, and 14 years, gender is a dichotomous variable (0=female, 1=male) for child i and ε i j the random measurement error term. Initial exploratory plots for 10 random children in the left panel of Figure B .4 (Supplementary Material) suggest an increasing distance with respect to age. The individual profiles by gender (right panel) show differences between distances for boys and girls (distance for boys greater than those for girls), and hence we could expect a significant gender effect. Once again, after fitting the QR-LMM over the grid p = {0.05, 0.10, . . ., 0.95}, the point estimates and associated 95% confidence bands for model parameters are presented in Figure 4 . From the figure, we infer that the effect of gender and age are significant across all quantiles, with their effect increasing for higher conditional quantiles. Effect of Age is always positive across all quantiles, with a higher effect at the two extremes. σ behaves the same as in Application 1. ture the variability of the individual profiles, and also differ by gender due to its significance in the model. The R package also produces graphical summaries of point estimates and confidence intervals (95% by default) across various quantiles, as presented in Figures 3 and 4 . Trace plots showing convergence of these estimates are presented in Figure B .6 (Supplementary Material). For example, for the 75th quantile, we can confirm that the convergence parameters for the SAEM algorithm (M = 10, c = 0.25 and W = 300) has been set adequately leading to a quick convergence in distribution within the first 75 iterations, and then converging almost surely to a local maxima in a total of 300 iterations. Sample output from the qrLMM package is provided in Appendix C of the Supplementary Material.
Conclusions
In this paper, we developed a likelihood-based inference for QR-LMM with the likelihood function based on the ALD. The ALD presents a convenient framework for the implementation of the SAEM algorithm leading to the exact ML estimation of the parameters. The methodology is illustrated via application to two longitudinal clinical datasets. We believe this paper is the first attempt for exact ML estimation in the context of QR-LMMs, and thus provides an improvement over the Geraci and Bottai (2014) method. The methods developed are readily implementable via the R package qrLMM().
Although the QR-LMM considered here has shown great flexibility to quantify the entire conditional distribution of the outcome variable, its robustness against outliers can be seriously affected by the presence of skewness and thick-tails. Recently, Lachos et al. (2010) proposed a remedy to accommodate these using scale mixtures of skew-normal distributions in the random effects. We conjecture that methodology can be transferred to the QR-LMM framework, and should yield satisfactory results at the expense of additional complexity in implementation. An in-depth investigation of such extension is beyond the scope of the present paper, but certainly an interesting topic for future research.
APPENDIX A Some results on SAEM implementation
A.1 A Gibbs Sampler Algorithm
In order to draw a sample from f (b i , u i |y i ) we can use the Gibbs Sampler, an Markov chain Monte Carlo (MCMC) algorithm proposed by (Casella and George, 1992) for obtaining a sequence of observations which are approximated from the joint probability distribution of two or several random variables just using their full conditional distributions. Computing the full conditional distributions f (b i |u i , y i ) and f (u i |b i , y i ), we have for the first one that
so we have a product of multivariate normal densities which solution is based in the next lemma:
Lemma 1. Simplifying the notation above it follows that
Due the equation (25) from the lemma 2 it leads us to
Then dropping the first term of the product by proportionality it's easy to see that
On other hand, for the full conditional distribution f (u i |y i , b i ) note that the vector u i |y i , b i can be constructed as
then the Lemma 1 leads us that u i j |y i j ,
In resume, the Gibbs Sampler proceeds as follow:
and 
We already have u i j |y i j , b i ∼ GIG( 1 2 , χ i j , ψ), where χ i j and ψ are defined in (14). Then, using (5), we compute the moments involved in the equations above as E (u i j ) = . Thus, for iteration k of the algorithm and for the ℓth Monte Carlo realization, we can compute E (u i ) (ℓ,k) and E [D where, using the fact that tr{ABCD} = (vec(A ⊤ )) ⊤ (D ⊤ ⊗ B)(vec(C)), (30) can be rewritten as
Let D q be the elimination matrix (?) that transforms the vectorized Ψ Ψ Ψ (written as vec(Ψ Ψ Ψ)) into its half-vectorized form vech(Ψ Ψ Ψ), such that D q vec(Ψ Ψ Ψ) = vech(Ψ Ψ Ψ). Using the fact that for all j = 1, . . . , Finally, at each iteration, we can compute the empirical information matrix (19) by approximating the score for the observed log-likelihood using the stochastic approximation given in (20). Figure B .6: Graphical summary of convergence for the fixed effect parameters, variance components of the random effects, and nuisance parameters, generated from the qrLMM package for the orthodontic distance growth data. The vertical dashed line delimits the beginning of the almost sure convergence, as defined by the cut-point parameter c. 
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