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1. Introduction
In this brief introductionwe comment the threemain ideaswhich are discussed for us in this work.
Next, we could do this respecting the order they appear in the article.
Let (,+) be an abelian group. The idea of  acting as scalars somewhere can be realized by
considering abelians groups (V,+) together with homomorphisms (‘actions’) of abelian groups
 ⊗Z V −→ V .
Rings (A,+, .) (associativity is not required) with one of these ‘actions’ are good candidates to be
‘algebras’ in the general setting chosen for us. In case that (,+) is the additive group of a ﬁeld, we
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call (V,+) a relaxed linear space while linear relaxed algebra is reserved for (A,+, .). The unit of the
ring A, if any, is called total unit. In case that (A,+, .) is a ring with involution, say ∗, we use the name
pre-relaxed ∗-algebras. Then, total units have partial counterparts, the so called partial units, probably
one of the three main ideas contained in our work.
Ourgeneralizationof vector spaces andalgebras is studied for the structures appearing inamodiﬁed
Cayley–Dickson process, which is the secondmain idea in the present paper. Also, some ‘relaxed’ alge-
braic notions are presented to develop the theory in connectionwith these ‘algebras’. Thismodiﬁcation
works as follows: take a usual real algebra/pre-relaxed ∗-algebra with an involution x −→ x∗, λ /= 0
and γ > 1 and deﬁne on A × A the product
(x, y)(u, v) = (xu − λ2v∗y, γ (vx + yu∗)). (1)
The structure of relaxed vector space is then deﬁned by:
• Case 1: R cannot be one to one identiﬁed as a subalgebra of A, then as the scalar relaxed
multiplication by real numbers we take the usual one multiplication of elements of A × A by real
numbers.
• Case 2: R can be one to one identiﬁed as a subalgebra of A. In this case, the scalar relaxed
multiplication and the relaxedmultiplicationbetween relaxed vectors coincide and itselfwill be deﬁne
by means of (1).
Finally, we propose a generalization of the Cayley–Dickson process by considering two real ∗-
algebras C, D related by a couple of linear maps h : D −→ C and m : C −→ D instead of a single
algebra A. The product on C × D is given by
(c1, d1)(c2, d2) = (c1c2 − (h(d2)∗) h(d1), d2m(c1) + d1(m(c2))∗) .
This approach produces algebras of possibly odd dimension, in contrast with the usual Cayley–
Dickson process. This is the third main idea of the article.
In summary this paper introduces a generalization of vector spaces, called relaxed linear spaces,
together with a corresponding notion of relaxed linear (nonassociative) algebras and various related
structures such as involutions and quadratic forms. The main goal of the paper is to generalize the
construction of the classical real division algebras, namely the complex numbers, the quaternions,
and the octonions. The motivation for introducing these structures is to provide new examples of
associative and nonassociative structures which are closely related to real division algebras but have
dimensions other than 1, 2, 4 and 8.
2. Relaxed linear spaces and relaxed linear algebras
2.1. Relaxed linear spaces
Before going to the mathematics we would like to express that this paper was inspired in ideas
which ﬁrst appeared in ourmanuscript [7] and that it is integral part of a broader program in progress.
There are several algebras which can be constructed by the Cayley–Dickson process and that also
play a fundamental role in physic. As it is well known, among them are the algebras of quaternions
and octonions (see [3] for more details). This process has provided fundamental services for the study
of some topics in several branches of the mathematics, for instance, the functional analysis and the
algebra (composition algebras and others) also in the algebraic geometry (projective geometry and
others) to quote only a few of them.
In our opinion, even today, the subject maintain its permanence and great potential to establish
new grounds.
In this section, we show a generalized Cayley–Dickson process which is the key ingredient in this
work. But before, we need to adapt some classic deﬁnitions to a more general context, which allows
us to formulate in an appropriate way the new process. Essentially, we simplify assumptions in well
known deﬁnitions which alter slightly the nature of the results. In the past, many people have looked
at standard axiom systems andwonderedwhat could be deduced if one or several axioms are changed
or eliminated. For instance we can cite the consideration of “non-commutative ﬁelds” by Hamilton,
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or the various ways to weaken or alter the associative law with alternative algebras, Lie algebras, and
Jordan algebras.
More exactly, we present a Cayley–Dickson process over sets in which we have three operations,
the sum of each pair of elements of the set, scalar multiplication between elements belong to the set
and scalars living in a ﬁxed ﬁeld, and ﬁnally the product of pairs of elements of the set, without to
assume all the axioms of vector space and linear algebra. For this type of sets, in our paper, we have
reserved the name of relaxed algebras.
We should add that our process coincides over linear algebras with the familiar Cayley–Dickson
process.
Deﬁnition 1. A relaxed vector space (or relaxed linear space) consists of the following:
1. A ﬁeld F of the scalars.
2. A set V of objects, called relaxed vectors.
3. A rule (or operation), called relaxed addition, which associates with each pair of relaxed vectors
x, y in V a relaxed vector x + y in V , called the sum of x and y, in such a way that the relaxed
addition is commutative and associative. There is a unique zero relaxed vector for the addition
and moreover each relaxed vector has a unique relaxed opposite vector.
4. A rule (or operation), called the scalar relaxed multiplication, which associates with each scalar
c in F and relaxed vector x in V a relaxed vector cx, called the product of c with x, in such a way
that: c(x + y) = cx + cy and (c1 + c2)x = c1x + c2x.
Basically, we have omitted from the usual deﬁnition of vector space the axioms: (a) 1x = x for all
x ∈ V and (b) (c1c2)x = c1(c2x). So, obviously all vector space is a relaxed vector space.
Inwhat follows,we could consider only relaxed vector spaceV forwhich 2v = 0 implies that v = 0.
That is, we assume throughout the remainder of the paper that the “characteristic" of V is not two.
Wemust observe that (−1)x does not necessarily coincide with the opposite of x for the addi-
tion. Hence, one shall be careful at the moment to apply the distributive law. In what following
we use xop to denote the opposite of x for the addition.
Example 2. Consider C as a real vector space and with the help of the usual addition and product by
scalars deﬁne a new product by real number as follows: let us assume that α /= 0 and β /= 0 are two
real numbers both do not simultaneously equal to 1. Next, we deﬁne
λ • (a + ib) = αλa + βλbi,
then it is not hard to see that C with same addition + and the product • (that is (C,+, •)) is a
real relaxed vector space which is not a vector space. In fact, for instance 1 • (a + bi) = αa + βbi /=
(a + ib).
Example 3. Werecall that the elements of the space l2(C) are sequences of complex numbers f = {fn}
such that
∞∑
n=1
|fn|2 < ∞.
We now retain in l2(C) the usual addition by sequences and introduce a new product by scalar
in the following form: as usual let {en} be the canonical bases of unit vectors e1 = (1, 0, 0, . . .), e2 =
(0, 1, 0, 0, . . .), . . .; then we deﬁne
c • ei = cei+1.
It shows that if f ∈ l2(C) then c • f = (0, cf1, cf2, . . .). One can see that (l2(C),+, •) is a real relaxed
vector space and that it is not a vector space. In this example if c1 /= 0 and c2 /= 0 then (c1c2)f /=
c1(c2f ).
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2.2. Relaxed linear algebra
Deﬁnition 4. Let F be a ﬁeld. A linear relaxed algebra is a relaxed vector space A over F with an
additional operation called relaxed multiplication of relaxed vectors which associates with each pair
of relaxed vectors x, y in A a relaxed vector xy in A called the relaxed product of xwith y in such a way
that: the multiplication is distributive with respect to the addition.
It is very important tonote thatwedonotassumethat the relaxedmultiplicationof relaxedvectors is
associative.Alsoobserve that theaxiom: c(xy) = (cx)y = x(cy)always included in theusualdeﬁnition
of linear algebra was dropped. Thus all linear algebra is a linear relaxed algebra.We say that e is a total
unit of a linear relaxed algebra A if this element satisﬁes the following property, ae = ea = a for any
a ∈ A.
Proposition 5. Let A be a real linear relaxed algebra without unit. Then the usual unitization A1 of A is a
real linear relaxed algebra with a total unit.
Proof. It is trivial and so it will be omitted. 
Deﬁnition 6. A relaxed involution over a real linear relaxed algebra A is a mapping x → x∗ of A onto
itself satisfying the following involution axioms: (1)(x∗)∗ = x for all x ∈ A; (2)(x + y)∗ = x∗ + y for
all x, y ∈ A; ﬁnally must be assume (3)(x · y)∗ = y∗ · x∗ for all x, y ∈ A. All real linear relaxed algebra
which possess a relaxed involution will be called a pre-relaxed ∗-algebra.
Let Sym+(A) be the set contains those a ∈ A to which a∗ = a and deﬁne the set Sym−(A) of all a ∈ A
satisfying that a∗ = aop. It is clear that Sym+(A) ∩ Sym−(A) = {0}.
Deﬁnition 7. A real linear relaxed algebra A endowed with a relaxed involution is called a
relaxed ∗-algebra if (ra)∗ = ra∗ for each r ∈ R and every a ∈ A. We also shall assume that
(xop)
∗ = (x∗)op.
Lemma 8. Let A be a relaxed ∗-algebra then for every r ∈ R, (ra)∗ belongs to Sym+(A) if a ∈ Sym+(A)
and (ra)∗ ∈ Sym−(A) if a ∈ Sym−(A). Also any element of A can bewritten in the form x = xr + xi where
xr ∈ Sym+(A) and xi ∈ Sym−(A).
Proof. Since a ∈ Sym+(A) then (ra)∗ = ra∗ = ra. Let us suppose that a ∈ Sym−(A) then (ra)∗ =
ra∗ = raop = (ra)op. To prove the second part of this Lemma note that if we deﬁne xr = 12 (x + x∗)
and xi = 12 (x + (x∗)op), then clearly x∗r = xr , x∗i = (xi)op. We only prove the last equality. In fact,
x∗i =
(
1
2
(x + (x∗)op)
)∗ = 1
2
(x + (x∗)op)∗ = 12 (x∗ + ((x∗)op)∗) = 12 (x∗ + xop) = (xi)op. 
Deﬁnition 9. Let A be a relaxed ∗-algebra. An element e belonging to A is called a partial unit of A if
by deﬁnition
(a) for all δ ∈ R non-zero, we have 1
δ
(δe) = e = δ
(
1
δ
e
)
,
(b) there are two non-zero real numbers μ and ν , such that,
(μe) a = a = a (μe) for all a ∈ Sym+(A)
(νe) a = a = a(ν e) for any a ∈ Sym−(A).
(c) ea = ae = 1
μ
a ∈ Sym+(A), if a ∈ Sym+(A) and ea = ae = 1
ν
a ∈ Sym−(A), if a ∈ Sym−(A).
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So far as we know, this deﬁnition of partial unit, has never introduced before. We say that a relaxed
∗-algebra is partially unital if it has a partial unit. If e is a partial unit, then the pair (μ, ν) is called the
mark of the unit.
Lemma 10. Let e be a partial unit for a relaxed ∗-algebra A. Then e∗ = e, that is, e ∈ Sym+(A).
Proof. For each x ∈ Awe have
ex = e(xr + xi) = (xr + xi)e =
(
1
μ
xr + 1
ν
xi
)
, (2)
so from (2), in particular, we obtain
ee∗ = e(e∗r + e∗i ) =
(
1
μ
e∗r +
1
ν
e∗i
)
=
(
1
μ
er + 1
ν
(ei)op
)
, (3)
and from this last equality follows that
ee∗ = (ee∗)∗ = ( 1
μ
er + 1
ν
ei
)
, (4)
now, (3) and (4) imply that 2ei = 0, which simply means that ei = 0. 
Corollary 11. Let A be a relaxed ∗-algebra. Assume that e1 and e2 are two partial units of A with marks
(μ1, ν1) and (μ2, ν2), respectively. If μ1 = μ2 then e1 = e2.
Proof. In fact, of thedeﬁnitionofpartialunit isdeduced that 1
μ2
e1 = e1e2 = 1μ1 e2. Thus, 1μ2 e1 = 1μ1 e2.
Hence, if μ1 = μ2 then one infers that e1 = e2. 
Now, let us assume that e is a partial unit of a relaxed ∗-algebra A whose mark is (μ, ν), then we
may easily see that ec = μe is also a partial unit of A for which the mark is
(
1, ν
μ
)
.
Deﬁnition 12. A partial unit is said to be canonical if its mark is of the way (1, κ).
Therefore, all partial unit has associated a canonical partial unit. Reciprocally all canonical partial
unit of A generates inﬁnite partial units, in fact, let ec a canonical partial unit and let (1, κ) be its mark,
then for all μ /= 0 ∈ R, e = μec is a partial unit with mark
(
1
μ
, κ
μ
)
. This process will be called the
expansion of the canonical partial unit.
Lemma 13. In a relaxed ∗-algebra with partial units exists only one canonical partial unit. Hence, except
expansions of the canonical partial unit, it exits only one partial unit.
Proof. It follows from Corollary 11. 
Proposition 14. Assuming that ec is the canonical partial unit of a relaxed ∗-algebra A with mark (1,1),
we then get that ec is a total unit of A.
Proof. Note that ecx = xec for any x ∈ Sym+ and for each x ∈ Sym−. Now the proposition can be
proved if we remember that all element x ∈ A is written in the form x = xr + xi where xr = 12 (x +
x∗) ∈ Sym+ and xi = 12 (x + (x∗)op) ∈ Sym−. 
Deﬁnition 15. Let A be a partially unital relaxed ∗-algebra and let ec be its canonical partial unit. We
say that x ∈ A is regular if there exists an unique y ∈ A, such that, xy = yx = ec . Then y is called the
inverse of x.
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Lemma 16. Let x ∈ Sym+(A) be a regular relaxed vector. Let y be its inverse, then y ∈ Sym+(A).
Proof. Let us suppose that x ∈ Sym+(A) is regular and let y be its inverse, clearly in this case we have
(xy)∗ = y∗x∗ = y∗x = ec . In the same way we obtain that (yx)∗ = x∗y∗ = xy∗ = ec . Hence, by the
uniqueness of the inverse y = y∗, that is, y ∈ Sym+(A). 
We can to generalize the Deﬁnition 9 in the following form:
Deﬁnition 17. Let A be a relaxed ∗-algebra. An element e belonging to A is called a partial unit of A of
length n (n 2) if
(a) for all δ ∈ R non-zero, we have 1
δ
(δe) = e = δ
(
1
δ
e
)
,
(b) there is a non-zero real numbers μ such that,
(μe) a = a = a (μe) for all a ∈ Sym+,
(c) Sym− = (Sym−)1 ⊕ · · · ⊕ (Sym−)n−1 and there are n − 1 non-zero real numbers ν1, . . . , νn−1
for which
(νke) a = a = a(νk e) for any a ∈ (Sym−)k,
where k = 1, . . . , n − 1.
(d) ea = ae = 1
μ
a ∈ Sym+, if a ∈ Sym+ and for each k, ea = ae = 1
νk
a ∈ (Sym−)k , if a ∈ (Sym−)k .
Of course the partial units introduced in the Deﬁnition 9 are units by part of length 2 with respect
to the present deﬁnition.
We observe that many properties of the partial units of length 2 already proved are also hold for
partial units of arbitrary length, however we do not enunciate or prove neither one of these here.
2.3. The relaxed Cayley–Dickson process
After of these preview considerations we pass to introduce our Cayley–Dickson process which
allows us to introduce a particular relaxed ∗-algebra:
Let A be a real algebra and let an involution x −→ x∗ be deﬁned in A. Suppose that λ /= 0 and
γ > 1 are ﬁxed. Then over the set of all pairs (s, t) where t, s ∈ A, may be deﬁned a multiplication of
Cayley–Dickson type in the form
(x, y)(u, v) = (xu − λ2v∗y, γ (vx + yu∗)) (5)
for x, y, u, v ∈ A.
Theorem 18. Let A be a real ∗-algebra. Then the multiplication (5) endows A × A with a structure of
pre-relaxed ∗-algebra.
Proof. In fact, ﬁrst we endow A × A with the obvious addition, that is, by components. Clearly, it is a
relaxed addition. To introduce the relaxed multiplication by scalars we need to analyze two cases.
Case 1:R cannot be one to one identiﬁed as a subalgebra of A, then as the scalar relaxedmultiplica-
tion by real numbers we take the usual one multiplication of elements of A × A by real numbers. This
makes A × A in a relaxed vector space.
Case 2: R can be one to one identiﬁed as a subalgebra of A. In this case, the scalar relaxed multi-
plication and the relaxed multiplication between relaxed vectors coincide and itself will be deﬁne by
means of (5).
It is straightforward to show that (5) is distributive with respect to the relaxed addition.
Next, we introduce as possible relaxed involution the customary application on A × A. Thus, we
put as usual (c, d)∗ = (c∗,−d). Clearly it is a relaxed involution. 
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We would like to observe that if A has a unit e and a∗ = a for every a ∈ A, then the relaxed vector
(e, 0) is a partial unit with mark
(
1, 1
γ
)
for A × A. Thus, it is also its canonical partial unit.
Deﬁnition 19. The linear relaxed ∗-algebra A × A obtained with help of theorem 18 will be called a
generalized (or relaxed) Cayley–Dickson extension.
Remark 20. Really the Theorem 18 represent a ﬁrst step in the recursive construction of pre-relaxed
∗-algebras. That is, if in place of to take a real algebra with involution, we consider a pre-relaxed ∗-
algebra A, then the product (5) on A × A gives us again a pre-relaxed ∗-algebra. In particular we can
use this product over two copies of any relaxed Cayley–Dickson extension to obtain a new relaxed
Cayley–Dickson extension. This process may be performed in a recursive way an inﬁnite number of
times.
It is impossible in this shortnote toprovesomegeneralpropertiesof thegeneralizedCayley–Dickson
extension, or to try to obtain a classiﬁcation theorem for linear relaxed ∗-algebra, because between
others reasons, ﬁrst we shall need to knowwhich are the properties that shall have the norm or some
relaxed notion of norm, as also the composition law or some relaxed concept of composition law on
these new structures. So, ﬁrst wemust study some particular generalized (or relaxed) Cayley–Dickson
extension which can help us to answer these questions.
Therefore, instead of this, we shall next restrict the discussion to whose cases for which A = R,
A = C or a relaxed ∗-algebra obtained from these. As it was already indicated the principal motive for
this is that we are interested in to understand and to show promptly the additional algebraic notions
which, in our opinion,must be taken into account in a future to study of classiﬁcation for linear relaxed
∗-algebra.
3. Relaxed Cayley–Dickson algebras in low dimensions
In this section, we will use the process introduced in the previous section when the case (2) of
the proof of the Theorem 18 appears. Really, all relaxed algebra introduced in this section is a relaxed
vector space which is not a usual vector space.
Moreover, we present examples of relaxed algebras obtained from R in a recursive form and for
which
‖x‖‖y‖ ‖xy‖,
where ‖.‖ is the relaxed normdeﬁned by the relaxed involution. It is clear that in this case the Hurwitz
property ‖x‖‖y‖ = ‖xy‖ has been replaced by one more general. It is important to note that all the
relaxed algebras found are nonassociative.
3.1. Dimension 2
Now, let us suppose that A = R. Keeping in A = R the identity as its original involution, then if
we apply overR the generalized Cayley–Dickson precess according to the Theorem 18, it induces over
R × R a structure of relaxed ∗-algebra which is not an usual algebra and that we denote by C(λ,γ ).
Here, the relaxed involution coincide with the habitual involution.
Obviously {(1,0), (0,1)} is a relaxed basis ofC(λ,γ ) as relaxed vector space, let us denote these relaxed
vectors as 1(λ,γ ) and i(λ,γ ), respectively. From now on C(λ,γ ) will be called the complex (λ, γ )-plane.
If we apply the product law to the elements of this basis we obtain the following table:
· 1(λ,γ ) i(λ,γ )
1(λ,γ ) 1(λ,γ ) γ i(λ,γ )
i(λ,γ ) γ i(λ,γ ) −λ21(λ,γ )
, (6)
it clear also that if z ∈ C(λ,γ ) then z = a1(λ,γ ) + bi(λ,γ ) and on the other hand z1z2 = (a11(λ,γ ) +
b1i(λ,γ ))(a21(λ,γ ) + b2i(λ,γ )) = (a1a2 − λ2b1b2)1(λ,γ ) + γ (b1a2 + a1b2)i(λ,γ ). Using this formula
we can see that C(λ,γ ) is commutative.
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Lemma 21. Suppose that γ > 1, thenC(λ,γ ) is not associative with respect to the product deﬁned by (6).
Proof. Since γ > 1, then inC(λ,γ ) we have (i(λ,γ )1(λ,γ ))1(λ,γ ) = γ 2i(λ,γ ) while i(λ,γ )(1(λ,γ )1(λ,γ )) =
γ i(λ,γ ), thus the linear relaxed algebra C(λ,γ ) is not associative. 
Lemma 22. The relaxed vector 1(λ,γ ) is the canonical partial unit of length 2 of C(λ,γ ) and its mark is(
1, 1
γ
)
.
Proof. It is evident. 
The example is interesting in that it gives a nontrivial generalized Cayley–Dickson extension of
dimension two obtained from R which is not associative.
Deﬁnition 23. We deﬁne the relaxed norm in C(λ,γ ) if λ /= 0 as
‖z‖(λ,γ ) =
√
(a2 + λ2b2).
The relaxed norm is related with two facts which we have grouped in a Lemma.
Lemma 24. The equality zz∗ = ‖z‖(λ,γ )1(λ,γ ) holds for all z ∈ C(λ,γ ). In this case, the term relaxed
norm puts in evidence the circumstantial fact that for γ > 1 and all 
 ∈ R, the expression ‖
z‖(λ,γ ) /=|
|‖z‖(λ,γ ) hold for almost all 
 and z.
Proof. Observe that
zz∗ = (a1(λ,γ ) + bi(λ,γ ))(a1(λ,γ ) − bi(λ,γ )),
= a21(λ,γ ) − abγ i(λ,γ ) + abγ i(λ,γ ) + λ2b21(λ,γ ),
= (a2 + λ2b2)1(λ,γ ).
To see that ‖
z‖(λ,γ ) /= |
|‖z‖(λ,γ ) we ﬁrst note that
‖
z‖(λ,γ ) = |
|
√
(a2 + λ2γ 2b2),
and at the same time we see that
|
|‖z‖(λ,γ ) = |
|
√
(a2 + λ2b2),
the Lemma is proved. 
Observe that ‖z‖(λ,γ ) = ‖̂z‖(1,1), where ẑ = a + iλb. We remember that we have assumed that
λ /= 0.
Deﬁnition 25. A relaxed norm over a relaxed vector space X is a function ‖.‖ : X × X −→ R+,
such that, ‖x‖ 0 for all x ∈ X , and ‖x‖ = 0 if and only if x = 0. Moreover, it is required that ‖x +
y‖ ‖x‖ + ‖y‖.
A relaxed vector space X with a relaxed norm is called a relaxed normed space. In the same
way, a linear relaxed algebra equipped with a relaxed norm will be called a normed linear relaxed
algebra.
Among others differences this deﬁnition differs of the usual one in that the property ‖
x‖ = |
|‖x‖
wasdropped,However, this detailwill be relevant below.Clearly all norm is a relaxednorm. ThusC(λ,γ )
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is a normed linear relaxed algebra. It is trivial to show that the unitization A1 of a real normed linear
relaxed algebra Awithout unit is also a real normed linear relaxed algebra.
Lemma 26. All non-null relaxed vector z = x + i(λ,γ )y of C(λ,γ ) is regular.
Proof. In fact, it is possible to see that z−1 =
(
x
‖z‖2(λ,γ )
− i(λ,γ ) y‖z‖2(λ,γ )
)
. 
Notice that one can write this inverse in a more compact form as z−1 = z∗‖z‖2C(λ,γ ) . We now give the
following deﬁnition.
Deﬁnition 27. Let H be a relaxed vector space over F. A relaxed inner product is a function (., .) :
H × H −→ F, such that,
(1) (x, x) 0, for each x ∈ H and ((x, x) = 0) ⇐⇒ (x = 0),
(2) (x, y) = (y, x) for every x, y ∈ H,
(3) (x, y + z) = (x, y) + (x, z) for all x, y and z belong to H,
where by F we mean R or C. We say that the relaxed vector space H is a space with a relaxed inner
product if over it is deﬁned a relaxed inner product.
By means of an adequate relaxed inner product in C(λ,γ ) we can recover ‖.‖(λ,γ ). In fact
Lemma 28. Deﬁne (z1, z2)(λ,γ ) = z1z2, then (z1, z2)(λ,γ ) is a relaxed inner product and moreover‖z‖(λ,γ ) = (z, z)(λ,γ ).
Proof. It is trivial. 
Now, we have
Theorem 29. For any z1, z2 ∈ C(λ,γ )
‖z1‖(λ,γ )‖z2‖(λ,γ ) = ‖z1z2‖(λ,1), (7)
where we insist that the required product z1z2 between z1 and z2 is computed in C(λ,1).
Proof. In fact
‖z1‖2(λ,γ )‖z2‖2(λ,γ )=(a21 + λ2b21)(a22 + λ2b22),
=(a1a2)2 + λ2(a1b2)2 + λ2(b1a2)2 + λ4(b1b2)2,
=(a1a2)2 − 2λ2(a1a2)(b1b2) + λ4(b1b2)2 + λ2(a1b2)2 + λ2(b1a2)2
+ 2λ2(a1a2)(b1b2),
=(a1a2 − λ2b1b2)2 + λ2(a1b2 + b1a2)2,
=‖z1z2‖2(λ,1),
thus the theorem is proved. 
It is clear that C(λ,1) ∼= C. However, in general C(λ,γ )  C, which is evident if γ > 1. Now (7)
would yield to a much more interesting fact.
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Corollary 30. For γ > 1 and for all z1, z2 ∈ C(λ,γ ) we have
‖z1‖(λ,γ )‖z2‖(λ,γ )  ‖z1z2‖(λ,γ ). (8)
Other simple form of to prove this result, in the case λ = 1, is the following: notice that the
value of the relaxed norm for any relaxed vector z of C(1,γ ) coincides with the value of its norm
but now as element of C (that is, C with the usual multiplication), therefore ‖z1‖(1,γ )‖z2‖(1,γ ) =‖z1‖(1,1)‖z2‖(1,1) = ‖z1z2‖(1,1). In the last term of this norm-preserving formula, the product is been
taking in C. On other hand, it is evident that ‖z1z2‖(1,1)  ‖z1z2‖(1,γ ) when γ > 1, where in the
expression ‖z1z2‖(1,γ ) the product is given in the C(1,γ ) context. This argument will be used below
again very soon.
To our knowledge, inequalities of this type appeared for ﬁrst time in a work by Arens [2] in real
normed algebras (see also [4]), however concrete examples of these algebras were not given for him.
Arens proved that if A is a real normed algebra satisfying k‖y‖‖ ‖x‖ ‖yx‖ for some positive constant
k and all x, y, then A is isomorphic to R, C, or H.
It is for this reason that we introduce the following deﬁnition.
Deﬁnition 31. We will called Arens relaxed algebra to any normed linear relaxed algebra for which
its relaxed norm satisﬁes an inequality of the type (8) which is called the reversed multiplicative
condition.
Certainly, the condition (8) of the relaxed norm in an Arens relaxed algebra precludes the existence
of non-zero zero divisors.
Lemma 32. For all relaxed vectors z1 and z2 of C(λ,γ ) we have (reversed Cauchy−Schwarz inequality in
C(λ,γ ))
‖z1‖(λ,γ )‖z2‖(λ,γ )  ‖(z1, z2)(λ,γ )‖(λ,γ ), (9)
where as before (z1, z2)(λ,γ ) = z1z2.
Proof. Obviously (9) follows from (8). 
3.2. Dimension 4
Nowweconstruct the relaxedCayley–DicksonalgebraH(λ,γ ) overRas the relaxedalgebra structure
on C(λ,γ ) × C(λ,γ ) given by the formulae:
Let z = (z1, z2) and w = (w1, w2) in C(λ,γ ) × C(λ,γ ) then
zw =
(
z1w1 − λ2w∗2z2, γ
(
w2z1 + z2w∗1
))
,
where z∗ = (z∗1 ,−z2).
We denote 1c = ((1, 0), (0, 0)), i = ((0, 1), (0, 0)), j = ((0, 0), (1, 0)) and k = ((0, 0), (0, 1)), then
it is possible to write each element of H(λ,γ ) in the form q = a1c + bi + cj + dk and it is easy to see
that q∗ = a1c − bi − cj − dk.
We can construct the following multiplication table
· 1c i j k
1c 1c iγ γ j γ
2k
i iγ −λ21c γ 2k −γ λ2j
j γ j −γ 2k −λ21c γ λ2i
k γ 2k γ λ2j −λ2γ i −λ41c
, (10)
fromwhich follows that we can introduce inH(λ,γ ) a relaxed norm by mean of the relaxed involution
in the form (z1, z2)(z
∗
1 ,−z2) = (‖z1‖2(λ,γ ) + λ2‖z2‖2(λ,γ ))1c , hence we deﬁne
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‖(z1, z2)‖2H(λ,γ ) = ‖z1‖2(λ,γ ) + λ2‖z2‖2(λ,γ ), (11)
which coincide with the norm of the space H of quaternions, namely when λ = 1 and γ = 1 (more
even it is also hold if λ = 1 and γ > 1).
Similarly of (10) one can check that the (λ, γ )-Hamilton product is determined in the form
q1q2=(a11c + a2i + a3j + a4k)(b11c + b2i + b3j + b4k)
=(a1b1 − a2b2λ2 − a3b3λ2 − a4b4λ4)1c + γ (a1b2 + a2b1 − a4b3λ2 + a3b4λ2)i
+ γ (a1b3 + a3b1 − a2b4λ2 + a4b2λ2)j + γ 2(a1b4 + a4b1 + a2b3 − a3b2)k. (12)
If λ = 1, this product differs of the multiplication inH by the presence of γ before the coefﬁcients
of i, j and k.
It is clear that H(λ,γ ) is a relaxed ∗-algebra. Now, the main distinctive feature of H(1,γ ) is
Theorem 33. If γ > 1 thenH(1,γ ) is an Arens relaxed algebra and its canonical partial unit ec is 1c which
has length 4.
Proof. We only verify that the relaxed norm satisﬁes an inequality of the type (8). Before anything
observe that, as already it was commented, if q = (z1, z2) ∈ H(λ,γ )
‖(z1, z2)‖2H(1,γ ) = ‖z1‖2(1,γ ) + ‖z2‖2(1,γ ),
= ‖z1‖2C + ‖z2‖2C,
= ‖(z1, z2)‖2H, (13)
hence, for every q ∈ H(1,γ ) we see that ‖q‖(1,γ ) = ‖q‖H.
On other hand, we have two facts. First, by a well known theorem from Hurwitz follows that
‖q1‖H(1,γ )‖q2‖H(1,γ ) = ‖q1‖H‖q2‖H = ‖q1q2‖H. Second, the presence of γ > 1 in (12) implies
that ‖q1q2‖H  ‖q1q2‖H(1,γ ) . Clearly here, in the ﬁrst term of this inequality, the product is inHwhile
that in the second term, the multiplication is that of H(1,γ ). The Theorem is proved. 
3.3. Dimension 8
Next, we can deﬁne the relaxed ∗-algebra of (λ, γ )-octonions O(λ,γ ) from H(λ,γ ) through our re-
laxed Cayley–Dickson process. It will be the real relaxed Cayley–Dickson algebra obtained onH(λ,γ ) ×
H(λ,γ ) with the product
zw =
(
z1w1 − λ2w∗2z2, γ
(
w2z1 + z2w∗1
))
, (14)
where z∗ = (z∗1 ,−z2) is the relaxed involution.Now z = (z1, z2) andw = (w1, w2)belong toH(λ,γ ) ×
H(λ,γ ). Then we have
Theorem 34. The relaxed algebraO(1,γ ) is an Arens relaxed algebra for γ > 1 and 1c = (((1, 0), (0, 0)),
((0, 0), (0, 0))) is a partial unit of length 8.
In the proof of this theorem is not necessary to make cumbersome calculations with the elements
of O(λ,γ ). In fact
Proof. Let z = (z1, z2) ∈ O(λ,γ ) arbitrary. Observe that from (14) follows that the second component
of zz∗ is zero. More exactly
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zz∗ = ‖z‖2O(λ,γ )1c =
(
‖z1‖2H(λ,γ ) + λ2‖z2‖2H(λ,γ )
)
1c (15)
relation of which disappeared the parameter γ . It is easy to show that ‖.‖O(λ,γ ) is a relaxed norm. Now,
if λ = 1 then ‖.‖O(1,γ ) = ‖.‖O. Finally note that in this case (that is, when λ = 1) the presence of γ
in the second component of (14) implies that ‖zw‖O  ‖zw‖O(1,γ ) , where the products in each term
correspond to the products in the respective spaces such as it is indicated for the subindex. In fact, let
e1, e2, . . . , e8 be the canonical basis in R
8. Deﬁne i1 = e2, i2 = e3, . . . , i7 = e8, clearly 1c = e1. Then
from (12) follows that zw inO(1,γ ) is a linear combination of the relaxed vectors 1c , i1, i2, . . . , i7 whose
coefﬁcients coincide with the coefﬁcients of these vectors for the product zw in O multiplied by a
power of γ . This argument justiﬁes the inequality.
Thus, from already mentioned Hurwitz Theorem we have
‖z‖O(1,γ )‖w‖O(1,γ ) = ‖z‖O‖w‖O = ‖zw‖O  ‖zw‖O(1,γ ) . (16)
We recall that the product zw in the two ﬁnal terms of (12) indicates the product in the respective
space noted for the subindex. 
Let {ei}8i=1 be the canonical basis of O(λ,γ ), for instance
e6 = (((0, 0), (0, 0)), ((0, 1), (0, 0))),
then the multiplication table associated to the elements of this basis is
· e1 e2 e3 e4 e5 e6 e7 e8
e1 e1 γ e2 γ e3 γ
2e4 γ e5 γ
2e6 γ
2e7 γ
3e8
e2 γ e2 −λ2e1 γ 2e4 −γ λ2e3 γ 2e6 −γ λ2e5 −γ 3e8 γ 2λ2e7
e3 γ e3 −γ 2e4 −λ2e1 γ λ2e2 γ 2e7 γ 3e8 −γ λ2e5 −γ 2λ2e6
e4 γ
2e4 γ λ
2e3 −λ2γ e2 −λ4e1 γ 3e8 −γ 2λ2e7 γ 2λ2e6 −γ λ4e5
e5 γ e5 −γ 2e6 −γ 2e7 −γ 3e8 −λ2e1 γ λ2e2 γ λ2e3 γ 2λ2e4
e6 γ
2e6 γ λ
2e5 −γ 3e8 γ 2λ2e7 −γ λ2e2 −λ4e1 −γ 2λ2e4 γ λ4e3
e7 γ
2e7 −γ 3e8 γ λ2e5 −γ 2λ2e6 −γ λ2e3 γ 2λ2e4 −λ4e1 −γ λ4e2
e8 γ
3e8 −γ 2λ2e7 γ 2λ2e6 γ λ4e5 −γ 2λ2e4 −γ λ4e3 γ λ4e2 −λ6e1
4. Relaxed composition algebras
It is well known that the theory of division algebras can be presented in terms of composition
algebras. In this section we extend this approach to relaxed algebras.
To begin this section, we deﬁne the notion of quadratic form on a relaxed vector space V over a ﬁeld
F. We adopt in a full way the classic one.
Deﬁnition 35. A quadratic form on a relaxed vector space is a mapping N : V −→ F with the
properties:
(i) N(λx) = λ2N(x) (λ ∈ F, x ∈ V).
(ii) The mapping 〈., .〉 : V × V −→ F deﬁned by
〈x, y〉 = N(x + y) − N(x) − N(y),
is bilinear, i.e., it is linear in each of x and y separately.
As a consequence of the observations of the previous section, with regard to the spaceC(λ,γ ), note
that on it is deﬁned a quadratic form N(λ,γ ) : C(λ,γ ) −→ Rwhich coincide with ‖.‖2(λ,γ ). We exhibit
in explicit form this quadratic form.
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Lemma 36. If z = a1(λ,γ ) + bi(λ,γ ) ∈ C(λ,γ ), then N(λ,γ )(z) = (a2 + λ2b2) is a quadratic form and its
bilinear form associated is 〈z, w〉 = 2(ac + λ2bd) where w = c1(λ,γ ) + di(λ,γ ). Also, we have
N(λ,γ )(z1)N(λ,γ )(z2)N(λ,γ )(z1z2). (17)
Proof. It is easy to show that (17) follows from inequality (8). 
In view of (17) and to make itself yet clearer we propose the following deﬁnition.
Deﬁnition 37. A linear relaxed algebra A which is not necessarily associative with respect to the
relaxed multiplication between relaxed vectors is called relaxed composition algebra if there exists
a nondegenerate quadratic form N on A such that
N(z1)N(z2)N(z1z2), (18)
for any z1, z2 ∈ A. Observe that we do not demand that A has an identity element.
The previous deﬁnitionweakens signiﬁcantly the notion of composition algebra (see [13]). On other
hand every composition algebra is a relaxed composition algebra.
Deﬁnition 38. Let us assume that A is a relaxed composition algebra, then an element e ∈ Awill be a
called a Hurwitz unit if N(e) = 1 and e2 = e. A relaxed composition algebra which admits a Hurwitz
unit ewill be called unital relaxed composition algebra.
Easy inspection shows that theunit of a composition algebra is aHurwitz unit in the sense of relaxed
composition algebras.
Lemma 39. It is clear that C(λ,γ ) is a unital relaxed composition algebra.
It is convenient to observe that if C and D are two real composition algebras with quadratic form
Nc and Nd, respectively, then for any α,β reals αNc + βNd is a quadratic form on C × D.
Deﬁnition 40. We say that a quadratic form N on a real relaxed vector space is positive if N(x) 0 for
all x ∈ A and N(x) = 0 if and only if x = 0.
Proposition 41. Let D be a relaxed composition algebra with respect to a positive quadratic form N(.),
then D cannot contain zero divisors.
Proof. Because for any x, y ∈ D
0N(x)N(y)N(x y). 
Then the following general statement holds.
Theorem 42. Let A be a real associative and unital composition algebra for which its quadratic form N(.)
is positive and λ, γ ∈ R, such that λ /= 0 and γ > 1. Deﬁne on A × A a Cayley–Dickson type product
(5) with respect to the standard involution on A. Then by the Theorem 18, A × A equipped with this
product is a pre-relaxed ∗-algebra. In addition we may choose for A × A a quadratic form which is de-
ﬁned as Nλ,γ ((x, y)) = N(x) + λ2N(y). Combining both things we ﬁnd that A × A is a unital relaxed
composition algebra. A Hurwitz unit in this claimed relaxed composition algebra is (e, 0), where e is the
unit of A.
This relaxed composition algebra is called the relaxed composition (λ, γ )-algebra associated to the
associative composition algebra A.
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Proof. First of all, note that the quadratic form on A × A is nondegenerate, more even it is positive. To
show that Nλ,γ admits a composition law which satisﬁes (18), we compute as follows:
Nλ,γ ((x, y)(u, v)) = N(xu − λ2v∗y) + λ2γ 2N(vx + yu∗)
= N(xu) + λ4N(v∗y) − λ2〈x u, v∗ y〉
+ λ2γ 2(N(vx) + N (yu∗)+ 〈v x, y u∗〉). (19)
Now, let ∗ be the standard involution on A, it is well known that for x, y, z ∈ A
〈x y, z〉 = 〈y, x∗ z〉, (20)
〈x y, z〉 = 〈x, z y∗〉, (21)
thus, as A is associative, from (20) and (21) we deduce that 〈x u, v∗ y〉 = 〈v x, y u∗〉.
On other hand, taking into account that γ > 1 we obtain
Nλ,γ ((x, y))Nλ,γ ((u, v))=(N(x) + λ2N(y))(N(u) + λ2N(v)),
=N(xu) + λ2N(vx) + λ2N (yu∗)+ λ4N(v∗y),
=(N(xu) + λ4N(v∗y) − λ2〈x u, v∗ y〉)
+ λ2(N(vx) + N (yu∗)+ 〈v x, y u∗〉),
 (N(xu) + λ4N(v∗y) − λ2〈x u, v∗ y〉)
+ λ2γ 2(N(vx) + N (yu∗)+ 〈v x, y u∗〉),
=N(xu − λ2v∗y) + λ2γ 2N(vx + yu∗), (22)
wherewe have used the fact thatN(.) is positive. Alsowe have had into account that for every element
x, N(x) = N(x∗) and moreover the trivial relation N(ab) = N(a)N(b) = N(b)N(a) = N(ba).
Hence, from (19) and (22) it is follows thatNλ,γ ((x, y))Nλ,γ ((u, v))Nλ,γ ((x, y)(u, v)). The fact that
(e, 0) is a Hurwitz unit is evident. Thus the Theorem is proved. 
Example 43. The latter Theorem allows to us to deﬁne the set HN(λ,γ ) of (λ, γ )−quaternions, these
quaternions are a 4-dimensional real linear relaxed algebra with basis 1 = (1, 0), i = (i, 0), j = (0, 1),
and k = (0, i). To describe the product we can give a table
· 1 i j k
1 1 i γ j γ k
i i −1 γ k −γ j
j γ j −γ k −λ21 λ2i
k γ k γ j −λ2i −λ21
, (23)
evidently this real linear relaxed algebra is not commutative neither associative. (even more,
H
N
(λ,γ ) is a real relaxed normed space). Clearly, H
N
(λ,γ ) is the relaxed composition (λ, γ )-algebra
associated to C.
Notice also that in generalHN(λ,γ ) /= H(λ,γ ). Next,we includeanexplanationof the relationbetween
the table in equation (10) and the table in equation (23). As it already was observed these tables are
different and the reason for this is that the power of the parameters in each entry is in general bigger
in the table (10) that in the table (23). It is caused to the fact of that in the ﬁrst case the relaxed
Cayley–Dickson process was applied to C(λ,γ ) × C(λ,γ ) while in the second case the process was
applied to C × C.
The Theorem 42 can be also used to construct the relaxed composition (λ, γ )-algebra ON(λ,γ )
associated to H.
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5. Relaxed Cayley–Dickson algebras of unusual dimension
5.1. Generalized Cayley-Dickson extension
As we will see in this section the framework of the Cayley–Dickson process can change if instead
of to take only one algebra A we draw on of two algebras with involution, C (by Cayley) and D (by
Dickson) andwe substitute A × A by C × D. Thus, themain objective of this section is to show that the
Cayley–Dickson process remains holds even in the general case for which the formed algebra should
be C × D. It is clear that this situation to open the possibility of that the new algebra with underlying
vector space C × D can possess odd dimension. One should notice that certainly it is a new setting in
the literature about the subject, since up to now all the theory developed concentrates in the case in
which C = D. We must remit to the reader to some of the papers in the references, where it can be
found different applications and interesting generalizations in other directions of the Cayley–Dickson
process.
Theorem 44. Let C and D be two real ∗-algebras. Assume that h : D −→ C, m : C −→ D are both linear
applications, such that,
h
(
d∗
) = (h(d))∗, (24)
for any d ∈ D. Then, the multiplication
(c1, d1)(c2, d2) = (c1c2 − h (d∗2) h(d1), d2m(c1) + d1m (c∗2 )) , (25)
endows C × D with a structure of real ∗-algebra. The case C = D is not excluded.
Really it is routine to check that this Theorem holds, but since it represents the key tool in this section
we will give its proof next.
Proof. Note that ifC = D and h andm are both the identitymap,we recover the classic Cayley–Dickson
process, but it is possible to have the new situation: C = D and, at the same time, almost one of the
maps h orm to be different from the identitymap (we believe that this possibility makes it case attractive
for studying). Only from the linearity of h andm follows that C × D is an algebra. In fact, ﬁrstwe endows
C × Dwith the obvious addition and multiplication by scalars, that is by components, to convert this
space in a vector space. On one hand, if z1 = (c1, d1), z2 = (c2, d2) and z3 = (c3, d3) we have
(z1 + z2)z3=(c1 + c2, d1 + d2)(c3, d3)
=((c1 + c2)c3 − h (d∗3) h(d1 + d2), d3m(c1 + c2) + (d1 + d2)m (c∗3 ))
=((c1 + c2)c3 − h (d∗3) (h(d1) + h(d2)), d3(m(c1) + m(c2)) + (d1 + d2)m (c∗3 ))
=(c1c3 − h (d∗3) h(d1), d3m(c1) + d1m (c∗3 ))
+ (c2c3 − h (d∗3) h(d2), d3m(c2) + d2m (c∗3 ))
=z1z3 + z2z3.
On the other hand, in the same form one can prove that z1(z2 + z3).Next, we verify that (αβ)(z1z2) =
(αz1)(βz2).
(αβ)(z1z2) = (αβ) (c1c2 − h (d∗2) h(d1), d2m(c1) + d1m (c∗2 )) ,
= (αβc1c2 − h (βd∗2) h(αd1),βd2m(αc1) + αd1m (βc∗2 )) ,
= (αc1,αd1)(βc2,βd2),
= (αz1)(βz2).
Next, we introduce as possible involution the customary application, but now on C × D. Thus, we put
as usual (c, d)∗ = (c∗,−d). Turn on that it is again an involution. In fact, it is obvious that ((c, d)∗)∗ =
(c, d). Now
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(z1z2)
∗ = ((c1, d1)(c2, d2))∗,
= (c1c2 − h (d∗2) h(d1), d2m(c1) + d1m (c∗2 ))∗ ,
=
(
c∗2c∗1 − (h(d1))∗
(
h
(
d∗2
))∗
,− (d2m(c1) + d1m (c∗2 ))) ,
= (c∗2c∗1 − h (d∗1) h(d2),− (d2m(c1) + d1m (c∗2 ))) ,
= (c∗2 ,−d2) (c∗1 ,−d1) = (c2, d2)∗(c1, d1)∗ = (z2)∗(z1)∗. 
Deﬁnition 45. The algebra C × D obtained with help of Theorem 44 will be called a generalized
Cayley–Dickson extension.
Proposition 46. Let C and D be two real and unital ∗-algebras. Let us assume h and m as in the previous
theorem. Suppose that eC and eD are identities in C and D, respectively, such that m(eC) = eD and h(eD) =
eC . Then (eC , 0) is an identity of the generalized Cayley–Dickson extension C × D. On the other hand, if we
put i = (0, eD) then
i2 = −(eC , 0).
Proof. In fact,(
c, d)(eC , 0) = (ceC , dm (e∗C)) = (ceC , dm(eC)) = (c, d),
also
(eC , 0)(c, d) = (eCc, dm(eC)) = (c, d),
on the other hand the result i2 = −(eC , 0) is evident. 
Deﬁnition 47. We say that a generalized Cayley–Dickson extension is classic if it was obtained under
the conditions assumed in Proposition 46.
A carefully inspect of the proof of the Theorem44 tell us that the Condition (24) in it can be removed
if we deﬁne the product over C × D in the way
(c1, d1)(c2, d2) = (c1c2 − (h(d2))∗h(d1), d2m(c1) + d1m (c∗2 )) . (26)
It is easy to show that this product also equips C × D with a structure of real ∗-algebra. Even so
one more generalization of (26) is convenient, in fact, we can deﬁne for our intentions over C × D the
following Cayley–Dickson product which to make similar service that (44) and (26)
(c1, d1)(c2, d2) = (c1c2 − (h(d2))∗h(d1), d2m(c1) + d1(m(c2))∗) . (27)
5.2. Dimension 3
Next we consider the case for which C = C and D = R. Obviously,C × R has dimension equal to
3. This real vector space is generated by the vectors t1 = ((0, 0), 1), t2 = ((1, 0), 0) and t3 = ((0, 1), 0).
For this case, we can choose the maps h andm of the theorem 44 as h(λ) = (λ, 0), accordingly this is
the immersion of R in C, and at the same time m(z) = Re(z), in others words, m takes the real part
of z. It is immediate to see that h and m are linear. Of course, we should take the identity as the real
involution in R, then (h(λ))∗ = (λ, 0) = h(λ∗) = h(λ) for any λ ∈ R. Thus, we have that the space
C × R is a 3-dimensional generalized Cayley–Dickson extension which will be denoted by Du.
It is easy to prove that the table which describe the multiplication of the elements of the basis is:
· t1 t2 t3
t1 −t2 t1 t0
t2 t1 t2 t3
t3 t0 t3 −t2
, (28)
Table for h(λ) = (λ, 0) andm(z) = Re(z).
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where t0 = ((0, 0), 0) is the null vector of C × R. Note that t2 is the unit of Du, on the other hand
t21 = t23 = −t2 (29)
and
t1 · t3 = t3 · t1 = t0 (30)
it implies that t1 and t3 are zero divisors of Du. The analysis of (29) and (30) suggests us (the proof
is trivial) the presentation of the generalized Cayley–Dickson extension Du in the following way: let
Du = {d = a + bi+˜cj|a, b, c ∈ R} where
ij = ji = 0, i2 = j2 = −1, (31)
here, wemust observe that the symbol +˜ in dmeans that a + bi+˜cj should be identiﬁed with the pair
((a, b), c) and never with (a, b, c). From this particular point of view the construction of Du, have an
apparentmore familiar and turn onmore effective to the computations. For instance, one canmultiply
by components as usual, thus
(a1 + b1i+˜c1j)(a2 + b2i+˜c2j) = (a1a2 − b1b2 − c1c2) + (a1b2 + a2b1)i+˜(a1c2 + a2c1)j,
the operations as vector space in Du are:
(a1 + b1i+˜c1j) ± (a2 + b2i+˜c2j) = (a1 ± a2) + (b1 ± b2)i+˜(c1 ± c2)j,
and
α(a + bi+˜cj) = (αa + αbi+˜αcj).
Let us deﬁne d∗ = (a − bi−˜cj) and then we observe that it coincides with the conjugate of ((a, b), c)
in the Cayley–Dickson process forC × R, therefore it is an involution in this alternative presentation.
Now, it is clear thatDu is nicely normed and the norm on this is deﬁned as usual ||d||2 = dd∗ having
multiplicative inverses d−1 = d∗||d||2 .
The algebra Du is not associative but it is commutative. Moreover it is classic. In fact, it is well
known that an associative algebra has multiplicative inverses if and only if it is a division algebra (we
adopt the terminology of [3]). However, our algebra has zero divisors, thusDu is not a division algebra.
That this algebra is commutative follows from the table (28).
Weshall indicate that apparently the elements ofDuwerealreadyknownbyHamilton (see [8])who
introduced this numbers in a completely axiomaticway (maybe in 1843). Hedeﬁned themultiplication
of two elements, if ij = ji as
(a1 + b1i + c1j)(a2 + b2i + c2j)=(a1a2 − b1b2 − c1c2) + (a1b2 + a2b1)i + (a1c2 + a2c1)j
+ (b1c2 + c1b2)ij,
or when ij = −ji in the form
(a1 + b1i + c1j)(a2 + b2i + c2j)=(a1a2 − b1b2 − c1c2) + (a1b2 + a2b1)i + (a1c2 + a2c1)j
+ (b1c2 − c1b2)ij,
in both cases Hamilton considered the fourth term simply superﬂuous and he suggested to take ij =
ζ + ηi + θ j where ζ , η and θ are ﬁxed numbers. However, we have motives to think that he had in
mind that perhaps ij = 0 could be suitable. It is not clear what it was his motivation for this proposal.
We know that Hamilton was not in conditions of to use a generalized Cayley–Dickson process. Hamilton
called to this numbers triplets. He however associated a + bi + cj with (a, b, c).
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5.3. Dimension 6
In this subsection we introduce a generalized Cayley–Dickson extension over C × H. For this we
use the Theorem 44. If (z1, q1) and (z2, q2) belong C × H, we introduce the relaxed product
(z1, q1) · (z2, q2) = (z1z2 − h(q∗2)h(q1), q2m(z1) + q1m(z∗2)),
wherem(z) = (z, (0, 0, 0, 0)) for any z ∈ C and h(q) = h((q1, q2, q3, q4)) = (q1, q2) for all q ∈ H. Let
{em}6m=1 be the natural basis of C × H, that is,
e1 = ((1, 0), (0, 0, 0, 0)),
e2 = ((0, 1), (0, 0, 0, 0)),
e3 = ((0, 0), (1, 0, 0, 0)),
e4 = ((0, 0), (0, 1, 0, 0)),
e5 = ((0, 0), (0, 0, 1, 0)),
e6 = ((0, 0), (0, 0, 0, 1)).
If we now apply the product between the elements of this basis we arrive to the following table
· t1 t2 t3 t4 t5 t6
t1 t1 t2 t3 t4 t5 t6
t2 t2 −t1 t4 −t3 −t6 t5
t3 t3 −t4 −t1 t2 t0 t0
t4 t4 t3 −t2 −t1 t0 t0
t5 t5 −t6 t0 t0 t0 t0
t6 t6 −t4 t0 t0 t0 t0
, (32)
where t0 = ((0, 0), (0, 0, 0, 0)). Note that t5 and t6 are zero self-divisors.
6. Conclusions
In this paper, we have tried to change the appearance to the classic Cayley–Dickson process. In this
case, the modiﬁcations and generalizations of itself made here have allowed us to ﬁnd new variants
for well known concepts and also to expand the context in which the same applies.
We hope that the approach to algebraic structures through relaxed vector spaces has reserved a
promising development.
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