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Розглядаються методи опрацювання багатовимiрних сигналiв у просторовому полi координатної систе-
ми тора, яка побудована на множинi комбiнацiйних сум базових векторiв комбiнаторної конфiгурацiї
“зiркового” типу, i на основi використання її унiкальних властивостей запропоновано два теорети-
чно обґрунтованi пiдходи до формування тороїдних систем координат для оптимального кодування
i перетворення векторних сигналiв: монолiтно-групових та ненадлишкових кодiв. На конкретних
прикладах окреслено переваги кожного методу кодування багатовимiрних сигналiв з наведенням
вiдповiдних теорем, розрахункiв та iлюстративного матерiалу. Розширення класу “зiркових” комбi-
наторних конфiгурацiй вiдкриває новi можливостi застосування методiв оптимiзованого кодування й
опрацювання багатовимiрних сигналiв у тороїдних системах координат, розроблення оптимiзованих
векторних iнформацiйних технологiй, вдосконалення радiотехнiчних пристроїв i систем зв’язку.
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Стрiмкий розвиток iнформацiйних технологiй
та глобальна комп’ютеризацiя суспiльства вима-
гає розроблення концептуально нових пiдходiв до
швидкiсного опрацювання великих масивiв даних
та надiйного їх пересилання каналами зв’язку, ви-
користовуючи векторнi дискретнi сигнали. Такi си-
гнали здебiльшого є багатовимiрними функцiями
просторових незалежних змiнних, а керування ци-
ми функцiями здiйснюється в просторовiй системi
координат. Пiд координатами багатовимiрного си-
гналу розумiють будь-якi аргументи, на числових
осях яких фiксується динамiка його змiни, що дає
змогу керувати одночасно двома й бiльшим чи-
слом взаємопов’язаних параметрiв фiзичного про-
цесу, поведiнка кожної керованої координати якого
визначається не лише керуючим дiянням, а й усiєю
сукупнiстю цих дiянь у виглядi векторiв керування
та збурювань [1]. При цьому необхiдно враховувати
взаємозалежнiсть та взаємопов’язанiсть регульова-
них параметрiв таких систем, складнiсть керування
якими зростає зi збiльшенням кiлькостi параме-
трiв за квадратичною залежнiстю.Тому опрацюван-
ня багатовимiрних сигналiв в просторових системах
координат набуває важливого значення в радiоте-
хнiчних системах, iнформацiйних технологiях, об-
числювальних мережах, системах зв’язку, та iнших
галузях науки i технiки.
1 Огляд методiв опрацювання
багатовимiрних сигналiв
Сучаснi методи цифрового опрацювання сигна-
лiв базуються здебiльшого на використаннi алго-
ритмiв швидкого перетворення Фур’є, класiв пред-
ставлення багатовимiрних полiномiв i двовимiрних
FIR-фiльтрiв перетворення частоти [2]. Опрацю-
вання сигналiв за цими методами спирається на
манiпуляцiї, такi як вибiрка, перетворення Фур’є
на векторнiй основi й перетворення для стовпчикiв
i рядкiв Фур’є, фiльтрацiя тощо. Обчислювальна
складнiсть вищезгаданих методiв зростає iз числом
вимiрювань. У статтях [3] i [4] запропонованi алго-
ритми декомпозицiї та реконструювання багатови-
мiрних сигналiв на основi використання полiгармо-
нiчних вейвлет-сплайнiв, дискретизацiї та згортки.
Робота [5] присвячена дослiдженню мiнливостi та
просторової еволюцiї клiмату на основi багатовимiр-
ного просторово-часового аналiзу з розкладанням
часових рядiв у кожнiй точцi координатної сiтки
i наступним об’єднанням часової та просторової
еволюцiй мiнливостi клiмату в природно роздiле-
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них часових масштабах. У статтi [6] дослiджую-
ться функцiї подання для багатовимiрних лiнiйних
форм, а в [7] розглядаються деякi ключовi мате-
матичнi обмеження, якi полегшують дослiдження
стосовно багатовимiрної вибiрки i обробки сигналiв,
нелiнiйну багатовимiрну фiльтрацiю та пiдходи до
нелiнiйного багатовимiрного моделювання. У стат-
тi [8] обговорюються алгоритми опрацювання ба-
гатовимiрних сигналiв, якi пiдлягають квантизацiї
на регулярних перiодичних решiтках спецiально-
го типу з вiдповiдним фiльтруванням, обчислен-
ням дискретного перетворення Фур’є, прорiджува-
нням та iнтерполяцiєю. Проектування двовимiрних
лiнiйно-фазових цифрових фiльтрiв зi скiнченною
iмпульсною характеристикою iз одновимiрних обго-
ворюється у статтi [9]. В роботi [10] розглянуто
приклади використання кардинальних полiгармонi-
чних сплайнiв для багатовимiрного аналiзу i пока-
зано, що вони можуть бути застосованi у методi
сумування для вiдновлення великого класу фун-
кцiй експоненцiального типу на множинi вибiрок
цiлочислових решiток. У статтi [11] розглядається
метод сумування сплайнiв для вiдновлення багато-
вимiрних зонних обмежень функцiй iз дискретних
решiтчастих вибiрок, який передбачає використан-
ня полiгармонiчних сплайнiв. Там же викладається
теорiя таких сплайнiв i розробляється метод ре-
конструкцiї, область застосування яких може рости
до нескiнченностi. В [12] зроблено спробу пошири-
ти сингулярний розклад матрицi на багатовимiрнi
масиви. Спочатку тривимiрний масив перетворю-
ється у двовимiрний, пiсля чого досягається роз-
клад тривимiрного масиву на три вимiри. Новий
пiдхiд до класифiкацiї багатовимiрних часових ря-
дiв (MTS) з двовимiрною вибiркою запропоновано
у [13], за яким для видiлення ознак обчислюються
власнi вектори коварiацiйних матриць рядка-рядка
i стовпця-стовпця, пiсля чого використовується кла-
сифiкатор «один найближчий сусiд».
Пiдсумовуючи огляд, можна бачити, що методи
опрацювання багатовимiрних сигналiв ґрунтуються
здебiльшого на застосуваннi алгоритмiв швидко-
го перетворення Фур’є, двовимiрних FIR-фiльтрiв
перетворення частоти, класiв рацiонального пред-
ставлення багатовимiрних полiномiв, використаннi
полiгармонiчних сплайнiв, сингулярного розкладу
в багатовимiрних масивах, вейвлет-перетворень, та
уживаннi швидкодiйних цифрових ЕОМ, що окре-
слює загальну тенденцiю, яка зараз складається у
науковому свiтi стосовно опрацювання багатовимiр-
них сигналiв.
Iнший пiдхiд базується на використаннi класи-
чної теорiї комбiнаторних конфiгурацiй [14], таких
як блок-схеми [15], рiзницевi множини [16, 17], про-
ективнi площини [18] та iншi. Метод, який перед-
бачає використання розширених полiв Ґалуа [19],
полягає у перетвореннi множини усiх класiв ли-
шкiв за модулем довiльного полiнома 𝑓(𝑥) степенi
𝑠 незвiдного над 𝐺𝐹 (𝑝). Для побудови множини та-
ких лишкiв в полi 𝐺𝐹 (𝑝𝑠) необхiдно знайти деякий
незвiдний над цим полем полiном, визначити його
первiсний елемент 𝑥 з максимально можливим перi-
одом та обчислити степенi 𝑥0, 𝑥1, . . . , 𝑥𝑧, (𝑧 = 𝑞𝑠−2),
якi повиннi перелiчувати усi значення ненульових
елементiв 𝐺𝐹 (𝑝𝑠). За теоремою Зiнґера [17] гiпер-
площини геометрiї 𝑃𝐺(𝑠, 𝑞), де 𝑞– степiнь простого
числа 𝑝, якi розглядаються як блоки, i точки як
елементи, утворюють циклiчну блок-схему, а то-
чки у будь-якiй гiперплощинi визначають (𝜐, 𝑘, 𝜆) —
рiзницеву множину у виглядi лишкiв її елементiв
за модулем 𝜐. Багатовимiрне опрацювання сигна-
лiв [20] зручно здiйснювати у тороїдних системах
координат. Теоретичнi дослiдження у цiй областi
знань вимагають ознайомлення iз математичними
моделями оптимального розподiлу елементiв у ба-
гатовимiрному просторi заданих розмiрiв i розмiр-
ностi. Пошуки загального пiдходу до синтезу дво-
та багатовимiрних оптимальних комбiнаторних си-
стем та опрацювання методiв їх використання у
системотехнiцi здiйснено у роботах [21–23].
У монографiї [21] на основi загального теоре-
тичного пiдходу (теорiї в’язанок) розглядаються
методи оптимального синтезу, перетворення, пере-
лiку й умови iснування багатовимiрних в’язанок
iз ланцюжковою i кiльцевою структурами. Вста-
новлено теоретичний зв’язок мiж обертовою си-
метрiєю 𝑆-го порядку та закодованою нєю асиме-
трiєю у виглядi розбиття симетричного простору
на 𝑛 неоднакових частин, кратних натуральному
ряду [23]. Метод ґрунтується на використаннi опти-
мальної вагової системи 𝑛–позицiйного двiйкового
коду з 𝑡-вимiрними ваговими розрядами. Комбi-
нацiї утворюються послiдовним додаванням бази-
сних векторiв з урахуванням вiдповiдних модулiв
𝑚1,𝑚2, . . . ,𝑚𝑡, а множина цих комбiнацiй набуває
вигляду 𝑡–вимiрної координатної сiтки, яка покри-
ває поверхню (𝑡 + 1)–вимiрного тору з розмiрами
𝑚1 × 𝑚2 × . . . × 𝑚𝑡. Тороїдна модель [23] поста-
ла внаслiдок опрацювання 𝑡–вимiрних векторних
кодових послiдовностей у виглядi багатовимiрних
iдеальних кiльцевих в’язанок (IКВ) [21]. До класте-
ру IКВ належать кiльцевi 𝑛–послiдовностi цiлочи-
слових 𝑡–кортежiв, множина значень яких, разом
iз множиною значень усiх кiльцевих (модулярних)
вектор-сум, утворених на цих 𝑡–кортежах, покриває
множину вузлових точок тороїдної координатної сi-
тки [23].
Векторнi IКВ знаходять також застосування для
проектування оптимiзованих антенних систем з по-
лiпшеними якiсними показниками за роздiльною
здатнiстю та iншими параметрами [21]. Вдалим кро-
ком у цьому напрямi є патент США [24] на спосiб
розмiщення елементiв лiнiйної антени у вузлах рiв-
номiрної сiтки, послiдовнiсть номерiв яких утворює
циклiчну рiзницеву множину [17]. Аналогiчний ре-
зультат можна отримати й на основi IКВ, що ви-
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пливає iз однозначної вiдповiдностi мiж циклiчною
блок-схемою та IКВ [21]. Методи побудови моделей
багатовимiрних систем на IКВ з прикладами їх за-
стосування для синтезу антенних решiток з низьким
рiвнем бiчного випромiнювання, оптимiзованих ве-
кторних кодiв, кiбер-фiзичних систем та ряду iнших
пристроїв описанi в [21–23]. Там же розглядаються
методи побудови систем кодування багатовимiрних
даних для їх зручного представлення та опрацю-
вання у просторовому полi тороїдної системи ко-
ординат. На сьогоднiшнiй день фiзики-теоретики в
усьому свiтi дослiджують питання багатовимiрного
простору-часу як природного середовища законiв
фiзики [25]. Поруч з теоретичними дослiдженнями,
iснує безлiч суто практичних застосувань теорiї ба-
гатовимiрних комбiнаторних конфiгурацiй у рiзних
галузях науки i технiки, у тому числi й для ефе-
ктивного опрацювання багатовимiрних сигналiв.
2 Постановка задачi
Логiчним продовженням питання дослiдження
багатовимiрних просторiв є постановка задачi про
пiдвищення ефективностi методiв опрацювання ба-
гатовимiрних сигналiв. Задача полягає у скороченнi
кiлькостi базових векторiв для формування бага-
товимiрних сигналiв по числу фiксованих ознак у
виглядi комбiнацiй цих векторiв, множина яких пе-
релiчує множину вузлових точок тороїдної системи
координат з вiдповiдним числом осей та кiлькi-
стю точок вiдлiку. Математичне завдання в прямiй
i оберненiй постановках зводиться до встановлен-
ня взаємно однозначного вiдображення множини
потрiбної кiлькостi лiнiйних комбiнацiй 𝑡-вимiрних
векторiв, утворених на мiнiмiзованому наборi ба-
зисних векторiв, на координатнiй сiтцi 𝑡-вимiрної
поверхнi тора.
3 Метод вирiшення завдання
Метод ґрунтується на використаннi теорiї бага-
товимiрних iдеальних кiльцевих в’язанок (IКВ) [21]
для оптимiзацiї опрацювання багатовимiрних дис-
кретних сигналiв. При цьому множинi кiльцевих
сум, утворених на 𝑡-вимiрних векторах IКВ, стави-
ться у вiдповiднiсть множина дискретних станiв 𝑡
незалежних змiнних багатовимiрного сигналу у про-
сторовому полi тороїдної системи координат [23].
Суть методу полягає у покриттi координатною сi-
ткою поверхнi тора визначених розмiрiв i розмiрно-
стi множиною кiльцевих вектор-сум за допомогою
мiнiмальної кiлькостi базових векторiв. Вирiшення
цього завдання пов’язується з розширенням можли-
востей оптимального опрацювання багатовимiрних
сигналiв у просторовому полi тороїдної системи ко-
ординат.
4 Модель опрацювання сигна-
лiв у тороїднiй системi коор-
динат
Розглянемо математичну модель опрацювання
сигналiв у 𝑡-вимiрнiй тороїднiй системi координат,
яка має вигляд кiльцевої 𝑛-послiдовностi 𝑡-кортежiв
((𝑘11, 𝑘12, . . . , 𝑘1𝑡), (𝑘21, 𝑘22,. . . , 𝑘2𝑡), . . . , (𝑘𝑖1, 𝑘𝑖2,
. . . , 𝑘𝑖𝑡),. . . , (𝑘𝑛1, 𝑘𝑛2,. . . , 𝑘𝑛𝑡)), де 𝑘𝑖1 ≡ 𝑘𝑖 (mod𝑚1),
𝑘𝑖2 ≡ 𝑘𝑖 (mod 𝑚2), . . ., 𝑘𝑖𝑡 ≡ 𝑘𝑖 (mod 𝑚𝑡).
Тороїдна система координат описується пара-
метрами 𝑛, 𝑅, 𝑆, 𝑚1, 𝑚2, . . . , 𝑚𝑡, де 𝑛-число
базисних 𝑡-вимiрних векторiв, 𝑅-кiлькiсть рiзних
способiв утворення однакових кiльцевих вектор-сум
на базисних векторах, 𝑆 — порядок обертової симе-
трiї координатної ciтки тора [23], 𝑚1,𝑚2, . . . ,𝑚𝑡 —
значення модулiв, якi визначають розмiри тороїдної
системи координат.
На рис. 1 зображена графiчна схема моде-
лi 𝑡-вимiрного сигналу у виглядi кiльцевої 𝑛-
послiдовностi 𝑡-кортежiв ((𝑘11, 𝑘12, . . . , 𝑘1𝑡), (𝑘21,
𝑘22,. . . , 𝑘2𝑡), . . . , (𝑘𝑖1, 𝑘𝑖2, . . . , 𝑘𝑖𝑡), . . . , (𝑘𝑛1, 𝑘𝑛2,
. . . , 𝑘𝑛𝑡)), на якiй зручно демонструвати метод
опрацювання багатовимiрних дискретних сигналiв








       (k21,k22,…,k2t)             
(k11,k12,…,k1t) 
(kn 1 ,kn 2 ,…,kn t )  
Рис. 1. Графiчна схема моделi 𝑡-вимiрного сигналу
у виглядi кiльцевої 𝑛-послiдовностi 𝑡-кортежiв ((𝑘11,
𝑘12, . . . , 𝑘1𝑡), (𝑘21, 𝑘22,. . . , 𝑘2𝑡), . . . , (𝑘𝑖1, 𝑘𝑖2, . . . , 𝑘𝑖𝑡),
. . . , (𝑘𝑛1, 𝑘𝑛2, . . . , 𝑘𝑛𝑡)) для опрацювання у тороїднiй
системi координат
Модель передбачає покриття множиною кiль-
цевих сум, утворених 𝑛 базисними 𝑡-кортежами,
множини вузлових координат 𝑡-вимiрної тороїдної
решiтки 𝑚1 × 𝑚2 × . . . × 𝑚𝑡 = 𝑛(𝑛 − 1)/𝑅, або
𝑚1×𝑚2×. . .×𝑚𝑡 = 𝑛(𝑛−1)/𝑅+1 [21]. Множина сум
утворюється додаванням вiдповiдних 𝑡–кортежiв за
комплексним модулем (𝑚1,𝑚2, . . . ,𝑚𝑡), причому ко-
ординати кожної вузлової точки можна отримати
рiвно 𝑅 рiзними способами послiдовного додава-
ння базисних векторiв. Параметри моделi взаємо-
пов’язанi такою системою формул:
𝑛(𝑛− 1) ≤ 𝑆 ≤ 𝑛(𝑛− 1)2, (1)
де 𝑚1 ·𝑚2 · . . . ·𝑚𝑡 = 𝑛(𝑛−1)/𝑅, або 𝑚1 ·𝑚2 · . . . ·𝑚𝑡 =
𝑛(𝑛− 1)/𝑅+ 1.
В основу методу закладено принцип комбiнатор-
ної оптимiзацiї векторної вагової системи двiйкового
𝑛-позицiйного коду, розрядам якого присвоєно зна-
чення цiлочислових 𝑡–кортежiв. Ваги обранi так,
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щоб множиною усiх векторних сум, утворених ком-
бiнацiйним додаванням цих вагових розрядiв, мо-
жна було покрити множину вузлових координат
𝑡–вимiрної решiтки тора.
Наприклад, на кiльцевiй 𝑛-послiдовностi iз чоти-
рьох (𝑛=4) 2-кортежiв (𝑡=2) iз ваговими розрядами
((0,1), (1,0), (0,2), (2,2)) можна утворити 𝑛(𝑛− 1) =










У цьому прикладi множина утворених кiльце-
вих вектор-сум, разом з множиною вагових розрядiв
((0,1), (1,0), (0,2), (2,2)) рiвночасно є множиною ко-
ординат вузлових точок двовимiрної (𝑡=2) решiтки
𝑚1 ×𝑚2 = 3× 4, яка покриває поверхню тора з мо-
жливiстю перелiку цих координат рiвно по одному
(𝑅 = 1) разу. Iз (1) випливає, що для оптимiзованого
опрацювання багатовимiрних сигналiв у фазовому
просторi координатної системи тора немає теорети-
чних обмежень щодо вимiрностi (кiлькостi атрибу-
тiв), як i стосовно збiльшення потужностi методу
кодування. Описаний метод дає змогу розв’язувати
задачi багатовимiрної комбiнаторної оптимiзацiї для
розроблення пристроїв перетворення форми iнфор-
мацiї та проектування сучасних пристроїв та радiо-
електронних систем рiзного призначення [21–23].
5 Властивостi векторних моно-
лiтно-групових кодiв
Оптимальний векторний монолiтно-груповий
код — це 𝑛-розрядний двiйковий код, який базує-
ться на теорiї багатовимiрних iдеальних кiльцевих
в’язанок (IКВ) [21]. Вiн передбачає формування
комбiнацiй двiйкового коду з 𝑡–вимiрними вектор-
ними ваговими розрядами, множина усiх можливих
комбiнацiйних сум яких взаємно однозначно вiдпо-
вiдає множинi координат вузлових точок 𝑡–вимiрної
тороїдної сiтки. Можна визначити два основнi ме-
тоди оптимального кодування у просторовому полi
тороїдної системи координат. Перший метод ґрун-
тується на кодуваннi 𝑡–вимiрних сигналiв у кiль-
цевому монолiтно-груповому кодi [21], де будь-яка
дозволена кодова комбiнацiя складається не бiль-
ше нiж iз двох блокiв однойменних символiв. Це
дає змогу миттєво виявляти помилковi комбiна-
цiї за вищезгаданою ознакою групового розподiлу
однойменних символiв, а код набуває самокоректу-
вальних властивостей. Другий метод передбачає не-
надлишкове кодування. Монолiтно-груповий IКВ-
код охоплює великий клас оптимальних 𝑡–вимiрних
кодiв з векторними ваговими розрядами [21] у ви-
глядi 𝑡–вимiрних циклiчних груп та групових ансам-
блiв. До них належить код “GlorytoUkraineStar” [23],
який дає змогу покривати комбiнацiйними сумами
векторних значень цих розрядiв 𝑡–вимiрну поверх-
ню тора рiзноманiтними способами вiдлiку векторiв
за координатною сiткою вiдповiдних розмiрiв пiд
час взаємного переставляння вагових векторiв.
Теорема 1. Будь-яке просте число 𝑝 породжує
рiвно (𝑝 − 1)/2 векторних “зiркових” ансамблiв у
виглядi правильних 𝑝-кутникiв з центральною си-
метрiєю 𝑝-го порядку.
Доведення. Напишемо на 𝑝-послiдовностi
1, 2, . . . , 𝑝 натуральних чисел (𝑝− 1) впорядкованих
послiдовностей числових сум iз двох (𝑖=2), трьох
(𝑖=3), . . . i т. д. впорядкованих за кiльцевою схемою
числових рядiв, де 𝑝– просте число, 𝑖 = 1, 2, . . . , 𝑝−1:
1) 1, 2, ..., 𝑝;
2) 1+2, 2+3, ..., 2𝑝 -1, 𝑝+1;
3) 1+2+3, 1+2+3+4, ..., 2𝑝, 𝑝+3; i т.д. . . .
𝑝-2) 1+2+...+𝑝-2, 2+3+...+𝑝-1,..., 𝑝+1+2+...+ 𝑝-3;
𝑝-1) 1+2+...+𝑝-1, 2+3+...+𝑝,..., 𝑝+1+2+...+ 𝑝-2.
Пари вписаних у рядки таблицi впорядкова-
них числових рядiв, якi симетрично рiвновiдда-
ленi вiд її горизонтальної середньої лiнiї, склада-
ються iз однаково впорядкованих у протилежних
напрямах чисел, а множина числових пар, роз-
ташованих у кожному 𝑗-му стовпчику, де 𝑗 ∈
{1, 2, . . . , 𝑝 ≡ 0 (mod 𝑝)} на рiвновiддалених вiд се-
реднього стовпчика таблицi вiдстанях, утворюють
разом з множиною їхнiх числових значень вiдпо-
вiдно прив’язанi до них числовi пари симетрично
рiвновiддалених рядiв. Iз вищезгаданих властиво-
стей таблицi випливає, що записанi в неї числа
утворюють двовимiрну центрально-симетричну си-
стему iнцидентностi у виглядi 𝑝-кутної симетричної
зiрки, а множина числових значень впорядкованих
пар (𝑖, 𝑗) з фiксованим i є значеннями вузлових
координат, множина яких покриває поверхню то-
ра координатною сiткою з розмiрами 𝑝 × (𝑝 − 1).
Теорему 1 доведено.
На рис. 2 наведено вiсiм варiантiв здвоєних ан-
самблiв 𝑡–вимiрних зiркових конфiгурацiй сьомого
(𝑛 = 7) порядку у виглядi зв’язних графiв.
Кожнiй iз семи (𝑛=7) вершин a,b,. . . ,g вiдповiд-
ає один iз 𝑡–кортежiв, а кожна пара ребер, яки-
ми вершини сполученi мiж собою, визначає мiсце
обмiну 𝑡–кортежiв пiд час реконструкцiї “зiрки” вiд
однiєї кiльцевої послiдовностi до iншої зi збереже-
нням її унiкальних властивостей. Обхiд вершин по
колу графа вiдповiдає однiй iз “зiрок” здвоєного ан-
самблю, а по ребрах — другiй. У верхньому ряду
(рис. 2) розмiщенi зiрковi ансамблi iз центральною
симетрiєю, а у нижнiх — з осьовою. Для прикла-
ду розглянемо кодування двовимiрного сигналу за
графом (рис. 2, перший в другому ряду).
Нехай семи (𝑛=7) вершинам (a, b, c, d, e, f, g)
цього графа вiдповiдають 2-кортежi послiдовностi
((4,4), (1,2), (4,1), (4,5), (4,2), (4,3), (4,0)), де a=(4,4),






































































Рис. 2. Графiчнi зображення “зiркових” ансамблiв сьомого (𝑛=7) порядку
Табл. 1 Формування координатної сiтки 7×6 на поверхнi тора, утвореної за двома схемами обходу
“зiркового” ансамблю (рис. 2, перший в другому ряду)
№ Координати (a,b,c,d,e, f, g) (a, d, b, g,c, f, e)
з/п 7×6 ((4,4),(1,2),(4,1),(4,5),(4,2),(4,3),(4,0)) ((4,4),(4,5),(1,2),(4,0),(4,1),(4,3),(4,2))
1 (0,0) (4,2)+(4,3)+(4,0)+(4,4)+(1,2)+(4,1) (1,2)+(4,0)+(4,1)+(4,3)+(4,2)+(4,4)
2 (0,1) (1,2)+(4,1)+(4,5)+(4,2)+(4,3)+(4,0) (4,5)+(1,2)+(4,0)+(4,1)+(4,3)+(4,2)
3 (0,2) (4,0)+(4,4)+(1,2)+(4,1)+(4,5)+(4,2) (4,2)+(4,4)+(4,5)+(1,2)+(4,0)+(4,1)
. . . . . . . . . . . .
42 (6,5) (4,1)+(4,5)+(4,2)+(4,3)+(4,0) (4,5)+(1,2)+(4,0)+(4,1)
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b=(1,2), c=(4,1), d=(4,5), e=(4,2), f=(4,3), g=(4,0).
Легко перевiрити, що множина вектор-сум, обчи-
слених за mod(7,6), вичерпує множину координат
вузлових точок тороїдної сiтки з розмiрами 𝑛(𝑛 −
1) = 7×6 (табл. 1, лiва колонка). Такий же результат
досягається пiд час обходу цих вершин за схемою
(a, d, b, g, c, f, e) (табл. 1, права колонка).
Кодування двовимiрних сигналiв у полi торої-
дної системи координат 7×6 здiйснюється в опти-
мiзованому 7-розрядному двiйковому кодi з ве-
кторними ваговими розрядами, значеннями яких є
2-кортежi будь-якої iз вищенаведених послiдовно-
стей. Загальна чисельнiсть двовимiрних IКВ сьо-
мого (𝑛=7) порядку з параметрами (1) становить
180 рiзних варiантiв без урахування циклiчних пере-
становок, реверсування, дзеркальних вiдображень i
способiв впорядкування модулiв, за якими обчислю-
ються кiльцевi вектор-суми. До цього числа входить
78 “зiркових” IКВ, якi групуються за типом симе-
трiї (табл. 2). Згiдно (2), усi векторнi IКВ сьомого
порядку дають змогу побудувати тороїдну систему
координат за будь-яким iз чотирьох форматiв: 6×7,
2×21 i 3×14, або 2×3×7. Тому побудову системи
координат з параметрами (1), якщо 𝑅 = 1 (2),
можна здiйснити за кожним iз цих форматiв, що
складає 4·78=312 “зiркових”, а усiх разом 4·180=720
варiантiв. Векторний монолiтно-груповий IКВ-код,
завдяки самокоректувальним властивостям, набу-
ває статусу оптимального, оскiльки дає змогу зба-
лансувати iнформацiйну, апаратну та структурну
надмiрнiсть системи, забезпечуючи завадостiйке ко-
дування та опрацювання сигналiв.
За результатами теоретичних дослiджень здiй-
снено класифiкацiю векторних “зiркових” ансамблiв
за групами симетрiй (табл. 2).
Табл. 2 Класифiкацiя векторних “зiркових” ансам-












5 2×2 2×8 20
7 3×2 4×18 78
11 5×2 8×50 410
13 6×2 10×72 744
19 9×2 16×162 2610
23 11×2 20×242 4862
29 14×2 26×39 10220
Таблиця 2 iлюструє розбiжнi темпи зростання
кiлькостi “зiркових ансамблiв” зi збiльшенням по-
рядку 𝑛 вiд 5 до 29, залежно вiд типу симетрiї.
Ансамблi з осьовою симетрiєю набувають значно
бiльшої чисельностi та рiзноманiтностi просторо-
вих форм у порiвняннi iз центрально-симетричними
зiрками. Обчислення базуються на теоремi 1 та осо-
бливостях просторової симетрiї циклiчних груп.
6 Розширення класу векторних
“зiркових” конфiгурацiй
Обговоримо векторний “зiрковий” ансамбль 𝑡-
вимiрних конфiгурацiй IКВ 𝑛-го порядку з рiзно-
манiтним розмiщенням один вiдносно другого її
векторiв. Максимальна кiлькiсть неiзоморфних ва-
рiантiв такого розмiщення дорiвнює числу взаємних
переставлянь 𝑃 (𝑛) векторiв IКВ 𝑛-го порядку:
𝑃 (𝑛) = (𝑛− 1)!/2. (2)
Наприклад, “зiрковий” ансамбль IКВ четвертого
(𝑛=4) порядку визначає три 𝑃 (𝑛) = 3 варiанти пе-
реставляння векторiв: (a, b, c, d), (a, b, d, c), (a,
c, b, d). Зокрема, векторний “зiрковий” ансамбль
двовимiрної (𝑡=2) IКВ четвертого (𝑛=4) порядку
a=(1,2), b=(2,4), c=(1,3), d=(2,1) формує такi мо-












Множина всiх знайдених за обраним варiантом
векторiв вичерпує значення координат вузлових то-
чок двовимiрної сiтки 𝑚1 ×𝑚2 = 3 × 5 на поверхнi
тора. Легко перевiрити, що два iншi варiанти фор-
мування тороїдної системи координат на цьому “зiр-
ковому” ансамблi покажуть рiвноцiннi результати.
У наведеному прикладi використанi усi можливi
способи формування комбiнацiйних вектор-сум на
множинi двовимiрних векторiв “зiркових” конфiгу-
рацiй, що дає змогу розширити розмiри координа-
тної сiтки тороїдної системи координат до теорети-
чно досяжних й вiдповiдно — дiапазон просторового
поля для кодування даних та опрацювання багато-
вимiрних сигналiв.
Теорема 2. Множина 𝑁 = {2𝑛} натуральних
чисел взаємно однозначно вiдповiдає множинi 𝑀
вузлових точок, якi покривають 𝑡-вимiрну поверхню
тора сiткою координат 𝑅 раз 𝑃 (𝑛) = (𝑛−1)!/2 рiзни-
ми способами їх вiдлiку з точнiстю до iзоморфiзму,
де 𝑛 - кiлькiсть натуральних чисел з основою 2, 𝑛>2.
Доведення. Перетворимо n чисел на множи-
ну 𝑀(𝑛) 𝑡-кортежiв, утворених на всiх комбiнацiй-
них сумах цих чисел за комплексним модулем (𝑚1,
𝑚2,. . . , 𝑚𝑡), множина яких перелiчує множину ко-
ординат вузлових точок 𝑡-вимiрної поверхнi тора з
розмiрами 𝑚1×𝑚2× . . .×𝑚𝑡. Згiдно (1) iснує рiвно
𝑅 рiзних способiв такого перелiку, а також 𝑃 (𝑛) =
(𝑛 − 1)!/2 перестановок цих кортежiв, й вiдповiдно
– такiй же кiлькостi способiв вiдлiку усiх вузло-
вих точок на 𝑡-вимiрнiй поверхнi тора. Теорему 2
доведено.
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Iз теореми 2 випливає, що потужнiсть мето-
ду оптимального кодування та опрацювання 𝑡-
вимiрних сигналiв у тороїдних просторових систе-
мах координат можна збiльшити не лише завдяки
використанню 𝑛-розрядного векторного монолiтно-
групового IКВ-коду, але й ненадлишкового 𝑡-
вимiрного двiйкового коду, який дає змогу отри-
мати 𝑃 (𝑛) додаткових варiантiв систем кодування
𝑡-вимiрних сигналiв.
Зi збiльшенням кiлькостi вимiрiв “зiркових” ко-
дiв вiдповiдно зростає кiлькiсть i рiзноманiтнiсть
утворюваних ними багатовимiрних тороїдних си-
стем координат, що збагачує можливостi їх практи-
чного застосування.
Висновки
Використання тороїдних систем координат для
опрацювання багатовимiрних сигналiв дає змогу
оптимiзувати процедури, пов’язанi з їх кодуван-
ням, пересиланням, збереженням, реконструкцiєю
тощо. Оптимiзацiя полягає у розширеннi просто-
рового поля тороїдної системи координат, завдяки
використанню комбiнацiйних вектор-сум, утворюва-
них на множинi фiксованої кiлькостi базових векто-
рiв. Множина всiх дозволених двiйкових комбiнацiй
взаємно однозначно вiдповiдає множинi координат
усiх вузлових точок 𝑡-вимiрної тороїдної системи
вiдлiку векторiв, число яких збiгається з кiлькi-
стю всiх комбiнацiйних вектор-сум, утворених на
оптимiзованих наборах базових векторiв типу “зiр-
кових” IКВ-конфiгурацiй. Опрацювання сигналiв у
цiй базi може здiйснюватися завадостiйким само-
коректувальним монолiтно-груповим кодом, який
автоматично виявляє i виправляє помилковi кодовi
сигнали за ознакою появи бiльше однiєї монолiтної
послiдовностi однойменних символiв, або ненадли-
шковим “зiрковим” векторним кодом, що дає змогу
збiльшити потужнiсть методу кодування у розши-
реному просторовому полi тороїдної системи ко-
ординат. “Зiрковi” коди вигiдно вiдрiзняються вiд
класичних за потужнiстю i багатоманiтнiстю ме-
тодiв перетворення форми iнформацiї. Розширення
даного класу кодiв розкриває новi перспективи для
розвитку комбiнаторних методiв оптимiзацiї багато-
вимiрних систем опрацювання сигналiв в задачах
радiотехнiки, зв’язку i комп’ютерних технологiях.
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Методы обработки многомерных си-
гналов в тороидных системах коорди-
нат
Ризнык В. В.
Рассматриваются методы обработки многомерных
сигналов в пространственном поле координатной систе-
мы тора, построенной на множестве комбинационных
сумм базовых векторов комбинаторной конфигурации
“звездного” типа, и на основе использования ее уни-
кальных свойств предложено два теоретически обосно-
ванных подхода к формированию тороидных систем
координат для оптимального кодирования и преобра-
зования векторных сигналов: монолитно-групповых и
безизбыточных кодов. На конкретных примерах описа-
ны преимущества каждого метода кодирования много-
мерных сигналов с приведением соответствующих те-
орем, расчетов и иллюстративного материала. Расши-
рение класса “звездных” комбинаторных конфигура-
ций открывает новые возможности применения методов
оптимизированного кодирования и обработки многомер-
ных сигналов в тороидных системах координат, разра-
ботки оптимизированных векторных информационных
технологий, радиотехнических устройств и систем свя-
зи.
Ключевые слова: оптимальная тороидная система
координат; многомерный сигнал; оптимальный вектор-
ный монолитно-групповой код; оптимальный многомер-
ный код; многомерный самокорректирующий код; мно-
гомерные “звездные” конфигурации; мощность метода
кодирования; оптимальные векторные информационные
технологии
Methods of multidimensional signal
processing under toroidal coordinate
systems
Riznyk V. V.
Methods of multidimensional signal processing under
spatial toroidal coordinate systems configured on a set
of combining sums over vector “Glory to Ukraine Star“
combinatorial configurations. Base vectors are discussed,
and the two theoretically grounded approaches to formation
such coordinate systems in order for optimum encoding
and conversion of vector signals using its unique properti-
es, both optimum monolithic and group vector codes,
and non-redundant codes are proposed. On the particular
examples described the benefits of each method of co-
ding of multidimensional signals pointing to corresponding
theorems, calculations and illustrative material. Extensi-
on of the “star” combinatorial configurations opens new
possibilities for the application of methods of optimized
coding and processing of multidimensional signals under
toroidal coordinate systems for designing modern systems
of communication and development of optimized vector
information technologies. The remarkable technical me-
rits of the vector configurations, which properties hold for
the same set of an optimum encoded design in varieties
permutations of its terms is demonstrated, and methods for
processing of two- or multidimensional vector signals based
on both the optimum binary monolithic and non-redundant
codes are presented. Proposed methods of multidimensional
signal processing under toroidal coordinate systems provi-
de, essentially, a new approach to generalize them to great
class of optimized problems in radio-telecommunications,
navigation and information technology. Moreover, the opti-
mization embedded in the underlying combinatorial confi-
gurations. The favorable qualities of the “stars“ provide
breakthrough opportunities to apply them to numerous
branches of science and advanced technology, with di-
rect applications to vector data telecommunications, vector
encoded design, and optimal vector information technology.
Key words: optimum toroidal coordinate system; multi-
dimensional signal; optimal vector monolithic and group
code; non-redundant multidimensional code; multidimensi-
onal self-checking code; “star” multidimensional configurati-
on; code size; optimum vector information technologies
