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1. INTRODUCTION 
Consider the two second-order ordinary differential equations 
f + c2x +gi(x) +p(t) = 0 (i= 1,2) (lb 
together with the boundary conditions 
x(0) = 3i(T) = 0, (2) 
where * = d/dt, 01 and 7 are positive constants, and each gi(x) (i = 1,2) is 
defined for all X, with gi(x) > 0 for x 2 0. 
This paper is concerned with the boundary value problems on 0 < t < T 
defined by Eqs. (1)i and (2), and with associated periodic solutions of (1)i . 
The boundary value problem, denoted henceforth by BW(i), is defined 
precisely at the beginning of Section 2. Besides preliminary considerations 
of existence, uniqueness, and positivity for individual solutions, we are 
interested above all in comparing positive solutions of the two problems 
BVP( 1) and BVP(2) when the following inequality holds: 
for x > 0. (3) 
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Let 1 and J denote respectively the half-open and closed intervals 
0 < i < 7 and 0 s; t < 7. We make the following assumptions throughout: 
(A) The constants LY and T satisfy 
O<lyT<C 2 
(B) p(t) is continuous on J, p(O) = 0, and p(t) > 0 on I. 
(C) gs(x) is Lipschitz continuous, with Lipschitz constant & satisfying 
(4) 
When conditions (A), (B), and (C) hold, by an application of the Banach 
fixed point theorem BVZ’(2) is seen to have a unique positive solution 4(t) 
(Section 2). Next we assume inequality (3) and let gr(x) or gs(x) or both be 
nondecreasing for x 3 0. Under these additional conditions we show (Sec- 
tion 3) that d(t) is an upper bound on all nonnegative solutions of BIG’(l) 
(if any exist). In particular, if&x) is also Lipschitz continuous, with Lipschitz 
constant p1 satisfying a condition of the type (4), the unique solutions 4(t) 
and 4(t) of BVP( 1) and BW(2) respectively satisfy 
3(t) G W) on J. 
A similar comparison result has been presented in [l] when gr(x) satisfies 
a one-sided Lipschitz condition and gs(x) is a suitably chosen piecewise- 
linear continuous function. The technique used here, however, is some- 
what different from that used in [l]. 
When the further assumptions are made that each gi(x) is an odd function 
of X, and that p(t) is defined and continuous for all t and satisfies certain 
symmetry conditions (which guarantee periodicity), all the previous state- 
ments about boundary value problems are interpreted for periodic solutions 
(Section 4). Among other results, we are able to compare the “harmonic” 
solutions associated with the respective boundary value problems. Finally, 
this comparison is illustrated by an example (Section 5 and Figs. 1 and 2). 
Similar results hold for boundary conditions R(0) = 0, X(T) = 0 and 
x(0) = 0, x(7) = 0. Indeed, the three boundary value problems may be 
handled in a unified way [2]. For simplicity, however, we treat here only the 
boundary conditions x(0) = 0, $T) = 0. 
Similar results for (elliptic) partial differential equations have been obtained 
by Parter [3]. The methods and results presented here apply to certain types 
of nonlinear operator equations in Banach spaces, and this generalization 
has been reported elsewhere [4]. 
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2. PRELIMINARIES 
We shall require that gi(x) be at least piecewise-continuous. In this case we 
mean by “a solution of BF’P(i)” a function x(t) which is continuous on J 
and continuously differentiable on 1, possesses in 0 < t < 7 a piecewise- 
continuous second derivative and satisfies (1)i (with continuous 2) at all 
points of continuity of g,(x), and of course satisfies the boundary con- 
ditions (2). When g,(x) is continuous (true a forth-i when it is Lipschitzian), 
f must be continuous (and (l)i hold) at all points of 0 < t < 7. 
Define the operator T, (i = 1,2) as follows: 
TixW = 1’ W, 4 L&(4) + PM & 
0 
(5) 
where 
sin (ys cos a(~ - t) 
a cos a7 , 
O<s<t<r 
G(t, s) = 
sin at cos o((7 - S) 
a cos WT 9 
O<t<s<r. 
The operator Ti arises from “solving” the boundary value problem BP(i) 
by the method of variation of parameters. Thus every solution of BVP(i) 
satisfies the nonlinear integral equation 
x = Tix. (6h 
Conversely, if gi(x) is continuous or piecewise-continuous, a continuous 
solution of (6)r is easily seen to be a solution of BVP(i). 
To study solutions of BVP(i), therefore, we need only investigate con- 
tinuous solutions of the integral equation (6)1. 
THEOREM 1. Let the assumptions (A), (B), and (C) hold. Then BVP(2) 
has a unique solution d(t) giwen by 
with an arbitrary do(t). Furthermore 4(O) = 0 and $(t) > 0 on I. 
PROOF. Let 9 denote the Banach space of continuous functions on J with 
uniform norm 
II x II = m;x I x(t) 1 . 
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First of all, from the Lipschitz continuity of gz(x), if x and y are two elements 
in 52, it follows from (5) that 
where 
But in view of (4), 0 < 0 < 1. Hence Tz is a contraction on Q. Now for 
n = 1, 2,..., set 
with an arbitrary 4,,(t). Th en, by the Banach fixed point theorem {4,Jt)} 
converges to a unique solution 4(t) of (6)s in Q. 
Clearly 9(O) = 0. To show that +(t) > 0 on I, observe that because G is a 
positive kernel (insured by assumption (A)), T, maps K, the cone [5] of non- 
negative functions in Q, into K. Let @(t) denote the unique solution of the 
linear boundary value problem BW(2) obtained by setting gs(x) = 0. 
If now x(t) is in K, it follows from assumption (B) that T,x(t) a@(t) > 0 
on I. Therefore, in particular, if we take &(t) = 0 it follows that for 
n = 1, 2,..., 
+n(t) > +(t) > 0 on I. 
From the uniqueness of the solution 4(t), we finally have 
d(t) = Ini_mm &(t) 3 de(t) > 0 on 1. 
3. COMPARISON RESULTS 
THEOREM 2. Let (A), (B), (C) and inequality (3) hold, and Zet gI(x) OY 
g&x) or both be nondecreasing for all x > 0. Then 4(t) (the unique positive 
solution of BVP(2)) is an upper bound on all nonnegative solutions of BVP(l). 
PROOF. Let x(t) be a nonnegative solution of BVP( 1): 
44 = j’ G(t, 4 k,(W) + ~(41 ds. 
0 
CUE 1. Suppose gI(x) is nondecreasing for x > 0. For n = 1,2,..., set 
4nP) = j: (34 4 kz(Ld~>) + ~(41 & (7) 
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with b,,(t) = x(t). From (3) 
C&) - 44 = ,I Gk 4 kA4o) - g,(x)1 ds a 0. 
If now we assume that&(t) - x(t) >/ 0 on J, from (3) and the monotonicity 
of gr(x) we have 
A+&) - 44 = j; G(4 4 Ig2(hJ - gdhJ + gkbn) - gl(x)l ds 2 0. 
Thus, for n = 1,2 ,..., [&(t) - x(t)] 3 0 on J. Hence 
;i bw) - 41 2 0. 
Since {A(t)> converges to the unique solution 4(t) of BIP(2), it follows that 
[4(t) - $)I 2 0 on J. 
CASE 2. Suppose ga(x) is nondecreasing for x > 0. Again defining 
&(t), n = 1, 2 ,..., by (7) with&,(t) = x(t), we see as in the previous case that 
x(t) G Cl(t)* 
Now from the monotonicity of g&x) 
This completes the proof of Theorem 2. 
COROLLARY 1. In the hypothesis of Theorem 2 let the inequality (3) be 
replaced by the stronger condition 
‘h(O) G g,(O) 
g&) <&b> for x > 0. 
lf x(t) is any nonnegative solution of BP?(l), the-n 
x(t) <4(t) on I. 
PROOF. Assume x(t) is not identically zero; for if it is, already 
x(t) = 0 -c f+(t) on I. 
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From Theorem 2, 
CAsE 1. Suppose g&x) is nondecreasing. Then 
CME 2. Suppose ga(x) is nondecreasing. Then 
COROLLARY 2. Let the hypothesis of Theorem 2 hold. Further, let gI(x) 
be Lipschitz continuous with Lipschitz constant & satisfying 
If qh(t) denotes the unique positive solution of B VP( 1 ), then 
W> <d(t) on J. 
Analogously, it may be shown that d(t), the unique nonnegative solution 
of BVP(2), is a lower bound on all nonnegative solutions of BVP(l) when 
inequality (3) is reversed. 
The comparison results of this section (and their extensions to “harmonic” 
solutions in Section 4) are useful in providing approximate (explicit) repre- 
sentations for the solutions of nonlinear boundary value problems of the type 
BVP(l). This will be illustrated (Section 5) by an example in which a non- 
linear characteristic is trapped between two straight lines, in which case the 
explicit solutions of the two linear problems provide upper and lower bounds 
for all nonnegative solutions of the nonlinear problem. 
4. HARMONIC SOLUTIONS 
For the purposes of this section, we make the following additional assump- 
tion on p(t) which insures its periodicity: 
(D) p(t) is defined, p( - t) = -p(t) and p( - t + 7) = p(t + 7) for all t. 
It is evident that if p(t) satisfies (D), it is a periodic function with period 
47. Furthermore, if p(t) has a fixed sign on I (true when (B) holds), 47 is the 
smallest period. 
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A periodic solution of the differential equation (l)i will be called harmonic 
if it has the same symmetries as p(t). As just indicated, harmonic oscillations 
are special kinds of periodic solutions. There may well be other kinds of 
periodic solutions (for example, see Harvey [6]). 
By the use of the following lemma, which may be proved by a minor 
modification of the proof found in [7, p. 3951, we are in a position to interpret 
the results of Sections 2 and 3 for harmonic solutions of (1)i . (The proof in 
[7] refers to a second-order differential equation for which the initial value 
problem is known to have a unique solution. Here, if g,(x) is piecewise- 
continuous, we may not have uniqueness, and it is to deal with this possibility 
that the modification is needed.) 
LEMMA. Let (B) and (D) b e satisfied and let g,(x) be an odd function of x. 
Then a harmonic solution of (1)i is a solution of BVP(i) on J; conversely, a 
solution of BVP(i) on ] may be extended beyond this interval by means of the 
symmetry properties invoked in (D) to yield a harmonic solution of (l)i . 
As a consequence of this lemma and Theorem 1 we have 
THEOREM 3. Let (A), (B), (C) and (D) hold, and let g&x) be an odd function 
of x. Then there exists a unique harmonic solution of (1)a , and this solution is 
exactly in phase with p(t). 
This extends a known result [8] for the forced linear oscillator 
2 + 012x = - p(t); 
namely, that when p(t) has period 4~ and has fixed sign on a quarterperiod, 
and the forcing frequency (z/2~) is greater than the natural frequency 01, 
the unique harmonic solution is exactly out of phase with the forcing function 
- P(t)* 
Under weaker conditions on ga(x) than those assumed in Theorem 3, 
there may exist other harmonic solutions than the out-of-phase one. For 
instance, it is known [9] that for a relay system of second order under sinus- 
oidal excitation (that is, gz(x) = M Signum x and p(t) = a Sin(T/zT) t with 
constants M > 0 and a > 0) there may exist two distinct harmonic solutions, 
one of which is in phase, and the other out of phase, with p(t). 
From the comparison Theorem 2, we deduce 
THEOREM 4. Let (A), (B), (C), (D) and (3) hold. Suppose both gJx) and 
g2(x) are odd functions of x. Further, let gI(x) or g2(x) or both be nondecreasing 
in x and let C(t) denote the unique harmonic solution of (1)2. If x(t) is any 
harmonic solution of (lh , then 
I 44 I G I d(t) I for all t. 
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We can interpret the Corollaries 1 and 2 of Theorem 2 in a similar manner. 
Theorem 4 improves a similar result [lo] employing a much stronger assump- 
tion than (3), namely, that g,(x) <g,(y) for all x > 0 and all y 3 0. 
5. EXAMPLE 
Consider the equation 
f + a2x + g(x) = a sin wt (8) 
together with the boundary conditions 
x(0) = k (&j = 0, (9) 
where the constants w, 01, a satisfy w > a: > 0 and a < 0, and g(x) > 0 for 
x > 0. Let there exist two nonnegative numbers PI and f12 such that for all 
x20 
Now if (4) holds, we can immediately conclude from Theorems 1 and 2 
that if the boundary value problem (8 and 9) has a nonnegative solution x(t), 
it satisfies 
43(t) G x(t) G 42(t) on Oc+, 
where for i = I,2 
54(t) = a 012 + /!$ - w2 sin wt 
is the unique positive solution of the linear boundary value problem 
i + (a2 + pi) x = a sin wt 
x(0) = k (2) = 0. 
Further, if g(x) is odd, then a solution of the boundary value problem 
(8 and 9) (if it exists) may be extended by symmetry to yield a harmonic 
oscillation for (8). Th us, in view of Theorems 3 and 4, if x(t) is any harmonic 
solution of (8), then 
a 
012 + /II - w2 I sin wt I < I x(t) I < a2 + B”, _ w2 I sin wt I 
for all t (see Figs. 1 and 2). 
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FIG. 1. Nonlinear characteristic trapped between two straight lines. 
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FIG. 2. Comparison of corresponding harmonic solutions. 
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