Abstract. Given a geometric Brownian motion S = (S t ) t∈ [0,T ] and a Borel function g :
Introduction and result
The question, we are dealing with, arises from Stochastic Finance, where one is interested in the L 2 -error which occurs while replacing a continuously adjusted portfolio by a discretely adjusted one. Assume a finite time horizon T > 0 and a standard Brownian motion B = (B t ) t∈[0,T ] defined on a complete probability space (Ω, F, IP) with B 0 ≡ 0, continuous paths for all ω ∈ Ω, and F being the completion of σ(B t : t ∈ [0, T ]). Let (F t ) t∈[0,T ] be the usual augmentation of the natural filtration generated by B and S = (S t ) t∈[0,T ] be the standard geometric Brownian motion
Zhang [8] , Gobet and Temam [5] and others considered the approximation error (1) inf IE g(S T ) − IEg(
as the time knots (t i ) n i=0 are deterministic and the v i are certain F t imeasurable random variables. In [7] stopping times were used and the identification of the optimal strategy was considered. Quantitative bounds for the approximation error were not proved. In the present paper we give a lower estimate of expression (1) for stopping times 0 = τ 0 ≤ · · · ≤ τ n = T . It turns out, that for a large class of g this lower estimate is, up to a factor, the same as the upper bound obtained for deterministic nets, so that one cannot take advantage from random time nets in this case. Our main result is 
for all n = 1, 2, ..., where the infimum is taken for each n over all sequences of stopping times 0 = τ 0 ≤ τ 1 ≤ · · · ≤ τ n = T and
The theorem is proved in Section 2. First we indicate to what extend the lower bound is sharp. Let IEg(Y T ) 2 < ∞,
for x ∈ IR, and consider
, and
by Itô's formula. The following upper estimate was proved for the geometric Brownian motion.
Then there exists some c > 0 such that for all n = 1, 2, ... there are deterministic nets 0 = t 0 < t 1 < · · · < t n = T such that
2 < ∞, we know from [3] and [2] that t → S 2 t
, is continuous and increasing, and that
This is close to condition (3). A detailed investigation of (3) can be found in [4] (cf. also [1] ) and shows in terms of interpolation spaces that for all 'reasonable' g there is a θ ∈ [0, 1) such that (3) is satisfied. Important examples are g(y) := (y − K) + and g(y) := χ [K,∞) (y) for K > 0.
(ii) Concerning Theorem 1.2 an analogous situation for M = B is outlined in [6] . Moreover, it is shown there that IEg(S T ) 2 < ∞ without an additional assumption (like for example (3)) does not imply the conclusion of Theorem 1.2. (iii) The papers [3] and [2] are formulated for non-negative g because of their interpretation as pay-off function. The proofs are valid for g : (0, ∞) → IR, as stated here, without modification.
Proof of Theorem 1.1
Sometimes we shall use IE σ (·) = IE(·|F σ ) for σ being a stopping time. Given a sequence of stopping times 0 ≤ τ 0 ≤ · · · ≤ τ n ≤ T and M ∈ {B, S}, we consider the Kunita-Watanabe type projection
This projection solves our approximation problem since
In the proof of Theorem 1.1 we want to restrict ourselves to sequences of stopping times 0
For this we need the following observation.
The proof is obvious. Moreover, we need
where the infima are taken over all F η k−1 -measurable u k−1 and
Proof. Assume we are given v i−1 , i = 1, ..., n, as above. If we choose
Moreover, one quickly checks that
Finally, the following lemma is needed for technical reason.
Proof. Letting 1 < p, q < ∞ with 1 = (1/p) + (1/q) we get that
By Hölder's inequality one checks that the first factor is finite for all 1 < p < ∞. Hence we have to find an appropriate 1 < q < ∞ such that the second factor is finite as well. Here we use the principal idea of [3] (Lemma A.3) and combine this with the hyper-contraction property of the Ornstein-Uhlenbeck semi-group. 2
Proof of Theorem 1.1. (a) Let us first assume δ ∈ (0, T ), n ∈ {1, 2, ...} with n ≥ 12T , and a sequence of stopping times
By the Kunita-Watanabe projection we know that the optimal v i in inf
are given by
with
. This is done differently in the case of the Brownian motion and the geometric Brownian motion. In order to distinguish between the two cases we denote G in the case of the Brownian motion by G 1 and in the case of the geometric Brownian motion by G 2 . From (2) it follows that
, respectively. For 0 ≤ s < t < T Itô's formula yields, a.s.,
and, a.s.,
Given stopping times 0 ≤ σ ≤ τ ≤ T and a path-wise continuous and
. We obtain Fact 2.4. For δ ∈ (0, T ), ε ∈ (0, 1/3), and stopping times 0 ≤ σ ≤ τ ≤ T − δ with τ − σ ≤ ε one has, a.s.,
where c > 0 is an absolute constant and
We can assume that the bracket processes and h k i (σ, ·) are continuous for all ω, the latter on [σ, τ ]. The basic reason for the lower estimate in Theorem 1.1 is the lower estimate from the above item (i). We postpone the proof of the fact and see first how we can use it. From
and Fact 2.4 we get that
Assume now a sequence of stopping times
satisfying condition (4). By Lemma 2.3 and Lebesgue's dominated convergence the last term vanishes as n → ∞. Consequently, by Fatou's Lemma,
B). Let us turn to the geometric Brownian motion. Using (a +
2 , we get in exactly the same way as in the previous case that
where we have used that n ≥ 12T . Again, assuming a sequence of stopping times
satisfying condition (4), we get by Lemma 2.3 and Lebesgue's dominated convergence that the second and the third term are converging to zero as n → ∞, so that lim inf
by Fatou's lemma with v
(c) Now take sequences of stopping times
Stopping additionally at points 
for absolute c, d > 0 so that
and the assertion follows.
(ii) We have, a.s.,
where we applied Doob's maximal inequality.
∂x 2 (σ, S σ ). Then, a.s., P (h 
