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A fluctuation relation for the heat exchange of an open quantum system under a thermalizing Markovian
dynamics is derived. We show that the probability of that the system absorbs an amount of heat from its bath,
at a given time interval, divided by the probability of the reverse process (releasing the same amount of heat to
the bath) is given by an exponential factor which depends on the amount of heat and the difference between the
temperatures of the system and the bath. We also argue that the probability of the violation of the second law
of thermodynamics (here in the form of net heat transfer from a cold system to its hot bath) drops exponentially
with both the amount of heat and the temperature differences.
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I. INTRODUCTION
Irreversibility of dynamics is a ubiquitous feature of macro-
scopic systems, which appears despite microscopic reversibil-
ity in classical and quantum systems [1–4]. The relation be-
tween these macroscopic and microscopic features can be cap-
tured by “fluctuation relations” (FRs) [5–10]. For example,
for a Markovian process, where the initial and final states of
the system are thermal (with inverse temperature β = 1/T ,
taking the Boltzmann constant kB ≡ 1), the probabilities of
doing workW on the system in the forward path is related to
the corresponding probability of doing work −W in the re-
verse path, through [5]
PF(+W)
PR(−W) = e
β(W−∆F), (1)
where ∆F is the difference in the free energy of the system.
A similar relation has been shown to govern heat exchangeQ
in the forward and reverse paths between two weakly-coupled
systems S and B (from B to S), with the difference ∆β =
βS − βB in their inverse temperatures [10–14],
PF(+Q)
PR(−Q) = e
Q∆β , (2)
The distribution function of any quantity in the forward and
reverse paths depends on two factors. One is the probability of
initial state of the system, which is determined by preparation;
the other is the probability of the path, which is determined by
dynamics. For a closed system, due to the time reversibility
of dynamics, the path probabilities are equal in the forward
and reverse cases such that they cancel out each other when
we calculate the ratio of the distributions [10]. As a result,
dynamics seems to play no explicit role in deriving FRs.
Dynamics of an open system is not necessarily time re-
versible, so the path probabilities in the forward and reverse
paths are not the same. But in what follows we show that a
similar FR (in some sense) is attainable. A principal question
for open systems is what a reverse dynamics physically mean.
Although there has been some progress towards defining re-
verse dynamics [15–17]), an unambiguous definition has been
elusive thus far. In order to avoid this issue, here we simply
replace the notion of reverse dynamics with reverse process.
If in the forward dynamics, the system releases heat Q, the
reverse process corresponds to absorbing heatQ. This setting
helps us express our finding fully in terms of the forward path.
For a system S prepared in a thermal state of temperature
TS = 1/βS , and then put in contact for time τ with a heat
bath of temperature TB = 1/βB , where the dynamics of the
system is given by a thermalizing Lindblad equation (i.e., the
dynamics drives the system to become thermal with the bath
in a sufficiently long time), we can show that the following
fluctuation relation holds:
PF(+Q, τ)
PF(−Q, τ) = e
Q∆β , (3)
where PF(±Q, τ) is the probability that the system absorbs
(releases) heat Q from (to) the heat bath in the time interval
τ in the forward path. We omit “F” hereon in order to lighten
the notation. In the following sections, after reviewing a fairly
general model for thermalizing Markovian dynamics, we give
the proof of our FR.
II. THERMALIZING DYNAMICS OF AN OPEN
QUANTUM SYSTEM
Consider a quantum system with a D-dimensional Hilbert
space, and let H0 be its free Hamiltonian and the set {|m〉}
indicate the eigenvectors corresponding to the discrete and
nondegenerate eigenvalues E(0)m (H0|m〉 = E(0)m |m〉), or-
dered increasingly as E(0)1 < E
(0)
2 < . . . < E
(0)
D . As-
sume that the system is then put in contact with a heat bath
(reservoir or environment) of inverse temperature βB and as-
sume that the dynamics of the system is described (within the
weak-coupling and Markovian approximation) by the Lind-
blad equation [18, 19]
d%
dτ
= −i[H, %] +
∑
a
(
La%L
†
a −
1
2
{L†aLa, %}
)
, (4)
where %(τ) is the density matrix of the system, H represent-
ing an effective Hamiltonian (usually different from H0), and
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FIG. 1. (Color online.) Left: Schematic of thermalization of system S (with initial temperature TS) in contact with a bath B with temperature
TB . Right: Schematic of the process where at time τ the system S absorbs heatQ from the bath B.
Las are the quantum jump operators induced by the interac-
tion with the bath, and we have set ~ ≡ 1.
Conditions under which a Lindbladian dynamics can yield
a stationary state which is a thermal equilibrium state in
a Gibbsian form have been studied in the literature exten-
sively [3, 4, 20–22]. Here we follow the formalism and con-
text laid out recently in Ref. [20]. Here the conditions for
the evolution (4)—with Lαs chosen as Lmn = lmn|m〉〈n|
(m 6= n)—to have the stationary solution of the thermal form
%(eq) = e−βBH0/Tr[e−βBH0 ] have been shown to be
H =
∑
m
Em|m〉〈m|, (5)
|lmn|2 = Cmne−βB(E(0)m −E(0)n )/2, (6)
where Cmn = Cnm > 0 and Cmns depend on the interaction
of the system and the heat bath. From these relations it fol-
lows that the diagonal elements of % have an evolution decou-
pled from that of off-diagonal terms [20]. Defining the vector
|v(τ)〉 = ∑m %mm(τ)|m〉, we have the following evolution:
|v(τ)〉 = e−τA|v(0)〉, (7)
where A =
∑
mnAmn|m〉〈n| is defined as
Amn =
{∑
j 6=m |ljm|2; m = n,
−|lmn|2; m 6= n.
(8)
The matrix A is diagonalizable with nonnegative real eigen-
values, with the minimum value being zero and nondegener-
ate (valid for typical nondegenerate H0s). Additionally, it can
also be seen that the off-diagonal elements of % evolve inde-
pendently as
%mn(τ) = e
−(iωmn+γmn)τ%mn(0), (9)
where ωmn = Em−En is the gap of the effective Hamiltonian
and γmn = (1/2)
∑
j
(|ljm|2 + |ljn|2) > 0 represents the
decay rate. Thus we obtain
%(τ) =
∑
nm
%nn(0)〈m|e−τA|n〉 |m〉〈m|
+
∑
m 6=n
e−(iωmn+γmn)τ%mn(0)|m〉〈n|. (10)
III. FLUCTUATION RELATION: SKETCH OF THE
PROOF
Consider a system prepared initially in a thermal state of
inverse temperature βS , %(0) = e−βSH0/Tr[e−βSH0 ], which
is brought into contact with a heat bath of inverse tempera-
ture βB . Suppose that the dynamics of the system is given
by the Lindblad equation (4) and after a sufficiently long
time it reaches a thermal state of the inverse temperature βB ,
%(∞) = e−βBH0/Tr[e−βBH0 ]. Since the initial state is di-
agonal in the eigenbasis of the original Hamiltonian H0, it is
evident from Eq. (9) that the state of the system remains diag-
onal in time.
The probability that the system absorbs heat Q from the
bath, in the time interval (0, τ), is given by
P (+Q, τ) =
∑
mn
pm p(n, τ |m, 0) δ
(
Q− [E(0)n − E(0)m ]
)
,
(11)
where pm is the probability that the system is initially in the
state |m〉,
pm = Tr[%(0)|m〉〈m|] = e
−βSE(0)m
Tr[e−βSH0 ]
(12)
and p(n, τ |m, 0) is the probability that the system reaches the
state |n〉 at time τ , if it starts from the state |m〉,
p(n, τ |m, 0) = Tr[%(τ ;m)|n〉〈n|] = 〈n|e−τA|m〉, (13)
where %(τ ;m) is the state of the system at time τ , if it started
from the state |m〉 at time 0 (i.e., %(0) = |m〉〈m|).
3If in the transition |m〉 → |n〉 the system absorbs heat Q
from the bath, in the reverse transition |n〉 → |m〉 it releases
the same amount to the bath. Hence the probability that the
system releases heat Q to the bath in the time interval (0, τ)
is given by
P (−Q, τ) =
∑
mn
pn p(m, τ |n, 0) δ
(
Q−[E(0)n −E(0)m ]
)
. (14)
In order to prove Eq. (3), we show that
pm p(n, τ |m, 0) = eQ∆β pn p(m, τ |n, 0). (15)
First, we note that from Eq. (12) we have
pm
pn
= eβS(E
(0)
n −E(0)m ) = eβSQ. (16)
The rest (and main) part of the proof is given in Appendix A,
where we argue in detail that
p(n, τ |m, 0)
p(m, τ |n, 0) =
〈n|e−τA|m〉
〈m|e−τA|n〉 = e
−βBQ. (17)
Combining this relation with Eq. (16) completes the proof.
Having Eq. (3), similarly to Ref. [10], one can also obtain
an upper bound on the (accumulative) probability of a heat
transfer from a cold system to a hot bath (TS < TB). This can
be seen from∫ q
−∞
P (Q, τ) dQ =
∫ q
−∞
P (−Q, τ)eQ∆β dQ 6 eq∆β
(18)
applied to the case q 6 0. This implies that the total probabil-
ity of a heat transfer of amount > |q| from a cold system to a
hot bath drops exponentially with both |q| and the temperature
difference ∆β.
Remark.—The concepts of “heat” and “work” have been
defined in various ways in the literature (see, e.g., Refs. [7,
23]). However, for simplicity here we have adopted the simple
definition for heat as the change of the energy of the isolated
systemQ = E(0)n −E(0)m , a definition which sounds plausible
within the weak-coupling and Markovian regime (when the
system Hamiltonian does not vary in time).
IV. SUMMARY
We have derived a fluctuation relation for the heat transfer
from a system (in its thermal state) to its bath, when they are
interacting such that the system would reach a unique thermal
state (characterized by the temperature of the bath) through
a weak-coupling, Markovian (Lindbladian) master equation.
Unlike the usual fluctuation relations, where time-inverse dy-
namics is also assumed (microreversibility), here our relation
is given by a heat transfer process and its reverse.
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Appendix A: Proof of Eq. (17)
We have
〈n|e−τA|m〉 =
∞∑
s=0
(1/s!)(−τ)s 〈n|As|m〉. (A1)
Let us expand
〈n|As|m〉 =
∑
k1,k2,...,ks−1
〈n|A|k1〉〈k1|A|k2〉〈k2| . . . |ks−2〉〈ks−2|A|ks−1〉〈ks−1|A|m〉. (A2)
If k1 6= n ∧ ks−1 6= m, then according to Eqs. (6) and (8) the right-hand side (RHS) of the above equation becomes
e−βB(E
(0)
n −E(0)m )/2 f1,1(n,m; s), (A3)
where
f1,1(n,m; s) =
∑
k1 6=n,k2,...,ks−2,ks−1 6=m
Cnk1Cmks−1e
βB(E
(0)
k1
−E(0)ks−1 )/2 〈k1|A|k2〉 〈k2| . . . |ks−2〉 〈ks−2|A|ks−1〉. (A4)
Note that the function f1,1(n,m; s) is symmetric under n↔ m, i.e., f1,1(n,m; s) = f1,1(m,n; s).
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FIG. 2. (Color online.) Schematic construction of the functions fi,j .
For the case k1 = n ∧ ks−1 6= m, the RHS of Eq. (A2), when k2 6= n, becomes
e−βB(E
(0)
n −E(0)m )/2 〈n|A|n〉
∑
k2 6=n,k3...,ks−2,ks−1 6=m
Cnk2Cmks−1e
βB(E
(0)
k2
−E(0)ks−1 )/2 〈k2|A|k3〉 〈k3| . . . |ks−2〉 〈ks−2|A|ks−1〉.
(A5)
Similarly for the case k1 6= n ∧ ks−1 = m, the RHS of Eq. (A2), when ks−2 6= m, becomes
e−βB(E
(0)
n −E(0)m )/2 〈m|A|m〉
∑
k1 6=n,k2,...,ks−1,ks−2 6=m
Cnk1Cmks−2e
βB(E
(0)
k1
−E(0)ks−2 )/2 〈k1|A|k2〉〈k2| . . . |ks−3〉〈ks−3|A|ks−2〉.
(A6)
Adding up Eqs. (A5) and (A6) yields
e−βB(E
(0)
n −E(0)m )/2 f1,2(n,m; s), (A7)
where
f1,2(n,m; s) =
(〈n|A|n〉+ 〈m|A|m〉) ∑
k1 6=n,k2,...,ks−1,ks−2 6=m
Cnk1Cmks−2e
βB(E
(0)
k1
−E(0)ks−2 )/2 〈k1|A|k2〉 〈k2| . . . |ks−3〉
× 〈ks−3|A|ks−2〉. (A8)
We note that, similarly to f1,1(n,m; s), the function f1,2(n,m; s) is symmetric, as f1,2(n,m; s) = f1,2(m,n; s).
For the cases k1 = n ∧ k2 = n ∧ ks−1 6= m and k1 6= n ∧ ks−2 = m ∧ ks−1 = m, we can proceed by adding the
condition k3 6= n ∧ ks−3 6= m. The RHS of Eq. (A2) for the sum of the cases k1 = n ∧ k2 = n ∧ k3 6= n ∧ ks−1 6= m and
k1 6= n ∧ ks−3 6= m ∧ ks−2 = m ∧ ks−1 = m becomes
e−βB(E
(0)
n −E(0)m )/2 f1,3(n,m; s), (A9)
where
f1,3(n,m; s) =
(〈n|A|n〉2 + 〈m|A|m〉2) ∑
k1 6=n,k2,...,ks−2,ks−3 6=m
Cnk1Cmks−3e
βB(E
(0)
k1
−E(0)ks−3 )/2〈k1|A|k2〉
× 〈k2| . . . |ks−3〉〈ks−4|A|ks−3〉. (A10)
We can continue this procedure for the remaining possibilities. The same steps can be carried out for the case k1 = n∧ks−1 =
m. Figure 2 summarizes the steps for calculating different terms of the summation (A2). Combining all pieces, the matrix
elements of As is, then, given by
〈n|As|m〉 = e−βB(E(0)n −E(0)m )/2
∑
i,j
fi,j(n,m; s), (A11)
5where
fi,j(n,m; s) =(1/2)
δj,1
(〈n|A|n〉〈m|A|m〉)i−1(〈n|A|n〉j−1 + 〈m|A|m〉j−1) ∑
k1 6=n,k2,...,ks−j−2(i−1) 6=m
Cnk1Cmks−j−2(i−1)
× eβB(E
(0)
k1
−E(0)ks−j−2(i−1) )/2〈k1|A|k2〉 〈k2| . . . |ks−j−2i+1〉 〈ks−j−2i+1|A|ks−j−2(i−1)〉. (A12)
Note that each fi,j(n,m; s) has the m ↔ n symmetry; fi,j(n,m; s) = fi,j(m,n; s). Substituting Eq. (A11) in Eq. (A1)
yields
〈n|e−τA|m〉 = e−βB(E(0)n −E(0)m )/2
∑
s=0
∑
i,j=1
as(τ)fi,j(n,m; s). (A13)
Since fi,j(n,m; s)s are symmetric under the n↔ m transformation, one can conclude that
〈n|e−τA|m〉
〈m|e−τA|n〉 = e
−βB(E(0)n −E(0)m ) = e−βBQ. (A14)
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