The best-practices execution of PCAOB audits requires the use of Analytical Procedures at the Planning and the Substantive Phases. This often finds the auditor using the standard OLS two-parameter linear regression forecasting model [OLSR] to project account-values from the Planning Phase to balances expected at Year-End so as to effect a variance analysis at the Substantive Phase. This is the point of departure of our study. We examine the practical effect of using the OLSR model in a time-series context of the audit. Specifically, this research report provides information on the use of the OLSR model as the model of choice in the audit context compared to the ARIMA(0,2,2)/Holt model which is usually the standard choice for an exponential smoothing model in the presence of autocorrelation of data in the time-stream; autocorrelation is the usual case for longitudinal series taken in the audit. Results: We find that there are reasons to condition the selection of the forecasting model in the Analytical Procedures context based upon autocorrelation in the data-stream. When the time-stream of data exhibits autocorrelation the OLSR model fails in a statistically significant manner to capture the next or one-period ahead client value at the same rate as does the ARIMA/Holt model. This then has implications for the False Negative Investigation Error.
E, and the actual client's account value, A. This is usually referred to as the disposition phase of the AP protocol where if the magnitude of the directional difference between E & A is relatively large, then the auditor is required to consider the meaning of this difference, note in the working papers the likely reason(s), and finally to justify the decision whether or not to further investigate the account.
Typically in our experience and that of our colleagues in the audit world, for PCAOB, Private Company, as well as Internal Audits, the Expectation, E, is formed by using the standard OLS two-parameter linear regression forecasting model [OLSR] to project expected account values from the Planning Phase to balances expected as of Year-End of the audit so as to effect a disposition analysis at the Substantive Phase.
Model Appropriateness
The Type 3 Error Despite the wide-spread use of the OLSR as the forecasting model of choice for the AP projections, theoretically the OLSR is not well suited for analyses where the audit datasets are time-series. The reason for this is there is a mismatch in the assumptions underlying the OLSR and the nature of the data in a time-series. Specifically, OLSR assumes that the longitudinal set of error terms-i.e., the result of the filter of the OLSR applied to the time-series-is composed of independent and identically distributed Normal random variates (Tamhane & Dunlop (2000, p.347) ); however, for most economic time-series the data points in the economic time stream are produced by a relative consistent economic generating functions/processes so that the measured data points are associated in a Pearson sense over time-called autocorrelation. This mismatch leads to a Type 3 error or model misspecification often characterized as selecting the wrong model for the decision-making context. Avoiding model misspecification can be rather complicated. For example, Collopy & Armstrong (1992) formed a forecasting model that blends forecasts from the OLSR, exponential smoothing models and a Radom Walk projection to arrive at a more accurate forecasting model. Findley (2007) addresses the misspecification problem by comparing various models to identify the most acceptable modeling configuration in a time-series domain. Finally, Allam, Gagan, Bahaa & Maher (2012, p.42) note: The autocorrelation problem in the model emerges when the two neighboring scenes are correlated, and that influences the credibility of the model. They detail the modifications that were needed to re-cast the model to produce more relevant information for their study. Fortunately there are other classes of models that were developed to deal with time-series datasets where autocorrelation is produced by the data generating processes called: AutoRegressive Integrated Moving Average models: [ARIMA (p,d,q) ]. These models are sometimes referred to as Box-Jenkins Models (1970) [BJ] and are refinements on groundbreaking work of Holt (1957) and Brown (1956) in the 1950s. At this point an illustration of the Type 3 error and a simple alternative to the OLSR will serve as a motivation for our study.
Illustrative
Example of the Type 3 Error Assume that we have selected a time-series of Account Receivable net balances at the end of each quarter, n = 30, over about seven years as detailed in Figure 1 . After we filtered or fitted the ARIMA(0,2,2)/Holt [Hereafter the Holt] to this data, the residuals had the following profile: The AC over the six first-differences, i.e., lags, has the range of [-33.0% 
Summary
This is a simple example of the disparity created by making the Type 3 error that we shall note as: Ignoring the pre-filtering profile and selecting the "wrong" model. The pertinent question is:
If the auditor does make the above Type 3 miss-cue, to what extent is there jeopardy as far as the audit is concerned?
This is the point of departure of this study. Given the above information, and our experience where we note that there is a predilection for the use of the OLSR in making AP projections, we offer information on the critical question of interest:
In the presence of autocorrelation in the data time-stream is the Analytical Procedures' inference using the OLSR at variance with that of the theoretically correct Holt Class of forecasting models?
Following we will:
1. Specify an analytical procedures protocol that one may glean from AS 5 that is likely to pass the test of the PCAOB regarding the creation of audit evidence, 2. Discuss the choice of the time-series datasets in the audit context and examine the variations of the OLSR inferences possible in the audit context, 3. Detail a protocol rationalizing the choice of the Holt model in the audit context that will serve as the inferential benchmark for the OLSR, 4. Present the inference protocols that will be used to examine the question at issue, 5. Examine the comparative results, and 6. Summarize the results and make recommendations.
Forecasting Projections: From the Planning Stage to the Substantive Stage
Analytical Procedures Forecasting Protocol As a summary of the context, at the Planning Stage of the Audit the In-Charge collects data from the past performance of the client. This longitudinal dataset-i.e., a single firm time-series Panel, is inputted into a forecasting model and a projection is made for the expected value at Year-end-e.g., 31Dec. Then, if the actual client value IS in a reasonable confidence interval as produced by the forecasting model, the likelihood is that Extended Procedures [EP] are not warranted. If, on the other hand, the client value is NOT in the reasonable confidence interval as produced by the forecasting model, then the likelihood is that EP are warranted. In this context, what seems to be often used is the 95% confidence interval [CI] although the 80% CI and 90% CI are also found not infrequently. Also we have never seen a one-sided test used in the AP protocol.
Model Triage: The OLSR or the Holt? It Is More Than a Coin-Flip
Forming the Test-set The driver of the selection of the forecasting model is the nature of the Time-Stream. A-priori, the likelihood is that economic data selected at equally spaced intervals over time will exhibit association. If the modeling format is time-series, meaning the X-Variate is the time index, then the Holt model should be the likely choice for the auditor to make. However valuable such intuitions may be, it is recommended that an empirical test be used in creating audit evidence from a forecasting model to be used in the service of AP. Following on the A/R(net) balances illustration above, we suggest testing the autocorrelation of the residuals of the two models so as to make a reasoned decision as to selecting an appropriate forecasting model to execute the projective AP trail. Specifically, we have had success with using the Ljung-Box Q p-values [LB] 
The Models Used in the Testing: Four Versions of the Confidence Interval Testing
There are three frequently used variations on the OLSR model regarding the creation of Confidence Intervals [CI] whereas the Holt has effectively one CI form. To have the richest test, we will use the three OLSR and the one Holt inference intervals pitched at the 95% level of confidence. Consider now these four testing modalities.
OLSR Iinference from the Excel Parameter Range Model
The Excel™ Regression functionality of the Data Analysis Tab allows the creation of a -wide-covering‖ confidence interval. These are effectively extreme case CI-scenarios as they are produced from the crisp-end points of the 95%CI for the intercept and the slope jointly, but are unconditioned. Here we offer the following notation:
Extreme Right Side [UpperLimit[UL]] 95%Boundary:
Where:
2 is the t-statistic for inference that has df = [()-2];  is the last time index in the data-stream-i.e., The last data point or N.
OLSR Inference from the Expected Random Effects Model
The OLSR assumption, in this case, is that there is random sampling possibility from a well-defined population of variable data streams of realizations, i.e., the set of:
which constitutes a large blocked or stratified group of -like‖ firms. In this case, the auditor believes that the sample estimate and the related CIs are formed under the expectation, E[ ], i.e., the forecast of the mean of ; this is termed the Random Effects [RE] assumption. In our experience, the RE assumption is possible though not likely in the audit context. Nevertheless, in the service of completeness, the confidence interval for the client value in the RE context is:
Where: ̂( =+1) is the value of the fitted regression projected for the next X-index time-point, Ω + 1, using the parameters produced from the OLSR fit for the Ω data points; = ,∑ 2 − ,,∑ -2 -/-; =OLS[]: 1/2 ; and  ̅ is the Mean of the time index for the  data points.
OLSR Inference from the Fixed Effect Projection
The assumption is that the object of interest is the j th firm with a single set of data stream realizations: i.e., the set of:
Where this j th Firm has longitudinal dummy-variable integrity from all of the other firms in the population and so the projection is not the average of all the firms but only for that j th firm. In this case, and given the usual assumptions rationalizing the OLSR of the time-series, the confidence interval for the extrapolation for the next point in the firm 
Adding the unit constant may seem a trivial modification but this increases the width of the confidence interval compared to that of EQ[3].
The next critical issue is to profile the precision, defined as the 50% of the width of the CI, of these three CIs so as to make a reasoned ordering of them for judging the reasonability of the time-series accrued for testing our question of interest. In this regard, it is obvious that the precision of the Random Effects [RE] CI:
is always less than the precision of the Fixed Effects [FE] CI:
as the latter has a unit value, i.e., 1.0 in the root function, and all the other values in the root function are positive. Summary expectations for the relative precision of the three OLSR CIs:
1.) FE > RE; 2.) Excel very likely > than the RE & 3.) Excel more than 50% of the time > than the FE.
We shall use these relationships as a reasonability check on the accrued time-series that we will use in the test of the integrity of the Holt model.
Inference from the Holt Projection
The Holt model is rather complicated viewed in the relief the OLSR inferential versions. 
Illustration of the Computational Details
Assume that we have selected a time-series of Account Receivable net balances at the end of each quarter, n =30, [The Client YE-Value was 52.96] over about seven years as detailed in Figure 1 above 1 .
Populating the Excel Equation Set
N= Ω =30 and the t-value is 2.048407141795 noted as 2. 
The Research Testing Protocol for Benchmarking the OLSR Inference Variations
We are interested in testing the inference differences of the OLSR Models v. those of the Holt model for the AP phase of the audit where a forecast is the driver of the decision to effect an analytical procedures protocol. To reiterate the testing context:
Assume that the In-Charge has a forecast and the 95% CI derived only using model generated 2 information. Then if the Client Substantive YE-value is in the CI, extended procedures are not likely to be entertained. If the Client Substantive YE-value is not in the CI, extended procedures are more likely to be effected. In this context, one needs the Client Substantive values to conduct the benchmarking test. Unfortunately we do not have this empirical information. As a reasonable surrogate, we have selected a set of time-series data where there are holdback values. In this case we will use these datasets and select the first holdback value to be the client YE-value. Further, given the nature of the study we have selected series that seemed to be appropriate for filtering using the Holt 3 model and also the OLSR. The inferential test will use the CI inclusion rates to test the question of interest.
The Datasets
We have selected the time-series set used in the Makridakis et al. (1982) , Collopy & Armstrong (1992) and Adya & Lusk (2016) studies. These time-series have been used in a large number of studies over the years and in this sense have been vetted for inclusion in our testing protocol. Specifically, there are 181 time-series of economic and demographic time-series data. For our study, we have selected as a random probability sample, i.e., with replacement, 106 series. In this regard, we used the RANDOMBETWEEN(1,181) functionality in Excel™ to form the random numbers for selecting the series. Of the 106 series 4 used there were 82 unique series and 24 duplicates.
The Selected ARIMA Model
We selected the ARIMA (0, 2, 2) or the Holt Model as it is the simplest model with a level/intercept and trend/slope 2 This is to say that there are no rule-based judgmental adjustments to the forecasts the sort of which are detailed by Collopy & Armstrong (1992) . The enumeration of the series as originally scripted in the above cited studies is given following. The series noted in Bold are those that have duplicates. Series 178 had two duplicates: 1,4.6,9,10,13,14,16,17,18,20,22,23,24,28,29,31,43,45,49,50,51,52,54,56,57,62,63,64,65,66,67,71,73,74,76,78,80, 81,86,87,94,97,99,100,101,102,103,105,108,110,114,118,120,121,122,123,124,127,132,138,141,142,143,146,150,151, 152,153,154,157,161,162,165,167,170,171,176,177,178,179,181. component in the ARIMA model class. Also this model is, in most cases, one of the platforms in the commercially available statistical software. We have the JMP,v.13 of the SAS Institute and the Holt model has been included in this software over the last three decades. Finally, the Holt model was selected by Collopy & Armstrong (1992) as one of three models to form the basic platform in their Rule Based Forecasting system; one of the other models in their platform was the OLSR model. For the OLSR information set we used the REGRESSION platform in the DataAnalysis platform in Excel(2016).
A-Priori Expectations
The operational hypothesis to address the research question of interest is:
H [OLSR v. Holt] The Test Null will be the usual version for the test of proportions:
There will be NO expected differences between the percentage of client YE-account values IN the 95% forecasting confidence intervals as produced by the three OLSR versions mentioned above compared to those produced by the Holt.
We will produce the various 95%CI and determine if the Client Value is in the Interval. If so this will be recorded as a success. We will use this Inclusion Percentage as the principal test of H. As a related info-set we will report on the relative precision of these four CIs as it may be necessary to condition the interpretation of the test of H on the relative precisions.
Results
The results are presented in Table 1 . For the third comparison, the lower limit of the 95%CI is 75.9% and excludes 50% suggesting that the third vetting conditional was reasonably the case. Conclusion The accrual of the time-series seems appropriate for the test of H.
For purposes of analysis and testing of H, we are assuming that the appropriate model for the AP analysis is the Holt. This seems justified in for all but three of the 106 randomly accrued time-series MKoP[4] obtained. Thus using the Holt as the gold standard and assuming that there is no differential bias over these four models as far as the False Negative Investigation Error [FNIE] or the False Positive Investigation Error [FPIE] are concerned, we can directly draw the inference to test the question of interest, the Null of H which, here re-expressed, is:
There is NO evidence that percentage of time that the Client YE-Account value is IN the 95%CIs produced individually by the three OLSR model forms used to make forecasts from the Planning Phase to the Substantive Phase will be different from those using the Holt model?
The inferential indication is the Inclusion Percentage over the four models-i.e., Col2 in Table 1 . The Holt model captures the Client Value 95.3% of the time; note that this is what one would expect for the 95% CI. This is certainly not unexpected as most all the data in the randomly selected series exhibited clear autocorrelation. This result is certainly an additional validation of the appropriateness of the random sample of accrued time-series and also of the logic of using the Holt results to judge or benchmark the OLSR results. As for the relative statistical directional comparisons from The results are also clear. The RE interval is relatively smaller, as expected, than the others and this explains the low inclusion percentage. In this case, even if the In-Charge could rationalize a Random Effects' context, which in most audits would be problematic, the RE model is not a reasonable inferential choice. As for the Excel and the Fixed Effects CIs, both of which find currency in use in the audit context, their relative precisions are wider not smaller than that of the Holt: 23.7% & 20.3% respectively compared to the Holt of 15.6%. In fact these relative precisions compared to the Holt's have p-values of: < 0.009 for the Excel result and < 0.07 for the Fixed Effects. Therefore, there is a strong indication 5 that the Holt inclusion results are not due to a relatively larger 95% CI.
Overall Summary and Recommendations

Summary
There is clear evidence that when there is a single firm Panel-i.e., a longitudinal segment of data that qualifies as a time-series which exhibits, according to the MKoP, autocorrelation that using the OLSR models in any of the three forms is not appropriate in the audit context. . This failure to consider EP investigations may likely unnecessarily increase the risk of failing to investigate when appropriate and so possibly compromise the veracity of the audit opinions.
General Recommendations
It is critical to test for autocorrelation when the In-Charge selects a time-series to form the forecast for the AP testing at the Substantive Phase. In these cases the MKoP seems a simple test for guiding the model selection process. There is a high risk relative to the FNIE in making the Type 3 error-i.e., using the wrong model. In the future, we would hope that actual audit datasets could be collected and used to re-test the MKoP as we used time-series data from a forecasting context. Additionally, we offer that the recent publication Lusk (2017) where a DSS is presented that offers a holdback-vetting protocol focused on the OLSR is best conditioned by a pre-screening phase to consider the results of the MKoP triage as a precondition to the launching of the holdback-vetting phase. This should further enhance the applicability of that modeling system. Finally, one hopes that such research results will be considered by the PCAOB, the SEC & the AICPA in providing guidance as to the forecasting model selection protocols for the executing the Analytical Procedures phase of the audit.
