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CONSTRUCTIVE CHARACTERIZATION
OF THE REDUCTION NUMBERS
NGOˆ VIEˆT TRUNG
Abstract. We present a constructive description of minimal reductions with a
given reduction number. This description has interesting consequences on the
minimal reduction number, the big reduction number, and the core of an ideal. In
particular, it helps solve a conjecture of Vasconcelos on the relationship between
reduction numbers and initial ideals.
Dedicated to Ju¨rgen Herzog on the occasion of his sixtieth birthday
Introduction
Let A be a standard graded algebra over an infinite field k with d = dimA. An
ideal Q = (t1, . . . , td), where t1, . . . , td are linear forms of A, is called a minimal
reduction of A if k[t1, . . . , td] →֒ A is a Noether normalization of A. The reduction
number of A with respect to Q, written as rQ(A), is the maximum degree of the
generators of A as a graded k[t1, . . . , td]-module. The reduction number of A is
defined as the invariant
r(A) := min{rQ(A)| Q is a minimal reduction of A}.
The above notions were originally introduced for ideals of local rings by Northcott
and Rees [NR] (see also Lipman [L]). However, the local case can be passed to the
graded case via the fiber ring of the given ideal.
The reduction number has been extremely useful in the study of blowup alge-
bras (see e.g. [S], [A], [AHT], [GNN], [HH1], [HH2], [JK], [JU], [U]). In general,
r(A) can be used as a measure for the complexity of A. It can be compared with
other important invariants of A such that the degree, the arithmetic degree and the
Castelnuovo-Mumford regularity (see [T1], [V1], [V2]). Calculating r(A) is usually
hard since we do not know which minimal reduction has this reduction number.
That is a reason for why the reduction number is not well-understood. For instance,
if A = R/I, where R is a polynomial ring over k and I is a homogeneous ideal of R,
Vasconcelos conjectured that r(R/I) ≤ r(R/ in(I)), where in(I) denotes the initial
ideal of I with respect to an arbitrary term order of R [V2, Conjecture 7.2]. This
conjecture has been solved for generic initial ideals by Bresinsky and Hoa [BH].
In this paper we will solve the above problems. First, in Section 1 we show that
r(A) is the reduction number of any generic minimal reduction and that r(A) can
be computed by evaluating the defining ideal of A. Our approach is based on the
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comparison of the ranks of certain “generic” matrices with the Hilbert function of
the graded algebra. It resembles, in certain sense, Eakin and Sathaye’s estimation
for the reduction number in [ES]. In Section 2 we describe the parameter space of
the minimal reductions of A with a given reduction number. This description allows
us to give an explicit characterization of the big reduction number
br(A) := max{rQ(A)| Q is a minimal reduction of A},
which has been studied recently by Vasconcelos [V3]. Using the big reduction num-
ber we can describe the parameter space of all minimal reductions or, equivalently,
all standard Noether normalizations of A. Moreover, we can show that the range of
the reduction numbers of the minimal reductions of A needs not to be a consecutive
sequence of integers.
In Section 3 we will settle the above conjecture of Vasconcelos in the affirmative.
The solution is based on the construction of a flat family connecting a given ideal I
to its initial ideal in(I) via an integral weight function (see Eisenbud [E, 15.8]). More
generally, we prove that r(R/I) ≤ r(R/ inλ(I)), where inλ(I) denotes the initial ideal
of I with respect to an arbitrary weight function λ. A crucial point in the proof is the
fact that the reduction number is preserved by any transcendental extension of the
base field, which follows from the characterization of r(A) in Section 1. We would
like to point out that Conca [C] has independently solved Vaconcelos conjecture by
a completely different method and that in general one can not compare br(R/I) and
br(R/ in(I)).
In the final Section 4 we will apply our approach to study the reduction numbers
of ideals in local rings with infinite residue field. Similarly as in the graded case, the
reduction number is always attained by a generic minimal reduction and the param-
eter space of the minimal reductions can be described explicitly. This description
allows us to specify an ideal which is contained in the core (the intersection of all
minimal reductions) of the given ideal. The core of an ideal was first studied by
Rees and Sally [RS] and then by Huneke and Swanson [HS], Corso, Pollini and Ul-
rich [CPU], partly due to its relationship to the theorem of Brianc¸on and Skoda. As
noted in [HS], it is an important question to understand how the core is related to
the given ideal. The main result of [RS] states that for m-primary ideals of a Cohen-
Macaulay local ring with maximal ideal m, the contraction of the generic minimal
reduction is contained in the core. It is shown recently in [CPU] that this con-
tainment is actually an equality and that this equality holds under certain general
assumptions. Our result is a generalization of the main result of [RS] to arbitrary
ideals of an arbitrary local ring. We shall see that the specified ideal coincides with
the contraction of the generic minimal reduction in most of the cases considered in
[CPU], and we will give an example where the core is equal to the specified ideal
but different from the contraction of the generic minimal reduction.
1. Generic minimal reduction
Let A = ⊕n≥0An be a standard graded algebra over an infinite field k with d =
dimA. The reduction number is usually defined as follows. A reduction of A is a
graded ideal Q generated by linear forms such that Qn = An for all large n. The
2
least non-negative integer n for which Qn+1 = An+1 is called the reduction number
of A with respect to Q. It will be denoted by rQ(A). A reduction Q of A is minimal
if Q does not contain any other reduction of A. It is known that a reduction of A
is minimal if it is generated by d linear forms [NR] and that it is exactly the one
defined in the introduction [V1]. We would like to point out that different minimal
reductions of A may have different reduction numbers [BH, Example 7] (cf. [Hu,
Example 3.1] for the local case).
Let A = R/I, where R = k[x1, . . . , xm] and I is a homogeneous ideal of R. Let
Q be an arbitrary ideal generated by d linear forms of A. We can find a family
α = (αij) ∈ k
md such that if we set
yi =
m∑
j=1
αijxj (i = 1, . . . , d)
then Q = (y1, . . . , yd, I)/I. We say that Q is parameterized by α.
Assume that I = (f1, . . . , fv), where fj is a form of degree dj of R, j = 1, . . . , v.
For every integer n ≥ 0, the vector space (y1, . . . , yd, I)n is spanned by the elements
yig, where g is a monomial of degree n−1, and fjh, where h is a monomial of degree
n− dj. Let Mn(α) denote the matrix of the coefficients of these elements written as
linear combinations of the monomials of degree n. Note that we always have
rankMn(α) ≤
(
n +m− 1
m− 1
)
.
We can easily test when Q is a minimal reduction of A and compute rQ(A) by
means of Mn(α).
Lemma 1.1. The ideal Q is a minimal reduction of A if and only if there is an
integer n ≥ 0 such that rankMn(α) =
(
n+m−1
m−1
)
. In this case,
rQ(A) = min{n| rankMn+1(α) =
(
n+m
m− 1
)
}.
Proof. Since dim(y1, . . . , yd, I)n = rankMn(α), we have (y1, . . . , yd, I)n = Rn (i.e.
Qn = An) if and only if
rankMn(α) = dimRn =
(
n +m− 1
m− 1
)
.
Hence the conclusion follows from the above definition of rQ(A). 
We may replace R by the polynomial ring Ru := k(u)[x1, . . . , xm], where u =
{uij| i = 1, . . . , d, j = 1, . . . , m} is a family of md indeterminates. In Ru we
consider the linear forms
zi =
m∑
j=1
uijxj (i = 1, . . . , d).
Put Au = Ru/IRu and Qu = (z1, . . . , zd, I)/IRu. It is well known that Qu is a
minimal reduction of Au. Following the terminology of [RS] we call Qu a generic
minimal reduction of A.
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For a generic minimal reduction Qu and every integer n ≥ 0 we can define a
matrix Mn(u) similarly as the matrix Mn(α) for the ideal Q. The entries of Mn(u)
are homogeneous polynomials in k[u]. Note that every matrixMn(α) can be obtained
from Mn(u) by the substitution u = α.
The reduction number r(A) can be described in terms of the matrices Mn(u) as
follows.
Theorem 1.2. Let Qu be a generic minimal reduction of A. Then
r(A) = rQu(Au) = min{n| rankMn+1(u) =
(
n +m
m− 1
)
}.
Proof. By Lemma 1.1 we have
rQu(Au) = min{n| rankMn+1(u) =
(
n+m
m− 1
)
}.
Put r = rQu(Au). Then rankMr+1(u) =
(
r+m
m−1
)
. Since k is an infinite field, we can
find a family α such that
rankMr+1(α) = rankMr+1(u) =
(
r +m
m− 1
)
.
Hence Q is a minimal reduction of A with rQ(A) ≤ r. So we obtain r(A) ≤ r =
rQu(Au).
Conversely, let s = r(A). Then there exists a minimal reduction Q of A with
rQ(A) = s. Applying Lemma 1.1 we get
rankMs+1(α) =
(
s+m
m− 1
)
= dimk(u) Ss+1.
By specialization, dimk(u)(z1, . . . , zd, I)s+1 = rankMs+1(u) ≥ dimk(u) Ss+1. There-
fore, (z1, . . . , zd, I)s+1 = Ss+1 or, equivalently, (Qu)s+1 = (Au)s+1. This implies
rQu(Au) ≤ s = r(A). So we can conclude that r(A) = rQu(Au). 
As a consequence of Theorem 1.2 we can use certain evaluations of the defining
ideal I of A to compute r(A).
Corollary 1.3. Let v = {vij| i = m − d + 1, . . . , m, j = 1, . . . , m − d} be a set
of new indeterminates and R′ = k(v)[x1, . . . , xm−d]. Let I
′ ⊂ R′ denote the ideal
generated by the elements obtained from I by the substitution
xi = vi1x1 + · · ·+ vim−dxm−d, i = m− d+ 1, . . . , m.
Then r(A) is the largest integer n such that (R′/I ′)n 6= 0.
Proof. Solving the system of linear equations
m∑
j=m−d+1
uijxj = zi −
m−d∑
j=1
uijxj (i = 1, . . . , d)
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in the variables xm−d+1, . . . , xm we get
xi =
m−d∑
j=1
wijxj +
d∑
j=1
wim−d+jzj (i = m− d+ 1, . . . , m),
where w = {wij| i = m − d + 1, . . . , m, j = 1, . . . , m} is a set of elements of k(u).
It is easy to see that k(u) = k(w) so that w is a set of algebraically independent
elements over k. Put vij = wim−d+j for i = m − d + 1, . . . , m, j = 1, . . . , m − d.
Then k(u) = k(v ∪ v′), where v′ = {vij| i, j = m− d+ 1, . . . , m}. Therefore,
S/(z1, . . . , zd, I)S ∼= (R
′/I ′)⊗k k(v
′).
By Theorem 1.2, r(A) is the largest integer n such that Sn 6= (z1, . . . , zd, I)n. Hence
r(A) is the largest integer n such that (R′/I ′)n 6= 0. 
Another interesting consequence of Theorem 1.2 is the fact that the reduction
number is preserved by transcendental extensions of the base field.
Corollary 1.4. Let A∗ = A⊗k k(t), where t is an indeterminate. Then
r(A∗) = r(A).
Proof. Let Qu = (z1, . . . , zd) be a generic minimal reduction of A. Put A
∗
u = Au ⊗k
k(t) andQ∗u = (z1, . . . , zd)A
∗
u. Then Q
∗
u is also a generic minimal reduction of Au. By
Theorem 1.2, r(A) = rQu(Au) and r(A
∗) = rQ∗u(A
∗
u). It is clear that (Qu)n = (Au)n
if and only if (Q∗u)n = (A
∗
u)n. From this it follows that rQu(Au) = rQ∗u(A
∗
u). Hence
r(A∗) = r(A). 
2. Parameter spaces of minimal reductions
Let A be standard graded algebra over an infinite field k with d = dimA. As
in Section 1, let Mn(u) (n ≥ 0) be the matrices associated with a generic minimal
reduction of A.
For every integer n ≥ 0 let Jn denote the homogeneous ideal of k[u] generated by
the
(
n+m−1
m−1
)
×
(
n+m−1
m−1
)
minors of the matrix Mn(u) (m depends on the definition
of Mn(u)). Note that Jn = 0 if one of the sizes of Mn(u) is less than
(
n+m−1
m−1
)
. Let
Vn ⊆ P
md−1
k denote the projective variety defined by the zero locus of Jn.
We will use the projective varieties {Vn} to describe the parameter space of min-
imal reductions of A with a given reduction number.
Theorem 2.1. Let n ≥ 0 be any given integer. Let Q be an ideal generated by d
linear forms of A which is parameterized by and parameterized by α ∈ Pmd−1k . Then
(i) Vn ⊇ Vn+1,
(ii) Q is a minimal reduction of A with rQ(A) = n if and only if α ∈ Vn \ Vn+1.
Proof. It is clear that rankMn(α) =
(
n+m−1
m−1
)
if and only if α 6∈ Vn. As we have
already seen in the proof of Lemma 1.1, we can express the condition rankMn(α) =
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(
n+m−1
m−1
)
asQn = An. Since Qn = An implies Qn+1 = An+1, we must have Vn ⊇ Vn+1.
By Lemma 1.1, Q is a minimal reduction of A with rQ(A) = n if and only if
rankMn(α) 6=
(
n+m− 1
m− 1
)
,
rankMn+1(α) =
(
n+m
m− 1
)
.
But these two conditions mean α ∈ Vn \ Vn+1. 
According to Theorem 2.1, a number n ≥ 0 occurs as the reduction number of
a minimal reduction of A if and only if Vn+1 is properly contained in Vn. Since
r(A) is the least possible reduction number, r(A) is the least integer n such that
Vn+1 6= V0. By our definition we have M0(u) = 0, so that V0 = P
md−1
k . Therefore,
r(A) is the largest integer n such that Vn = P
md−1
k . This fact has the following
interesting consequence.
Corollary 2.2. rQ(A) = r(A) for almost all minimal reductions Q of A.
Proof. As we have seen above, Vr(A) = P
md−1
k . Therefore, rQ(A) = r(A) if and only
if α ∈ Pmd−1k \ Vr(A)+1, which is a non-empty open subset of P
md−1
k . 
Next we can characterize the big reduction number br(A) as follows. Recall that
br(A) is defined as the largest possible reduction number of minimal reductions of
A.
Corollary 2.3. br(A) is the largest integer n ≥ 0 such that Vn+1 6= Vn.
Proof. This follows from the fact that the possible reduction numbers of minimal
reduction reductions of A are exactly the numbers n for which Vn+1 6= Vn. 
Since {Vn} is a non-decreasing sequence of varieties, we must have Vn+1 = Vn for
large n. Therefore, from Corollary 2.3 we obtain a simple proof for the fact that
br(A) is finite. In general, br(A) is bounded by the Castelnuovo-Mumford regularity
of A [T1, Proposition 3.2]. Bounds for br(A) in terms of the arithmetical degree of
A is given in [V3, Proposition 2.2]. It would be of interest to derive these bounds
from Theorem 2.3.
The big reduction number br(A) can be used to describe the parameter space of
Noether normalizations of A which are generated by linear forms.
Corollary 2.4. Assume that A = k[x1, . . . , xm]/I. Let
yi =
m∑
j=1
αijxj , i = 1, . . . , d,
where α = (αij) ∈ P
md−1. Then k[y1, . . . , yd] →֒ A is a Noether normalization if
and only if α 6∈ Vbr(A)+1.
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Proof. It is known that k[y1, . . . , yd] →֒ A is a Noether normalization if and only
if the ideal Q = (y1, . . . , yd, I)/I is a minimal reduction of A. By Theorem 2.1, Q
is a minimal reduction of A if and only if there exists an integer n ≥ 1 such that
α ∈ Vn \Vn+1. Since {Vn} becomes stationary after n = br(A), this condition means
α 6∈ Vbr(A)+1. 
The following example shows that the range of the possible reduction numbers of
minimal reductions of A needs not to be a consecutive sequence of integers.
Example 2.5. Let 2 < a1 < · · · < am−1 be any sequence of integers. Put A =
k[x1, . . . , xm]/I, where
I = (xa11 , . . . , x
am−1
m−1 ) + (xixj | 1 ≤ i < j ≤ m).
Then dimA = 1. Put a0 = 2 and am = ∞. For ai−1 ≤ n < ai, i = 1, . . . , m, we
have Jn = ui · · ·um and hence
Vn = {(α1, . . . , αm)| αj = 0 for some integer i ≤ j ≤ m}.
Thus, if we put Q := (y, I)/I, where y = α1x1 + · · ·+ αmxm, then Q is a minimal
reduction of A with
rQ(A) = ai − 1
if αi+1 6= 0, · · · , αm 6= 0 (cf. [BH, Example 7]). So 1, a1 − 1, . . . , am−1 − 1 is the
sequence of the possible reduction numbers of minimal reductions of A. In particular,
r(A) = 1 and br(A) = am−1 − 1. Moreover, Vam−1 = {(α1, . . . , αm)| αm 6= 0} is the
parameter space for k[y] →֒ A being a Noether normalization.
Now we shall see that the varieties {Vn} can be defined without using a presen-
tation of the given graded algebra A. This definition will be used later in our study
on the core of an ideal.
Assume that the algebra A is generated by the linear forms a1, . . . , am. For every
integer n ≥ 0 we fix a basis of the vector space An which consists of monomials of
degree n in the elements a1, . . . , am. Let
bi =
m∑
j=1
uijaj (i = 1, . . . , d).
We write the elements of the form big, where g is a monomial in a1, . . . , am of degree
n−1, as a linear combination of the elements of the fixed basis of An with coefficients
in k[u]. Let M ′n(u) denote the matrix of these coefficients. Then we denote by J
′
n
the ideal of k[u] generated by the hn × hn minors of M
′
n(u), where hn = dimk An.
Lemma 2.6. Vn is the projective variety defined by the zero locus of J
′
n.
Proof. Let Q = (c1, . . . , cd) be an arbitrary ideal generated by d linear forms of A.
Write
ci =
m∑
j=1
αijaj (i = 1, . . . , d),
where α = (αij) ∈ P
md−1. Let M ′n(α) denote the matrix obtained from M
′
n(u) by
the substitution u → α. It is clear that Qn = An if and only if rankM
′
n(α) = hn.
From this it follows that Q is a minimal reduction of A with rQ(A) ≤ n if and only
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if α is not a zero of I ′(n + 1). Note that J ′0 = J0 = 0. Then using Theorem 2.1 we
can conclude that Vn is the zero locus of J
′
n. 
3. Reduction number and initial ideals
Let R = k[x1, . . . , xm] be a polynomial ring over a field k and I an arbitrary
homogeneous ideal of R. Let in(I) denote the initial ideal of I with respect to a
term order of R. The aim of this section is to prove that r(R/I) ≤ r(R/ in(I)).
Given a linear map λ : Zm → Z we can define a weight order on the monomials
of R. Let inλ(I) denote the initial ideal of I with respect to this monomial order.
It can be shown that in(I) = inλ(I) for a suitable choice of λ (see e.g. [E, p.327]).
The ideal inλ(I) can be described as follows.
Let R[t] be a polynomial ring over R in one variable t. For any f ∈ R[t], f =∑
i aiui, where the ui are monomials and 0 6= ai ∈ k, we set b(f) = maxλ(ui) and
define
f ∗ := tb(f)f(t−λ(x1)x1, . . . , t
−λ(xn)xn).
We denote by I∗ the ideal of R[t] generated by {f ∗| f ∈ I}. It is known that t is a
non-zerodivisor modulo I∗ and that R[t]/(I∗, t) ∼= R/ inλ(I).
In order to study the reduction number of R/ inλ(I) we have to pass to the local-
ization S := R ⊗k k[t](t) of R[t] which is a standard graded algebra over the local
ring k[t](t) (deg t = 0). Let I˜ = I
∗S. Then t is still a non-zerodivisor modulo I˜ and
S/(I˜ , t) ∼= R/ inλ(I).
The ideal I˜ can be computed from a set of generators of I.
Lemma 3.1. Assume that I = (f1, . . . , fv). Then
I˜ = ∪n≥1(f
∗
1 , . . . , f
∗
v )S : t
n.
Proof. Since f ∗1 , . . . , f
∗
v ∈ I˜ and since t is a non-zerodivisor modulo I˜, we have
∪n≥1(f
∗
1 , . . . , f
∗
v )S : t
n ⊆ I˜ : tn = I˜ .
Conversely, let f be an arbitrary element in I. Write f = f1g1 + · · ·+ fvgv and set
b = max{b(figi)| i = 1, . . . , v}. Then b(f) ≤ b. Hence
tb−b(f)f ∗ = tb−b(f1g1)f ∗1 g
∗
1 + · · ·+ t
b−b(fvgv)f ∗v g
∗
v ∈ (f
∗
1 , . . . , f
∗
v )S.
From this it follows that f ∗ ∈ (f ∗1 , . . . , f
∗
v )S : t
b−b(f). Since I˜ is generated by the
elements of the form f ∗, we get I˜ ⊆ ∪n≥1(f
∗
1 , . . . , f
∗
v )S : t
n. 
Since S/I˜ is a standard graded algebra over a local ring, we can define the reduc-
tion number r(S/I˜) of S/I˜ as in the case of a standard graded algebra over a field.
This reduction number has been used in [HHT] in order to estimate the asymptotic
Castelnuovo-Mumford regularity reg(inλ(I
n)), n≫ 0.
Lemma 3.2. (i) A reduction of S/I˜ is minimal if and only if it is a reduction of
S/I˜ generated by d elements, where d = dimR/I,
(ii) r(S/I˜) = r(R/ inλ(I)) [HHT, Lemma 3.2].
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Proof. Let A = S/I˜ and A¯ = R/ inλ(I). Note that A¯ = A/tA and that dim A¯ = d.
Let t1, . . . , td be arbitrary linear forms in A and Q = (t1, . . . , td). Let t¯1, . . . , t¯s be
the images of t1, . . . , td in A¯ and Q¯ = (t¯1, . . . , t¯d). It is clear that if An = Qn, then
A¯n = Q¯n. Conversely, if A¯n = Q¯n, then An = (Q, t)n = Qn + tAn. By Nakayama’s
lemma, this implies An = Qn. Thus, Q is a reduction of A if and only if Q¯ is
a reduction of A¯ and rQ(A) = rQ¯(A¯) in this case. In particular, Q is a minimal
reduction of A if and only if Q¯ is a minimal reduction of A¯. Since Q¯ is a minimal
reduction of A¯ if and only if it is a reduction of A¯ which is generated by d elements, Q
is a minimal reduction of A if and only if it is a reduction of A which is generated by
d elements. Moreover, since rQ(A) = rQ¯(A¯), we can conclude that r(A) = r(A¯). 
Using the above observation we are able to prove the following relationships be-
tween the reduction numbers of R/I and R/ inλ(I).
Theorem 3.3. For any linear map λ : Zm → Z we have
r(R/I) ≤ r(R/ inλ(I)).
Proof. Let T = R⊗k k(t). By Corollary 1.4 and Lemma 3.2(ii) we only need to show
that
r(T/IT ) ≤ r(S/I˜).
Let d = dimR/I and r = r(S/I˜). Let Q be a minimal reduction of S/I˜ with
rQ(S/I˜) = r. By Lemma 3.2(i) there are d linear forms y1, . . . , yd in S such that
Q = (y1, . . . , yd, I˜)/I˜. We have
Sr+1 = (y1, . . . , yd, I˜)r+1.
Assume that I = (f1, . . . , fv). Note that T is a localization of S = R ⊗k k[t](t)
and that t is invertible in T . Then I˜T = (f ∗1 , . . . , f
∗
v )T by Lemma 3.1. Hence
Tr+1 = (y1, . . . , yd, f
∗
1 , . . . , f
∗
v )r+1.
Let φ be the graded k(t)-automorphism of T with φ(xj) = t
λ(xj)xj , j = 1, . . . , m.
Set zi = φ(yi), i = 1, . . . , d. Since φ(f
∗) = tb(f)f for any f ∈ R, we get
Tr+1 = φ(Tr+1) = φ
(
(y1, . . . , yd, f
∗
1 , . . . , f
∗
v )r+1
)
= (z1, . . . , zd, f1, . . . , fv)r+1
= (z1, . . . , zd, I)r+1.
Thus, (z1, . . . , zd, I)/IT is a minimal reduction of T/IT with reduction number not
greater than r. So we obtain r(T/IT ) ≤ r = r(S/I˜). 
The following consequence of Theorem 3.3 gives an affirmative answer to [V2,
Conjecture 7.2].
Corollary 3.4. For any term order of R we have
r(R/I) ≤ r(R/ in(I)).
Proof. We choose an integral weight function λ such that in(I) = inλ(I) and apply
Theorem 3.3. 
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Corollary 3.4 has been proved for any generic initial ideal and for Cohen-Macaulay
ring R/I by Bresinsky and Hoa [BH, Theorem 12 and Proposition 13]. Moreover,
if Gin(I) is the generic initial ideal of I with respect to the reverse lexicographic
order, then r(R/I) = r(R/Gin(I)) by [T2, Theorem 4.3].
In general, we can not compare br(R/I) and br(R/ in(I)). First, since r(R/I) =
r(R/Gin(I)) = br(R/Gin(I)) by [BH, Theorem 11], we have
br(R/I) ≥ br(R/Gin(I)).
Since r(R/I) can be strictly less than br(R/I) (see Example 2.5), the above inequal-
ity can be a strict inequality. On the other hand, if R/I is a Cohen-Macaulay ring,
then br(R/I) = r(R/I) by [T, Corollary 3.5] and r(R/I) ≤ r(R/ in(I)) by Corollary
3.4, hence
br(R/I) ≤ br(R/ in(I)).
This can be a strict inequality by the following example.
Example 3.5. LetR = k[x, y, z] and I = (x2, xz+y2). Then in(I) = (x2, xz, xy2, y4)
with respect to the lexicographic term order. It is easy to check that br(R/I) = 3 <
4 = br(R/ in(I)).
The author is grateful to L. T. Hoa for showing him the above example.
4. The local case
Let (L,m) be a local ring with infinite residue field k. Let a be an ideal of L. An
ideal q ⊆ a is called a reduction of a if there is a number n such that an+1 = qan. In
other word, q is a reduction of a if and only if a is integrally dependent on q. The
least number n with the above property will be denoted by rq(a). The reduction
number r(a) resp. the big reduction number br(a) of a is defined as the minimum
resp. the maximum of rq(a), where q is a minimal reduction of a with respect to
inclusions.
Let F (a) denote the fiber ring ⊕n≥0a
n/man of a. Then F (a) is a standard graded
algebra over the field k. Let d = dimF (a) (the analytic spread of a). It is known that
every minimal reduction of a is generated by d elements. Due to [NR], there is the
following correspondence between minimal reductions of a and minimal reductions
of F (a).
Let q = (c1, . . . , cd) be an ideal generated d elements of a. Put Q = (c
∗
1, . . . , c
∗
d),
where c∗1, . . . , c
∗
d denote the residue classes of c1, . . . , cd in a/ma. Then q is a minimal
reduction of a if and only if Q is a minimal reduction of F (a). Moreover, this
correspondence preserves the reduction number.
Lemma 4.1. Let A = F (a) be the fiber ring of a. Let q be an arbitrary minimal
reduction of a and Q its corresponding minimal reduction in A. Then
(i) rq(a) = rQ(A),
(ii) r(a) = r(A),
(iii) br(a) = br(A).
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Proof. We have An+1 = Qn+1 if and only if a
n+1 = qan + man+1. By Nakayama
lemma, the last equation means an+1 = qan. Hence
rq(A) = min{n| a
n+1 = qan} = min{n| An+1 = Qn+1} = rQ(A).
By the above correspondence between the minimal reductions of a and of A, this
implies r(a) = r(A) and br(a) = br(A). 
Assume that a = (a1, . . . , am). Let L(u) denote the local ring L[u]mL[u], where
u = {uij| i = 1, . . . , d, j = 1, . . . , m} is a family of indeterminates. In L(u) we
consider d generic elements of a:
bi =
m∑
j=1
uijai (i = 1, . . . , d).
Put au = aL(u) and qu = (b1, . . . , bd)L(u). It is easily seen that qu is a minimal
reduction of au. We call qu a generic minimal reduction of a.
Theorem 4.2. Let qu be a generic minimal reduction of a. Then
r(a) = rqu(au).
Proof. Let A = F (a) be the fiber ring of a. Let Qu ⊂ Au be a generic minimal
reduction of A (in the sense of Section 1). Then Au is the fiber ring of au and Qu
is generated by the initial forms of the elements b1, . . . , bd in Au. By Lemma 4.1(i)
we have
rqu(au) = rQu(Au).
By Corollary 4.1(ii) and Theorem 1.2 we have
r(a) = r(A) = rQu(Au).
So we obtain r(a) = rqu(au). 
Let q = (c1, . . . , cd) be an ideal generated d elements of a. If
ci =
m∑
j=1
αijaj (i = 1, . . . , d),
we say that q is parameterized by the family α = (αij) ∈ L
md.
Let a∗ denote the residue class of aj in a/ma and let α
∗
ij denote the residue class
of aij in k = L/m. Then
c∗i =
m∑
j=1
α∗ija
∗
j (i = 1, . . . , d).
Hence the corresponding ideal Q = (c∗1, . . . , c
∗
d) of q in F (a) is parameterized by
the point α∗ = (α∗ij) ∈ P
md−1
k . By passing from q to Q we can use the results of
Section 2 to describe the parameter space of the minimal reductions of a with a
given reduction number. In particular, we can compute the big reduction number
br(a). We leave the readers to formulate the corresponding results. Here we will
only describe the parameter space of the minimal reductions of a.
Fix a minimal basis of the ideal abr(a)+1 which consists of monomials of degree
br(a) + 1 in the elements a1, . . . , am. Then we write the elements of the form big,
where bi is a generic element of a (i = 1, . . . , d) and g is a monomial in a1, . . . , am
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of degree br(a), as a linear combination of the elements of the fixed basis of abr(a)+1
with coefficients in the polynomial ring L[u]. Let M denote the matrix of these
coefficients. Let J denote the ideal of L[u] generated by the h × h-minors of M ,
where h is the minimal number of generators of abr(a)+1. We call J a testing ideal
for the minimal reductions of a. For every α ∈ Lmd let Jα denote the ideal of L
obtained from J by the specialization u → α. Using this notion we can describe
the parameter space of the minimal reductions of a as follows.
Proposition 4.3. Let q be an ideal generated by d elements of a which is parame-
terized by α ∈ Lmd. Then q is a minimal reduction of a if and only if Jα = L.
Proof. Let A = F (a) be the fiber ring of a. Let Q denote the corresponding ideal
of q in A. By 2.4, Q is a minimal reduction of A if and only if α∗ 6∈ Vbr(A)+1. Note
that br(A) + 1 = br(a) + 1 by 4.1(iii). Let J ∗ denote the ideal J +mL[u]/mL[u] of
the quotient ring L[u]/mL[u] = k[u]. Then J ∗ is the ideal J ′n introduced at the end
of Section 2. By Lemma 2.6, Vbr(A)+1 is the zero locus of J
′
br(A)+1 = J
∗. Therefore,
Q is a minimal reduction of A if and only if α∗ is not a zero of J ∗. The latter
condition means that there exists an element f(u) ∈ J such that f(α) 6∈ m. But
this is equivalent to say that Jα = L. 
Now we will use the above description of the minimal reductions of a to study the
core of a. Recall that the core of a, written as core(a), is defined as the intersection
of all minimal reductions of a. As noted by Huneke and Swanson [HS], it is an
important question to understand how core(a) is related to a. This question is still
open.
Since abr(a)+1 ⊆ q for any minimal reduction q of a, we have abr(a)+1 ⊆ core(a).
Between these two ideals we can construct the following ideal.
Theorem 4.4. Let Q be the ideal of L[u] generated by the generic elements b1, . . . , bd
of a. Let J be the testing ideal for the minimal reductions of a. Then
a
br(a)+1 ⊆ (Q : J∞) ∩ L ⊆ core(a).
Proof. Let A = F (a) be the fiber ring of a. By the definition of the ideal J we have
J abr(A)+1 ⊆ Q. Therefore
a
br(a)+1 ⊆ (Q : J ) ∩ L ⊆ (Q : J∞) ∩ L.
To prove the second inclusion let x be an arbitrary element of (Q : J n) ∩ L. Then
there exists an integer n such that xJ n ⊂ Q. Let q = (c1, . . . , cd) be an arbitrary
minimal reduction of a which is parameterized by the family α ∈ Lmd. By Propo-
sition 4.3 there exits an element f(u) ∈ J such that f(α) is an invertible element
in L. Since xf(u)n ∈ Q and since every element of Q is specialized to an element
of q by the substitution u → α, we have xf(α)n ∈ q so that x ∈ q. Therefore,
x ∈ core(a). 
Rees and Sally [RS, Theorem 2.6] proved that if (L,m) is a Cohen-Macaulay local
ring and a is an m-primary ideal, then qu ∩ L ⊆ core(a), where qu is a generic
minimal reduction of a. Recently, Corso, Polini and Ulrich [CPU, Theorem 4.7]
showed that this is actually an equality. More generally, they proved that if L is a
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Cohen-Macaulay local ring and a is an universally weakly (d−1)-residually S2 ideal
satisfying the condition Gd, where d is the analytic spread of a, then qu∩L = core(a).
We refer the readers to their work for the definition of the above notions. Now we
shall see that qu∩L = (Q : J
∞)∩L in most of the cases considered by Corso, Polini
and Ulrich.
Lemma 4.5. Let qu be a generic minimal reduction of a in L(u). Let Q and J be
defined as above. Assume that every associated prime of Q : (Q : a∞) is contained
in mL[u]. Then
qu ∩ L = (Q : J
∞) ∩ L.
Proof. Let Q′ := qu ∩ L[u]. Since qu is an ideal of the local ring L(u) = L[u]mL[u]
and since qu = QL(u), every associated prime of Q
′ is contained in mL[u]. Note
that the ideal J + mL[u]/mL[u] of the quotient ring L[u]/mL[u] = k[u] is the ideal
J ′br(a)+1 introduced at the end of Section 2. Then, by Theorem 2.1(ii) and Lemma
2.6 we have J ′br(a)+1 6= 0. Therefore J 6∈ mL[u]. This implies Q
′ : J = Q′. Hence
Q : J∞ ⊆ Q′.
On the other hand, since every associated prime of Q : (Q : a∞) is an associated
prime of Q contained in mL[u], we get Q′ ⊆ Q : (Q : a∞). By the definition of the
ideal J we have J abr(A)+1 ⊆ Q. Therefore, J ⊆ Q : abr(a)+1 ⊆ Q : a∞. From this it
follows that Q : (Q : a∞) ⊆ Q : J ⊆ Q : J∞. Hence Q′ ⊆ Q : J∞.
So we obtain Q′ = Q : J∞. Hence qu ∩ L = Q
′ ∩ L = (Q : J∞) ∩ L. 
It is clear that the afore mentioned result of Rees and Sally is a direct consequence
of Theorem 4.4 and Lemma 4.5. Combining Lemma 4.5 with the results of [CPU]
we obtain the following more general consequence.
Corollary 4.6. Let L be a Cohen-Macaulay local ring and a an ideal of L with
analytic spread d which satisfies the condition Gd. Assume that a is universally
weakly (d− 1)-residually S2 and that aL[u] is weakly (d− 1)-residually S2. Then
core(a) = qu ∩ L = (Q : J
∞) ∩ L.
Proof. It was already shown in the proof of [CPU, Proposition 5.4] that under the
above assumptions, every associated prime of Q : (Q : a∞) is contained in mL[u].
Hence the conclusion follows from Lemma 4.5 and [CPU, Theorem 4.7]. 
Corso, Polini and Ulrich [CPU, Example 4.11] also gave an example showing that
the formula qu ∩ L = core(a) does not hold for arbitrary ideals in Cohen-Macaulay
rings. We shall see that (Q : J∞) ∩ L = core(a) in their example.
Example 4.7. Let L = k[U, V,W ](U,V,W )/(U
2 + V 2, V W ), where k is an infinite
field. Denote the images of U, V,W in R by a1, a2, a3, respectively. Let a = (a1, a2).
Let A = F (a) be the fiber ring of a. Then A ∼= k[U, V ]/(U2 + V 2). It is easy to
check that br(A) = 1 so that br(a) = 1. From this it follows that a2 ⊆ core(a).
Since (a1) and (a2) are minimal reductions of a and since a
2 = (a1) ∩ (a2), we get
core(a) = a2. By Theorem 4.4, this implies (Q : J∞) ∩ L = core(a). On the other
hand, for L(u) = L[u1, u2]mL[u1,u2] and qu = bL(u), we have qu ∩L = (a
2, a1a3) 6= a
2.
Due the above observations we raise the question whether (Q : J∞)∩L = core(a)
holds for arbitrary ideals in arbitrary local rings.
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