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Abstract
This is the first Internet course on elementary quantum mechan-
ics written in Spanish (“castellano”) for the benefit of Spanish speak-
ing students. I thank my eight Mexican students at the Institute of
Physics, University of Guanajuato, Leon, (IFUG), for the collaboration
that made this possible. The topics included refer to the postulates of
quantum mechanics, one-dimensional barriers and wells, angular mo-
mentum, WKB method, harmonic oscillator, hydrogen atom, quantum
scattering, and partial waves.
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0. Introduction
The energy quanta occured in 1900 in works of Max Planck (Nobel prize,
1918) on the black body electromagnetic radiation. Planck’s “quanta of
light” have been used by Einstein (Nobel prize, 1921) to explain the pho-
toelectric effect, but the first “quantization” of a quantity having units of
action (the angular momentum) belongs to Niels Bohr (Nobel Prize, 1922).
This opened the road to the universality of quanta, since the action is the
basic functional to describe any type of motion. However, only in the 1920’s
the formalism of quantum mechanics has been developed in a systematic
manner and the remarkable works of that decade contributed in a decisive
way to the rising of quantum mechanics at the level of fundamental theory
of the universe from the mankind standpoint and one of the most successful
from the point of view of technology. Moreover, it is quite probable that
many of the cosmological misteries may be disentangled by means of various
quantization procedures of the gravitational field leading to our progress in
understanding the origins of the universe. On the other hand, in recent
years, there is a strong surge of activity in the information aspect of quan-
tum mechanics, that has not been very much exploited in the past, aiming
at a very attractive “quantum computer” technology.
At the philosophical level, the famous paradoxes of quantum mechanics
(showing the difficulties of the ‘quantum’ thinking) are actively pursued ever
since they have been first posed. Perhaps the famous of them is the EPR
paradox (Einstein, Podolsky, Rosen, 1935) on the existence of elements of
physical reality, or in EPR words: “If, without in any way disturbing a
system, we can predict with certainty (i.e., with probability equal to unity)
the value of a physical quantity, then there exists an element of physical
reality corresponding to this physical quantity.” Another famous paradox
is that of Schro¨dinger’s cat which is related to the fundamental quantum
property of entanglement and the way we understand and detect it. What
one should emphasize is that all these delicate points are the sourse of many
interesting experiments (such as the so-called “teleportation” of quantum
states) pushing up the technology.
Here, we present eight elementary topics in nonrelativistic quantum me-
chanics from a course in Spanish (“castellano”) on quantum mechanics that
I taught in the Institute of Physics, University of Guanajuato (IFUG), Leo´n,
Mexico, during January-June semester of 1998. The responsability of the
idiom belongs mostly to the eight students, respectively.
Haret C. Rosu
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0. Introduccio´n General
Los cuantos de energ´ıa surgieron en 1900 como consecuencia de los trabajos
de Max Planck (premio Nobel 1918) sobre el problema de la radiacio´n del
cuerpo negro. Los “cuantos de luz” de Planck fueron usados por Einstein
(premio Nobel 1921) para explicar el efecto fotoele´ctrico, pero la primera
“cuantificacio´n” de una cantidad que tiene las unidades de una accio´n (el
momento angular) se debe a Niels Bohr (premio Nobel 1922). Eso abrio´ el
camino de la universalidad de los cuantos ya que la accio´n es la funcio´n ba´sica
para describir cualquier tipo de movimiento. Au´n as´ı, solo los an˜os veinte se
consideran como el inicio del formalismo cua´ntico que levanto´ a la meca´nica
cua´ntica al nivel de teor´ıa fundamental del universo y una de las ma´s exi-
tosas en cuanto a la tecnolog´ıa. En verdad, es muy probable que muchos de
los misterios cosmolo´gicos esta´n por ejemplo detras de las diferentes man-
eras de cuantificar el campo gravitacional y tales avances pueden contribuir
al entendimiento de los origines del universo. Por otro lado, el aspecto in-
forma´tico de la meca´nica cua´ntica, que no se aprovecho´ en el pasado, se esta´
desarrollando de una manera muy activa en los u´ltimos an˜os con el propo´sito
de investigar la posibilidad de la construccio´n de las llamadas “computado-
ras cua´nticas”. En la parte filoso´fica cabe mencionar que en la meca´nica
cua´ntica hay paradojas famosas que todav´ıa se mantienen en pole´mica y
que reflejan las dificultades de la lo´gica que impone la manera de pensar
cua´ntica (y/o probabil´ıstica). Una de las ma´s ce´lebres es la de Einstein (que
nunca acepto por completo la MC), Podolsky y Rosen (EPR, 1935) sobre
si hay o no “elementos verdaderos de la realidad f´ısica” (segu´n Einstein la
MC prohibe la existencia independiente del acto de medicio´n de los sistemas
f´ısicos). Otra de igual celebridad es la del “gato de Schro¨dinger”. Lo que
se debe subrayar es que todos estos puntos teo´ricos delicados generan ex-
perimentos muy interesantes (como son por ejemplo los de la llamada “tele-
transportacio´n” de estados cua´nticos) que impulsan a la tecnolog´ıa. Lo que
sigue son algunos temas introductivos en la meca´nica cua´ntica norelativista
que sirvieron como base para el curso de maestr´ıa de meca´nica cua´ntica I en
el IFUG durante el semestre Enero-Junio de 1998. Este curso fue impartido
por mi a los estudiantes enlistados, los cuales se encargaron de los temas
correspondientes. La responsabilidad del idioma pertenece en gran parte a
cada uno de los estudiantes.
Haret C. Rosu
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1. LOS POSTULADOS DE LA MC
Los siguientes 6 postulados se pueden considerar como la base de la teor´ıa
y los experimentos de la meca´nica cua´ntica.
P1.- A cualquier cantidad f´ısica L le corresponde un operador Hermitiano
Lˆ.
P2.- A cualquier estado (f´ısico) estacionario de un sistema f´ısico le corre-
sponde una funcio´n de onda normalizada ψ (‖ ψ ‖2= 1).
P3.- La cantidad f´ısica L puede tomar solo los valores propios del operador
Lˆ.
P4.- Lo que se mide es siempre el valor promedio L de la cantidad L en el
estado ψ, la cual en teor´ıa es el elemento de matriz diagonal
< f | Lˆ | f >= L.
P5.- Los elementos de matriz de los operadores coordenada cartesiana y
momento x̂i y p̂k, calculados entre las funciones de onda f y g satisfacen
a las ecuaciones de Hamilton de la meca´nica cla´sica en la forma:
d
dt < f | p̂i | g >= − < f | ∂Ĥ∂x̂i | g >,
d
dt < f | x̂i | g >=< f | ∂Ĥ∂p̂i | g >
donde Ĥ es el operador Hamiltoniano.
P6.- Los operadores p̂i y x̂k tienen los siguientes conmutadores:
[p̂i, x̂k] = −ih¯δik,
[p̂i, p̂k] = 0
[x̂i, x̂k] = 0,
h¯ = h/2π = 1.0546 × 10−27 erg.seg.
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1.- La correspondencia de una cantidad f´ısica L que tiene un ana´logo
cla´sico L(xi, pk) se hace sustituyendo xi, pk por x̂i, p̂k. La funcio´n L
se supone que se puede desarrollar en serie de potencias. Si la funcio´n
no contiene productos xkpk, el operador Lˆ es directamente hermitiano.
Ejemplo:
T = (
∑3
i p
2
i )/2m −→ T̂ = (
∑3
i p̂
2)/2m.
Si L contiene productos xipi, Lˆ no es hermitiano, en tal caso L se susti-
tuye por Λˆ la parte hermitica de Lˆ (Λˆ es un operador autoadjunto).
Ejemplo:
w(xi, pi) =
∑
i pixi −→ ŵ = 1/2
∑3
i (p̂ix̂i + x̂ip̂i).
Resulta tambie´n que el tiempo no es un operador sino un para´metro.
2.- (Probabilidad en el espectro discreto y continuo) Si ψn es funcio´n
propia del operador Lˆ, entonces:
L =< n | Lˆ | n >=< n | λn | n >= λn < n | n >= δnnλn = λn.
Tambie´n se puede demostrar que L
k
= (λn)
k.
Si la funcio´n φ no es funcio´n propia de Lˆ se usa el desarrollo en un
sistema completo de Lˆ, entonces:
Sean las siguientes definiciones:
Lˆψn = λnψn, φ =
∑
n anψn
combinando estas dos definiciones obtenemos lo siguiente:
Lˆφ =
∑
n λnanψn.
Con las definiciones pasadas ya podremos calcular los elementos de
matriz del operador L. Entonces:
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< φ | Lˆ | φ >=∑n,m a∗manλn < m | n >=∑m | am |2 λm,
lo cual nos dice que el resultado del experimento es λm con la proba-
bilidad | am |2.
Si el espectro es discreto: de acuerdo con el postulado 4 eso significa
que | am |2, o sea, los coeficientes del desarrollo en un sistema completo
determinan las probabilidades de observar el valor propio λn.
Si el espectro es continuo: usando la siguiente definicio´n
φ(τ) =
∫
a(λ)ψ(τ, λ)dλ,
se calculara´n los elementos de matriz para el espectro continuo
L =< φ | Lˆ | φ >
=
∫
dτ
∫
a∗(λ)ψ∗(τ, λ)dλ
∫
µa(µ)ψ(τ, µ)dµ
=
∫ ∫
a∗a(µ)µ
∫
ψ∗(τ, λ)ψ(tau, µ)dλdµdτ
=
∫ ∫
a∗(λ)a(µ)µδ(λ − µ)dλdµ
=
∫
a∗(λ)a(λ)λdλ
=
∫ | a(λ) |2 λdλ.
En el caso continuo se dice que | a(λ) |2 es la densidad de probabilidad
de observar el valor de λ del espectro continuo. Tambie´n vale
L =< φ | Lˆ | φ >.
3.- Definicio´n de la derivada con respecto a un operador:
∂F (Lˆ)
∂Lˆ
= limǫ→∞
F (Lˆ+ǫIˆ)−F (Lˆ)
ǫ .
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4.- (Representacio´n del momento) Cua´l es la forma concreta de p̂1, p̂2 y
p̂3, si los argumentos de las funciones de onda son coordenada carte-
siana xi.
Vamos a considerar el siguiente conmutador:
[p̂i, x̂i
2] = p̂ix̂i
2 − x̂i2p̂i
= p̂ix̂ix̂i − x̂ip̂ix̂i + x̂ip̂ix̂i − x̂ix̂ip̂i
= (p̂ix̂i − x̂ip̂i)x̂i + x̂i(p̂ix̂i − x̂ip̂i)
= [p̂i, x̂i]x̂i + x̂i[p̂i, x̂i]
= −ih¯x̂i − ih¯x̂i = −2ih¯x̂i.
En general se tiene:
p̂ix̂i
n − x̂inp̂i = −nih¯x̂in−1.
Entonces para todas las funciones anal´ıticas se tiene lo siguiente:
p̂iψ(x)− ψ(x)p̂i = −ih¯ ∂ψ∂xi .
Ahora sea p̂iφ = f(x1, x2, x3) la accio´n de p̂i sobre φ(x1, x2, x3) = 1.
Entonces:
p̂iψ = −ih¯ ∂ψ∂x1 + f1ψ y hay relaciones ana´logas para x2 y x3.
Del conmutador [p̂i, p̂k] = 0 se obtiene ∇× ~f = 0, por lo tanto,
fi = ∇iF .
La forma ma´s general de P̂i es:
p̂i = −ih¯ ∂∂xi + ∂F∂xi , donde F es cualquier funcio´n. La funcio´n F se
puede eliminar utilizando una transformacio´n unitaria Û † = exp
i
h¯
F .
p̂i = Û
†(−ih¯ ∂∂xi + ∂F∂xi )Û
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= exp
i
h¯
F (−ih¯ ∂∂xi + ∂F∂xi ) exp
−i
h¯
F
= −ih¯ ∂∂xi
resultando que p̂i = −ih¯ ∂∂xi −→ p̂ = −ih¯∇.
5.- (Ca´lculo de la constante de normalizacio´n) Cualquier funcio´n de onda
ψ(x) ∈ L2 de variable x se puede escribir como:
ψ(x) =
∫
δ(x− ξ)ψ(ξ)dξ
y considerar la expresio´n como desarrollo de ψ en las funciones propias
del operador coordenada xˆδ(x − ξ) = ξ(x − ξ). Entonces, | ψ(x) |2 es
la densidad de probabilidad de la coordenada en el estado ψ(x). De
aqu´ı resulta la interpretacio´n de la norma
‖ ψ(x) ‖2= ∫ | ψ(x) |2 dx = 1.
El sistema descrito por la funcio´n ψ(x) debe encontrarse en algu´n lugar
del eje real.
Las funciones propias del operador momento son:
−ih¯ ∂ψ∂xi = piψ, integra´ndola se obtiene ψ(xi) = A exp
i
h¯
pixi , x y p tienen
espectro continuo y entonces se tiene que hacer la normalizacio´n con
la funcio´n delta.
Co´mo se obtiene la constante de normalizacio´n?
se puede obtener utilizando las siguientes transformadas de Fourier:
f(k) =
∫
g(x) exp−ikx dx, g(x) = 12π
∫
f(k) expikx dk.
Tambie´n se obtiene de la siguiente manera:
Sea la funcio´n de onda no normalizada de la part´ıcula libre
φp(x) = A exp
ipx
h¯ y la fo´rmula
δ(x − x′) = 12π
∫∞
−∞ exp
ik(x−x′) dx
se ve que
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∫∞
−∞ φ
∗
p′
(x)φp(x)dx
=
∫∞
−∞A
∗ exp
−ip
′
x
h¯ A exp
ipx
h¯ dx
=
∫∞
−∞ | A |2 exp
ix(p−p
′
)
h¯ dx
=| A |2 h¯ ∫∞−∞ exp ix(p−p′ )h¯ dxh¯
= 2πh¯ | A |2 δ(p − p′)
entonces la constante de normalizacio´n es:
A = 1√
2πh¯
.
Tambie´n resulta que las funciones propias del operador momento for-
man un sistema completo (en el sentido del caso continuo) para las
funciones L2.
ψ(x) = 1√
2πh¯
∫
a(p) exp
ipx
h¯ dp
a(p) = 1√
2πh¯
∫
ψ(x) exp
−ipx
h¯ dx.
Estas fo´rmulas establecen la conexio´n entre las representaciones x y p.
6.- Representacio´n p: La forma explic´ıta de los operadores pˆi y xˆk se
puede obtener de las relaciones de conmutacio´n, pero tambie´n usando
los nu´cleos
x(p, β) = U †xU = 12πh¯
∫
exp
−ipx
h¯ x exp
iβx
h¯ dx
= 12πh¯
∫
exp
−ipx
h¯ (−ih¯ ∂∂β exp
iβx
h¯ ).
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La integral pasada tiene la forma siguiente:
M(λ, λ
′
) =
∫
U †(λ, x)M̂U(λ′ , x)dx, y usando xˆf =
∫
x(x, ξ)f(ξ)dξ.
Entonces la accio´n de xˆ sobre a(p) ∈ L2 es:
xˆa(p) =
∫
x(p, β)a(β)dβ
=
∫
( 12πh¯
∫
exp
−ipx
h¯ (−ih¯ ∂∂β exp
iβx
h¯ )dx)a(β)dβ
= −i2π
∫ ∫
exp
−ipx
h¯
∂
∂β exp
iβx
h¯ a(β)dxdβ
= −ih¯2π
∫ ∫
exp
−ipx
h¯
∂
∂β exp
iβx
h¯ a(β)dxh¯dβ
= −ih¯2π
∫ ∫
exp
ix(β−p)
h¯
∂
∂βa(β)d
x
h¯dβ
= −ih¯ ∫ ∂a(p)∂β δ(β − p)dβ = −ih¯∂a(p)∂p ,
donde δ(β − p) = 12π
∫
exp
ix(β−p)
h¯ dxh¯ .
El operador momento en la representacio´n p se caracteriza por el
nu´cleo:
p(p, β) = Û †pÛ
= 12πh¯
∫
exp
−ipx
h¯ (−ih¯ ∂∂x) exp
iβx
h¯ dx
= 12πh¯
∫
exp
−ipx
h¯ β exp
iβx
h¯ dx = βδ(p − β)
resultando que pˆa(p) = pa(p).
Lo que pasa con xˆ y pˆ es que aunque son hermı´ticos sobre todas f(x)
∈ L2 no son hermı´ticos sobre las funciones propias.
Si pˆa(p) = poa(p) y xˆ = xˆ
† pˆ = pˆ†, entonces:
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< a | pˆxˆ | a > − < a | xˆpˆ | a >= −ih¯ < a | a >
po[< a | xˆ | a > − < a | xˆ | a >] = −ih¯ < a | a >
po[< a | xˆ | a > − < a | xˆ | a >] = 0
La parte izquierda es cero, mientras tanto la derecha esta indefinida,
lo que es un contradiccio´n.
7.- (Representaciones de Schro¨dinger y Heisenberg)
Las ecuaciones de movimiento dadas por el postulado 5 tienen varias
interpretaciones, por el hecho de que en la expresio´n ddt < f | Lˆ | f >
uno puede considerar la dependencia del tiempo atribuida completa-
mente a las funciones de onda o completamente a los operadores.
• Para un operador dependiente del tiempo Ô = Ô(t) tenemos:
pˆi = − ∂Ĥ∂xˆi , xˆi = ∂Ĥ∂pˆi
[pˆ, f ] = pˆf − f pˆ = −ih¯ ∂f∂xˆi
[xˆ, f ] = xˆf − fxˆ = −ih¯ ∂f∂pˆi
se obtienen las ecuaciones de movimiento de Heisenberg:
pˆi =
−i
h¯ [pˆ, Ĥ], xˆi =
−i
h¯ [xˆ, Ĥ].
• Si las funciones dependen del tiempo, todav´ıa se puede usar
pˆi =
−i
h¯ [pˆi, Ĥ], porque es consecuencia solo de las relaciones de
conmutacio´n y entonces no dependen de la representacio´n.
d
dt < f | pˆi | g >= −ih¯ < f | [pˆ, Ĥ] | g >.
Si ahora pˆi y Ĥ no dependen del tiempo y teniendo en cuenta su
hermiticidad se obtiene:
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(∂f∂t , pˆig) + (pˆif,
∂g
∂t )
= −ih¯ (f, pˆiHˆg) +
i
h¯(f, Hˆpˆig)
= −ih¯ (pˆf, Hˆg) +
i
h¯(Hˆf, pˆig)
(∂f∂t +
i
h¯Hˆf, pˆig) + (pˆif,
∂g
∂t − ih¯Hˆg) = 0
La u´ltima relacio´n se cumple para cualquier pareja de funciones
f(x) y g(x) al momento inicial si cada una satisface la ecuacio´n
ih¯∂ψ∂t = Hψ.
Esta es la ecuacio´n de Schro¨dinger y la descripcio´n del sistema
por operadores independientes del tiempo se llama representacio´n
de Schro¨dinger.
En las dos representaciones la evolucio´n temporal del sistema se carac-
teriza por el operador Ĥ, el cual se obtiene de la funcio´n de Hamilton
de la meca´nica cla´sica.
Ejemplo: Ĥ de una part´ıcula en potencial U(x1, x2, x3) es:
Ĥ = pˆ
2
2m + U(x1, x2, x3), y en la representacio´n x es:
Ĥ = − h¯22m∇+ U(x1, x2, x3).
8.- El postulado 5 vale en las representaciones de Schro¨dinger y de Heisen-
berg. Por eso, el valor promedio de cualquier observable coincide en
las dos representaciones, y entonces, hay una transformada unitaria
que pasa de una representacio´n a otra. Tal transformacio´n es del tipo
sˆ† = exp
−iHˆt
h¯ . Para pasar a la representacio´n de Schro¨dinger hay
que usar la transformada de Heisenberg ψ = sˆ†f con f y Lˆ, y para
pasar a la representacio´n de Heisenberg se usara´ la transformacio´n
de Schro¨dinger Λˆ = sˆ†Lˆsˆ con ψ y Λˆ. Ahora se obtendra´ la ecuacio´n
de Schro¨dinger: como en la transformacio´n ψ = sˆ†f la funcio´n f no
depende del tiempo, derivaremos la transformacio´n con respecto al
tiempo obtenie´ndose lo sig.:
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∂ψ
∂t =
∂S†
∂t f =
∂
∂t(exp
−iĤt
h¯ )f = −ih¯ Ĥ exp
−iĤt
h¯ f = −ih¯ Ĥsˆ
†f = −ih¯ Ĥψ.
por lo tanto, tenemos:
Ĥψ − ih¯∂ψ∂t .
Enseguida calcularemos la ecuacio´n de Heisenberg: poniendo la trans-
formacio´n de Schro¨dinger de la siguiente manera sˆΛˆsˆ† = Lˆ y derivan-
dola con respecto al tiempo se obtiene la ecuacio´n de Heisenberg
∂Lˆ
∂t =
∂sˆ
∂t Λˆsˆ
† + sˆΛˆ∂sˆ†∂t =
i
h¯Ĥ exp
iĤt
h¯ Λˆsˆ† − ih¯ sˆλˆ exp
−iHˆt
h¯ Ĥ
= ih¯(ĤsˆΛˆsˆ
† − sˆΛˆsˆ†Ĥ) = ih¯(ĤLˆ− LˆĤ) = ih¯ [Ĥ, Lˆ].
Por lo tanto,tenemos:
∂Lˆ
∂t =
i
h¯ [Ĥ, Lˆ].
Tambie´n la ecuacio´n de Heisenberg se puede escribir de la sig. manera:
∂Lˆ
∂t =
i
h¯ sˆ[Ĥ, Λˆ]sˆ
†.
A Lˆ se le conoce como la integral de movimiento si ddt < ψ | Lˆ | ψ >= 0
y esta´ caracterizada por los siguentes conmutadores:
[Ĥ, Lˆ] = 0, [Ĥ, Λˆ] = 0.
9.- Los estados de un sistema descrito por las funciones propias de Ĥ
se llaman estados estacionarios del sistema, y al conjunto de valores
propios correspondientes se les llaman espectro de energ´ıa (espectro
energe´tico) del sistema. En tal caso la ecuacio´n de Schro¨dinger es :
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ih¯∂ψn∂t = Enψn = Ĥψn.
Y su solucio´n es: ψn(x, t) = exp
−iEnt
h¯ φn(x).
• La probabilidad es la siguiente:
δ(x) =| ψn(x, t) |2=| exp
−iEnt
h¯ φn(x) |2
= exp
iEnt
h¯ exp
−iEnt
h¯ | φn(x) |2=| φn(x) |2.
Resultando que la probabilidad es constante en el tiempo.
• En los estados estacionarios, el valor promedio de cualquier con-
mutador de tipo [Ĥ, Aˆ] es cero, donde Aˆ es cualquier operador:
< n | ĤAˆ− AˆĤ | n >=< n | ĤAˆ | n > − < n | AˆĤ | n >
=< n | EnAˆ | n > − < n | AˆEn | n >
= En < n | Aˆ | n > −En < n | Aˆ | n >= 0.
• Teorema del virial en meca´nica cua´ntica.- Si Ĥ es el operador
Hamiltoniano de una part´ıcula en un campo U(r) y usando
Aˆ = 1/2
∑3
i=1(pˆixˆi − xˆipˆi) se obtiene lo siguiente:
< ψ | [Aˆ, Ĥ] | ψ >= 0 =< ψ | AˆĤ − ĤAˆ | ψ >
=
∑3
i=1 < ψ | pˆixˆiĤ − Ĥpˆixˆi | ψ >
=
∑3
i=1 < ψ | [Ĥ, xˆi]pˆi + xˆi[Ĥ, pˆi] | ψ >.
usando varias veces los conmutadores y pˆi = −ih¯∆, Hˆ = T̂+U(r),
se tiene entonces:
< ψ | [Aˆ, Ĥ] | ψ >= 0
= −ih¯(2 < ψ | T̂ | ψ > − < ψ | ~r · ∇U(r) | ψ >).
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Que es el teorema del virial. Si el potencial es U(r) = Uor
n, en-
tonces tenemos el teorema del virial como en meca´nica cla´sica,
so´lo que para valores promedios
T = n2U .
• Para un Hamiltoniano Ĥ = − h¯22m∇ + U(r) y [~r,H] = −ih¯m ~p, y
calculando los elementos de matriz se tiene:
(Ek − En) < n | ~r | k >= ih¯m < n | pˆ | k >.
10.- (Densidad de corriente de probabilidad) La siguiente integral :
∫ | ψn(x) |2 dx = 1,
es la normalizacio´n de una funcio´n propia de un espectro discreto
en la representacio´n de coordenada, y ocurre como una condicio´n de
movimiento en una regio´n finita. Por eso, los estados del espectro dis-
creto se llaman estados ligados.
Para las funciones propias del espectro continuo ψλ(x) no se puede dar
de manera directa una interpretacio´n de probabilidad.
Supongamos una funcio´n dada φ ∈ L2, la cual la escribimos como
combinacio´n lineal de funciones propias en el continuo:
φ =
∫
a(λ)ψλ(x)dx.
Se dice que φ corresponde a un movimiento infinito. En muchos casos,
la funcio´n a(λ) es diferente de cero so´lo en una vecindad de un punto
λ = λo. En este caso φ se le conoce como paquete de onda(s).
Vamos a calcular el cambio en el tiempo de la probabilidad de encon-
trar el sistema en el volumen Ω.
P =
∫
Ω | ψ(x, t) |2 dx =
∫
Ω ψ
∗(x, t)ψ(x, t)dx.
Derivando la integral con respecto al tiempo tenemos:
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dP
dt =
∫
Ω(ψ
∂ψ∗
∂t + ψ
∗ ∂ψ
∂t )dx.
Utilizando la ecuacio´n de Schro¨dinger del lado derecho de la integral
se tiene lo siguiente:
dP
dt =
i
h¯
∫
Ω(ψHˆψ
∗ − ψ∗Hˆψ)dx.
Usando la identidad f∇g − g∇f = div[(f)grad(g) − (g)grad(f)] y la
ecuacio´n de Schro¨dinger de la forma siguiente:
Hˆψ = h¯
2
2m∇ψ.
Sustituyendo lo anterior en la integral se obtiene:
dP
dt =
i
h¯
∫
Ω[ψ(− h¯
2
2m∇ψ∗)− ψ∗(−h¯
2
2m ∇ψ)]dx
= − ∫Ω ih¯2m(ψ∇ψ∗ − ψ∗∇ψ)dx
= − ∫Ω div ih¯2m(ψ∇ψ∗ − ψ∗∇ψ)dx.
Usando el teorema de la divergencia para transformar la integral de
volumen en una de superficie, entonces tenemos lo siguiente:
dP
dt = −
∮ ih¯
2m(ψ∇ψ∗ − ψ∗∇ψ)dx.
A la cantidad ~J(ψ) = ih¯2m(ψ∇ψ∗ −ψ∗∇ψ) se le conoce como densidad
de corriente de probabilidad y de inmediato se obtiene una ecuacio´n
de continuidad,
dρ
dt + div(
~J) = 0.
• Si ψ(x) = AR(x), donde R(x) es funcio´n real, entonces: ~J(ψ) =
0.
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• Para las funciones propias del impulso ψ(x) = 1
(2πh¯)3/2
exp
i~p~x
h¯ se
obtiene:
J(ψ) = ih¯2m(
1
(2πh¯)3/2
exp
i~p~x
h¯ ( i~p
h¯(2πh¯)3/2
exp
−i~p~x
h¯ )
−( 1
(2πh¯)3/2
exp
−i~p~x
h¯
i~p
h¯(2πh¯)3/2
exp
ih¯~p~x
h¯ ))
= ih¯2m(− 2i~ph¯(2πh¯)3 ) = ~pm(2πh¯)3 ,
lo cual nos dice que no depende de la coordenada la densidad de
probabilidad.
11.- (Operador de transporte espacial) Si Ĥ es invariante ante translaciones
de cualquier vector ~a,
Ĥ(~r + ~a) = Ĥ ~(r).
Entonces, hay un T̂ (~a) unitario T̂ †(~a)Ĥ(~r)T̂ (~a) = Ĥ(~r + ~a).
Por la conmutacio´n de las translaciones
T̂ (~a)T̂ (~b) = T̂ (~b)T̂ (~a) = T̂ (~a+~b),
resulta que T̂ tiene la forma T̂ = expikˆa, donde, kˆ = pˆh¯ .
En el caso infinitesimal:
T̂ (δ~a)ĤT̂ (δ~a) ≈ (Iˆ + ikˆδ~a)Ĥ(Iˆ − ikˆδ~a),
Ĥ(~r) + i[Kˆ, Ĥ]δ~a = Ĥ(~r) + (∇Ĥ)δ~a.
Tambie´n [pˆ, Ĥ] = 0, donde pˆ es una integral de movimiento. El sis-
tema tiene funciones de onda de la forma ψ(~p,~r) = 1(2πh¯)3/2 exp
i~p~r
h¯ y la
transformada unitaria hace que exp
i~p~a
h¯ ψ(~r) = ψ(~r + ~a).
El operador de transporte espacial T̂ † = exp
−i~p~a
h¯ es ana´logo al
sˆ† = exp
−iHˆt
h¯ el operador de transporte temporal.
19
12.- Ejemplo: Si Ĥ es invariante con respecto a una traslacio´n discreta (por
ejemplo en una red cristalina) Ĥ(~r+~a) = Ĥ(~r) donde ~a =
∑
i ~aini, ni
∈ N y ai son los vectores ba´ricos.
Entonces:
Ĥ(~r)ψ(~r) = Eψ(~r),
Ĥ(~r + ~a)ψ(~r + ~a) = Eψ(~r + ~a) = Hˆ(~r)ψ(~r + ~a).
Resultando que ψ(~r) y ψ(~r + ~a) son funciones de onda para el mismo
valor propio de Ĥ. La relacio´n entre ψ(~r) y ψ(~r + ~a) se puede buscar
en la forma ψ(~r + ~a) = cˆ(~a)ψ(~r) donde cˆ(~a) es una matriz gxg (g es
el grado de degeneracio´n del nivel E). Dos matrices tipo c, cˆ(~a) y cˆ(~b)
conmutan y entonces son diagonalizables en el mismo tiempo.
Adema´s para los elementos diagonales hay de tipo
cii(~a)cii(~b) = cii(~a+~b), donde i=1,2,....,,g. La solucio´n de esta ecuacio´n
es del tipo cii(a) = exp
ikia resulta que ψk(~r) = Uk(~r) exp
i~k~a donde ~k es
un vector real cualquiera, y la funcio´n Uk(~r) es perio´dica con periodo
~a, entonces: Uk(~r + ~a) = Uk(~r).
La aseveracio´n de que las funciones propias de un Hˆ perio´dico cristal-
ino Hˆ(~r + ~a) = Hˆ(~r) se pueden escribir ψk(~r) = Uk(~r) exp i~k~a con
Uk(~r + ~a) = Uk(~r) se llama teorema de Bloch.
En el caso continuo, Uk debe ser constante, porque la constante es la
u´nica funcio´n perio´dica para cualquier ~a.
El vector ~p = h¯~k se llama cuasi-impulso (analog´ıa con el caso con-
tinuo). El vector ~k no esta´ determinado de manera un´ıvoca, porque se
le puede juntar cualquier vector ~g para el cual ga = 2πn donde n ∈ N.
El vector ~g se puede escribir ~g =
∑3
i=1
~bimi donde mi son nu´meros
enteros y bi esta´n dados por
~bi = 2π
aˆj× ~ak
~ai( ~aj× ~ak)
si i 6= j 6= k son los vectores ba´ricos de la red cristalina.
Citas:
1. Acetatos del Prof. H. Rosu.
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2. E. Farhi, J. Goldstone, S. Gutmann, “How probability arises in quantum
mechanics”,
Annals of Physics 192, 368-382 (1989)
3. N.K. Tyagi en Am. J. Phys. 31, 624 (1963) da una demostracio´n muy
corta del principio de incertidumbre de Heisenberg, que dice que la medicio´n
simulta´nea de dos operadores hermitianos que no conmutan produce una
incertidumbre relacionada con el valor del conmutador.
Notas:
1. Para “la creacio´n de la MC...”, Werner Heisenberg ha sido galardon-
ado con el premio Nobel en 1932 (y lo recibio´ en 1933). El art´ıculo “Zur
Quantenmechanik. II”, Zf. f. Physik 35, 557-615 (1926) (recibido el 16 de
Noviembre de 1925) de M. Born, W. Heisenberg y P. Jordan, se le conoce
como “el trabajo de las tres gentes” y esta´ considerado como el que abrio´
de verdad los grandes horizontes de la MC.
2. Para “la interpretacio´n estad´ıstica de la funcio´n de onda” Max Born
recibio´ el premio Nobel en 1954.
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P r o b l e m a s
Problema 1.1:
Considerar dos operadores A y B los cuales por hipote´sis, conmutan.
Entonces se derivara´ la relacio´n:
expA expB = expA+B exp1/2[A,B], (fo´rmula de Glauber).
Definiremos un operador F(t), una funcio´n de variable real t, por:
F (t) = expAt expBt.
tenemos:
dF
dt = A exp
At expBt+expAtB expBt = (A+ expAtB exp−At)F (t).
Ahora aplicando la fo´rmula [A,F (B)] = [A,B]F
′
(B), tenemos que
[expAt, B] = t[A.B] expAt, por lo tanto: expAtB = B expAt+t[A,B] expAt
multiplicando ambos lados de la ecuacio´n pasada por exp−At y sustituyendo
en la primera ecuacio´n, obtenemos:
dF
dt = (A+B + t[A,B])F (t).
Los operadores A y B y [A,B] conmutan por hipote´sis. Por lo tanto,
podemos integrar la ecuacio´n diferencial como si A + B y [A,B] fueran
nu´meros.
Entonces tenemos:
F (t) = F (0) exp(A+B)t+1/2[A,B]t
2
.
Poniendo t = 0, se ve que F (0) = 1, y :
F (t) = exp(A+B)t+1/2[A,B]t
2
.
Entonces poniendo t = 1, obtenemos el resultado deseado.
Problema 1.2:
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Se calculara´ el conmutador [X,Dx]. Para hacerlo, tomaremos una funcio´n
arbitraria ψ(~r):
[X,Dx]ψ(~r) = (x
∂
∂x − ∂∂xx)ψ(~r) = x ∂∂xψ(~r)− ∂∂x [xψ(~r)]
= x ∂∂xψ(~r)− ψ(~r)− x ∂∂xψ(~r) = −ψ(~r).
Entonces si es va´lido para toda ψ(~r), se puede deducir que:
[X,Dx] = −1.
Problema 1.3:
Se probara´ que la traza es invariante ante un cambio de base ortonormal
discreta.
La suma de los elementos de la diagonal de la matriz la cual representa
un operador A en una base arbitraria no depende de la base.
Se derivara´ esta propiedad para el caso del cambio de una base ortonormal
dicreta [| ui >] a otra base ortonormal dicreta [| tk >]. Tenemos:∑
i < ui | A | ui >=
∑
i < ui | [
∑
k | tk >< tk |]A | ui >
(donde se ha usado la relacio´n de cerradura para el estado tk). El lado
derecho de la relacio´n pasada es igual a:
∑
i,j < ui | tk >< tk | A | ui >=
∑
i,j < tk | A | ui >< ui | tk >,
(es posible el cambio de orden del producto de dos nu´meros). Entonces,
podemos reemplazar
∑
i | ui >< ui | por uno (relacio´n de cerradura para el
estado | ui >), y se obtiene finalmente:∑
i < ui | A | ui >=
∑
k < tk | A | tk >. Por lo tanto, se ha mostrado la
propiedad de invariancia para la traza.
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2. POTENCIALES BARRERAS y POZOS
Comportamiento de una Funcio´n de Onda Esta-
cionaria ψ(x)
Regiones de Energ´ıa Potencial Constante
En el caso de un potencial cuadrado, V (x) es una funcio´n constante
V (x) = V en cierta regio´n del espacio. En tal regio´n, la ecuacio´n de Schro¨dinger
puede ser escrita:
d2
dx2
ψ(x) +
2m
h¯2
(E − V )ψ(x) = 0 (1)
Distinguiremos entre varios casos:
(i) E > V
Introduzcamos la constante positiva k, definida por
k =
√
2m(E − V )
h¯
(2)
La solucio´n de la ecuacio´n (1) puede ser entonces escrita:
ψ(x) = Aeikx +A′e−ikx (3)
donde A y A′ son constantes complejas.
(ii) E < V
Esta condicio´n corresponde a regiones del espacio las cuales estar´ıan
prohibidas para la part´ıcula por las leyes de la meca´nica cla´sica. En este
caso, introducimos la constante positiva q definida por:
q =
√
2m(V − E)
h¯
(4)
y la solucio´n de (1) puede ser escrita:
ψ(x) = Beqx +B′e−qx (5)
donde B y B′ son constantes complejas.
(iii) E = V
En este caso especial, ψ(x) es una funcio´n lineal de x.
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Comportamiento de ψ(x) en una discontinuidad de energ´ıa
potencial.
Podr´ıa pensarse que en el punto x = x1, donde el potencial V (x) es
discontinuo, la funcio´n de onda ψ(x) se comportar´ıa extran˜amente,llegando
a ser por s´ı misma discontinua, por ejemplo. Este no es el caso: ψ(x) y dψdx
son continuas, y es so´lo la segunda derivada la que es discontinua en x = x1
Visio´n general del ca´lculo
El procedimiento para determinar el estado estacionario en un “poten-
cial cuadrado” es por lo tanto el siguiente: en todas las regiones donde
V (x) es constante, escribimos ψ(x) en cualquiera de las dos formas (3) o (5)
segu´n sea aplicable; entonces pegamos estas funciones por requerimientos de
continuidad de ψ(x) y de dψdx en los puntos donde V (x) es discontinuo.
Examinacio´n de ciertos casos simples
Llevemos a cabo el ca´lculo cuantitativo de los estados estacionarios,
hecho de acuerdo al me´todo descrito arriba.
25
Potencial escalo´n
x
V(x)
V 0
0
I II
Fig. 2.1
a. Caso donde E > V0; reflexio´n parcial
Pongamos la ec. (2) como:
k1 =
√
2mE
h¯
(6)
k2 =
√
2m(E − V0)
h¯
(7)
La solucio´n de la ec. (1) tiene la forma de la ec. (3) en las regiones
I(x < 0) y II(x > 0):
ψI = A1e
ik1x +A′1e
−ik1x
ψII = A2e
ik2x +A′2e
−ik2x
En la regio´n I la ec. (1) toma la forma:
ψ′′(x) +
2mE
h¯2
ψ(x) = ψ′′(x) + k2ψ(x) = 0
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y en la region II:
ψ′′(x)− 2m
h¯2
[V0 − E]φ(x) = ψ′′(x)− q2ψ(x) = 0
Si nos limitamos al caso de una part´ıcula incidente viniendo desde x = −∞,
debemos elegir A′2 = 0 y podemos determinar los radios A′1/A1 y A2/A1.
Las condiciones de pegado entonces dan:
• ψI = ψII , en x = 0 :
A1 +A
′
1 = A2 (8)
• ψ′I = ψ′II , en x = 0 :
A1ik1 −A′1ik1 = A2ik2 (9)
Sustituyendo A1 y A
′
1 de (8) en (9):
A′1 =
A2(k1 − k2)
2k1
(10)
A1 =
A2(k1 + k2)
2k1
(11)
La igualacio´n de la constante A2 en (10) y (11) resulta:
A′1
A1
=
k1 − k2
k1 + k2
, (12)
y un despeje en (11) nos da:
A2
A1
=
2k1
k1 + k2
(13)
ψ(x) es la superposicio´n de dos ondas. La primera (el te´rmino en A1)
corresponde a una part´ıcula incidente, con momento p = h¯k1, propaga´ndose
de izquierda a derecha. La segunda (el te´rmino en A′1) corresponde a una
part´ıcula reflejada, con momento −h¯k1, propaga´ndose en la direccio´n op-
uesta. Ya que hemos elegido A′2 = 0, ψII(x) consiste de una sola onda, la
cual esta´ asociada con una part´ıcula transmitida. (En la siguiente pa´gina
se muestra co´mo es posible, usando el concepto de una corriente de proba-
bilidad, definir el coeficiente de transmisio´n T y el coeficiente de reflexio´n
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R del potencial escalo´n). Estos coeficientes dan la probabilidad de que la
part´ıcula, llegando de x = −∞, pase el potencial escalo´n en x = 0 o se
regrese. As´ı encontramos:
R = |A
′
1
A1
|2 (14)
y, para T :
T =
k2
k1
|A2
A1
|2 (15)
Tomando en cuenta a (12) y (13), tenemos:
R = 1− 4k1k2
(k1 + k2)2
(16)
T =
4k1k2
(k1 + k2)2
(17)
Es fa´cil verificar queR+T = 1: es cierto que la part´ıcula sera´ transmitida
o reflejada. Contrariamente a las predicciones de la meca´nica cla´sica, la
part´ıcula incidente tiene una probabilidad no nula de regresarse.
Finalmente es fa´cil verificar, usando (6) y (7) y (17), que, si E ≫ V0, T ≃
1: cuando la energ´ıa de la part´ıcula es suficientemente grande comparada
con la altura del potencial escalo´n, la part´ıcula salva este escalo´n como si
no existiera.
Considerando la solucio´n en la regio´n I:
ψI = A1e
ik1x +A′1e
−ik1x
j = − ih¯
2m
(φ∗ ▽ φ− φ▽ φ∗) (18)
con A1e
ik1x y su conjugado A∗1e−ik1x:
j = − ih¯
2m
[(A∗1e
−ik1x)(A1ik1eik1x)− (A1eik1x)(−A∗1ik1e−ik1x)]
j =
h¯k1
m
|A1|2
Ahora con A′1e−ik1x y su conjugado A∗1eik1x resulta:
j = − h¯k1
m
|A′1|2
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Deseamos en seguida verificar la proporcio´n de corriente que se refleja
con respecto a la corriente que incide (ma´s precisamente, queremos verificar
la probabilidad de que la part´ıcula se regrese):
R =
|j(φ−)|
|j(φ+)| =
| − h¯k1m |A′1|2|
| h¯k1m |A1|2|
= |A
′
1
A1
|2 (19)
En forma similar, la proporcio´n de lo que se transmite con respecto a
lo que incide (o sea la probabilidad de que la part´ıcula se transmita) es,
tomando ahora en cuenta la solucio´n de la regio´n II:
T =
| h¯k2m |A2|2|
| h¯k1m |A1|2|
=
k2
k1
|A2
A1
|2 (20)
a. Caso donde E < V0; reflexio´n total
En este caso tenemos:
k1 =
√
2mE
h¯
(21)
q2 =
√
2m(V0 − E)
h¯
(22)
En la regio´n I(x < 0), la solucio´n de la ec. (1) [dada como ψ(x)′′+k21ψ(x) =
0] tiene la forma de la ec. (3):
ψI = A1e
ik1x +A′1e
−ik1x (23)
Y, en la regio´n II(x > 0), la misma ec. (1) [ahora dada como ψ(x)′′ −
q22ψ(x) = 0] tiene la forma de la ec. (5):
ψII = B2e
q2x +B′2e
−q2x (24)
Para que la solucio´n permanezca limitada cuando x → +∞, es necesario
que:
B2 = 0 (25)
Las condiciones de pegado en x = 0 dan en este caso:
• ψI = ψII , en x = 0 :
A1 +A
′
1 = B
′
2 (26)
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• ψ′I = ψ′II , en x = 0 :
A1ik1 −A′1ik1 = −B′2q2 (27)
Sustituyendo A1 y A
′
1 de (26) en (27):
A′1 =
B′2(ik1 + q2)
2ik1
(28)
A1 =
B′2(ik1 − q2)
2ik1
(29)
La igualacio´n de la constante B′2 en (28) y (29) resulta:
A′1
A1
=
ik1 + q2
ik1 − q2 =
k1 − iq2
k1 + iq2
, (30)
y un despeje en (29) nos da:
B′2
A1
=
2ik1
ik1 − q2 =
2k1
k1 − iq2 (31)
El coeficiente de reflexio´n R es entonces:
R = |A
′
1
A1
|2 = |k1 − iq2
k1 + iq2
|2 = k
2
1 + q
2
2
k21 + q
2
2
= 1 (32)
Como en la meca´nica cla´sica, la part´ıcula es siempre reflejada (reflexio´n
total). Sin embargo, hay una diferencia importante: debido a la existencia
de una onda evanescente e−q2x, la part´ıcula tiene una probabilidad no nula
de estar presente en la regio´n del espacio la cual, cla´sicamente, le ser´ıa
prohibida. Esta probabilidad decrece exponencialmente con x y llega a
ser despreciable cuando x es ma´s grande que el “rango” 1/q2 de la onda
evanescente. Notemos tambie´n que el coeficiente A′1/A1 es complejo. Un
cierto cambio de fase aparece a causa de la reflexio´n, el cual, f´ısicamente, es
debido al hecho de que la part´ıcula es retardada cuando penetra la regio´n
x > 0. No hay analog´ıa en la meca´nica cla´sica.
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Potencial Barrera
0 l x
V(x)
V0
II IIII
Fig. 2.2
a. Caso donde E > V0; resonancias
Pongamos aqu´ı la ec. (2) como:
k1 =
√
2mE
h¯
(33)
k2 =
√
2m(E − V0)
h¯
(34)
La solucio´n de la ec. (1) tiene la forma de la ec. (3) en las regiones
I(x < 0), II(0 < x < a) y III(x > a) :
ψI = A1e
ik1x +A′1e
−ik1x
ψII = A2e
ik2x +A′2e
−ik2x
ψIII = A3e
ik1x +A′3e
−ik1x
Si nos limitamos al caso de una part´ıcula incidente viniendo desde x =
−∞, debemos elegir A′3 = 0.
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• ψI = ψII , en x = 0 :
A1 +A
′
1 = A2 +A
′
2 (35)
• ψ′I = ψ′II , en x = 0 :
A1ik1 −A′1ik1 = A2ik2 −A′2ik2 (36)
• ψII = ψIII , en x = a :
A2e
ik2a +A′2e
−ik2a = A3eik1a (37)
• ψ′II = ψ′III , en x = a :
A2ik2e
ik2a −A′2ik2e−ik2a = A3ik1eik1a (38)
Las condiciones de continuidad en x = a dan entonces a A2 y A
′
2 en funcio´n
de A3, y aquellas en x = 0 dan a A1 y A
′
1 en funcio´n de A2 y A
′
2 (y,
consecuentemente, en funcio´n de A3). Este proceso es mostrado enseguida:
Sustituyendo A′2 de la ec. (37) en (38):
A2 =
A3e
ik1a(k2 + k1)
2k2eik2a
(39)
Sustituyendo A2 de la ec. (37) en (38):
A′2 =
A3e
ik1a(k2 − k1)
2k2e−ik2a
(40)
Sustituyendo A1 de la ec. (35) en (36):
A′1 =
A2(k2 − k1)−A′2(k2 + k1
−2k1 (41)
Sustituyendo A′1 de la ec. (35) en (36):
A1 =
A2(k2 + k1)−A′2(k2 − k1
2k1
(42)
Ahora, sustituyendo en (41) las ecuaciones (39) y (40):
A′1 = i
(k22 − k21)
2k1k2
(sin k2a)e
ik1aA3 (43)
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Y, finalmente, sustituyendo en (42) las ecuaciones (39) y (40):
A1 = [cos k2a− ik
2
1 + k
2
2
2k1k2
sin k2a]e
ik1aA3 (44)
A′1/A1 y A3/A1 [relaciones que salen de igualar las ecuaciones (43) y (44),
y del despeje de la ec. (44), respectivamente] nos capacita para calcular el
coeficiente de refleccio´n R y el de transmisio´n T de la barrera, los cuales
aqu´ı son iguales a:
R = |A′1/A1|2 =
(k21 − k22)2 sin2 k2a
4k21k
2
2 + (k
2
1 − k22)2 sin2 k2a
, (45)
T = |A3/A1|2 = 4k
2
1k
2
2
4k21k
2
2 + (k
2
1 − k22)2 sin2 k2a
, (46)
Entonces es fa´cil de verificar que R+ T = 1.
b. Caso donde E < V0; efecto tu´nel
Ahora tendr´ıamos a las ecuaciones (2) y (4) dispuestas:
k1 =
√
2mE
h¯
(47)
q2 =
√
2m(V0 − E)
h¯
(48)
La solucio´n de la ec. (1) tiene la forma de la ec. (3) en las regiones
I(x < 0) y III(x > a) y la forma de la ec. (5) en la regio´n II(0 < x < a):
ψI = A1e
ik1x +A′1e
−ik1x
ψII = B2e
q2x +B′2e
−q2x
ψIII = A3e
ik1x +A′3e
−ik1x
Las condiciones de pegado en x = 0 y x = a nos capacita para calcular el
coeficiente de transmisio´n de la barrera. De hecho, no es necesario realizar
otra vez el ca´lculo: todo lo que debemos hacer es sustituir, en la ecuacio´n
obtenida en el primer caso de esta misma seccio´n, k2 por −iq2.
Estados Ligados; Pozo de Potencial
a. Pozo de profundidad finita
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V0
a x
V (x)
Fig. 2.3: Pozo finito
En esta parte nos limitaremos so´lo a tratar el caso 0 < E < V0 (el caso
E > V0 es exactamente igual al calculado en la seccio´n precedente, “barrera
de potencial”.
Para las regiones exteriores I (x < 0) y III (x > a) usamos la ec. (4):
q =
√
2m(V0 − E)
h¯
(49)
Para la regio´n central II (0 < x < a) usamos la ec. (2):
k =
√
2m(E)
h¯
(50)
La solucio´n de la ec. (1) tiene la forma de la ec. (5) en las regiones
exteriores y la forma de la ec. (3) en la regio´n central:
ψI = B1e
qx +B′1e
−qx
ψII = A2e
ikx +A′2e
−ikx
ψIII = B3e
qx +B′3e
−qx
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En la regio´n (0 < x < a) la ec. (1) toma la forma:
ψ(x)′′ +
2mE
h¯2
ψ(x) = ψ(x)′′ + k2ψ(x) = 0 (51)
y en las regiones exteriores:
ψ(x)′′ − 2m
h¯2
[V0 − E]φ(x) = ψ(x)′′ − q2ψ(x) = 0 (52)
Ya que ψ debe ser limitada en la regio´n I, debemos tener:
B′1 = 0 (53)
Las condiciones de pegado dan:
ψI = ψII , en x = 0 :
B1 = A2 +A
′
2 (54)
ψ′I = ψ
′
II , en x = 0 :
B1q = A2ik −A′2ik (55)
ψII = ψIII , en x = a :
A2e
ika +A′2e
−ika = B3eqa +B′3e
−qa (56)
ψ′II = ψ
′
III , en x = a :
A2ike
ika −A′2ike−ika = B3qeqa −B′3qe−qa (57)
Sustituyendo la constante A2 y la constante A
′
2 de la ec. (54) en la ec.
(55) obtenemos, respectivamente:
A′2 =
B1(q − ik)
−2ik
A2 =
B1(q + ik)
2ik
(58)
Sustituyendo la constante A2 y la constante A
′
2 de la ec. (56) en la ec.
(57) obtenemos, respectivamente:
B′3e
−qa(ik + q) +B3eqa(ik − q) +A′2e−ika(−2ik) = 0
2ikA2e
ika +B′3e
−qa(−ik + q) +B3Eqa(−ik − q) = 0 (59)
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Igualando B′3 de las ecuaciones (59) y tomando en cuenta las ecuaciones
(58):
B3
B1
=
e−qa
4ikq
[eika(q + ik)2 − e−ika(q − ik)2] (60)
Pero ψ(x) debe tambie´n estar limitada en la regio´n III. Por lo tanto, es
necesario que B3 = 0, esto es:
[
q − ik
q + ik
]2 =
eika
e−ika
= e2ika (61)
Ya que q y k dependen de E, la ec. (1) puede ser satisfecha para ciertos
valores de E. Imponiendo un l´ımite sobre ψ(x) en todas las regiones del
espacio as´ı se ocasiona la cuantizacio´n de la energ´ıa. Ma´s precisamente dos
casos son posibles:
(i) si:
q − ik
q + ik
= −eika (62)
Si en esta expresio´n igualamos en ambos miembros la parte real y la imagi-
naria, nos resulta:
tan(
ka
2
) =
q
k
(63)
Poniendo:
k0 =
√
2mV0
h¯
=
√
k2 + q2 (64)
Entonces obtenemos:
1
cos2(ka2 )
= 1 + tan2(
ka
2
) =
k2 + q2
k2
= (
k0
k
)2 (65)
La ec.(63) es as´ı equivalente al sistema de ecuaciones:
| cos(ka
2
)| = k
k0
tan(
ka
2
) > 0 (66)
Los niveles de energ´ıa esta´n determinados por la interseccio´n de una l´ınea
recta teniendo una inclinacio´n 1k0 , con arcos senoidales (l´ıneas largas inter-
rumpidas en la figura 2.4). As´ı obtenemos un cierto nu´mero de niveles de
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energ´ıa, cuyas funciones de onda son pares. Esto es ma´s claro si sustituimos
(62) en (58) y (60); Es fa´cil verificar que B′3 = B1 y que A2 = A′2, as´ı que
ψ(−x) = ψ(x).
(ii) si:
q − ik
q + ik
= eika (67)
Un ca´lculo del mismo tipo nos lleva a:
| sin(ka
2
)| = k
k0
tan(
ka
2
) < 0 (68)
Los niveles de energ´ıa esta´n entonces determinados por la interseccio´n
de la misma l´ınea recta como antes con otros arcos senoidales (l´ıneas cortas
en la figura 2.4). Los niveles as´ı obtenidos caen entre aquellos encontrados
en (i). Puede ser fa´cilmente mostrado que las correspondientes funciones de
onda son impares.
k
y
0
pi pi pi pi/a 2 3/a /a /a
P
I
P
4
I
k 0
Fig. 2.4
a. Pozo de profundidad infinita
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Asumiendo que V (x) es cero para 0 < x < a e infinito en cualquier parte
ma´s. Pongamos:
k =
√
2mE
h¯2
(69)
ψ(x) debe ser cero fuera del intervalo [0, a], y continuo en x = 0, tambie´n
como en x = a.
Ahora para 0 ≤ x ≤ a:
ψ(x) = Aeikx +A′e−ikx (70)
Ya que ψ(0) = 0, puede ser deducido que A′ = −A, lo cual nos lleva a:
ψ(x) = 2iA sin(kx) (71)
Adema´s ψ(a) = 0, as´ı esto:
k =
nπ
a
(72)
donde n es un arbitrario entero positivo. Si normalizamos la funcio´n (71),
tomando (72) en cuenta, entonces obtenemos las funciones de onda esta-
cionarias:
ψn(x) =
√
2
a
sin(
nπx
a
) (73)
con energ´ıas:
En =
n2π2h¯2
2ma2
(74)
La cuantizacio´n de los niveles de energ´ıa es as´ı, en este caso, particularmente
simple.
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P r o b l e m a s
Problema 2.1: El potencial Delta
Supongamos que tenemos el potencial de la forma:
V (x) = −V0δ(x); V0 > 0; x ∈ ℜ.
La correspondiente funcio´n de onda ψ(x) se supone que es suave.
a) Busca los estados ligados (E < 0) los cuales esta´n localizados en este
potencial.
b) Calcula la dispersio´n de una onda plana llegando en este potencial y
encuentra el coeficiente de reflexio´n
R =
|ψref |2
|ψlleg|2 |x=0
donde ψref , ψlleg es la onda reflejada y la de llegada, respectivamente.
Sugerencia: Para evaluar el comportamiento de ψ(x) en x=0, integra la
ecuacio´n de Schro¨dinger en el intervalo (−ε,+ε) y considera el l´ımite ε →
0.
Solucio´n. a) La ecuacio´n de Schro¨dinger esta´ dada por
d2
dx2
ψ(x) +
2m
h¯2
(E + V0δ(x))ψ(x) = 0 (75)
Lejos del origen tenemos una ecuacio´n diferencial de la forma
d2
dx2
ψ(x) = −2mE
h¯2
ψ(x). (76)
Las funciones de onda son por lo tanto de la forma
ψ(x) = Ae−qx +Beqx si x > 0 o x < 0, (77)
con q =
√
−2mE/h¯2 ∈ ℜ. Como |ψ|2 debe ser integrable, all´ı no puede
haber una parte incrementa´ndose exponencialmente. Adema´s la funcio´n de
onda debe ser continua en el origen. De aqu´ı,
ψ(x) = Aeqx; (x < 0),
ψ(x) = Ae−qx; (x > 0). (78)
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Integrando la ecuacio´n de Schro¨dinger desde −ε a +ε, obtenemos
− h¯
2
2m
[ψ′(ε) − ψ′(−ε)] − V0ψ(0) = E
∫ +ε
−ε
ψ(x)dx ≈ 2εEψ(0) (79)
Insertando ahora el resultado (78) y tomando el l´ımite ε→∞, tenemos
− h¯
2
2m
(−qA− qA)− V0A = 0 (80)
o E = −m(V 20 /2h¯2). Claramente hay so´lo un eigenvalor de energ´ıa. La
constante de normalizacio´n es encontrada que es A =
√
mV0/h¯
2.
b) La funcio´n de onda de una onda plana es descrita por
ψ(x) = Aeikx, k2 =
2mE
h¯2
(81)
Se mueve de izquierda a derecha y es reflejada en el potencial. Si B o C es
la amplitud de la onda reflejada o transmitida, respectivamente, tenemos
ψ(x) = Aeikx +Be−ikx; (x < 0),
ψ(x) = Ceikx; (x > 0). (82)
Las condiciones de continuidad y la relacio´n ψ′(ε) − ψ′(−ε) = −fψ(0)
con f = 2mV0/h¯
2 da
A+B = C B = − f
f + 2ik
A,
ik(C −A+B) = −fC C = 2ik
f + 2ik
A. (83)
El coeficiente de reflexio´n deseado es por lo tanto
R =
|ψref |2
|ψlleg|2 |x=0 =
|B|2
|A|2 =
m2V 20
m2V 20 + h¯
4k2
. (84)
Si el potencial es extremadamente fuerte (V0 → ∞) R → 1, o sea, la onda
entera es reflejada.
El coeficiente de transmisio´n es, por otro lado,
T =
|ψtrans|2
|ψlleg|2 |x=0 =
|C|2
|A|2 =
h¯4k2
m2V 20 + h¯
4k2
. (85)
Si el potencial es muy fuerte, (V0 → ∞) T → 0, o sea, la onda transmitida
se desvanece.
Obviamente, R+ T = 1 como se esperaba.
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Problema 2.2: Part´ıcula en un Pozo de Potencial finito Uni-
dimensional
Resuelve la ecuacio´n unidimensional de Schro¨dinger para un pozo de poten-
cial finito descrito por el siguiente potencial
V (x) =
{
−V0 si |x| ≤ a
0 si |x| > a
Considera so´lo estados ligados (E < 0).
E
V
−V 0
−a +a x
Fig. 2.5
Solucio´n. a) La funcio´n de onda para |x| < a y |x| > a. La correspondiente
ecuacio´n de Schro¨dinger esta´ dada por
− h¯
2
2m
ψ′′(x) + V (x)ψ(x) = Eψ(x) (86)
Definimos
q2 = −2mE
h¯2
, k2 =
2m(E + V0)
h¯2
(87)
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y obtenemos:
1) si x < −a : ψ′′1(x)− q2ψ1 = 0, ψ1 = A1eqx +B1e−qx;
2) si − a ≤ x ≤ a : ψ′′2 (x) + k2ψ2 = 0, ψ2 = A2 cos(kx) +B2 sin(kx);
3) si x > a : ψ′′3(x)− q2ψ3 = 0, ψ3 = B3eqx +B3e−qx.
b) Formulacio´n de las condiciones de frontera. La normalizacio´n de los
estados ligados requiere que la solucio´n se haga cero en el infinito. Esto
significa que B1 = A3 = 0. Adema´s, ψ(x) debe ser continuamente difer-
enciable. Todas las soluciones particulares son fijadas de tal forma que ψ
tambie´n como su primera derivada ψ′ son suaves en ese valor de x corre-
spondiendo a la frontera entre el interior y el exterior. La segunda derivada
ψ′′ contiene el salto requerido por el particular potencial tipo caja de esta
ecuacio´n de Schro¨dinger. Todo esto junto nos lleva a
ψ1(−a) = ψ2(−a), ψ2(a) = ψ3(a),
ψ′1(−a) = ψ′2(−a), ψ′2(a) = ψ′3(a). (88)
c) Las ecuaciones de eigenvalores. De (88) obtenemos cuatro ecuaciones
lineales y homoge´neas para los coeficientes A1, A2, B2 y B3:
A1e
−qa = A2 cos(ka)−B2 sin(ka),
qA1e
−qa = A2k sin(ka) +B2k cos(ka),
B3e
−qa = A2 cos(ka) +B2 sin(ka),
−qB3e−qa = −A2k sin(ka) +B2k cos(ka). (89)
Por adicio´n y sustraccio´n obtenemos un sistema de ecuaciones ma´s fa´cil de
resolver:
(A1 +B3)e
−qa = 2A2 cos(ka)
q(A1 +B3)e
−qa = 2A2k sin(ka)
(A1 −B3)e−qa = −2B2 sin(ka)
q(A1 −B3)e−qa = 2B2k cos(ka). (90)
Asumiendo que A1+B3 6= 0 y A2 6= 0, Las primeras dos ecuaciones resultan
q = k tan(ka). (91)
Insertando esta en una de las u´ltimas dos ecuaciones da
A1 = B3; B2 = 0. (92)
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De aqu´ı, como resultado, tenemos una solucio´n sime´trica con ψ(x) = ψ(−x).
Entonces hablamos de una paridad positiva.
Casi ide´ntico ca´lculo nos lleva para A1 −B3 6= 0 y para B2 6= 0 a
q = −k cot(ka) y A1 = −B3; A2 = 0. (93)
La funcio´n de onda as´ı obtenida es antisime´trica, correspondiendo a una
paridad negativa.
d) Solucio´n cualitativa del problema de eigenvalores. La ecuacio´n que
conecta q y k, la cual ya hemos obtenido, son condiciones para el eigenvalor
de energ´ıa. Usando la forma corta
ξ = ka, η = qa, (94)
obtenemos de la definicio´n (87)
ξ2 + η2 =
2mV0a
2
h¯2
= r2. (95)
Por otro lado, usando (91) y (93) obtenemos las ecuaciones
η = ξ tan(ξ), η = −ξ cot(ξ).
Por lo tanto los valores de energ´ıa deseados pueden ser obtenidos con-
struyendo la interseccio´n de esas dos curvas con el c´ırculo definido por (95),
en el plano ξ-η (ver figura 2.6).
1
3
2
4
η
ξ
η
ξ
η = −ξ cot ξ
ξ
2
+ η
2
=r
2
η = ξ tan ξ
ξ2+ η    =2 r2
Fig. 2.6
Al menos una solucio´n existe para valores arbitrarios del para´metro V0,
en el caso de paridad positiva, porque la funcio´n tangente intersecta el ori-
gen. Para paridad negativa, el radio del c´ırculo necesita ser ma´s grande que
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un valor mı´nimo de tal forma que las dos curvas puedan intersectarse. El
potencial deber tener una cierta profundidad en conexio´n con un taman˜o
dado a y una masa dada m, para permitir una solucio´n con paridad nega-
tiva. El nu´mero de niveles de energ´ıa se incrementa con V0, a y la masa m.
Para el caso en que mV a2 →∞, las intersecciones son encontradas en
tan(ka) = ∞ correspondiendo a ka = 2n − 1
2
π,
− cot(ka) = ∞ correspondiendo a ka = nπ, (96)
donde n = 1, 2, 3, . . .
o combinado:
k(2a) = nπ. (97)
Para el espectro de energ´ıa esto significa que
En =
h¯2
2m
(
nπ
2a
)2 − V0. (98)
Ampliando el pozo de potencial y/o la masa de la part´ıcula m, la diferencia
entre dos eigenvalores de energ´ıa vecinos decrecera´. El estado ma´s bajo
(n = 1) no esta´ localizado en −V0, sino un poco ma´s arriba. Esta diferencia
es llamada la energ´ıa de punto cero.
e) La forma de la funcio´n de onda es mostrada en la figura 2.7 para la
solucio´n discutida.
1
3
x
ψ
2
4
x
ψ
Fig. 2.7: Formas de las funciones de onda
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Problema 2.3: Part´ıcula en un Pozo de Potencial infinito Uni-
dimensional
Resuelve la ecuacio´n unidimensional de Schro¨dinger para una part´ıcula que
se encuentra en un pozo de potencial infinito descrito como sigue:
V (x) =
{
0 si x′ < x < x′ + 2a
∞ si x′ ≥ x o x ≥ x′ + 2a
Tenemos que la solucio´n en forma general es
ψ(x) = A sin(kx) +B cos(kx) (99)
donde
k =
√
2mE
h¯2
(100)
Como ψ debe cumplir que ψ(x′) = ψ(x′ + 2a) = 0, se tiene:
A sin(kx′) + B cos(kx′) = 0 (101)
A sin[k(x′ + 2a)] +B cos[k(x′ + 2a)] = 0 (102)
Multiplicando (101) por sin[k(x′ + 2a)] y (102) por sin(kx′) y, enseguida,
restando el segundo resultado del primero obtenemos:
B[ cos(kx′) sin[k(x′ + 2a)]− cos[k(x′ + 2a)] sin(kx′) ] = 0 (103)
o a trave´s de una identidad trigonome´trica:
B sin(2ak) = 0 (104)
Multiplicando (101) por cos[k(x′ + 2a)] y resta´ndole la multiplicacio´n de
(102) por cos(kx′), se tiene:
A[ sin(kx′) cos[k(x′ + 2a)]− sin[k(x′ + 2a)] cos(kx′) ] = 0 (105)
o a trave´s de la misma identidad trigonome´trica:
A sin[k(−2ak)] = A sin[k(2ak)] = 0 (106)
Como se descarta la solucio´n trivial ψ = 0, entonces por las ecuaciones
(104) y (106) se tiene que sin(2ak) = 0 y esto so´lo ocurre si 2ak = nπ, siendo
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n un entero. Segu´n lo anterior k = nπ/2a y como k2 = 2mE/h¯2 entonces
tenemos que los eigenvalores esta´n dados por la expresio´n:
E =
h¯2π2n2
8a2m
(107)
La energ´ıa esta´ cuantizada ya que so´lo se le permiten ciertos valores; para
cada kn = nπ/2a le corresponde la energ´ıa En = [n
2/2m][πh¯/2a]2.
La solucio´n en la forma general queda como:
ψn = a sin(
nπx
2a
) +B cos(
nπx
2a
). (108)
Normalizando:
1 =
∫ x′+2a
x′
ψψ∗dx = a(A2 +B2) (109)
lo que nos lleva a
A = ±
√
1/a−B2 (110)
Sustituyendo este valor de A en (101) se obtiene:
B = ∓ 1√
a
sin(
nπx′
2a
) (111)
Sustituyendo este valor de B en (110) se tiene:
A = ± 1√
a
cos(
nπx′
2a
) (112)
Tomando los signos superiores de A y B, y sustituyendo sus valores en (108)
se tiene:
ψn =
1√
a
sin(
nπ
2a
)(x− x′) (113)
Utilizando los signos inferiores de A y B se tiene:
ψn = − 1√
a
sin(
nπ
2a
)(x− x′). (114)
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3. MOMENTO ANGULAR EN LA MC
Introduccio´n
De la Meca´nica Cla´sica se sabe que, el momento angular l de las part´ıculas
macrosco´picas esta´ dado por
l = r× p, (1)
donde r y p son respectivamente el vector de posicio´n y el momento lineal.
Sin embargo, enMeca´nica Cua´ntica, el operador momento angular (OMA),
en general no es un operador que se exprese solamente por el operador co-
ordenada xˆj y el operador momento lineal pˆk, los cuales, so´lo actu´an sobre
las funciones propias (FP) de coordenadas. Por lo tanto, es muy impor-
tante establecer, antes que nada, las relaciones de conmutacio´n para las
componentes del OMA, es decir, en Meca´nica Cua´ntica l se representa por
el operador
l = −ih¯r×∇, (2)
cuyas componentes son operadores que satisfacen las siguientes reglas de
conmutacio´n
[lx, ly] = ilz, [ly, lz ] = ilx, [lz, lx] = ily, (3)
adema´s, cada uno de ellos conmuta con el cuadrado del OMA, esto es
l2 = l2x + l
2
y + l
2
z , [li, l
2] = 0, i = 1, 2, 3. (4)
Estas relaciones, adema´s de ser va´lidas para el OMA, tambie´n se cumplen
para el operador esp´ın (OS), el cual, carece de ana´logo en lameca´nica cla´sica.
Estas relaciones de conmutacion son ba´sicas para obtener el espectro de
dichos operadores, as´ı como sus representaciones diferenciales.
Momento Angular Orbital
Para un punto cualquiera de un espacio espacio fijo (EP), se puede tener
una funcio´n ψ(x, y, z), para el cual, consideramos dos sistemas cartesianos
Σ y Σ′, donde Σ′ se obtiene de rotar el eje z.
En general un EP se refiere a un sistema de coordenadas diferentes a Σ y Σ′.
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Ahora bien, comparemos los valores de ψ en dos puntos del EP con las
mismas coordenadas (x,y,z) en Σ y Σ′, esto es equivalente a rotar un vector
ψ(x′, y′, z′) = Rψ(x, y, z) (5)
donde R es la matriz de rotacio´n en R3 x′y′
z′
 =
 cosφ − sinφ 0sinφ cosφ 0
0 0 z

 xy
z
 , (6)
entonces
Rψ(x, y, z) = ψ(x cos φ− y sinφ, x sin φ+ y cosφ, z). (7)
Por otro lado es importante recordar que las funciones de onda (FO) no
dependen del sistema de coordenadas y que la transformacio´n a rotaciones
de las FP se hace por medio de operadores unitarios, luego entonces, para
establecer la forma del operador unitario (OU) U †(φ) que lleva ψ a ψ′,
siempre se considera una rotacio´n infinitesimal dφ, manteniendo solamente
los te´rminos lineales en dφ cuando se expande ψ′ en series de Taylor alrededor
del punto x
ψ(x′, y′, z′) ≈ ψ(x+ ydφ, xdφ+ y, z),
≈ ψ(x, y, z) + dφ
(
y
∂ψ
∂x
− x∂ψ
∂y
)
,
≈ (1− idφlz)ψ(x, y, z), (8)
donde hemos empleado la notacio´n1
lz = h¯
−1(xˆpˆy − yˆpˆx), (9)
la cual, como se vera´ ma´s adelante, corresponde al operador de proyeccio´n
en z del momento angular de acuerdo con la definicio´n en (2) y dividido por h¯,
tal que, para la rotacio´n del a´ngulo φ finito, se pueda representar como una
exponencial, es decir
ψ(x′, y′, z) = eilzφψ(x, y, z), (10)
donde
Uˆ †(φ) = eilzφ. (11)
1La demostracio´n de (8) se presenta como el problema 3.1
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Para reafirmar el concepto de rotacio´n, consideremosla de una manera ma´s
general con la ayuda del vector ~ˆA que actu´a sobre ψ asumiendo que Aˆx, Aˆy
Aˆz tienen la misma forma en Σ y Σ
′, es decir, que los valores promedio de
~ˆA calculados en Σ y Σ′ deben ser iguales cuando se ven desde el EF, esto es∫
ψ∗(~r′)(Aˆx ıˆ′ + Aˆy ˆ′ + Aˆz kˆ′)ψ∗(~r′) d~r
=
∫
ψ∗(~r)(Aˆxıˆ+ Aˆy ˆ+ Aˆz kˆ)ψ∗(~r) d~r, (12)
donde
ıˆ′ = ıˆ cosφ+ ˆ sinφ, ˆ′ = ıˆ sinφ+ ˆ cosφ, kˆ′ = kˆ. (13)
Luego entonces, si combinamos (10), (12) y (13) tenemos
eilzφAˆxe
−ilzφ = Aˆx cosφ− Aˆy sinφ,
eilzφAˆye
−ilzφ = Aˆx sinφ− Aˆy cosφ,
eilzφAˆze
−ilzφ = Aˆz. (14)
Nuevamente consideremos rotaciones infinitesimales y desarrollando las
partes de la izquierda en (14) se pueden determinar las relaciones de con-
mutacio´n de Aˆx, Aˆy y Aˆz con lˆz
[lz, Ax] = iAy, [lz, Ay] = −iAx, [lz, Az] = 0, (15)
y de manera similar para lx y ly.
Las condiciones ba´sicas para obtener tales relaciones de conmutacio´n son
⋆ La FP se transforma como en (7) cuando Σ→ Σ′
⋆ Las componentes Aˆx, Aˆy, Aˆz tienen la misma forma en Σ y Σ
′
⋆ Los vectores de los valores promedio de Aˆ en Σ y Σ′ coinciden (son
iguales) para un observador en el EF.
Tambie´n se puede usar otra representacio´n en la cual la FO ψ(x, y, z)
no cambia cuando Σ→ Σ′ y lo operadores vectoriales se transforman como
vectores. Para pasar a tal representacio´n cuando φ rota alrededor de z se
usa el operador Uˆ(φ), es decir
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eilzφψ′(x, y, z) = ψ(x, y, z), (16)
entonces
e−ilzφ ~ˆAeilzφ = ~ˆA. (17)
y utilizando las relaciones dadas en (14)
Aˆ′x = Aˆx cosφ+ Aˆy sinφ = e
−ilzφAˆxeilzφ,
Aˆ′y = −Aˆx sinφ+ Aˆy cosφ = e−ilzφAˆyeilzφ,
Aˆ′z = e
−ilzφAˆzeilzφ. (18)
Dado que las trasformaciones de la nueva representacio´n se hacen con
operadores unitarios, las relaciones de conmutacio´n no se cambian.
Observaciones
⋆ El operador Aˆ2 es invariante ante rotaciones, esto es
e−ilzφAˆ2eilzφ = Aˆ′2 = Aˆ2 (19)
⋆ Resulta que
[lˆi, Aˆ
2] = 0, (20)
⋆ Si el operador Hamiltoniano es de la forma
Hˆ =
1
2m
pˆ2 + U(~r), (21)
entonces se mantiene invariante ante rotaciones dadas en cualquier eje
que pasa por el origen de coordenadas
[lˆi, Hˆ] = 0 (22)
donde las lˆi son integrales de movimiento.
Definicio´n
Si Aˆi son las componentes de un operador vectorial que actu´a sobre una
FO de coordenadas y si hay operadores lˆi que cumplen con las siguientes
relaciones de conmutaciones.
[lˆi, Aˆj ] = iεijkAˆk, [lˆi, lˆj ] = iεijk lˆk. (23)
50
Luego entonces, las lˆi se llaman componentes del operador momento an-
gular orbital, y podemos concluir de (20) y (23) que
[lˆi, lˆ
2] = 0. (24)
Por lo tanto, las tres componentes asociadas con las componentes de un
momento angular cla´sico arbitrario satisfacen las relaciones de conmutacio´n
Ma´s au´n, puede mostrarse que el origen de estas relaciones conducen a
propiedades geome´tricas de rotacio´n en un espacio tridimensional. Esto
es porque adoptamos un punto de vista ma´s general y definiremos un mo-
mento angular J como cualquier conjunto de tres observables Jx, Jy y Jz los
cuales cumplen las relaciones de conmutacio´n, es decir
[Ji, Jj ] = iεijkJk. (25)
Entonces introducimos el operador
J2 = J2x + J
2
y + J
2
z , (26)
el (escalar) cuadrado del momento angular J. Este operador es hermitiano,
dado que Jx, Jy y Jz son hermitianos, y asumiremos que es un observable,
ahora mostremos que J2 conmuta con las tres componentes de J
[J2,J] = 0. (27)
Por el hecho de que J2 conmuta con cada una de sus componentes,
entonces hay un sistema completo de FP
J2ψγµ = γψγµ, J
2
i ψγµ = µψγµ. (28)
Los operadores Ji y Jk (i 6= k) no conmutan, es decir, no tienen FP en
comu´n.
En lugar de usar las componentes Jx y Jy del momento angular J, es
ma´s conveniente introducir las siguientes combinaciones lineales
J+ = Jx + iJy, J− = Jx − iJy. (29)
Los cuales no son hermı´ticos, tal como lo operadores a y a† del oscilador
armo´nico, solamente son adjuntos.
Ahora, si hacemos las operaciones indicadas en la izquierda concluimos
que
[Jz , J±] = ±J±, [J+, J−] = 2Jz , (30)
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[J2, J+] = [J
2, J−] = [J2, Jz ] = 0. (31)
Jz(J±ψγµ) = {J±Jz + [Jz, J±]}ψγµ = (µ± 1)J±ψγµ. (32)
Luego entonces las ψγµ son FP de los valores de Jz (autovalores) µ± 1,
es decir
J±ψγµ−1 = αµψγµ,
J−ψγµ = βµψγµ−1. (33)
pero
α∗µ = J+ψγµ1 , ψγµ = ψγµ1J−ψγµ = βµ, (34)
tal que, al tomar una fase del tipo eia (con a real) para la funcio´n ψγµ se
puede hacer αµ real e igual a βµ, esto quiere decir
J+ψγµ−1 = αµψγµ, J−ψγµ = αµψγµ−1, (35)
y por lo tanto
γ = ψγµ, [J
2
x + J
2
y + J
2
z ]ψγµ = µ
2 + a+ b,
a = (ψγµ, J
2ψγµ) = (Jxψγµ, Jxψγµ) ≥ 0,
b = (ψγµ, J
2ψγµ) = (Jyψγµ, Jyψγµ) ≥ 0. (36)
La norma de cualquier funcio´n es no negativa, esto implica que
γ ≥ µ2, (37)
para γ fijo, el valor de µ tiene l´ımite superior e inferior (es decir, tiene valores
en un intervalo finito).
Sean Λ y λ esos l´ımites (superior e inferior de µ) para un γ dado
J+ψγΛ = 0, J−ψγλ = 0. (38)
Ahora, utilizando las siguientes igualdades operatoriales
J−J+ = J2 − j2z + Jz = J2 − Jz(Jz − 1),
J+J− = J2 − j2z + Jz = J2 − Jz(Jz + 1), (39)
actua´ndo sobre ψγΛ y ψγλ se obtiene
γ − Λ2 − Λ = 0,
γ − λ2 + λ = 0,
(λ− λ+ 1)(λ+ λ) = 0. (40)
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La condicio´n
Λ ≥ λ→ Λ = −λ = J → γ = J(J + 1). (41)
Para un γ dado (fijo) la proyeccio´n del momento µ toma 2J + 1 valores
que difieren por una unidad de J a −J. Por eso, la diferencia Λ − λ = 2J
debe ser un nu´mero entero y consecuentemente los autovalores Jz tomados
por m son enteros, esto es
m = k, k = 0,±1,±2, . . . , (42)
o semienteros
m = k +
1
2
, k = 0,±1,±2, . . . . (43)
Para un estado dado γ = J(J + 1), es degenerado con grado g = 2J + 1
respecto a los autovalores de la posicio´n del momento m (esto es porque
Ji, Jk conmutan con J
2 pero no conmutan entre ellos).
Por “estado de momento angular J” se entiende en la mayor´ıa de los
casos, un estado con γ = J(J+1) en el cual, el valor ma´ximo de la proyeccio´n
es J . Tales estados se denotan por ψjm o |jm〉.
Vamos a encontrar los elementos de matriz de Jx, Jy de la representacio´n
en la cual, J2 y Jz son diagonales, luego entonces de (35) y (39) se tiene que
J−J+ψjm−1 = αmJ−ψjm = αmψjm−1,
J(J + 1)− (m− 1)2 − (m− 1) = α2m,
αm =
√
(J +m)(J −m+ 1). (44)
Ahora, combinando (44) con (35) se obtiene
J+ψjm−1 =
√
(J +m)(J −m+ 1)ψjm, (45)
resulta que el elemento de matriz de J+ es
〈jm|J+|jm− 1〉 =
√
(J +m)(J −m+ 1)δnm, (46)
y de manera ana´loga
〈jn|J−|jm〉 = −
√
(J +m)(J −m+ 1)δnm−1, (47)
por u´ltimo, de la definicio´n en (29) J+, J− se obtiene fa´cilmente
〈jm|Jx|jm− 1〉 = 1
2
√
(J +m)(J −m+ 1),
〈jm|Jy|jm− 1〉 = −i
2
√
(J +m)(J −m+ 1), (48)
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A Modo de Conclusio´n
α (Propiedades de los Eigenvalores de J y Jz)
Si j(j + 1)h¯2 y jz son los eigenvalores de J y Jz asociados con los
eigenvectores |kjm〉, entonces j y m satisfacen la desigualdad
−j ≤ m ≤ j.
β (Propiedades del Vector J−|kjm〉)
Sea |kjm〉 un eigenvector de J2 y jm con los eigenvalores j(j + 1)h¯2 y
mh¯
– (i) Si m = −j, J−|kj − j〉 = 0.
– (ii) Si m > −j, J−|kjm〉 es un eigenvector no nulo de J2 y Jz
con los eigenvalores j(j + 1)h¯2 y (m− 1)h¯.
γ (Propiedades del Vector J+|kjm〉)
Sea |kjm〉 un eigenvector de J2 y Jz con los eigenvalores j(j + 1)h¯ y
mh¯
⋆ Si m = j, J+|kjm〉 = 0.
⋆ Si m < j, J+ = |kjm〉 es un vector no nulo de J2 y jz con los
eigenvalores j(j + 1)h¯2 y (m+ 1)h¯
δ Luego entonces
Jz|kjm〉 = mh¯|kjm〉,
J+|kjm〉 = mh¯
√
j(j + 1)−m(m+ 1)|kjm+ 1〉,
J−|kjm〉 = mh¯
√
j(j + 1)−m(m− 1)|kjm+ 1〉.
Aplicacio´n del Momento Angular Orbital
Hemos considerado las propiedades del momento angular derivadas u´nicamente
de las relaciones de conmutacio´n, ahora retomaremos el momento angular L
de una part´ıcula sin giro y veremos como dicha teor´ıa desarrollada en la
seccio´n anterior se aplica a un caso particular, esto es
[lˆi, pˆj ] = iεijkpˆk. (49)
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Por lo tanto, lˆz y pˆj tienen un sistema comu´n de funciones propias. Por otro
lado, el Hamiltoniano de una part´ıcula libre
Hˆ =
(
~ˆp√
2m
)2
,
por el hecho de ser el cuadrado de un operador vectorial tiene el mismo
sistema de FP que lˆ y lˆz. Adema´s, esto implica que la part´ıcula libre se
puede encontrar en un estado con E, l, m bien determinados.
Eigenvalores y Eigenfunciones de L2 y L
Es ma´s conveniente trabajar con coordenadas esfe´ricas (o polares), dado que,
como veremos, varios operadores del momento angular actua´n solamente
sobre los a´ngulos variables θ, φ y no en la variable r. En lugar de caracterizar
el vector r por sus componentes cartesianas x, y, z llamaremos el punto
correspondiente M en el espacio (OM = r) por sus coordenadas esfe´ricas,
esto es
x = r cosφ sin θ, y = r sinφ sin θ, z = r cos θ, (50)
con
r ≥ 0, 0 ≤ θ ≤ π, 0 ≤ φ ≤ 2π.
Sean Φ(r, θ, φ) y Φ′(r, θ, φ) las FO de una part´ıcula en Σ y Σ′ en la cual
la rotacio´n infinitesimal esta´ dada por δα alrededor de z
Φ′(r, θ, φ) = Φ(r, θ, φ+ δα),
= Φ(r, θ, φ) + δα
∂Φ
∂φ
, (51)
o´ bien
Φ′(r, θ, φ) = (1 + ilˆzδα)Φ(r, θ, φ). (52)
Luego entonces, resulta que
∂Φ
∂φ
= ilˆzΦ, lˆz = −i ∂
∂φ
. (53)
Para una rotacio´n infinitesimal en x
Φ′(r, θ, φ) = Φ + δα
(
∂Φ
∂θ
∂θ
∂α
+
∂Φ
∂θ
∂φ
∂α
)
,
= (1 + ilˆxδα)Φ(r, θ, φ), (54)
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pero en tal rotacio´n
z′ = z + yδα; z′ = z + yδα; x′ = x (55)
y de (50) se obtiene
r cos(θ + dθ) = r cos θ + r sin θ sinφδα,
r sinφ sin θ + dθ) = r sin θ sinφ+ r sin θ sinφ− r cos θδα, (56)
es decir
sin θdθ = sin θ sinφ δα→ dθ
dα
= − sinφ, (57)
y
cos θ sinφdθ + sin θ cosφdφ = − cos θ δα,
cosφ sin θ
dφ
dα
= − cos θ − cos θ sinφ dθ
dα
, (58)
ahora, sustituyendo (57) en (56)
dφ
dα
= − cot θ cosφ, (59)
tal que al sustituir (56) y (58) en (51) y comparando las partes de la derecha
en (51) se obtiene
lˆx = i
(
sinφ
∂
∂θ
+ cot θ cosφ
∂
∂φ
)
. (60)
En el caso de la rotacio´n en y, el resultado es similar, tal que
lˆy = i
(
sinφ
∂
∂θ
+ cot θ cosφ
∂
∂φ
)
. (61)
Usando lˆx, lˆy tambie´n se puede obtener lˆ±, lˆ2, esto es
lˆ± = exp(±iφ)
(
± ∂
∂θ
+ i cot θ
∂
∂φ
)
,
lˆ2 = lˆ− lˆ+ + lˆ2 + lˆz,
= −
[
1
sin2 θ
∂2
∂φ2
+
1
sin2 θ
∂2
∂θ
(
sin θ
∂
∂θ
)]
. (62)
de (62) se ve que lˆ2 es ide´ntico hasta una constante al operador de Laplace
en la parte angular, esto es
∇2f = 1
r2
∂
∂r
(
r2
∂f
∂r
)
+
1
r2
[
1
sin θ
∂
∂θ
(
sin θ
∂f
∂θ
)
+
1
sin2 θ
∂2
∂φ2
]
. (63)
56
Funciones Propias de lz
lˆzΦm = mΦ = −i∂Φm
∂φ
,
Φm =
1√
2π
eimφ. (64)
Condiciones de Hermiticidad de lˆz∫ 2π
0
f∗lˆzg dφ =
(∫ 2π
0
g∗ lˆzf dφ
)∗
+ f∗g(2π) − f∗g(0). (65)
Entonces lˆz es hermı´tico en la clase de funciones para las cuales
f∗g(2π) = f∗g(0). (66)
Las funciones propias de Φm de lˆm pertenecen a L
2(0, 2π) y cumplen con
(66), as´ı como para cualquier funcio´n que se pueda desarrollar en Φm(φ),
esto es
F (φ) =
k∑
ake
ikφ, k = 0,±1,±2, . . . ,
G(φ) =
k∑
bke
ikφ, k = ±1/2,±3/2,±5/2 . . . , (67)
solom enteros o´m semi-enteros, pero no para combinaciones de F (φ), G(φ).
Las elecciones apropiadas de m esta´n basadas en el experimento de FP
comunes de lˆz y lˆ
2.
Armo´nicos Esfe´ricos
En la representacio´n {~r}, las eigenfunciones asociadas con los eigenvalores
l(l + 1)h¯2, de L2 y mh¯ de lz son las soluciones de la ec. diferencial parcial
−
(
∂2
∂θ2
+
1
tan θ
∂
∂θ
+
1
sin2 θ
∂2
∂φ2
)
ψ(r, θ, φ) = l(l + 1)ψ(r, θ, φ),
−i ∂
∂φ
ψ(r, θ, φ) = mh¯ψ(r, θ, φ). (68)
Considerando que los resultados generales obtenidos son aplicables al
momento angular, sabemos que l es un entero o un semientero y que para
l,m fijos, pueden tomarse solamente los valores
−l,−l + 1, . . . , l − 1, l.
57
En (68), r no aparece en el operador diferencial, as´ı que puede conside-
rarse como un para´metro y tomar en cuenta so´lo la dependencia en θ, φ de
ψ. Luego entonces podemos denotar por Ylm(θ, φ) como una eigenfuncio´n
comu´n de L2 y lz la cual corresponde a los eigenvalores de l(l + 1)h¯
2,mh¯,
esto es
L2Ylm(θ, φ) = l(l + 1)h¯
2Ylm(θ, φ),
lzYlm(θ, φ) = mh¯Ylm(θ, φ). (69)
Para ser completamente rigurosos, tenemos que introducir un ı´ndice adi-
cional con el objeto de distinguir entre varias soluciones de (69), las cuales
correspondan al mismo par de valores l, m. En efecto, como se vera´ ma´s
adelante, estas ecs. tienen solamente una solucio´n (en un factor constante)
para cada par de valores permitidos de l, m; esto es porque los sub´ındices
l, m son suficientes.
La ec. (69) dio´ a θ, φ dependencia de las eigenfuncio´nes de L2 y lz.
Una de las soluciones de Ylm(θ, φ) de estas ecs. han sido encontradas de la
siguiente manera2
ψlm(r, θ, φ) = f(r)ψlm(θ, φ), (70)
donde f(r) es una funcio´n de r la cual aparece como una constante de
integracio´n para las ecuaciones diferenciales parciales de (68). El hecho de
que f(r) sea arbitraria muestra que L2 y lz no forman un conjunto completo
de observables comunes3 en el espacio εr
4 o funciones de ~r (o de r, θ, φ).
Con el objeto de normalizar ψlm(r, θ, φ), es conveniente normalizar Ylm(θ, φ)
y f(r) separadamente (como se muestra). Entonces, debemos tomar un
diferencial de a´ngulo so´lido∫ 2π
0
dφ
∫ π
0
sin θ|ψlm(θ, φ)|2dθ = 1, (71)∫ ∞
0
r2|f(r)|2dr = 1. (72)
2Demostracio´n en el problema 3.4
3Por definicio´n, el operador hermı´tico A es un observable si este sistema ortogonal de
vectores forma una base en el espacio de estados
4Cada estado cua´ntico de la part´ıcula es caracterizado por un estado vectorial
perteneciente a un espacio abstracto εr
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Valores de l, m
α : l, m deben ser enteros
Usando lz =
h¯
i
∂
∂φ , podemos escribir (69) como sigue
h¯
i
∂
∂φ
Ylm(θ, φ) = mh¯Ylm(θ, φ), (73)
la cual muestra que
Ylm(θ, φ) = Flm(θ, φ)e
imφ. (74)
Si permitimos que 0 ≤ φ < 2π, entonces podemos cubrir todo el espacio
ya que la funcio´n debe ser continua en todas partes, tal que
Ylm(θ, φ = 0) = Ylm(θ, φ = 2π), (75)
lo que implica
eimπ = 1. (76)
Segu´n se vio´, m es un entero o un semientero, la aplicacio´n al momento
angular orbital, muestra que m debe ser un entero. (e2imπ sera´ igual −1 si
m fuera semientero).
β: Todo valor entero (positivo o cero) de l puede ser encontrado escogiendo
un valor entero de l, se sabe de la teor´ıa general que Ylm(θ, φ) debe cumplirse,
esto es
L+Ylm(θ, φ) = 0, (77)
la cual, al combinar L+ = h¯e
iφ y (62)(
d
dθ
− l cot θ
)
Fll(θ) = 0. (78)
Esta ec. de primer orden puede ser integrada inmediatamente si notamos que
cot θdθ =
d(sin θ)
sin θ
, (79)
su solucio´n general es
Fll = cl(sin θ)
l, (80)
donde cl es una constante de normalizacio´n.
Consecuentemente, para cualquier valor positivo o cero de l, existe una
funcio´n Yll(θ, φ) la cual es igual (con un factor constante)
Y ll(θ, φ) = cl(sin θ)
leilφ. (81)
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A trave´s de la accio´n repetida de L−, construimos Yll−1(θ, φ), . . . , Ylm(θ, φ),
. . . , Yl−l(θ, φ). Luego entonces, vemos que la correspondencia para el par de
eigenvalores l(l+1)h¯,mh¯ (donde l es un entero positivo arbitrario o cero ym
es otro entero tal que l ≤ m ≤ l ), de (78) una y solamente una eigenfuncio´n
Ylm(θ, φ), puede ser ambiguamente calculada de (78). A las eigenfunciones
Ylm(θ, φ) se les conocen como armo´nicos esfe´ricos.
Propiedades de los Armo´nicos Esfe´ricos
α Relacio´nes de Recurrencia
Segu´n los resultados generales podemos tener
l±Ylm(θ, φ) = h¯
√
l(l + 1)−m(m± 1)Ylm±1(θ, φ). (82)
Usando la expresio´n (62) para l± y el hecho de que Ylm(θ, φ) es el producto
de una funcio´n dependiente so´lo de θ y e±iφ, obtenemos
e±iφ
(
∂
∂θ
−m cot θ
)
Ylm(θ, φ) =
√
l(l + 1)−m(m± 1)Ylm±1(θ, φ) (83)
β Ortonormalizacio´n y Relacio´n de Cerradura
La Ec. (68) determina solamente los armo´nicos esfe´ricos con un factor cons-
tante. Ahora eligiremos este factor tal como ortonormalizacio´n de Ylm(θ, φ)
(como funcio´n de variable angular θ, φ)∫ 2π
0
dφ
∫ π
0
sin θ dθY ∗lm(θ, φ)Ylm(θ, φ)− δl′lδm′m. (84)
Adema´s, cualquier funcio´n de θ, φ pueden ser expresadas en te´rminos de los
armo´nicos esfe´ricos, esto es
f(θ, φ) =
∞∑
l=0
l∑
m=−l
clmYlm(θ, φ), (85)
donde
clm =
∫ 2π
0
dφ
∫ π
0
sin θ dθ Y ∗lm(θ, φ)f(θ, φ). (86)
Los armo´nicos esfe´ricos constituyen una base ortonormal en el espacio
εΩ de funciones de θ, φ. Este hecho se expresa por la relacio´n de cerradura
∞∑
l=0
l∑
m=l
Ylm(θ, φ)Y
∗
lm(θ
′, φ) = δ(cos θ − cos θ′)δ(φ, φ),
=
1
sin θ
δ(θ − θ′)δ(φ, φ). (87)
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Es δ(cos θ − cos θ′) y no δ(θ − θ′) los cuales entran en el lado derecho de la
relacio´n de cerradura porque la integral sobre la variable θ se efectu´a usando
el elemento diferencial sin θ dθ = −d(cos θ).
Operador de Paridad P
El comportamiento de P en tres dimensiones es esencialmente igual que en
una dimensio´n, es decir, al aplicarlo sobre una funcio´n ψ(x, y, z) de coorde-
nadas cartesianas so´lo le cambio´ el signo, esto es
Pψ(x, y, z) = ψ(−x,−y,−z). (88)
P tiene las propiedades de un operador hermı´tico, adema´s es un operador
unitario y de proyeccio´n.
El operador P2 es un operador identidad
〈r|P|r′〉 = 〈r|−r′〉 = δ(r +−r′),
P∈|r〉 = P(P|r〉 = P| − r〉 = |r〉, (89)
entonces
P2 = 1ˆ, (90)
cuyos valores propios son P = ±∞. Adema´s se tiene que las FP se llaman
pares si P =∞ e impares si P = −∞. En meca´nica cua´ntica no relativista,
el operador Hˆ en un sistema cerrado es invariante ante transformaciones
unitarias directas
PHˆP = P−1HˆP = Hˆ. (91)
Entonces Hˆ conmuta con P y consecuentemente la paridad del estado es
una integral de movimiento. Tambie´n se cumple para lˆ
[P, lˆi] = 0, [P, lˆ±]. (92)
Si Hˆ es par y uno de sus eigenestados |Φn〉 el cual tiene paridad definida
(P|Φn〉), no colinear a |ψn〉, se ha encontrado y puede inferirse que el eigen-
valor correspondiente es degenerado con un grado de degeneracio´n n2, dado
que P conmuta con Hˆ, (P|Φn〉) es un eigenvector de Hˆ con el mismo eigen-
valor como |Φn〉). Si ψ es FP de P, lˆ y lˆz de (92) resulta que las paridades
de los estados diferentes so´lo en lˆz coinciden. Queda as´ı determinado la
paridad de una part´ıcula de momento angular lˆ.
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En coordenadas esfe´ricas, para este operador se considera la siguiente
sustitucio´n
r → r, θ → π − θ φ→ π + φ. (93)
Consecuentemente, si usamos una base esta´ndar para el espacio de fun-
ciones de onda de una part´ıcula sin giro, la parte radial de la funcio´n base
ψklm(~r) es modificada por el operado paridad. La transformacio´n so´lo se da
en los armo´nicos esfe´ricos, como se vera´.
De (93) podemos notar que
sin θ → sin θ, cos θ → − cos θ eimφ → (−1)meimφ, (94)
bajo estas condiciones, la funcio´n Yll(θ, φ) es transformada en
Yll(φ− θ, π + φ) = (−1)lYll(θ, φ), (95)
de (95) podemos ver que la paridad de los armo´nicos esfe´ricos va como (−1)l.
Por otro lado
∂
∂θ
→ − ∂
∂θ
,
∂
∂φ
→ ∂
∂φ
. (96)
Relacionando (95) y (96) mostramos que lˆ± permanece sin cambio (lo
cual implica que los operadores lˆ± son pares). Consecuentemente podemos
calcular Ylm(θ, φ),
Ylm(φ− θ, π + φ) = (−1)lYlm(θ, φ). (97)
Por lo tanto, los armo´nicos esfe´ricos son funciones cuya paridad esta´ bien
definidad e independiente de m, par si l es par e impar si l es impar.
El Operador Esp´ın
Algunas part´ıculas, adema´s de su momento angular tienen un momento
propio, el cual, se le conoce como esp´ın y denominaremos como Sˆ. Este
operador no esta´ relacionado con rotaciones normales espaciales, au´n as´ı,
cumple con las mismas relaciones de conmutacio´n que tienen el momento
angular, esto es
[Sˆi, Sˆj] = iεijkSˆk. (98)
As´ı como, las siguientes propiedades
(1). Para el esp´ın, valen todas las fo´rmulas de (23) a (48) del momento
angular, las cuales son similares a (98)
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(2). El espectro de la proyeccio´n del esp´ın, es una secuencia de nu´meros
enteros o´ semienteros que difieren por una unidad.
(3). Los valores propios de Sˆ2 son
Sˆ2ψ = S(S + 1)ψs. (99)
(4). Para un S dado, la componente Sz so´lo puede tomar 2S + 1 valores,
de −S a +S.
(5). Las FP de las part´ıculas con esp´ın, adema´s de depender de ~r o´ ~p,
dependen de una variable discreta (propia del esp´ın) σ, la cual denota
la proyeccio´n del esp´ın en z.
(6). La FP ψ(~r, σ) de una part´ıcula con esp´ın se puede desarrollar en FP
con proyecciones dadas del esp´ın Sz, esto es
ψ(~r, σ) =
S∑
σ=−S
ψσ(~r)χ(σ), (100)
donde ψσ(~r) es la parte orbital y χ(σ) es la parte espinorial.
(7). Las funcio´nes de esp´ın (espinores) χ(σi) son ortogonales para cualquier
par de σi 6= σk. Las funciones ψσ(~r)χ(σ) se les conoce como las com-
ponentes de las FO de una part´ıcula con esp´ın.
(8). La funcio´n ψσ(~r) se llama parte orbital de la FO o´ so´lo orbital.
(9) La normalizacio´n se hace como sigue
S∑
σ=−S
||ψσ(~r)|| = 1. (101)
Las relaciones de conmutacio´n permiten establecer la forma concreta de
los operadores (matrices) de esp´ın que actu´an en el espacio de las FP del
operador proyeccio´n del esp´ın.
Muchas part´ıculas elementales tales como el electro´n, el neutro´n, el
proto´n, etc. tienen esp´ın 1/2, por eso la proyeccio´n toma so´lo dos valores, es
decir Sz = ±1/2 (en unidades h¯).
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Por otro lado, las matrices Sx, §y, Sz en el espacio de las FP de Sˆ2, Sˆz son
Sx =
1
2
(
0 1
1 0
)
, Sy =
1
2
(
0 −i
i 0
)
,
Sz =
1
2
(
1 0
0 −1
)
, S2 =
3
4
(
1 0
0 1
)
. (102)
Definicio´n de las Matrices de Pauli
Las matrices
σi = 2Si (103)
se llaman matrices de Pauli, las cuales son matrices hermitianas, tienen la
misma ec. caracter´ıstica
λ2 − 1 = 0, (104)
por consiguiente, los eigenvalores de σx, σy y σz son
λ = ±1. (105)
Por lo tanto, son consistentes con el hecho de que Sx, Sy y Sz sean iguales a±1.
Adema´s
σ2i = Iˆ , σkσj = −σjσk = iσz, σjσk = i
∑
l
εjklσl.+ δjkI (106)
En el caso para el cual un sistema con esp´ın tiene simetr´ıa esfe´rica
(esfe´rico sime´trico)
ψ1(r,+
1
2 ), ψ1(r,−12 ) , (107)
son diferentes soluciones por la proyeccio´n Sz.
El valor de la probabilidad de una u otra de las proyecciones esta´ deter-
minada por el cuadrado de ||ψ1,2||2 de tal modo que
||ψ1||2 + ||ψ2||2 = 1. (108)
Como las FP de Sz tiene dos componentes, entonces
χ1 =
(
1
0
)
, χ2 =
(
0
1
)
, (109)
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tal que, las FP de una part´ıcula de esp´ın 1/2 se puede escribir como
ψ = ψ1χ1 + ψ2χ2 =
(
ψ1
ψ2
)
. (110)
A continuacio´n las orbitas van a ser sustituidas por nu´meros dado que
solamente la parte del esp´ın es importante.
Las Transformaciones a las Rotaciones
Sea ψ la FO de un sistema con esp´ın en Σ. Encontremos la probabilidad de la
proyeccio´n del esp´ın en una direccio´n arbitraria en el espacio tridimensional
(3D) que la toma como eje z′ de Σ′. Como ya se vio´, se tienen dos me´todos
para su solucio´n
α) ψ no cambia cuando Σ→ Σ′ y el operador Λˆ cambia como un vector.
Debemos encontrar las FP de la proyeccio´n S′z y desarrollamos ψ en
esas FP. Los cuadradados de los mo´dulos de los coeficientes dan el
resultado.
Sˆ′x = Sˆx cosφ+ Sˆy sinφ = e
−ilφSˆxeilφ,
Sˆ′y = −Sˆx sinφ+ Sˆy cosφ = e−ilφSˆyeilφ,
Sˆ′z = −Sˆz = eilφSˆz, (111)
con rotaciones infinitesimales y de las relaciones de conmutacio´n se
puede encontrar
Lˆ = Sˆz, (112)
donde Lˆ es el generador.
β) La segunda representacio´n es:
Sˆ no se cambia a la Σ → Σ′ y las componentes de ψ se cambian. La
transformacio´n a esta representacio´n se hace con una transformacio´n
unitaria
Vˆ †Sˆ′Vˆ = Λˆ,(
ψ′1
ψ′2
)
= Vˆ †
(
ψ1
ψ2
)
, (113)
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de (111) y (113) resulta que
Vˆ †e−iSˆzφSˆeiSˆzφVˆ = Sˆ,
Vˆ † = eiSˆzφ, (114)
de (114) se obtiene (
ψ′1
ψ′2
)
= eiSˆzφ
(
ψ1
ψ2
)
, (115)
Usando la forma concreta de Sˆz y las propiedades de las matrices de
Pauli se obtiene la forma concreta Vˆ †z , tal que
Vˆ †z (φ) =
(
e
i
2
φ 0
0 e
−i
2
φ
)
. (116)
Un Resultado de Euler
Cualquier sistema de referencia Σ′ de orientacio´n arbitraria con respecto a
Σ puede ser alcanzado con solo tres rotaciones, primero alrededor del eje z,
en seguida una rotacio´n del a´ngulo θ sobre el nuevo eje de coordenadas x′ y
por u´ltimo el a´ngulo ψa en el nuevo eje z
′.
Los parame´tros (ϕ, θ, ψa) se les llama a´ngulos de Euler
Vˆ †(ϕ, θ, ψa) = Vˆ
†
z′(ψa)Vˆ
†
x′(θ)Vˆ
†
z (ϕ). (117)
Las matrices Vˆ †z son del tipo de (116), en cuanto a Vˆ †x es de la forma
Vˆ †x (ϕ) =
(
cos θ2 i sin
θ
2
i sin θ2 cos
θ
2
)
, (118)
de tal modo que
Vˆ †(ϕ, θ, ψa) =
(
ei
ϕ+ψa
2 cos θ2 ie
iψa−ϕ
2 sin θ2
iei
ϕ−ψa
2 sin θ2 e
−iϕ+ψa
2 cos θ2
)
. (119)
Entonces por la rotacio´n de Σ, las componentes de la funcio´n espinorial
se cambian como sigue
ψ′1 = ψ1e
iϕ+ψa
2 cos
θ
2
+ iψ2e
iψa−ϕ
2 sin
θ
2
,
ψ′2 = iψ1e
iϕ−ψa
2 sin
θ
2
+ ψ2e
−iϕ+ψa
2 cos
θ
2
. (120)
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De (120) se puede ver que para una rotacio´n en E3 le corresponde una
transformacio´n lineal en E2—espacio Euclidiano bidimensional (2D)—las
dos componentes de la funcio´n espinorial. La rotacio´n en E3 no implica una
rotacio´n en E2, la cual significa
〈Φ′|ψ′〉 = 〈Φ|ψ〉 = Φ∗1ψ1 +Φ∗2ψ2. (121)
De (119) se encuentra que (121) no se cumple, sin embargo, hay una
invariancia en las transformaciones (119) en el espacio E2 de las funciones
espinoriales, el cual es
{Φ|ψ} = ψ1Φ2 − ψ2Φ1. (122)
Las transformaciones lineales que dejan invariantes tales formas bilin-
eales se llaman binarias.
Una transformacio´n f´ısica con dos componentes para la cual una rotacio´n
del sistema de coordenadas es una transformacio´n binaria se llama esp´ın de
primer orden o solamente esp´ın.
Funciones de Onda Espinoriales de un Sistema con 2 Fermiones
Las funciones propias de isˆ
2
isˆz—i = 1, 2—tienen la forma siguiente
i|+〉 =
(
1
0
)
i
, i|−〉 =
(
0
1
)
i
. (123)
Una variable—o mejor dicho, un operador—corriente en un sistema de
dos fermiones es el esp´ın total
Sˆ =1 Sˆ +2 Sˆ (124)
Las funciones propias espinoriales de sˆ2 sˆz son los kets |Sˆ, σ〉, las cuales
son combinaciones lineales de las FP de isˆ
2
isˆz, esto es
|++〉 =
(
1
0
)
1
(
1
0
)
1
, |+−〉 =
(
1
0
)
1
(
0
1
)
2
,
| −+〉 =
(
0
1
)
2
(
1
0
)
1
, | − −〉 =
(
0
1
)
2
(
0
1
)
2
. (125)
Las funciones de (125) son ortonormalizadas. En En el estado |++〉 es
Sz = 1 y al mismo tiempo es funcio´n propia del operador
Sˆ =1 sˆ
2 + 2(1sˆ)(2sˆ) +2 sˆ
2. (126)
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Como se puede ver de
Sˆ2 = |++〉 = 32 |++〉+ 2(1sˆx ·2 sˆx +1 sˆy ·2 sˆy +1 sˆz ·2 sˆz)|++〉,(127)
Sˆ2 = |++〉 = 2|++〉 = 1(1 + 1)|++〉. (128)
Si se introduce el operador
Sˆ− =1 sˆ− +2 sˆ−, (129)
se obtiene que
[Sˆ−, Sˆ2] = 0. (130)
Entonces (Sˆ−)k|1, 1〉 se puede escribir en funcio´n de las FP del operador Sˆ2,
esto es
Sˆ−|1, 1〉 = Sˆ−|++〉 =
√
2|+−〉+
√
2| −+〉. (131)
Resulta que Sz = 0 en el estado Sˆ−|1, 1〉. Por otro lado, de la condicio´n de
normalizacio´n tenemos
|1, 0〉 = 1√
2
(|+−〉+ | −+〉) (132)
Sˆ−|1, 0〉 = | − −〉+ | − −〉 = α|1,−1〉. (133)
De la coordenada de normalizacio´n
|1,−1〉 = |−,−〉. (134)
So´lo hay una combinacio´n lineal independiente ma´s de funciones de (125)
diferentes de |1, 1〉, |1, 0〉 y |1,−1〉, esto es
ψ4 =
1√
2
(|+−〉 − | −+〉), (135)
Sˆzψ4 = 0, Sˆ
2ψ4. (136)
Por consiguiente
ψ4 = |0, 0〉. (137)
ψ4 describe el estado de un sistema de dos fermiones con el esp´ın total igual
a cero. Este tipo de estado se llama singlet . Consecuentemente el estado de
dos fermiones de esp´ın total igual a uno se llama triplet y tiene un grado de
degeneracio´n g = 3.
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Momento Angular Total
Se define como la suma del momento angular orbital ma´s el spin, esto es
Jˆ = lˆ + Sˆ, (138)
donde, lˆ y Sˆ como hemos visto, actu´an en espacios diferentes, pero el
cuadrado de lˆ y Sˆ conmutan con Jˆ , es decir
[Jˆi, Jˆj ] = iεijkJˆk, [Jˆi, lˆ
2] = 0, [Jˆi, Sˆ
2] = 0, (139)
(139) que lˆ2 y Sˆ2 tienen un sistema de FP con Jˆ2, y Jˆz.
Encontramos el espectro de las proyecciones de Jˆz para un fermio´n. el
estado de proyeccio´n de ma´ximo de Jˆz se puede escribir como
ψ¯ = ψll
(
1
0
)
= |l, l,+〉 (140)
ˆzψ = (l +
1
2 )ψ¯,→ j = l + 12 . (141)
Si introducimos el operador Jˆ− definido por
Jˆ− = lˆ− + Sˆ− = lˆ− +
(
0 0
1 0
)
. (142)
De la normalizacio´n α =
√
(J +M)(J −M + 1) se obtiene
Jˆ−ψll
(
1
0
)
=
√
2l|l, l − 1,+〉+ |l, l − 1,−〉, (143)
tal que el valor de la proyeccio´n de jˆ− en jˆ−ψ¯ sera´
ˆz = (l − 1) + 12 = l − 12 , (144)
resulta que ˆ− disminuye por una unidad a Jˆz.
En el caso general tenemos que
ˆk− = lˆ
k
− + klˆ
k−1
− Sˆ−, (145)
se observa que (145) se obtiene del desarrollo binomial si se considera que
sˆ2− y todas las potencias superiores de sˆ son cero.
ˆk−|l, l,+〉 = lˆk−|l, l,+〉+ klˆk−1− |l, l,−〉. (146)
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Sabemos que
(lˆ−)kψl,l =
√
k!(2l)!
(2l−k)!ψl,l−k,
tal que al usarla se obtiene
ˆk−|l, l,+〉 =
√
k!(2l)!
(2l−k)! |l, l − k,+〉+
√
(k+1)!(2l)!
(2l−k+1)! k|l, l − k + 1,−〉, (147)
con la notacio´n m = l − k
ˆl−m− |l, l,+〉 =
√
(l−m)!(2l)!
(l+m)! |l,m,+〉+
√
(l−m−1)!(2l)!
(2l+m+1)! (l−m)|l,m+1,−〉. (148)
Los valores propios de la proyeccio´n del momento angular total es la secuen-
cia de nu´meros que difieren por la unidad desde j = l + 12 hasta j = l − 12 .
Todos estos estados pertenecen a la misma funcio´n propia de Jˆ como |l, l,+〉
porque [Jˆ1, Jˆ
2] = C
Jˆ2|l, l,+〉 = (lˆ2 + 2lˆSˆ + Sˆ2)|l, l,+〉,
= [l(l + 1) + 2l 12 +
3
4 ]|l, l,+〉 (149)
donde j(j + 1) = (l + 12)(l +
3
2).
En la derecha de (149) una contribucio´n diferente de cero da solamente
j = lˆzSˆz. Entonces las FP obtenidas corresponden a j = l+
1
2 , mj = m+
1
2 .
Las FP son de forma
Φ|l + 1
2
,m+
1
2
〉 =
√
l +m+ 1
2l + 1
|l,m,+〉+
√
l −m
2l + 1
|l,m+ 1,−〉. (150)
El nu´mero total de estados lineales independientes es
N = (2l + 1)(2s + 1) = 4l + 2. (151)
El sistema de FP constituido de tal manera contiene 2j + 1 + 2l + 1
estados
|l − 12 ,m− 12〉 =
√
l−m
2l+1 |l,m,+〉 −
√
l+m+1
2l+1 |l,m+ 1,−〉. (152)
Si dos subsistemas esta´n interaccionando de tal manera que el momento
angular de cada Jˆi se conserva, entonces las FP del operador momento
angular total
Jˆ = ˆ1 + ˆ2, (153)
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se puede encontrar como lo hicimos anteriormente. Para valores propios de
ˆ1 y ˆ2 hay
(2j1 + 1)(2j2 + 1),
FP ortonormalizadas de la proyeccio´n del momento angular total Jˆz. La FP
que corresponde al valor ma´ximo de la proyeccio´n Jˆz es decir,
MJ = j1 + j2,
se puede construir de manera u´nica y por lo tanto J = j1 + j2 es el valor
ma´ximo del momento angular total del sistema. Aplicando el operador Jˆ =
ˆ1 + ˆ2 de manera repetida a la funcio´n
|j1 + j2, j1 + j2, j1 + j2〉 = |j1, j1〉 · |j2, j2〉, (154)
se obtienen todas las 2(j1 + j2) + 1 funciones ortogonales de la FP de Jˆ =
j1 + j2 con varios M
−(j1 + j2) ≤M ≤ (j1 + j2).
Por ejemplo las FP para M = j1 + j2 − 1 es:
|j1+j2, j1+j2−1, j1, j2〉 =
√
j1
j1 + j2
|j1, j1−1, j2, j2〉+
√
j2
j1 + j2
|j1, j1, j2, j2−1〉.
(155)
Aplicando en seguida varias veces el operador Jˆ− se puede obtener las
2(j1 + j2 − 1)− 1 funciones de J = j1 + j2 − 1.
Se puede demostrar que
|j1 − j2| ≤ J ≤ j1 + j2
tal que
max J∑
min J
(2J + 1) = (2J1 + 1)(2J2 + 1), (156)
Consecuentemente
|J,M, j1, j2〉 =
∑
m1+m2=M
(j1,m, j2|J+)|j1,m1, j2,m2〉 (157)
Citas: 1. Acetatos del Prof. H. Rosu
Referencia bibliogra´fica:
1. H.A. Buchdahl, “Remark concerning the eigenvalues of orbital angular
momentum”,
Am. J. Phys. 30, 829-831 (1962)
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P r o b l e m a s
Problema No. 3.1
Mostrar que si ψ′ = Rψ, entonces el operador R se puede representar como
un operador exponencial
Solucio´n
Para mostrarlo, expandemos ψ′(~r) en serie de Taylor en el punto x′ = x+dx
y considerando so´lo las primeras potencias tenemos
ψ(x′, y′, z′) = ψ(x, y, z) + (x′ − x) ∂
∂x′
ψ(x′, y′, z′)
∣∣∣∣
~r′=~r
+(y′ − y) ∂
∂y′
ψ(x′, y′, z′)
∣∣∣∣
~r′=~r
+(z′ − z) ∂
∂z′
ψ(x′, y′, z′)
∣∣∣∣
~r′=~r
,
ahora considerando el hecho de que
∂
∂x′i
ψ(~r′)
∣∣∣∣
~r′
=
∂
∂xi
ψ(~r),
x′ = x− ydφ, y′ = y + dφ, z′ = z,
tal que, esto reduce la serie de tres dimensiones a solamente dos
ψ(~r′) = ψ(~r) + (x− ydφ− x)∂ψ(~r)
∂x
+ (y + xdφ− y)∂ψ(~r)
∂y′
,
= ψ(~r)− dφy∂ψ(~r)
∂x
− dφx∂ψ(~r)
∂y
,
=
[
1− dφ
(
x
∂
∂y
− y ∂
∂x
)]
ψ(~r)
considerando que ilˆz =
(
x ∂∂y − y ∂∂x
)
entonces tenemos queR =
[
1− dφ
(
x ∂∂y − y ∂∂x
)]
ψ(~r)
entonces R puede escribirse como una exponencial
R = eilˆzdφ.
Problema No. 3.2
Mostrar que de las expresiones dadas en (14) se puede llegar a (15)
Solucio´n
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Nuevamente, consideremos so´lo los te´rminos lineales en la expansio´n de la
serie de Taylor y dado que tenemos rotaciones infinitesimales, entonces
eilˆzdφ = 1 + ilˆzdφ+
1
2!(ilˆzdφ)
2 + . . . ,
entonces tenemos que
(1 + ilˆzdφ)Aˆx(1− ilˆzdφ) = Aˆx − Aˆxdφ,
(Aˆx + ilˆzdφAˆx)(1 − ilˆzdφ) = Aˆx − Aˆxdφ,
Aˆx − Aˆxilˆzdφ+ ilˆzdφAˆx + lˆzdφAˆx lˆzdφ = Aˆx − Aˆxdφ,
i(lˆzAˆx − Aˆx lˆz)dφ = −Aˆydφ.
Luego entonces, concluimos que
[lˆz, Aˆx] = iAˆy.
entonces tenemos que
(1 + ilˆzdφ)Aˆy(1− ilˆzdφ) = Aˆxdφ− Aˆy,
(Aˆy + ilˆzdφAˆy)(1− ilˆzdφ) = Aˆxdφ− Aˆy,
Aˆy − Aˆyilˆzdφ+ ilˆzdφAˆy + lˆzdφAˆy lˆzdφ = Aˆxdφ− Aˆy,
i(lˆzAˆy − Aˆy lˆz)dφ = −Aˆxdφ.
Problema No. 3.3
Determine la precesio´n del esp´ın en un campo magne´tico homoge´neo.
Solucio´n
Si el cuerpo cargado se mueve en un campo magne´tico homoge´neo circular
alrededor de la direccio´n del campo con una frecuencia
ω = 2ωL =
−eB
mc
.
Aqu´ı, la carga del electro´n es −e. Esto se sigue del hecho de que la fuerza
de Lorentz equilibra la fuerza centr´ıfuga.
eBv
c
= myω2,
entonces
ω = −eB
mc
.
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Por lo tanto
ωL =
eB
2mc
la cual, se conoce con el nombre de frecuencia de Larmor.
Problema No. 3.4
Resolver la ec. de Laplace usando coordenadas esfe´ricas
Solucio´n
Asumiendo que podemos tener
U(r, θ, φ) = R(r)Θ(θ, φ),
de este modo vemos que
r
R(r)
∂2
∂r2
[rR(r)] =
1
Θ
L2Θ = l(l + 1)
74
4. El Me´todo WKB
Para estar en condiciones de estudiar los efectos de potenciales ma´s rea-
listas, que los correspondientes a barreras y pozos de potencial, es necesario
encontrar me´todos que permitan resolver la ecuacio´n de Schro¨dinger para
dichos potenciales.
En general no es posible construir soluciones exactas para tales casos,
y lo que se hace, es recurrir a me´todos de aproximacio´n que proporcionen
una solucio´n suficientemente buena y simple, como para poder estudiar el
comportamineto del sistema con ella.
Me´todos como estos hay muchos, pero nos concentraremos en el me´todo
desarrollado simulta´neamente por G. Wentzel, M. A. Kramers y L. Brillouin
en 1926; y de cuyos apellidos deriva el acro´nimo WKB.
Es importante mencionar que el me´todo WKB, so´lo es aplicable a la
ecuacio´n de Schro¨dinger 1-dimensional.
Para resolver la ecuacio´n de Schro¨dinger
− h¯
2
2m
∂2ψ
∂y2
+ u(y)ψ = Eψ (1)
supongamos que el potencial tiene la forma:
u(y) = u0f
(y
a
)
(2)
Y hacemos los cambios de variables:
ξ2 =
h¯2
2mu0a2
(3)
η =
E
u0
(4)
x =
y
a
(5)
de la ecuacio´n (5) obtenemos:
∂
∂x
=
∂y
∂x
∂
∂y
= a
∂
∂y
(6)
∂2
∂x2
=
∂
∂x
(
a
∂
∂y
)
=
(
a
∂
∂x
)(
a
∂
∂x
)
= a2
∂2
∂y2
(7)
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y la ecuacio´n de Schro¨dinger se escribe:
− ξ2∂
2ψ
∂x2
+ f(x)ψ = ηψ (8)
multiplica´ndola por −1/ξ2 y definiendo r(x) = η−f(x), es posible escribirla
en la forma:
∂2ψ
∂x2
+
1
ξ2
r(x)ψ = 0 (9)
para resolver esta u´ltima, proponemos la siguiente solucio´n:
ψ(x) = exp
[
i
ξ
∫ x
a
q(x)dx
]
(10)
En general:
∫ x
a q(x)dx = Q(x)|xa = Q(x)−Q(a) ∋ ∂Q(x)∂x = dQ(x)dx = q(x).
Esto de acuerdo con el teorema fundamental del ca´lculo.
Por lo que:
∂2ψ
∂x2
=
∂
∂x
(
∂ψ
∂x
)
=
∂
∂x
{
i
ξ
q(x) exp
[
i
ξ
∫ x
a
q(x)dx
]}
=⇒ ∂
2ψ
∂x2
=
i
ξ
{
i
ξ
q2(x) exp
[
i
ξ
∫ x
a
q(x)dx
]
+
∂q(x)
∂x
exp
[
i
ξ
∫ x
a
q(x)dx
]}
Factorizando ψ tenemos:
∂2ψ
∂x2
=
[
− 1
ξ2
q2(x) +
i
ξ
∂q(x)
∂x
]
ψ (11)
Olvida´ndonos de la dependencia en x, la ecuacio´n de Schro¨dinger se
escribe ahora: [
− 1
ξ2
q2 +
i
ξ
∂q
∂x
+
1
ξ2
r
]
ψ = 0 (12)
En general ψ 6= 0 por lo que:
iξ
dq
dx
+ r − q2 = 0 (13)
que es una ecuacio´n diferencial lineal tipo Riccati, cuya solucio´n se busca
como una serie de potencias de ξ; suponiendo que ξ es muy pequen˜a.
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Dicha serie proponemos que tiene la forma:
q(x) =
∞∑
n=0
(−iξ)nqn(x) (14)
Sustituimos e´sta en la Riccati para obtener:
iξ
∞∑
n=0
(−iξ)n dqn
dx
+ r(x)−
∞∑
µ=0
(−iξ)µqµ
∞∑
ν=0
(−iξ)νqν = 0 (15)
Rearreglando los te´rminos de la ecuacio´n (15) tenemos:
∞∑
n=0
(−1)n(iξ)n+1 dqn
dx
+ r(x)−
∞∑
µ=0
∞∑
ν=0
(−iξ)µ+νqµqν = 0 (16)
Las series dobles cumplen con:
∞∑
µ=0
∞∑
ν=0
aµν =
∞∑
n=0
n∑
m=0
am,n−m
Donde: µ = n−m ν = m
De esta forma:
∞∑
n=0
(−1)n(iξ)n+1 dqn
dx
+ r(x)−
∞∑
n=0
n∑
m=0
(−iξ)n−m+mqmqn−m = 0 (17)
Veamos por separado unos cuantos te´rminos de cada una de las series
contenidas en la ecuacio´n (17):
∞∑
n=0
(−1)n(iξ)n+1 dqn
dx
= iξ
dq0
dx
+ ξ2
dq1
dx
− iξ3 dq2
dx
+ . . . (18)
∞∑
n=0
n∑
m=0
(−iξ)nqmqn−m = q20 − i2ξq0q1 + . . . (19)
Para que ambas series contengan en su primer te´rmino, de sus respectivos
desarrollos a iξ, debemos escribirlas:
∞∑
n=1
(−1)n−1(iξ)n dqn−1
dx
+ r(x)− q20 −
∞∑
n=1
n∑
m=0
(−iξ)nqmqn−m = 0
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De la cual obtenemos:
∞∑
n=1
[
− (−iξ)n dqn−1
dx
−
n∑
m=0
(−iξ)nqmqn−m
]
+
[
r(x)− q20
]
= 0 (20)
Para que se satisfaga la igualdad anterior, debemos exigir que:
r(x)− q20 = 0 ⇒ q0 = ±
√
r(x) (21)
−(−iξ)ndqn−1
dx
−
n∑
m=0
(−iξ)nqmqn−m = 0
⇒ dqn−1
dx
= −
n∑
m=0
qmqn−m n ≥ 1 (22)
A la cual llamaremos relacio´n de recurrencia. Recordando que definimos
r(x) = η − f(x), η = Eu0 & f(x) = uu0 ; obtenemos con ayuda de la
ecuacio´n (21) que:
q0 = ±
√
η − f(x) = ±
√
E
u0
− u
u0
= ±
√
2m(E − u)
2mu0
(23)
Esta u´ltima es la conexio´n cla´sica para el momento de una part´ıcula de
energ´ıa E en el potencial u, en unidades de
√
2mu0. Por ello:
q0 = p(x) =
√
η − f(x)
(que no es operador) Si aproximamos hasta segundo orden, tenemos lo
siguiente:
q(x) = q0 − iξq1 − ξ2q2
y empleando la ecuacio´n de recurrencia calculamos q1 y q2:
dq0
dx
= −2q0q1 ⇒ q1 = −1
2
dq0
dx
q0
= −1
2
d
dx
(ln |q0|)
⇒ q1 = −1
2
d
dx
(ln |p(x)|) (24)
dq1
dx
= −2q0q2 − q21 ⇒ q2 = −
dq1
dx − q21
2q0
(25)
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De la ecuacio´n (24), nos percatamos de que q1 es la pendiente con el signo
cambiado de ln |q0|; cuando q0 es muy pequen˜o, q1 ≪ 0 ⇒ −ξq1 ≫ 0,
y en consecuencia la serie diverge. Lo que nos lleva a exigir la siguiente
condicio´n WKB:
|q0| ≫ | − ξq1| = ξ|q1|
La condicio´n WKB no se satisface para puntos xk tales que:
q0(xk) = p(xk) = 0
recordando que q0 = p =
√
2m(E−u)
2mu0
, la ecuacio´n anterior nos conduce a:
E = u(xk) (26)
En f´ısica cla´sica puntos xk que satisfacen la ecuacio´n (26), son llamados
puntos de retorno; ya que en ellos la part´ıcula invierte el sentido de su
movimiento.
En base a lo anterior, podemos decir que q0 es una solucio´n cla´sica del
problema, y que q1 y q2 son respectivamente, la primer y segunda correc-
ciones cua´nticas del problema.
Para obtener las funciones de onda, so´lo consideraremos la solucio´n
cla´sica, y la primer correccio´n cua´ntica del problema; y las ssutituimos en
nuestra propuesta para ψ:
ψ = exp
[
i
ξ
∫ x
a
q(x)dx
]
= exp
[
i
ξ
∫ x
a
(q0 − iξq1)dx
]
⇒ ψ = exp
(
i
ξ
∫ x
a
q0dx
)
· exp
(∫ x
a
q1dx
)
Para el segundo factor tenemos:
exp
(∫ x
a
q1dx
)
= exp
[
− 1
2
∫ x
a
d
dx
(ln |p(x)|)dx
]
=
= exp
[
− 1
2
(ln |p(x)|)
∣∣∣x
a
]
=
A√
p(x)
con A una constante. Para el primer factor tenemos:
exp
(
i
ξ
∫ x
a
q0dx
)
= exp
[
± i
ξ
∫ x
a
p(x)dx
]
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Y ψ puede ser escrita como:
ψ± =
1√
p(x)
exp
[
± i
ξ
∫ x
a
p(x)dx
]
(27)
y se llaman las soluciones WKB de la ecuacio´n de Schro¨dinger uno-
dimensional.
La solucio´n general WKB en la regio´n para la cual se cumple la condicio´n
WKB, se escribe:
ψ = a+ψ
+ + a−ψ− (28)
Como ya se dijo, no hay solucio´n WKB en los puntos de retorno; lo que
nos lleva a cuestionarnos como es que ψ(x < xk) pasa a ψ(x > xk), y para
esto se hace necesaria la introduccio´n de las fo´rmulas de conexio´n.
Las Fo´rmulas De Conexio´n
Ya se dijo que las soluciones WKB, son singulares en los puntos cla´sicos
de retorno; no obstante estas soluciones son va´lidas a la izquierda, y a la
derecha de un punto cla´sico de retorno xk. Y por ello nos cuestionamos
como es que ψ(x < xk) pasa a ψ(x > xk); es decir, debemos encontrar las
fo´rmulas de conexio´n.
De la teor´ıa de ecuaciones diferenciales ordinarias, y con apoyo del
ana´lisis de funciones de variable compleja, puede demostrarse que las fo´rmulas
de conexio´n existen y que son las siguientes:
ψ1(x) =
1
[−r(x)] 14
exp
(
−
∫ xk
x
√
−r(x)dx
)
→
→ 2
[r(x)]
1
4
cos
(∫ x
xk
√
r(x)dx− π
4
)
(29)
donde ψ1(x) so´lo tiene un comportamiento exponencial decreciente para
x < xk. Lo que significa nuestra primer fo´rmula de conexio´n, es que una
funcio´n ψ(x), que a la izquierda de un punto cla´sico de retorno se comporte
como una exponencial decreciente, pasa a la derecha del punto cla´sico de
retorno como un coseno de fase φ = π4 , y con el doble de la amplitud de la
exponencial.
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Ahora, en el caso de una funcio´n ψ(x) ma´s general; es decir, una funcio´n
que tenga un comportamiento exponencial creciente y decreciente; la fo´rmula
de conexio´n correspondiente es:
sin
(
φ+
π
4
)
1
[−r(x)] 14
exp
(∫ xk
x
√
−r(x)dx
)
←
← 1
[r(x)]
1
4
cos
(∫ x
xk
√
r(x)dx+ φ
)
(30)
siempre que φ no tenga un valor muy cercano a −π4 ; la razo´n de ello es que
si φ = −π4 , el seno se anula. Esta segunda fo´rmula de conexio´n, significa
que una funcio´n que se comporta como un coseno a la derecha de un punto
cla´sico de retorno, pasa a la izquierda de e´l como una exponencial creciente
con amplitud modulada por un seno.
Para ver los detalles de como son obtenidas estas fo´rmulas de conexio´n,
debe consultarse el libro: Mathematical Methods of Physics by J. Mathews
& R.L. Walker.
Estimacio´n Del Error Introducido en la Aproximacio´n WKB
Hemos encontrado la solucio´n a la ecuacio´n de Schro¨dinger en cualquier
regio´n donde se satisfaga la condicio´n WKB; no obstante, las soluciones
WKB divergen en los puntos cla´sicos de retorno como ya se ha sen˜alado.
Analizaremos un tanto superficialmente esta problema´tica a fin de proponer
las llamadas fo´rmulas de conexio´n en una vecindad pro´xima a los puntos
cla´sicos de retorno.
Supongamos que x = xk, es un punto cla´sico de retorno; es decir, es un
punto tal que se cumple: q0(xk) = p(xk) = 0 ⇒ E = u(xk). Ahora
bien, a la izquierda de xk; es decir para puntos del espacio 1-dimensional
tales que x < xk, supongamos que E < u(x), de modo que en esta regio´n la
solucio´n WKB es:
ψ(x) =
a[
u(x)−E
u0
] 1
4
exp
−1
ξ
∫ xk
x
√
u(x)− E
u0
dx
 +
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+
b[
u(x)−E
u0
] 1
4
exp
1
ξ
∫ xk
x
√
u(x)−E
u0
dx
 (31)
de igual forma a la derecha de xk, es decir para puntos del espacio 1-
dimensioanl tales que x > xk supondremos que E > u(x), en consecuencia
la solucio´n WKB en esta regio´n es:
ψ(x) =
c[
E−u(x)
u0
] 1
4
exp
 i
ξ
∫ x
xk
√
E − u(x)
u0
dx
 +
+
d[
E−u(x)
u0
] 1
4
exp
− i
ξ
∫ x
xk
√
E − u(x)
u0
dx
 (32)
Si ψ(x) es una funcio´n real, lo sera´ tanto a la derecha como a la izquierda
de xk, a esto le llamaremos “reality condition”, y establece que si a, b ∈ ℜ,
entonces c = d∗.
Nuestro problema es conectar las aproximaciones a cada lado de xk a
modo de que se refieran a la misma solucio´n exacta; esto es encontrar c
y d si conocemos a y b, y viceversa. Para hacer dicha conexio´n, debemos
utilizar una solucio´n aproximada, la cual sea va´lida a lo largo de un camino
que conecte las regiones a ambos lados de xk, donde las soluciones WKB
sean va´lidas tambie´n.
Lo ma´s comu´n es recurrir a un me´todo propuesto por Zwann y Kemble,
el cual consiste en evadir el eje real en las cercanias de xk, mediante el
recorrido de un camino que encierre a xk en el plano complejo; a lo largo de
este camino las soluciones WKB seguira´n siendo va´lidas. En esta exposicio´n
recurriremos a dicho me´todo, pero so´lo con la finalidad de obtener un medio
de estimar errores en la aproximacio´n WKB.
La estimacio´n de errores es importante, a causa de que se desea obtener
soluciones aproximadas, en un amplio intervalo de puntos del espacio 1-
dimensional; y se debe estar preocupado en si el error se acumula, y si
posteriormente traera´ consigo corrimientos de fase.
Para esto definimos las funciones WKB asociadas como:
W± =
1[
E−u(x)
u0
] 1
4
exp
± i
ξ
∫ x
xk
√
E − u(x)
u0
dx
 (33)
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a e´stas las consideraremos como funciones de variable compleja respecto de
x, y emplearemos cortes de tipo rama para eludir discontinuidades en los
ceros de r(x) = E−u(x)u0 . Estas funciones satisfacen una ecuacio´n diferencial,
que puede obtenerse diferencia´ndolas respecto a x, para tener:
W ′± =
(
± i
ξ
√
r − 1
4
r′
r
)
W±
W ′′± +
[
r
ξ2
+
1
4
r′′
r
− 5
16
(
r′
r
)2]
W± = 0 (34)
nombramos a:
s(x) =
1
4
r′′
r
− 5
16
(
r′
r
)2
(35)
entonces las W± son soluciones exactas de:
W ′′± +
[
1
ξ2
r(x) + s(x)
]
W± = 0 (36)
mientras que so´lo satisfacen aproximadamente a la ecuacio´n de Schro¨dinger;
la cual es regular en x = xk, mientras que la ecuacio´n satisfecha por las
funciones WKB asociadas es singular en dicho punto.
Procedamos a definir funciones α±(x) tales que cumplan con las dos
relaciones siguientes:
ψ(x) = α+(x)W+(x) + α−(x)W−(x) (37)
ψ′(x) = α+(x)W ′+(x) + α−(x)W
′
−(x) (38)
donde ψ(x) es una solucio´n a la ecuacio´n de Schro¨dinger. Resolviendo las
ecuaciones anteriores para las α±; tenemos:
α+ =
ψW ′− − ψ′W−
W+W ′− −W ′+W−
α− = − ψW
′
+ − ψ′W+
W+W ′− −W ′+W−
siendo el denominador de e´stas el Wronskiano de W+ y W−; no es dif´ıcil
demostrar que e´ste toma el valor −2ξ i, as´ı que las α± se simplifican a:
α+ =
ξ
2
i
(
ψW ′− − ψ′W−
)
(39)
α− =
−ξ
2
i
(
ψW ′+ − ψ′W+
)
(40)
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Tomando la derivada respecto a x de las ecuaciones (39) y (40), tenemos:
dα±
dx
=
ξ
2
i
(
ψ′W ′∓ + ψW
′′
∓ − ψ′′W∓ − ψ′W ′∓
)
(41)
dentro del pare´ntesis el primer y cuarto te´rmino se anulan; recordemos que:
ψ′′ +
1
ξ2
r(x)ψ = 0 & W ′′± +
[
1
ξ2
r(x) + s(x)
]
W± = 0
podemos escribir la ecuacio´n (41) como:
dα±
dx
=
ξ
2
i
[
−ψ
(
r
ξ2
+ s
)
W∓ +
r
ξ2
ψW∓
]
dα±
dx
= ∓ξ
2
is(x)ψ(x)W∓(x) (42)
y en base a las ecuaciones (33) y (37):
dα±
dx
= ∓ξ
2
i
s(x)
[r(x)]
1
2
[
α± + α∓ exp
(
∓2
ξ
i
∫ x
xk
√
r(x)dx
)]
(43)
Las ecuaciones (42) y (43) son usadas para estimar el error que se
comete en la aproximacio´n WKB para un punto particular del espacio 1-
dimensional.
La razo´n de que se considere a dα±dx , como una estimacio´n del error que
se comete en la aproximacio´n WKB, es que en las ecuaciones (31) y (32) las
constantes a, b y c, d respectivamente, tan so´lo nos dan soluciones ψ apro-
ximadas; mientras que las funciones α± al introducirlas en las ecuaciones
(37) y (38), nos proporcionan soluciones ψ exactas; y al tomar su derivada
obtenemos la pendiente de la recta tangente a ellas, y e´sta nos dice cuanto
es que se desv´ıan las α± de las constantes a, b, c y d.
Nota: Los art´ıculos WKB originales son:
G. Wentzel, “Eine Verallgemeinerung der Wellenmechanik”,
Zeitschrift fu¨r Physik 38, 518-529 (1926) [recibido 18 Junio 1926]
L. Brillouin, “La me´canique ondulatoire de Schro¨dinger; une me´thode ge´ne´rale
de resolution par approximations successives”,
Compte Rendue Acad. Sci. (Paris) 183, 24-26 (1926) [recibido 5 Julio 1926]
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H.A. Kramers, “Wellenmechanik und halbzahlige Quantisierung”,
Zf. Physik 39, 828-840 (1926) [recibido 9 Sept. 1926]
H. Jeffreys, “On certain approx. solutions of linear diff. eqs. of the second
order”,
Proc. Lond. Math. Soc. 23, 428-436 (1925)
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P r o b l e m a s
Problema 4.1
Veamos un ejemplo de como se usa el me´todo WKB en meca´nica cua´ntica:
Consideremos una part´ıcula de energ´ıa E que se mueve en un potencial u(x),
la correspondiente ecuacio´n estacionaria de Schro¨dinger es:
d2ψ
dx2
+
2m
h¯2
[E − u(x)]ψ = 0 (44)
y consideremos que u(x) tiene la forma que se muestra en la figura 4.1.
E
u(x)
xx x1 2
Fig. 4.1
Como podemos ver:
r(x) =
2m
h¯2
[E − u(x)]
{
es positiva para a < x < b
es negativa para x < a, x > b
Si ψ(x) corresponde a puntos tales que x < a, al pasar al intervalo
a < x < b, nuestra fo´rmula de conexio´n es la ecuacio´n (29) y nos dice que:
ψ(x) ≈ A
[E − u] 14
cos
∫ x
a
√
2m
h¯2
(E − u)dx− π
4
 (45)
donde A es una constante arbitraria,
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Cuando ψ(x) corresponde a x > b, al pasar al intervalo a < x < b
similarmente:
ψ(x) ≈ − B
[E − u] 14
cos
∫ b
x
√
2m
h¯2
(E − u)dx− π
4
 (46)
donde B es una constante arbitraria. La razo´n de que nuestra fo´rmula de
conexio´n sea nuevamente la ecuacio´n (29), es que cuando la part´ıcula llega
al segundo punto cla´sico de retorno, x = b, esta invierte la direccio´n de su
movimiento, y entonces es como si hubiera venido de derecha a izquierda;
lo que equivale a ver la primer situacio´n de izquierda a derecha en el punto
x = a, en un espejo.
Estas dos expresiones independientemente de las constantes A y B,
deben de ser las mismas; as´ı que:
cos
∫ x
a
√
2m
h¯2
(E − u)dx− π
4
 = − cos
∫ b
x
√
2m
h¯2
(E − u)dx− π
4

⇒ cos
∫ x
a
√
2m
h¯2
(E − u)dx− π
4
+ cos
∫ b
x
√
2m
h¯2
(E − u)dx− π
4
 = 0
(47)
Recordando que:
cosA+ cosB = 2cos
(
A+B
2
)
cos
(
A−B
2
)
la ecuacio´n (47) se escribe:
2 cos
1
2
∫ x
a
√
2m
h¯2
(E − u)dx− π
4
+
∫ b
x
√
2m
h¯2
(E − u)dx− π
4
 ·
· cos
1
2
∫ x
a
√
2m
h¯2
(E − u)dx− π
4
−
∫ b
x
√
2m
h¯2
(E − u)dx+ π
4
 = 0 (48)
lo que implica que los argumentos de estos cosenos sean un mu´ltiplo entero
de π2 ; el argumento del segundo coseno no nos lleva a algu´n resultado intere-
sante, por lo que so´lo prestaremos atencio´n al argumento del primer coseno,
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el cual por el contrario si nos lleva a un resultado de gran importancia;
entonces:
1
2
∫ x
a
√
2m
h¯2
(E − u)dx− π
4
+
∫ b
x
√
2m
h¯2
(E − u)dx− π
4
 = n
2
π para n impar
⇒
∫ b
a
√
2m
h¯2
(E − u)dx− π
2
= nπ
⇒
∫ b
a
√
2m
h¯2
(E − u)dx = (n+ 1
2
)π
⇒
∫ b
a
√
2m(E − u)dx = (n + 1
2
)πh¯ (49)
Este resultado es muy similar a las reglas de cuantizacio´n de Bohr -
Sommerfeld.
Recordemos que el postulado de Bohr establece que el momento an-
gular de un electro´n, que se mueve en una o´rbita permitida en torno a
un nucleo ato´mico, esta´ cuantizado y su valor es igual a: L = nh¯, n =
1, 2, 3, . . .. Y recordemos tambie´n que las reglas de cuantizacio´n de Wil-
son - Sommerfeld, establecen que toda coordenada de un sistema f´ısico que
var´ıe perio´dicamente en el tiempo debera´ satisfacer la condicio´n cua´ntica:∮
pqdq = nqh; donde q es una coordenada perio´dica, pq es el momento asoci-
ado con ella, nq es un nu´mero entero y h es la constante de Planck. Y como
podemos ver el resultado obtenido de la aproximacio´n WKB es muy similar
a estos dos.
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Problema 4.2
Estimemos el error que se comete en la solucio´n WKB, en un punto
x1 6= xk, con xk un punto cla´sico de retorno; para la ecuacio´n diferencial
y′′ + xy = 0. La solucio´n de este problema en f´ısica, es importante para el
estudio de campos uniformes; tales como el campo gravitacional o´ el campo
ele´ctrico uniforme debido a placas planas con carga ele´ctrica.
Solucio´n:
Para esta ecuacio´n diferencial tenemos que:
ξ = 1, r(x) = x & s(x) = − 5
16
x−2
r(x) = x solamente tiene un cero en xk = 0, as´ı que para x≫ 0:
W± = x−
1
4 exp
(
±i
∫ x
0
√
xdx
)
= x−
1
4 exp
(
±2
3
ix
3
2
)
(50)
Derivando las W± una y dos veces respecto a x, nos damos cuenta de que
satisfacen la siguiente ecuacio´n diferencial:
W ′′± + (x−
5
16
x−2)W± = 0 (51)
La solucio´n exacta y(x) a esta ecuacio´n diferencial, la escribiremos como
una combinacio´n l´ıneal de las W±, tal y como se indico´ en la seccio´n corre-
spondiente a la estimacio´n de error en la aproximacio´n WKB; si recordamos
la combinacio´n l´ıneal se propuso de la forma:
y(x) = α+(x)W+(x) + α−(x)W−(x)
Para x muy grandes una solucio´n general de nuestra ecuacio´n diferencial,
esta´ descrita por la aproximacio´n WKB como:
y(x) = Ax−
1
4 cos
(
2
3
x
3
2 + δ
)
cuando x→∞ (52)
de modo que α+ → A2 eiδ y α− → A2 e−iδ para x → ∞. Deseamos calcular
el error en esta solucio´n WKB; el cual es medido por la desviacio´n de α+ y
α− respecto de las constantes A. Para esto utilizamos la ecuacio´n:
dα±
dx
= ∓ξ
2
i
s(x)√
r(x)
[
α± + α∓ exp
(
∓2i
∫ x
xk
√
r(x)dx
)]
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y efectuando las sustituciones correspondientes:
dα±
dx
= ∓ i
2
(
− 5
16
x−2
)
x−
1
2
[
A
2
e±iδ +
A
2
e∓iδ exp
(
∓2i2
3
x
3
2
)]
(53)
sabemos que ∆α±, representa los cambios que sufren las α± cuando x va
desde x1 hasta ∞, y estos cambios se calculan mediante:
∆α±
A/2
=
2
A
∫ ∞
x1
dα±
dx
dx =
= ±i 5
32
e±iδ
[
2
3
x
− 3
2
1 + e
∓2iδ
∫ ∞
x1
x−
5
2 exp
(
∓i4
3
x
3
2
)
dx
]
(54)
El segundo te´rmino dentro del pare´ntesis es menos importante que el primero,
esto se debe a que la exponencial compleja, oscila entre 1 y −1 y x− 52 < x− 32 .
de este modo:
∆α±
A/2
≈ ± 5
48
ie±iδx
− 3
2
1 (55)
y como podemos ver el error que se introduce es realmente pequen˜o, esto
porque igualmente la exponencial compleja oscila entre −1 y 1, y x−
3
2
1 sera´
tambie´n pequen˜o.
Problema 4.3
¿Porque´ la ecuacio´n diferencial que satisfacen las funciones WKB asoci-
adas, difiere de la ecuacio´n de Schro¨dinger que es satisfecha por las funciones
WKB; en la inclusio´n de la funcio´n s(x), si las funciones WKB y las asoci-
adas WKB tienen la misma forma?
Justificacio´n:
Recordemos que en el proceso de obtencio´n de las soluciones WKB, nos
encontramos con una ecuacio´n diferencial tipo Riccati; para la cual pro-
pusimos una solucio´n en forma de serie de potencias de −iξ, dicha serie
es q(x) =
∑∞
n=0(−iξ)nqn(x). Pero recordemos tambie´n que e´sta la aproxi-
mamos so´lo hasta segundo orden, por lo que nuestras funciones ψ±(x) sat-
isfacen la ecuacio´n de Schro¨dinger so´lo aproximadamente. Por otra parte se
proponen las funciones WKB asociadas W±, como funciones que tienen la
misma forma que las funciones ψ±; y para obtener la ecuacio´n diferencial que
e´stas satisfacen, simplemente las derivamos; y en consecuencia esta ecuacio´n
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diferencial es satisfecha exactamente por ellas, y como vemos se introduce
de manera natural la funcio´n s(x); y hace su aparicio´n para indicarnos que
tanto se “desv´ıan” las funciones ψ± de la solucio´n exacta a la ecuacio´n de
Schro¨dinger 1 - dimensional.
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5. EL OSCILADOR ARMO´NICO
Solucio´n de la ecuacio´n de Schro¨dinger
El oscilador armo´nico es quiza´ el modelo ma´s usado en la F´ısica, y su
utilidad va desde los campos de la F´ısica cla´sica hasta la Electrodina´mica
cua´ntica.
De la meca´nica cla´sica sabemos que muchos potenciales complicados, pueden
ser aproximados en la vecindad de sus puntos de equilibrio por un oscilador
armo´nico
V (x) ∼ 1
2
V ′′(a)(x− a)2 (1)
Esto en el caso unidimensional. Para este caso tenemos que la funcio´n
hamiltoniana cla´sica, de una part´ıcula con masa m, oscilando con frecuencia
ω, toma la siguiente forma :
H =
p2
2m
+
1
2
mω2x2 (2)
y el correspondiente hamiltoniano cua´ntico en el espacio de configuraciones
es :
Hˆ =
1
2m
(−ih¯ d
dx
)2 +
1
2
mω2x2 (3)
Hˆ = − h¯
2
2m
d2
dx2
+
1
2
mω2x2 (4)
Dado que el potencial es independiente del tiempo, lo que determina las
eigenfunciones Ψn y sus correspondientes eigenvalores En, es la ecuacio´n de
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Schro¨dinger independiente del tiempo :
HˆΨn = EnΨn (5)
Considerando el hamiltoniano para el oscilador armo´nico , se tiene que
la ecuacio´n de Schro¨dinger correspondiente es :
d2Ψ
dx2
+ [
2mE
h¯2
− m
2ω2
h¯2
x2]Ψ = 0 (6)
Hemos suprimido los sub´ındices de E y Ψ por comodidad. Definiremos
ahora las siguientes cantidades:
k2 =
2mE
h¯2
(7)
λ =
mω
h¯
(8)
Con estas definiciones, nuestra ecuacio´n de Schro¨dinger es:
d2Ψ
dx2
+ [k2 − λ2x2]Ψ = 0 (9)
A esta u´ltima ecuacio´n se le conoce como “ecuacio´n diferencial deWeber”
Haremos enseguida la transformacio´n:
y = λx2 (10)
En general, en un cambio de variable, suponiendo que hacemos el cambio
de la variable x a la variable y , se tiene que los operadores diferenciales
toman la forma siguiente:
d
dx
=
dy
dx
d
dy
(11)
93
d2
dx2
=
d
dx
(
dy
dx
d
dy
) =
d2y
dx2
d
dy
+ (
dy
dx
)2
d2
dy2
(12)
Aplicando esto a la transformacio´n propuesta obtenemos la siguiente
ecuacio´n diferencial en la variable y :
y
d2Ψ
dy2
+
1
2
dΨ
dy
+ [
k2
4λ
− 1
4
y]Ψ = 0 (13)
o bien, definiendo :
κ =
k2
2λ
=
k¯2
2mω
=
E
h¯ω
(14)
Obtenemos entonces la ecuacio´n:
y
d2Ψ
dy2
+
1
2
dΨ
dy
+ [
κ
2
− 1
4
y]Ψ = 0 (15)
Pasaremos enseguida a resolver esta ecuacio´n, haciendo primeramente
el ana´lisis asinto´tico en el l´ımite y → ∞ , para hacer esto reescribimos la
ecuacio´n anterior como sigue :
d2Ψ
dy2
+
1
2y
dΨ
dy
+ [
κ
2y
− 1
4
]Ψ = 0 (16)
Observamos que , en el l´ımite y →∞, esta ecuacio´n se comporta as´ı:
d2Ψ∞
dy2
− 1
4
Ψ∞ = 0 (17)
Esta ecuacio´n tiene como solucio´n:
Ψ∞(y) = A exp
y
2
+B exp
−y
2
(18)
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Desechamos exp y2 dado que e´sta diverge en el l´ımite y →∞, nos quedamos
entonces con la exponencial decreciente. Podemos sugerir entonces que Ψ
tiene la siguiente forma:
Ψ(y) = exp
−y
2
ψ(y) (19)
Sustituyendo esto en la ecuacio´n diferencial para y ( ec. 15) se tiene:
y
d2ψ
dy2
+ (
1
2
− y)dψ
dy
+ (
κ
2
− 1
4
)ψ = 0 (20)
Lo que hemos obtenido es la ecuacio´n hipergeome´trica confluente 5 :
z
d2y
dz2
+ (c− z)dy
dz
− ay = 0 (21)
La solucio´n general a esta ecuacio´n es :
y(z) = A 1F1(a; c, z) +B z
1−c
1F1(a− c+ 1; 2 − c, z) (22)
Con la funcio´n hipergeome´trica confluente :
1F1(a; c, z) =
∞∑
n=0
(a)nx
n
(c)nn!
(23)
Comparando entonces nuestra ecuacio´n , con la ecuacio´n hipergeome´trica
confluente , se observa que la solucio´n general a nuestra ecuacio´n es :
ψ(y) = A 1F1(a;
1
2
, y) +B y
1
2 1F1(a+
1
2
;
3
2
, y) (24)
donde
a = −(κ
2
− 1
4
) (25)
5tambie´n conocida como la ecuacio´n diferencial de Kummer
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Si dejamos estas soluciones as´ı como esta´n, entonces la condicio´n de nor-
malizacio´n de la funcio´n de onda no se cumple, pues del comportamiento
asinto´tico de la funcio´n hipergeome´trica confluente 6 se sigue que ( con-
siderando u´nicamente el comportamiento exponencial, dado que es el dom-
inante) :
Ψ(y) = e
−y
2 ψ(y)→ const. e y2 ya− 12 (26)
Esto nos lleva a una divergencia en la integral de normalizacio´n, lo cual
es f´ısicamente inaceptable. Lo que se hace entonces, es imponer la condicio´n
de terminacio´n de la serie 7 , esto es, la serie se corta y surge entonces un
polinomio de grado n.
Observamos entonces que, el hecho de pedir que la integral de normalizacio´n
sea finita (para tener significado f´ısico en te´rminos de probabilidades), nos
lleva al truncamiento de la serie, y esto a su vez es lo que da lugar a la
cuantizacio´n de la energ´ıa.
Consideremos enseguida los dos posibles casos :
1) a = −n y B = 0
κ
2
− 1
4
= n (27)
6 El comportamiento asinto´tico para | x |→ ∞ es:
1F1(a; c, z)→
Γ(c)
Γ(c−a)
e−iaπx−a + Γ(c)
Γ(a)
exxa−c
7La condicio´n de truncamiento de la serie para la funcio´n hipergeome´trica confluente
1F1(a; c, z) es a = −n, con n un entero no negativo ( esto es, incluye el cero ).
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Con las eigenfunciones:
Ψn(x) = Dn exp
−λx2
2
1F1(−n; 1
2
, λx2) (28)
y la energ´ıa:
En = h¯ω(2n+
1
2
) (29)
2) a+ 12 = −n y A = 0
κ
2
− 1
4
= n+
1
2
(30)
Teniendo las eigenfunciones siguientes:
Ψn(x) = Dn exp
−λx2
2
x 1F1(−n; 3
2
, λx2) (31)
y para la energ´ıa se tiene:
En = h¯ω[(2n + 1) +
1
2
] (32)
Los polinomios dados anteriormente por las funciones hipergeome´tricas,
son conocidos como polinomios de Hermite, y esta´n definidos en te´rminos
de la funcio´n hipergeome´trica como sigue :
H2n(η) = (−1)n (2n)!
n!
1F1(−n; 1
2
, η2) (33)
H2n−1(η) = (−1)n 2(2n + 1)!
n!
η 1F1(−n; 3
2
, η2) (34)
Podemos finalmente combinar los resultados obtenidos ( pues unos nos
dan los valores pares y otros los impares ) en una sola expresio´n para los
eigenvalores y las eigenfunciones , obtenie´ndose :
Ψn(x) = Dn exp
−λx2
2
Hn(
√
λx) (35)
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En = (n+
1
2
)h¯ω n = 0, 1, 2 . . . (36)
El espectro de energ´ıa del oscilador armo´nico es equidistante, esto es,
existe la misma diferencia h¯ω entre cualesquiera dos estados . Otra obser-
vacio´n que podemos hacer, es acerca del mı´nimo valor de energ´ıa que toma
el oscilador; lo sorprendente es que e´ste es distinto de cero; esto es un resul-
tado puramente meca´nico cua´ntico, a este valor se le conoce como energ´ıa
de punto cero y el hecho de que sea distinta de cero , es una caracter´ıstica
de todos los potenciales ligantes (aquellos que confinan a las part´ıculas) .
La constante de normalizacio´n puede ser calculada, y tiene el valor:
Dn = (
√
λ
π
1
2nn!
)
1
2 (37)
Con lo cual obtenemos finalmente las eigenfunciones del oscilador armo´nico
unidimensional, normalizadas :
Ψn(x) = (
√
λ
π
1
2nn!
)
1
2 exp
−λx2
2
Hn(
√
λx) (38)
Operadores de creacio´n (aˆ†) y aniquilacio´n (aˆ)
Existe otra forma de tratar el oscilador armo´nico de una forma distinta a
la convencional de resolver la ecuacio´n de Schro¨dinger, esta otra manera es
llamada el me´todo algebraico o me´todo de operadores, e´ste es un poderoso
me´todo el cual es aplicado tambie´n en otra clase de problemas meca´nico
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cua´nticos.
Definiremos dos operadores no hermitianos a y a† :
a =
√
mω
2h¯
(x+
ip
mω
) (39)
a† =
√
mω
2h¯
(x− ip
mω
) (40)
Estos operadores son conocidos como operador de aniquilacio´n y op-
erador de creacio´n, respectivamente (las razones para estos nombres se
vera´n despue´s ).
Vamos a calcular ahora el conmutador de estos dos operadores:
[a, a†] =
mω
2h¯
[x+
ip
mω
, x− ip
mω
] =
1
2h¯
(−i[x, p] + i[p, x]) = 1 (41)
Donde hemos usado el conmutador:
[x, p] = ih¯ (42)
Esto es, tenemos que los operadores de creacio´n y aniquilacio´n satisfacen
la relacio´n de conmutacio´n :
[a, a†] = 1 (43)
Vamos a definir tambie´n el llamado operador de nu´mero Nˆ como:
Nˆ = a†a (44)
Este operador es hermitiano como lo podemos demostrar fa´cilmente
usando (AB)† = B†A† :
Nˆ † = (a†a)† = a†(a†)† = a†a = Nˆ (45)
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Ahora bien, considerando que :
a†a =
mω
2h¯
(x2 +
p2
m2ω2
) +
i
2h¯
[x, p] =
Hˆ
h¯ω
− 1
2
(46)
observamos que el hamiltoniano esta´ dado de una manera simple en
te´rminos del operador de nu´mero :
Hˆ = h¯ω(Nˆ +
1
2
) (47)
El operador de nu´mero recibe su nombre debido a que sus eigenvalores
son justo el ı´ndice de la funcio´n de onda sobre la que opera, esto es:
Nˆ | n >= n | n > (48)
Donde hemos usado la notacio´n:
| Ψn > = | n > (49)
Aplicando este hecho a (47) tenemos :
Hˆ | n >= h¯ω(n+ 1
2
) | n > (50)
Pero sabemos de la ecuacio´n de Schro¨dinger que Hˆ | n >= E | n > de
lo cual se sigue que los valores de la energ´ıa esta´n dador por :
En = h¯ω(n+
1
2
) (51)
El cual es ide´ntico (como deb´ıa ser ) con el resultado (36).
Vamos enseguida a mostrar el por que´ de los nombres que se le dan a los
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operadores a y a† . Para hacer esto comenzaremos calculando dos conmu-
tadores:
[Nˆ , a] = [a†a, a] = a†[a, a] + [a†, a]a = −a (52)
Lo anterior se sigue de [a, a] = 0 y (43).Similarmente calculamos:
[Nˆ , a†] = [a†a, a†] = a†[a, a†] + [a†, a†]a = a† (53)
Con estos dos conmutadores podemos escribir:
Nˆ(a† | n >) = ([Nˆ , a†] + a†Nˆ) | n >
= (a† + a†Nˆ) | n > (54)
= a†(1 + n) | n >= (n+ 1)a† | n >
Con un procedimiento similar se obtiene tambie´n:
Nˆ(a | n >) = ([Nˆ , a] + aNˆ) | n >= (n− 1)a | n > (55)
La expresio´n (54) implica que el ket a† | n > es un eigenket del operador
de nu´mero , donde el eigenvalor se ha incrementado por uno, esto es , se
ha creado un cuanto de energ´ıa al actuar a† sobre el ket, de ah´ı su nombre
de operador de creacio´n. Comentarios siguiendo la misma l´ınea de
razonamiento son va´lidos para el operador a, lo cual le da el nombre de
operador de aniquilacio´n ( un cuanto de energ´ıa es disminu´ıdo al actuar
este operador ).
La ecuacio´n (54) tambie´n implica que el ket a† | n > y el ket | n+ 1 > son
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proporcionales, podemos escribir esta relacio´n as´ı:
a† | n >= c | n+ 1 > (56)
Donde c es una constante que hay que determinar. Considerando adema´s
que :
(a† | n >)† =< n | a = c∗ < n+ 1 | (57)
Podemos entonces realizar el siguiente ca´lculo:
< n | a(a† | n >) = c∗ < n+ 1 | (c | n+ 1 >) (58)
< n | aa† | n >= c∗c < n+ 1 | n+ 1 > (59)
< n | aa† | n >=| c |2 (60)
Pero de la relacio´n de conmutacio´n para los operadores a y a† :
[a, a†] = aa† − a†a = aa† − Nˆ = 1 (61)
Esto es :
aa† = Nˆ + 1 (62)
Sustituyendo en (60):
< n | Nˆ + 1 | n >=< n | n > + < n | Nˆ | n >= n+ 1 =| c |2 (63)
Pidiendo que c sea real y positiva ( por convencio´n ), obtenemos su valor:
c =
√
n+ 1 (64)
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Con lo cual se tiene la relacio´n:
a† | n >= √n+ 1 | n+ 1 > (65)
Siguiendo el mismo camino se llega a una relacio´n para el operador de
aniquilacio´n :
a | n >= √n | n− 1 > (66)
Vamos ahora a mostrar que los valores de n deben ser enteros no neg-
ativos. Para esto, acudiremos al requerimiento de positividad de la norma,
aplicado en especial al vector de estado a | n >. Este requerimiento nos dice
que el producto interior de este vector con su adjunto((a | n >)† =< n | a†)
debe ser mayor o igual que cero :
(< n | a†) · (a | n >) ≥ 0 (67)
Pero lo anterior no es ma´s que :
< n | a†a | n >=< n | Nˆ | n >= n ≥ 0 (68)
Por lo tanto n nunca puede ser negativo. Y tiene que ser entero pues
si no lo fuera al aplicar en repetidas ocasiones el operador de aniquilacio´n
nos llevar´ıa a valores negativos de n, lo cual esta´ en contraposicio´n con lo
anterior.
Es posible expresar el estado n (| n >) en te´rminos del estado base (| 0 >)
usando el operador de creacio´n, veamos como hacerlo:
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| 1 >= a† | 0 > (69)
| 2 >= [ a
†
√
2
] | 1 >= [(a
†)2√
2!
] | 0 > (70)
| 3 >= [ a
†
√
3
] | 2 >= [(a
†)3√
3!
] | 0 > (71)
...
| n >= [(a
†)n√
n!
] | 0 > (72)
Podemos tambie´n aplicar este me´todo para encontar las eigenfunciones
en el espacio de configuraciones. Para hacer esto, partiremos del estado
base:
a | 0 >= 0 (73)
En la representacio´n x tenemos:
aˆΨ0(x) =
√
mω
2h¯
(x+
ip
mω
)Ψ0(x) = 0 (74)
Recordando la forma que toma el operador momento en la representacio´n x,
podemos llegar a una ecuacio´n diferencial para la funcio´n de onda del estado
base; introduciremos tambie´n la definicio´n siguiente x0 =
√
h¯
mω , con esto :
(x+ x20
d
dx
)Ψ0 = 0 (75)
Esta ecuacio´n se puede resolver fa´cilmente, resolvie´ndola y normaliza´ndola
( su integral de −∞ a∞ debe ser la unidad ), llegamos a la funcio´n de onda
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del estado base:
Ψ0(x) = (
1√√
πx0
)e
− 1
2
( x
x0
)2
(76)
Las dema´s eigenfunciones, esto es, las eigenfunciones para los estados ex-
citados del oscilador armo´nico , se pueden obtener usando el operador de
creacio´n, el procedimiento es el siguiente:
Ψ1 = a
†Ψ0 = (
1√
2x0
)(x− x20
d
dx
)Ψ0 (77)
Ψ2 =
1√
2
(a†)2Ψ0 =
1√
2!
(
1√
2x0
)2(x− x20
d
dx
)2Ψ0 (78)
Siguiendo con este procedimiento, por induccio´n se puede mostrar que:
Ψn =
1√√
π2nn!
1
x
n+ 1
2
0
(x− x20
d
dx
)n e
− 1
2
( x
x0
)2
(79)
Evolucio´n temporal del oscilador
En esta seccio´n vamos a ilustrar con el oscilador armo´nico una manera en la
cual se trabaja con la representacio´n de Heisenberg, esto es, dejaremos que
los estados este´n fijos en el tiempo y haremos evolucionar a los operadores
en e´l. Veremos a los operadores como funciones del tiempo, espec´ıficamente,
encontraremos como es que evolucionan los operadores posicio´n , momento,
a y a† en el tiempo, para el caso del oscilador armo´nico . Las ecuaciones de
movimiento de Heisenberg para p y x son :
dpˆ
dt
= − ∂
∂xˆ
V (xˆ) (80)
105
dxˆ
dt
=
pˆ
m
(81)
De aqu´ı se sigue que las ecuaciones de movimiento para x y p en el caso
del oscilador armo´nico son:
dpˆ
dt
= −mω2xˆ (82)
dxˆ
dt
=
pˆ
m
(83)
Se tiene un par de ecuaciones acopladas , estas son equivalentes a un
par de ecuaciones para los operadores de creacio´n y aniquilacio´n, salvo que
estas dos u´ltimas no esta´n acopladas, vea´moslas expl´ıcitamente :
da
dt
=
√
mω
2h¯
d
dt
(xˆ+
ipˆ
mω
) (84)
da
dt
=
√
mω
2h¯
(
dxˆ
dt
+
i
mω
dpˆ
dt
) (85)
Sustituyendo (82) y (83) en (85) :
da
dt
=
√
mω
2h¯
(
pˆ
m
− iωxˆ) = −iωa (86)
Similarmente se puede obtener una ecuacio´n diferencial para el operador de
creacio´n, la cual no esta´ acoplada:
da†
dt
= iωa† (87)
Las ecuaciones diferenciales que hemos encontrado para la evolucio´n tem-
poral de los operadores de creacio´n y aniquilacio´n , pueden ser integradas
106
inmediatamente, da´ndonos la evolucio´n expl´ıcita de estos operadores en el
tiempo :
a(t) = a(0)e−iωt (88)
a†(t) = a†(0)eiωt (89)
Podemos observar de estos resultados y de las ecuaciones (44) y (47) ,
que tanto el hamiltoniano como el operador de nu´mero , no dependen del
tiempo, tal y como podr´ıamos esperar.
Con los dos resultados anteriores , podemos encontrar los operadores de
posicio´n y momento como funcio´n del tiempo, pues ellos esta´n dados en
te´rminos de los operadores de creacio´n y aniquilacio´n:
xˆ =
√
h¯
2mω
(a+ a†) (90)
pˆ = i
√
mh¯ω
2
(a† − a) (91)
Sustituyendo los operadores de creacio´n y aniquilacio´n se obtiene:
xˆ(t) = xˆ(0) cos ωt+
pˆ(0)
mω
sinωt (92)
pˆ(t) = −mωxˆ(0) sinωt+ pˆ(0) cos ωt (93)
La evolucio´n temporal de los operadores de posicio´n y momento es la
misma que las ecuaciones cla´sicas de movimiento.
Hemos finalizado esta seccio´n, mostrando la forma expl´ıcita en que evolu-
cionan cuatro operadores en el caso del oscilador armo´nico , reflejando de
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esta manera una forma de trabajar en la poco mencionada representacio´n
de Heisenberg.
El oscilador armo´nico tridimensional
Al iniciar nuestro estudio cua´ntico del oscilador armo´nico , hac´ıamos co-
mentarios acerca del por que´ la importacia del oscilador armo´nico . Si
hicie´ramos un ana´logo tridimensional, considerar´ıamos entonces un desar-
rollo de Taylor en tres variables8 reteniendo te´rminos so´lo hasta segundo
orden, lo que tenemos es una forma cuadra´tica (en el caso mas general), el
problema de resolver para esta aproximacio´n no es sencillo, es decir, para el
caso :
V (x, y, z) = ax2 + by2 + cz2 + dxy + exz + fyz (94)
Afortunadamente hay varios sistemas que se ajustan bien a la simetr´ıa
esfe´rica, esto es, para el caso:
V (x, y, z) = K(x2 + y2 + z2) (95)
Esto u´ltimo, equivale a decir que las parciales segundas ( no cruzadas
) toman todas el mismo valor ( en el caso anterior representado por K), y
8Es posible expresar el desarrollo de Taylor como un operador exponencial como sigue:
e
[(x−xo)+(y−yo)+(z−zo)](
∂
∂x
+ ∂
∂y
+ ∂
∂z
)
f(ro)
Esto es el desarrollo de Taylor en tres variables alrededor de ro.
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podr´ıamos agregar que esta es una buena aproximacio´n en el caso en que los
valores de las parciales cruzadas sean pequen˜as comparadas con las parciales
segundas no cruzadas.
Cuando se satisfacen los requerimientos anteriores, y tenemos un potencial
como el dado por (95), entonces tenemos el denominado oscilador armo´nico
tridimensional esfe´ricamente sime´trico.
El hamiltoniano para este caso es de la forma:
Hˆ =
−h¯2
2m
▽2 +mω
2
2
r2 (96)
Donde el laplaciano esta´ dado en coordenadas esfe´ricas y r es la variable
esfe´rica convencional.
Tenemos entonces que el potencial es independiente del tiempo, por tanto
la energ´ıa se va a conservar; adema´s dada la simetr´ıa esfe´rica , el momento
angular se conservara´ tambie´n, se tienen por tanto dos cantidades conser-
vadas, y puesto que a cada cantidad conservada le corresponde un nu´mero
cua´ntico, podemos adelantar que nuestras funciones de onda dependera´n de
dos nu´meros cua´nticos (aunque en este caso, como veremos surge otro ).
Esto es , necesitamos solucionar la ecuacio´n :
HˆΨnl = EnlΨnl (97)
El laplaciano en coordenadas esfe´ricas es :
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▽2 = ∂
2
∂r2
+
2
r
∂
∂r
− Lˆ
2
h¯2r2
(98)
Esto se sigue del hecho que :
Lˆ2 = −h¯2[ 1
sin θ
∂
∂θ
(sin θ
∂
∂θ
) +
1
sin θ2
∂2
∂ϕ2
] (99)
Las eigenfunciones de Lˆ2 son los armo´nicos esfe´ricos, se tiene:
Lˆ2Ylm(θ, ϕ) = −h¯2l(l + 1)Ylm(θ, ϕ) (100)
Podemos observar que el hecho de que los armo´nicos esfe´ricos lleven el
nu´mero cua´ntico m , produce la intromisio´n del mismo en la funcio´n de
onda, es decir tendremos Ψnlm.
Para separar la ecuacio´n diferencial se propone la sustitucio´n:
Ψnlm(r, θ, ϕ) =
Rnl(r)
r
Ylm(θ, ϕ) (101)
Esto al sustituirlo en la ecuacio´n de Schro¨dinger, nos va a separar la
parte espacial de la parte angular; la parte angular , son las eigenfunciones
del operador momento angular ( al cuadrado ), en la parte espacial llegamos
a la ecuacio´n :
R′′nl + (
2mEnl
h¯2
− m
2ω2
h¯2
r2 − l(l + 1)
r2
)Rnl(r) = 0 (102)
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Usando las definiciones (7) y (8) , la ecuacio´n anterior toma exactamente
la misma forma que (9), excepto por el te´rmino del momento angular, e´ste
te´rmino usualmente es llamado la barrera de momento angular.
R′′nl + (k
2 − λ2r2 − l(l + 1)
r2
)Rnl = 0 (103)
Para resolver esta ecuacio´n , partiremos del ana´lisis asinto´tico de la
misma. Si consideramos primero el l´ım r → ∞, observamos que el te´rmino
del momento angular es despreciable, de manera que el comportamiento
asinto´tico en este l´ımite es ide´ntico a (9) con lo cual obtenemos:
Rnl(r) ∼ exp −λr
2
2
en lim r →∞ (104)
Si observamos ahora el comportamiento cerca de cero, vemos que el
comportamiento dominante esta´ dado por el te´rmino de momento angular,
es decir, la ecuacio´n diferencial (102) se convierte en este l´ımite en :
R′′nl −
l(l + 1)
r2
Rnl = 0 (105)
Esta es una ecuacio´n diferencial tipo Euler 9 , soluciona´ndola encon-
tramos dos soluciones independientes:
Rnl(r) ∼ rl+1 o r−l en lim r → 0 (106)
9Una ecuacio´n tipo Euler es :
x
n
y
(n)(x) + xn−1y(n−1)(x) + · · ·+ xy′(x) + y(x) = 0
La cual tiene soluciones del tipo xα, se sustituye y se encuentra un polinomio para α.
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Lo anterior nos lleva a proponer la sustitucio´n :
Rnl(r) = r
l+1 exp
−λr2
2
φ(r) (107)
Podr´ıamos hacer tambie´n la sustitucio´n:
Rnl(r) = r
−l exp
−λr2
2
v(r) (108)
Sin embargo esto lleva a las mismas soluciones que (107) ( mostrar esto
es un buen ejercicio). Sustituyendo (107) en (103) , se obtiene una ecuacio´n
diferencial para φ :
φ′′ + 2(
l + 1
r
− λr)φ′ − [λ(2l + 3)− k2]φ = 0 (109)
Haciendo ahora la sustitucio´n de la variable w = λr2, obtenemos:
wφ′′ + (l +
3
2
−w)φ′ − [1
2
(l +
3
2
)− κ
2
]φ = 0 (110)
Donde hemos introducido κ = k
2
2λ =
E
h¯ω . Tenemos nuevamente una ecuacio´n
diferencial tipo hipergeome´trica confluente la cual tiene por soluciones (
ve´ase (21) y (22)):
φ(r) = A 1F1[
1
2
(l+
3
2
−κ); l+3
2
, λr2]+B r−(2l+1) 1F1[
1
2
(−l+1
2
−κ);−l+1
2
, λr2]
(111)
La segunda solucio´n particular no puede ser normalizada , pues diverge
fuertemente en cero, de manera que tomamos B = 0 y se tiene :
φ(r) = A 1F1[
1
2
(l +
3
2
− κ); l + 3
2
, λr2] (112)
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Empleando los mismos argumentos que para el oscilador unidimensional, es
decir, pedimos que las soluciones sean regulares en el infinito, nos lleva a
la condicio´n de truncamiento de la serie, lo cual nos lleva nuevamente a la
cuantizacio´n de la energ´ıa ; imponiendo la condicio´n de truncamiento:
1
2
(l +
3
2
− κ) = −n (113)
Esto es , poniendo expl´ıcitamente κ, obtenemos el espectro de energ´ıa :
Enl = h¯ω(2n+ l +
3
2
) (114)
Podemos observar que se tiene una energ´ıa de punto cero igual a 32 h¯ω
para el oscilador armo´nico tridimensional esfe´ricamente sime´trico.
Las eigenfunciones son (no normalizadas ):
Ψnlm(r, θ, ϕ) = r
le
−λr2
2 1F1(−n; l + 3
2
, λr2) Ylm(θ, ϕ) (115)
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P r o b l e m a s
Problema 5.1
Encuentre los eigenvalores y eigenfunciones del oscilador armo´nico
en el espacio de momentos
El hamiltoniano meca´nico cua´ntico para el oscilador armo´nico esta´ dado
por:
Hˆ =
pˆ2
2m
+
1
2
mω2xˆ2
Ahora bien , en el espacio de momentos, los operadores xˆ y pˆ toman la
siguiente forma :
pˆ→ p
xˆ→ ih¯ ∂
∂p
Por tanto el hamiltoniano meca´nico cua´ntico para el oscilador armo´nico en
el espacio de los momentos es :
Hˆ =
p2
2m
− 1
2
mω2h¯2
d2
dp2
Tenemos entonces que resolver el problema de eigenvalores ( esto es, encon-
trar las eigenfunciones y los eigenvalores) dado por (5) , lo cual nos lleva,
con el hamiltoniano anterior, a la siguiente ecuacio´n diferencial :
d2Ψ(p)
dp2
+ (
2E
mh¯2ω2
− p
2
m2h¯2ω2
)Ψ(p) = 0 (116)
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Se puede observar que la ecuacio´n diferencial obtenida, es ide´ntica, salvo
constantes, con la ecuacio´n diferencial que obtuvimos en el espacio de con-
figuraciones ( ec. (6) ). So´lo que para ejemplificar otra forma de resolverla,
no seguiremos exactamente el mismo camino que se siguio´ para obtener la
solucio´n de aquella.
Definiremos dos para´metros, de manera similar a como hicimos en (7) y (8):
k2 =
2E
mh¯2ω2
λ =
1
mh¯ω
(117)
Con estas definiciones, arribamos exactamente a la ecuacio´n diferencial (9),
se sigue por tanto que la solucio´n buscada ( despue´s de realizar el ana´lisis
asinto´tico ) es de la forma:
Ψ(y) = e−
1
2
yφ(y) (118)
Donde y esta´ dada por y = λp2 y λ definida en (117). Sustituiremos entonces
(118) en (116), so´lo que regresando (118) a la variable p. Haciendo esta
sustitucio´n se obtiene una ecuacio´n diferencial para φ :
d2φ(p)
dp2
− 2λpdφ(p)
dp
+ (k2 − λ)φ(p) = 0 (119)
Haremos finalmente el cambio de variable u =
√
λp, la ecuacio´n anterior se
transforma en la ecuacio´n diferencial de Hermite:
d2φ(u)
du2
− 2udφ(u)
du
+ 2nφ(u) = 0 (120)
Con n un entero no negativo, y donde hemos hecho:
k2
λ
− 1 = 2n
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De aqu´ı y de las definiciones dadas en (117) se sigue que los eigenvalores de
la energ´ıa esta´n dados por:
En = h¯ω(n+
1
2
)
Y las soluciones a (120) esta´n dadas por los polinomios de Hermite, de
manera que φ(u) = Hn(u), con lo cual se tiene que las eigenfunciones (no
normalizadas) esta´n dadas por:
Ψ(p) = Ae−
λ
2
p2Hn(
√
λp)
Problema 5.2
Demuestre que los polinomios de Hermite pueden ser expresados
con la siguiente representacio´n integral:
Hn(x) =
2n√
π
∫ ∞
−∞
(x+ iy)ne−y
2
dy (121)
La representacio´n anterior de los polinomios de Hermite es una poco
usual, pero que es muy u´til en ciertos casos. Lo que vamos a hacer para
demostrar la igualdad, es desarrollar la integral que se presenta y mostrar
que lo obtenido es ide´ntico con la representacio´n en serie de los polinomios
de Hermite, la cual esta´ dada por:
[n
2
]∑
k=0
(−1)kn!
(n− 2k)!k! (2x)
n−2k (122)
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Donde el s´ımbolo [c] significa, el mayor entero menor o igual que c.
Lo primero que haremos es desarrollar el binomio que esta´ dentro de la
integral usando el teorema del binomio:
(x+ y)n =
n∑
m=0
n!
(n−m)!m!x
n−mym
Usando esto, el binomio dentro de la integral, tiene el desarrollo siguiente:
(x+ iy)n =
n∑
m=0
n!
(n−m)!m! i
mxn−mym (123)
Sustituyendo esto en la integral:
2n√
π
n∑
m=0
n!
(n−m)!m! i
mxn−m
∫ ∞
−∞
yme−y
2
dy (124)
De la forma del integrando podemos ver que la integral es distinta de
cero cuando m es par, pues de lo contrario el integrando ser´ıa impar y la
integral se anula. Haremos por tanto el cambio m = 2k; con este cambio se
tiene:
2n√
π
[n
2
]∑
k=0
n!
(n− 2k)!(2k)! i
2kxn−2k 2
∫ ∞
0
y2ke−y
2
dy (125)
Con el cambio de variable u = y2 la integral se convierte en una funcio´n
gamma, haciendo el cambio de variable:
2n√
π
[n
2
]∑
k=0
n!
(n− 2k)!(2k)! i
2kxn−2k
∫ ∞
0
uk−
1
2 e−udu (126)
La integral es precisamente Γ(k + 12) , la cual puede ser expresada en
forma de factoriales ( para k entero, desde luego) :
Γ(k +
1
2
) =
(2k)!
22kk!
√
π
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Sustituyendo este valor en la sumatoria y usando el hecho de que i2k = (−1)k
[n
2
]∑
k=0
(−1)kn!
(n− 2k)!k! (2x)
n−2k (127)
El cual es ide´ntico con (122), con lo cual se completa la demostracio´n.
Problema 5.3
Muestre que los eigenestados del oscilador armo´nico satisfacen la
relacio´n de incertidumbre
Debemos mostrar que para cualesquier eigenestado Ψn se satisface:
< (∆p)2(∆x)2 > ≥ h¯
2
4
(128)
Donde la notacio´n <> significa promedio.
Vamos a calcular por separado < (∆p)2 > y < (∆x)2 >, donde cada una de
estas expresiones es:
< (∆p)2 >=< (p− < p >)2 >=< p2−2p < p > + < p >2>=< p2 > − < p >2
< (∆x)2 >=< (x− < x >)2 >=< x2−2x < x > + < x >2>=< x2 > − < x >2
Vamos primeramente a mostrar que tanto el promedio de x, como el de
p se anulan. Consideremos primeramente el promedio de x:
< x >=
∫ ∞
−∞
x[Ψn(x)]
2dx
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Esta integral se anula pues [Ψn(x)]
2 es una funcio´n par, esto se puede
ver considerando que la paridad esta´ dada por la parte polinomial ( pues la
exponencial involucrada es una funcio´n par ). Los polinomios de Hermite
tienen paridad definida, y se tienen so´lo dos casos, n es par o es impar. Si n es
par se sigue de inmediato que [Ψn(x)]
2 lo es. Si n es impar entonces tenemos
que Hn(−x) = (−1)nHn(x), e inmediatamente se ve que esta funcio´n al
cuadrado es par tambie´n ( esto es, cualquier polinomio par o impar, elevado
al cuadrado es par ). Hemos mostrado que [Ψn(x)]
2 es una funcio´n par para
n cualquiera, por tanto al multiplicarla por x se vuelve impar, de manera
que la integral se anula. Tenemos entonces como resultado:
< x >= 0 (129)
Los mismos argumentos son va´lidos para el promedio de p, si calculamos
este en el espacio de momentos con las funciones encontradas en el problema
1, pues la forma funcional es la misma. De manera que:
< p >= 0 (130)
Calculemos ahora el promedio de x2. Para hacer esto usaremos el teo-
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rema del virial 10. Observemos primeramente que :
< V >=
1
2
mω2 < x2 > .
De manera que es posible relacionar el promedio de x2 con el promedio del
potencial ( y poder usar el teorema del virial).
< x2 >=
2
mω2
< V > . (131)
Necesitamos considerar tambie´n el promedio de la energ´ıa :
< H >=< T > + < V >
Usando el teorema del virial ( para n = 2 ) se obtiene:
< H >= 2 < V > (132)
Con lo cual se obtiene:
< x2 >=
< H >
mω2
=
h¯ω(n+ 12 )
mω2
(133)
< x2 >=
h¯
mω
(n+
1
2
) (134)
10 El teorema del virial en meca´nica cua´ntica nos dice que:
2 < T >=< r · ▽V (r) >
Para un potencial de la forma V = λxn se satisface:
2 < T >= n < V >
Donde T representa la energ´ıa cine´tica y V la energ´ıa potencial.
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De forma similar calculamos el promedio de p2, expl´ıcitamente:
< p2 >= 2m <
p2
2m
>= 2m < T >= m < H >= mh¯ω(n+
1
2
) (135)
Con (133) y (135) se tiene:
< (∆p)2(∆x)2 >= (n+
1
2
)2h¯2 (136)
De este resultado inmediatamente se puede ver que los eigenestados sat-
isfacen la relacio´n de incertidumbre, con el mı´nimo valor precisamente para
el estado base ( n = 0 ).
Problema 5.4
Obte´nganse los elementos de matriz de los operadores a, a†, xˆ y pˆ
Encontraremos primero los elementos de matriz de los operadores de
creacio´n y aniquilacio´n, ya que estos nos ayudaran a encontrar los elementos
de matriz para los otros dos operadores.
Usaremos las relaciones (65) y (66), con las cuales se tiene:
< m | a | n >= √n < m | n− 1 >= √nδm,n−1 (137)
Similarmente para el operador de creacio´n se tiene:
< m | a† | n >= √n+ 1 < m | n+ 1 >= √n+ 1δm,n+1 . (138)
Pasaremos enseguida a calcular los elementos de matriz del operador de
posicio´n. Para hacer esto, expresaremos el operador de posicio´n en te´rminos
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de los operadores de creacio´n y aniquilacio´n. Usando las definiciones (39) y
(40), se comprueba inmediatamente que el operador de posicio´n esta´ dado
por:
xˆ =
√
h¯
2mω
(a+ a†) . (139)
Usando esto, los elementos de matriz del operador xˆ pueden ser inmedi-
atamente calculados:
< m | xˆ | n > = < m |
√
h¯
2mω
(a+ a†) | n >
=
√
h¯
2mω
[
√
nδm,n−1 +
√
n+ 1δm,n+1] (140)
Siguiendo el mismo procedimiento podemos calcular los elementos de matriz
del operador momento, considerando que pˆ esta´ dado en te´rminos de los
operadores de creacio´n y aniquilacio´n, de la forma que a continuacio´n se
muestra:
pˆ = i
√
mh¯ω
2
(a† − a) (141)
Usando esto se tiene:
< m | pˆ | n >= i
√
mh¯ω
2
[
√
n+ 1δm,n+1 −
√
nδm,n−1] (142)
Hemos encontrado entonces , los elementos de matriz de los cuatro oper-
adores y se puede observar la sencillez con la cual son calculados los mismos
para los operadores de posicio´n y momento con la ayuda de los operadores
de creacio´n y aniquilacio´n. Finalmente podemos hacer la observacio´n acerca
de la no diagonalidad de los elementos de matriz que hemos encontrado, lo
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cual era de esperarse por el hecho de que la representacio´n que estamos
usando es la del operador de nu´mero, y ninguno de los cuatro operadores
conmuta con e´l.
Problema 5.5
Encue´ntrense los valores esperados de xˆ2 y pˆ2 para el oscilador
armo´nico unidimensional y u´sense estos para encontrar los valores
esperados de la energ´ıa cine´tica y la energ´ıa potencial. Compa´rese
este u´ltimo resultado con el teorema del virial
Se encontrara´ primeramente el valor esperado de xˆ2. Para hacerlo re-
curriremos a la expresio´n (139), de la cual se sigue:
xˆ2 =
h¯
2mω
(a2 + (a†)2 + a†a+ aa†) (143)
Recue´rdese que los operadores de creacio´n y aniquilacio´n no conmutan entre
s´ı. Con lo anterior podemos calcular el valor esperado de xˆ2:
< xˆ2 > = < n | xˆ2 | n >
=
h¯
2mω
[
√
n(n− 1)δn,n−2 +
√
(n + 1)(n + 2)δn,n+2
+ n δn,n + (n+ 1) δn,n] (144)
Esto es, el valor esperado de xˆ2 esta´ dado por:
< xˆ2 >=< n | xˆ2 | n >= h¯
2mω
(2n + 1) (145)
Para calcular el valor esperado de pˆ2 solo necesitamos expresar este operador
en te´rminos de los operadores de creacio´n y aniquilacio´n, lo cual lo podemos
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realizar a partir de (141), obtenie´ndose:
pˆ2 = −mh¯ω
2
(a2 + (a†)2 − aa† − a†a) (146)
Para el valor esperado del cuadrado del momento se obtiene:
< pˆ2 >=< n | pˆ2 | n >= mh¯ω
2
(2n + 1) (147)
Con este u´ltimo resultado podemos encontrar el valor esperado de la energ´ıa
cine´tica :
< Tˆ >=<
pˆ2
2m
>=
1
2m
< pˆ2 > (148)
Usando el (147), se obtiene el valor esperado de la energ´ıa cine´tica:
< Tˆ >=< n | Tˆ | n >= h¯ω
4
(2n + 1) . (149)
Nos falta obtener ahora el valor esperado de la energ´ıa potencial:
< Vˆ >=<
1
2
mω2xˆ2 >=
1
2
mω2 < xˆ2 > . (150)
Con el resultado de (145), inmediatamente se sigue el valor esperado para
la energ´ıa potencial:
< Vˆ >=< n | Vˆ | n >= h¯ω
4
(2n+ 1) . (151)
Observamos que los valores esperados de la energ´ıa cine´tica y la energ´ıa
potencial coinciden para toda n, esto es, para cualquier estado de energ´ıa, lo
cual esta´ en correspondencia con el teorema del virial el cual establece que
para un potencial cuadra´tico, como el del oscilador armo´nico , los valores
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esperados de la energ´ıa cine´tica y la energ´ıa potencial deben coincidir, y mas
au´n estos deben ser iguales a un medio del valor esperado de la energ´ıa total
del sistema, lo cual efectivamente se satisface.
Problema 5.6
Una part´ıcula cargada (carga q) se mueve en la direccio´n z, en la
presencia de un campo magne´tico uniforme en la misma direccio´n (
~B = Bkˆ). Comparando el hamiltoniano para este sistema con el del
oscilador armo´nico unidimensional, muestre que los eigenvalores
de la energ´ıa pueden ser inmediatamente escritos:
Ekn =
h¯2k2
2m
+
| qB | h¯
mc
(n+
1
2
) ,
donde h¯k es el eigenvalor continuo del operador pz y n un entero
no negativo.
El hamiltoniano para una part´ıcula de carga ele´ctrica q, la cual se mueve
en presencia de un campo electromagne´tico esta´ dado por:
H =
1
2m
(~p− q
~A
c
)2 + qφ , (152)
donde ~A es el potencial vectorial que genera el campo magne´tico y φ es el
potencial escalar que genera el campo ele´ctrico.
En nuestro problema no tenemos campos ele´ctricos presentes, de manera que
el potencial escalar φ es igual a cero. Nuestro hamiltoniano toma entonces
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la forma:
H =
p2
2m
− q
2mc
(p ·A+A · p) + 1
2m
(
q
c
)2A2 . (153)
Esto dado que el potencial vectorial y el momento no conmutan, pues el
potencial vectorial es funcio´n de las coordenadas.
Dado que la part´ıcula se desplaza so´lo en la direccio´n z, so´lo tenemos mo-
mento lineal asociado a esta coordenada, esto es :
~p = (o, o, pz) (154)
Y por otro lado, el potencial vectorial ~A que genera el campo magne´tico en
la direccio´n z es:
~A = (−By, 0, 0) . (155)
Esto u´ltimo se puede comprobar sabiendo que ~B = ▽× ~A.
Bajo estas circunstancias, el segundo te´rmino del hamiltoniano en (153) se
anula, de manera que el hamiltoniano a considerar es:
H =
p2z
2m
+
q2B2
2mc2
y2 . (156)
Observamos que el hamiltoniano es la suma de una parte de part´ıcula libre
y otra de oscilador armo´nico , identificando ω = |Bq|mc podemos escribir la
energ´ıa asociada a cada contribucio´n inmediatamente, con lo cual se obtiene:
Ekn =
h¯2k2
2m
+
| qB | h¯
mc
(n+
1
2
) (157)
Obteniendo as´ı el resultado buscado.
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6. EL A´TOMO DE HIDRO´GENO
Se estudia el a´tomo de hidro´geno resolviendo la ecuacio´n de Schro¨dinger
independiente del tiempo con un potencial debido a dos part´ıculas car-
gadas como lo son el electro´n y el proto´n, con el Laplaciano en coordenadas
esfe´ricas, mediante separacio´n de variables, dando una interpretacio´n f´ısica
de la funcio´n de onda como una solucio´n de la ecuacio´n de Schro¨dinger
para el a´tomo de hidro´geno, adema´s de las interpretaciones de los nu´meros
cua´nticos y de las densidades de probabilidad.
INTRODUCCIO´N A LAMECA´NICA CUA´NTICA
Como nuestro intere´s es el de describir el a´tomo de hidro´geno, el cual esta´ a
una escala muy pequen˜a, se hara´ mediante el uso de la meca´nica cua´ntica, la
cual trata las relaciones entre magnitudes observables, pero el principio de
incertidumbre altera radicalmente la definicio´n de “magnitud observable” en
el campo ato´mico. De acuerdo con el principio de incertidumbre, la posicio´n
y el momento de una part´ıcula no se pueden medir simulta´neamente con
precisio´n. Las cantidades cuyas relaciones busca la meca´nica cua´ntica son
probabilidades. En vez de afirmar, por ejemplo, que el radio de la o´rbita
del electro´n en un estado fundamental del a´tomo de hidro´geno es siempre
exactamente 5.3× 10−11 m, la meca´nica cua´ntica afirma que e´ste es el radio
ma´s probable; si realizamos un experimento adecuado, la mayor parte de las
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pruebas dara´n un valor distinto, ma´s grande o ma´s pequen˜o, pero el valor
ma´s probable sera´ aproximadamente 5.3 × 10−11 m.
ECUACIO´N DE ONDA
Como ya se sabe, la cantidad con que esta´ relacionada la meca´nica cua´ntica
es la funcio´n de onda Ψ de una part´ıcula. Aunque Ψ no tiene interpretacio´n
f´ısica, el cuadrado de su valor absoluto | Ψ |2 calculado para un punto
y en un instante determinado es proporcional a la cantidad de encontrar
experimentalmente a la part´ıcula ah´ı y en ese instante. El problema de la
meca´nica cua´ntica es determinar Ψ para una part´ıcula cuando su libertad
de movimiento esta´ limitada por la accio´n de fuerzas externas.
Antes de considerar el ca´lculo real de Ψ, debemos establecer algunos
requisitos que siempre se deben cumplir. En primer lugar, ya que | Ψ |2 es
proporcional a la probabilidad P de encontrar a la part´ıcula descrita por Ψ,
la integral de | Ψ |2 sobre todo el espacio debe ser finita, ya que la part´ıcula
esta´ en alguna parte. Si tenemos que
∫ ∞
−∞
| Ψ |2 dV = 0 (1)
la part´ıcula no existe y la integral evidentemente no puede ser ∞ y tener
cierto significado; | Ψ |2 no puede ser negativa o compleja a causa del camino
seguido para definirla, y as´ı la u´nica posibilidad dada es que su integral sea
una cantidad finita para que Ψ describa apropiadamente una part´ıcula real.
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Generalmente es conveniente tener | Ψ |2 igual a la probabilidad P de encon-
trar la part´ıcula descrita por Ψ, en lugar de ser simplemente proporcional a
P. Para que | Ψ |2 sea igual a P se tiene que cumplir la relacio´n
∫ ∞
−∞
| Ψ |2 dV = 1 (2)
ya que ∫ ∞
−∞
PdV = 1 (3)
es la afirmacio´n matema´tica de que la part´ıcula existe en algu´n lugar en todo
momento. Una funcio´n que obedezca a la ec. 2 se dice que esta´ normalizada.
Adema´s de ser normalizable, Ψ debe tener un so´lo valor, ya que P debe tener
un valor u´nico en un tiempo y en un lugar determinados. Otra condicio´n
que Ψ debe obedecer es que ella y sus derivadas parciales ∂Ψ∂x ,
∂Ψ
∂y ,
∂Ψ
∂z sean
continuas en cualquier lugar.
La ecuacio´n de Schro¨dinger, que es la ecuacio´n fundamental de la meca´nica
cua´ntica, en el mismo sentido que la segunda ley del movimiento es la
ecuacio´n fundamental de la meca´nica newtoniana, es una ecuacio´n de onda
en la variable Ψ. Antes de abordar la ecuacio´n de Schro¨dinger repasemos la
ecuacio´n de onda general
∂2y
∂x2
=
1
v2
∂2y
∂t2
(4)
que gobierna a una onda cuya cantidad variable es y que se propaga en la
direccio´n de x con la velocidad v. En el caso de una onda en una cuerda
tensa, y es el desplazamiento de la cuerda medido desde el eje x; en el caso
129
de una onda sonora, y es la diferencia de presio´n; en el caso de una onda
luminosa y es la magnitud del campo ele´ctrico o la del campo magne´tico.
Las soluciones de la ecuacio´n de onda pueden ser de varios tipos, como
consecuencia de la variedad de ondas que puede haber (un pulso u´nico en
desplazamiento, un tren de ondas de amplitud y longitud de onda constantes,
un tren de ondas superpuestas de amplitudes y longitudes de onda ide´nticas,
un tren de ondas superpuestas de amplitudes y longitudes de onda diferentes,
una onda estacionaria en una cuerda fija por ambos extremos, etc.). Todas
las soluciones deben ser de la forma
y(x, t) = F
(
t± x
v
)
(5)
donde F es cualquier funcio´n que pueda ser diferenciada. Las soluciones
F (t − x/v) representan ondas que viajan en el sentido +x, y las soluciones
F (t+x/v) representan ondas que viajan en el sentido −x. Aqu´ı nos interesa
el equivalente ondulatorio de una part´ıcula “libre”, es decir, una part´ıcula
que no este´ bajo la influencia de ninguna fuerza y que, por lo tanto, viaja en
una trayectoria recta a velocidad constante. Este equivalente corresponde a
la solucio´n general de la ec. 4 para ondas armo´nicas no amortiguadas ( es
decir, de amplitud constante A), monocroma´ticas (de frecuencia angular ω
constante) en la direccio´n +x,
y(x, t) = Ae−iω(t−x/v) (6)
En esta fo´rmula, y es una cantidad compleja, con parte real e imaginaria.
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Como
e−iθ = cosθ − isenθ (7)
la ec. 6 se puede escribir en la forma
y(x, t) = Acosω(t− x/v)− iAsenω(t− x/v) (8)
U´nicamente la parte real de la ec. 7 tiene significado en el caso de
ondas en una cuerda en tensio´n, donde y representa el desplazamiento de la
cuerda con respecto a su posicio´n normal, en este caso la parte imaginaria
se descarta porque no se puede aplicar.
ECUACIO´N DE SCHRO¨DINGER
En meca´nica cua´ntica, la funcio´n de onda Ψ corresponde a la variable de
onda y del movimiento ondulatorio general. Sin embargo, Ψ, a diferencia de
y, no es una cantidad mensurable en s´ı misma y puede, por tanto, ser com-
pleja. Por esta razo´n supondremos que Ψ esta´ especificada en la direccio´n
x por
Ψ(x, t) = Ae−iω(t−x/v) (9)
Cuando se sustituye en esta fo´rmula ω por 2πν y v por λν, obtenemos
Ψ(x, t) = Ae−2πi(νt−x/λ) (10)
que es conveniente, ya que sabemos que ν y λ esta´n en funcio´n de la energ´ıa
total E y del momento p de la part´ıcula descrita por Ψ. Ya que
E = hν = 2πh¯ν (11)
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yλ =
h
p
=
2πh¯
p
(12)
tenemos
Ψ(x, t) = Ae−(i/h¯)(Et−px) (13)
La ec. 13 es una descripcio´n matema´tica de la onda equivalente a una
part´ıcula libre, de energ´ıa total E y momento p, que se mueve en la direccio´n
y sentido +x, del mismo modo que la ec. 6 es la descripcio´n matema´tica de
un desplazamiento de onda armo´nica que se mueve libremente a lo largo de
una cuerda en tensio´n.
La expresio´n de la funcio´n de onda Ψ, dada por la ec. 13, es correcta
solamente para part´ıculas que se mueven libremente, pero estamos ma´s in-
teresados en situaciones donde el movimiento de una part´ıcula esta´ sujeto
a varias restricciones, como el caso de un electro´n ligado a un a´tomo por
el campo ele´ctrico de su nu´cleo. Lo que debemos hacer ahora es obtener la
ecuacio´n diferencial fundamental para Ψ, la que se puede resolver en una
situacio´n espec´ıfica.
Comenzamos por la diferenciacio´n de la ec. 13 dos veces con respecto a
x,
∂2Ψ
∂x2
= −p
2
h¯2
Ψ (14)
y una vez respecto a t
∂Ψ
∂t
= − iE
h¯
Ψ (15)
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A velocidades pequen˜as comparadas con la de la luz, la energ´ıa total E
de una part´ıcula es la suma de su energ´ıa cine´tica p2/2m y de su energ´ıa
potencial V , donde V es una funcio´n general de la posicio´n x y del tiempo
t:
E =
p2
2m
+ V (16)
Multiplicando ambos miembros de esta ecuacio´n por la funcio´n de onda
EΨ =
p2Ψ
2m
+ VΨ (17)
De las ecs. 14 y 15 vemos que
EΨ = − h¯
i
∂Ψ
∂t
(18)
y
p2Ψ = −h¯2 ∂
2Ψ
∂x2
(19)
Sustituyendo estas expresiones de EΨ y p2Ψ en la ec. 17 obtenemos
ih¯
∂Ψ
∂t
= − h¯
2
2m
∂2Ψ
∂x2
+ VΨ (20)
La ec. 20 es la ecuacio´n de Schro¨dinger dependiente del tiempo, donde la
energ´ıa potencial V es una funcio´n de x, y, z, t. En tres dimensiones, la
ecuacio´n de Schro¨dinger dependiente del tiempo es
ih¯
∂Ψ
∂t
= − h¯
2
2m
(
∂2Ψ
∂x2
+
∂2Ψ
∂y2
+
∂2Ψ
∂z2
)
+ VΨ (21)
Una vez conocida V , se puede resolver la ecuacio´n de Schro¨dinger para
la funcio´n de onda Ψ de la part´ıcula, cuya densidad de probabilidad | Ψ |2 se
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puede determinar para x, y, z, t. En muchas situaciones, la energ´ıa potencial
de una part´ıcula no depende expl´ıcitamente del tiempo; las fuerzas que
actu´an sobre ella y, por lo tanto, V , var´ıan solamente con la posicio´n de
la part´ıcula. Cuando esto se cumple, la ecuacio´n de Schro¨dinger se puede
simplificar eliminando todo lo referente a t. Notemos que se puede escribir
la funcio´n de onda unidimensional de una part´ıcula libre
Ψ(x, t) = Ae(−i/h¯)(Et−px)
= Ae−(iE/h¯)te(ip/h¯)x
= ψ(x)e−(iE/h¯)t (22)
Esto es, Ψ(x, t) es el producto de una funcio´n dependiente del tiempo e−(iE/h¯)t
y una funcio´n dependiente de la posicio´n ψ(x, t). Sucede que las variaciones
con el tiempo de todas las funciones de part´ıculas, sobre las que actu´an
fuerzas estacionarias, tienen la misma forma que las de una part´ıcula libre.
Sustituyendo la Ψ de la ec. 21 en la ecuacio´n de Schro¨dinger dependiente
del tiempo, encontramos que
Eψe−(iE/h¯)t = − h¯
2
2m
e−(iE/h¯)t
∂2ψ
∂x2
+ V ψe−(iE/h¯)t (23)
y, as´ı dividiendo ambos miembros entre el factor exponencial comu´n,
∂2ψ
∂x2
+
2m
h¯2
(E − V )ψ = 0 (24)
que es la ecuacio´n de Schro¨dinger en estado estacionario. En tres dimen-
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siones es
∂2ψ
∂x2
+
∂2ψ
∂y2
+
∂2ψ
∂z2
+
2m
h¯2
(E − V )ψ = 0 (25)
En general, la ecuacio´n de Schro¨dinger en estado estacionario se puede
resolver u´nicamente para algunos valores de la energ´ıa E. Lo que queremos
decir con esto no se refiere a las dificultades matema´ticas que se pueden pre-
sentar, sino a algo ma´s fundamental. “Resolver” la ecuacio´n de Schro¨dinger
para un sistema dado significa obtener una funcio´n de onda ψ que no so´lo
obedezca a la ecuacio´n y a las condiciones en la frontera que existan, sino
que tambie´n cumplan las condiciones de una funcio´n de onda aceptable, es
decir, que la funcio´n y su derivada sean continuas finitas y univaluadas. De
esta manera, la cuantizacio´n de energ´ıa aparece en la meca´nica ondulatoria
como un elemento natural de la teor´ıa. As´ı la cuantizacio´n de la energ´ıa en
el mundo f´ısico se ha revelado como un feno´meno universal caracter´ıstico de
todos los sistemas estables.
ECUACIO´N DE SCHRO¨DINGER PARA EL A´TOMO
DE HIDRO´GENO
A continuacio´n aplicaremos la ecuacio´n de Schro¨dinger al a´tomo de hidro´geno
el cual esta´ formado por un proto´n, part´ıcula con carga ele´ctrica +e, y un
electro´n, que tiene carga -e y que es 1,836 veces ma´s ligero que el proto´n.
Ahora, si la interaccio´n entre dos part´ıculas es de tipo u(| ~r1 − ~r2 |), el
problema de movimiento de tales part´ıculas en meca´nica cua´ntica y tambie´n
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en meca´nica cla´sica se reduce al movimiento de una sola part´ıcula en el
campo de simetr´ıa esfe´rica, entonces tenemos el siguiente Lagrangiano:
L =
1
2
m1~˙r21 +
1
2
m2~˙r22 − u(| ~r1 − ~r2 |) (26)
Introduciendo las siguientes expresiones:
~r = ~r1 − ~r2 (27)
y
~R =
m1~r1 +m2~r2
m1 +m2
(28)
por lo tanto el Lagrangiano nos queda:
L =
1
2
M ~˙R2 +
1
2
µ~˙r2 − u(r) (29)
donde
M = m1 +m2 (30)
y
µ =
m1m2
m1 +m2
(31)
Por otro lado la introduccio´n del impulso se hace con las fo´rmulas de
Lagrange
~P =
∂L
∂ ~˙R
=M ~˙R (32)
y
~p =
∂L
∂~˙r
= m~˙r (33)
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lo que permite escribir la funcio´n cla´sica de Hamilton
H =
P 2
2M
+
p2
2m
+ u(r) (34)
Entonces se puede obtener el operador Hamiltoniano del problema cor-
respondiente cua´ntico con conmutadores de tipo
[Pi, Pk] = −ih¯δik (35)
y
[pi, pk] = −ih¯δik (36)
por lo tanto el operador Hamiltoniano es de la forma
Hˆ = − h¯
2
2M
∇2R −
h¯2
2m
∇2r + u(r) (37)
Este operador Hamiltoniano es la parte fundamental de la ecuacio´n de
Schro¨dinger puesta en la forma
Hˆψ = Eψ (38)
lo cual es una forma muy pra´ctica de escribirla, pero lo ma´s importante
hasta ahora escrito en esta seccio´n es que se ha tratado al sistema formado
por el proto´n y el electro´n como un sistema cla´sico con part´ıculas de masa
no despreciable, como lo demuestran las ecs. 24-29, ya que no se esta´n
tomando en cuenta velocidades cercanas a la de la luz, por este motivo se
puede aplicar perfectamente la ecuacio´n de Schro¨dinger con resultados muy
satisfactorios.
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La ecuacio´n de Schro¨dinger para el electro´n en tres dimensiones, que es
la que debemos emplear para el a´tomo de hidro´geno, es la ec. 21. Utilizare-
mos esta ecuacio´n de Schro¨dinger independiente del tiempo debido a que el
potencial V depende solamente de r y no del tiempo.
La energ´ıa potencial V , a causa de la energ´ıa potencial electrosta´tica de
una carga -e a una distancia r de otra carga +e, es
V = − e
2
4πǫ0r
(39)
Puesto que V es una funcio´n de r en vez de serlo de x, y, z, no pode-
mos sustituir la ec. 39 directamente en la ec. 21. Hay dos posibilidades:
expresar V en funcio´n de las coordenadas cartesianas x, y, z sustituyendo a
r por
√
x2 + y2 + z2, o expresar la ecuacio´n de Schro¨dinger en funcio´n de
las coordenadas polares esfe´ricas r, θ, φ. Haciendo esto u´ltimo debido a la
simetr´ıa de la situacio´n f´ısica, el problema se simplifica considerablemente.
Por lo tanto, en coordenadas polares esfe´ricas, la ecuacio´n de Schro¨dinger
es
1
r2
∂
∂r
(
r2
∂ψ
∂r
)
+
1
r2senθ
∂
∂θ
(
senθ
∂ψ
∂θ
)
+
1
r2sen2θ
∂2ψ
∂φ2
+
2m
h¯2
(E − V )ψ = 0
(40)
Sustituyendo la energ´ıa potencial V de la ec. 39 y multiplicando toda la
ecuacio´n por r2sen2θ, se obtiene
sen2θ
∂
∂r
(
r2
∂ψ
∂r
)
+senθ
∂
∂θ
(
senθ
∂ψ
∂θ
)
+
∂2ψ
∂φ2
+
2mr2sen2θ
h¯2
(
e2
4πǫ0r
+ E
)
ψ = 0
(41)
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Esta ecuacio´n, es la ecuacio´n diferencial parcial de la funcio´n de onda ψ(rθ, φ)
del electro´n en un a´tomo de hidro´geno. Junto con las diversas condiciones
que ψ(r, θ, φ) debe cumplir (por ejemplo, ψ(r, θ, φ) tiene un so´lo valor para
cada punto r, θ, φ), esta ecuacio´n especifica totalmente el comportamiento
del electro´n. Para ver cual es este comportamiento, resolveremos la ec. 41
para ψ(r, θ, φ) e interpretaremos los resultados obtenidos.
SEPARACIO´N DE VARIABLES EN LA ECUACIO´N
DE SCHRO¨DINGER
Lo verdaderamente valioso de escribir la ecuacio´n de Schro¨dinger en coor-
denadas esfe´ricas para el problema del a´tomo de hidro´geno esta´ en que de
esta forma se puede separar fa´cilmente en tres ecuaciones independientes,
cada una de ellas con una so´la coordenada. El procedimiento consiste en
buscar las soluciones en que la funcio´n de onda ψ(r, θ, φ) tiene la forma de
un producto de tres funciones diferentes: R(r), que depende solamente de
r; Θ(θ) que depende solamente de θ; y Φ(φ) que so´lo depende de φ. Esto
es, suponemos que
ψ(r, θ, φ) = R(r)Θ(θ)Φ(φ) (42)
La funcio´n R(r) describe la variacio´n de la funcio´n de onda ψ del electro´n
a lo largo de un radio vector desde el nu´cleo, siendo θ y φ constantes. La
variacio´n de ψ con el a´ngulo cenital θ a lo largo de un meridiano de una
esfera centrada sobre el nu´cleo esta´ descrita por la funcio´n Θ(θ) para r y φ
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constantes. Finalmente, la funcio´n Φ(φ) describe co´mo var´ıa ψ con el a´ngulo
azimutal φ a lo largo de un paralelo de una esfera centrada sobre el nu´cleo,
siendo r y θ constantes.
La ec. 42 se puede escribir ma´s fa´cilmente como ψ = RΘΦ de donde
vemos que
∂ψ
∂r
= ΘΦ
∂R
∂r
(43)
∂ψ
∂θ
= RΦ
∂Θ
∂θ
(44)
∂2ψ
∂φ2
= RΘ
∂2Φ
∂φ2
(45)
Al sustituir las ecs. 43-45 en la ec. 41, que es la ecuacio´n de Schro¨dinger
para el a´tomo de hidro´geno, y se divide la ecuacio´n total entre RΘΦ se tiene
que
sen2θ
R
∂
∂r
(
r2
∂R
∂r
)
+
senθ
Θ
∂
∂θ
(
senθ
∂Θ
∂θ
)
+
1
Φ
∂2Φ
∂φ2
+
2mr2sen2θ
h¯2
(
e2
4πǫ0r
+ E
)
= 0
(46)
El tercer te´rmino de esta ecuacio´n so´lo es funcio´n del a´ngulo φ, mientras que
los otros dos son funcio´n de r y θ. Volviendo a escribir la ecuacio´n anterior,
tenemos
sen2θ
R
∂
∂r
(
r2
∂R
∂r
)
+
senθ
Θ
∂
∂θ
(
senθ
∂Θ
∂θ
)
+
2mr2sen2θ
h¯2
(
e2
4πǫ0r
+ E
)
= − 1
Φ
∂2Φ
∂φ2
(47)
Esta ecuacio´n solamente puede ser correcta si sus dos miembros son iguales
a la misma constante, ya que son funciones de variables diferentes. A esta
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constante es conveniente llamarlam2l . La ecuacio´n diferencial para la funcio´n
Φ es
− 1
Φ
∂2Φ
∂φ2
= m2l (48)
Si se sustituye m2l en el segundo miembro de la ec. 47 , se divide la ecuacio´n
resultante entre sen2θ y se reagrupan te´rminos, se tiene
1
R
∂
∂r
(
r2
∂R
∂r
)
+
2mr2
h¯2
(
e2
4πǫ0r
+E
)
=
m2l
sen2θ
− 1
Θsenθ
∂
∂θ
(
senθ
∂Θ
∂θ
)
(49)
Se tiene otra vez una ecuacio´n en que aparecen variables diferentes en cada
miembro, requirie´ndose que ambas sean iguales a la misma constante. A
esta constante se le llamara´, por razones que veremos ma´s adelante, l(l+1).
Las ecuaciones para las funciones Θ(θ) y R(r) son
m2l
sen2θ
− 1
Θsenθ
d
dθ
(
senθ
dΘ
dθ
)
= l(l + 1) (50)
y
1
R
d
dr
(
r2
dR
dr
)
+
2mr2
h¯2
(
e2
4πǫ0r
+ E
)
= l(l + 1) (51)
Las ecs. 48,50 y 51 se escriben normalmente como
d2Φ
dφ2
+m2lΦ = 0 (52)
1
senθ
d
dθ
(
senθ
dΘ
dθ
)
+
[
l(l + 1)− m
2
l
sen2θ
]
Θ = 0 (53)
1
r2
d
dr
(
r2
dR
dr
)
+
[
2m
h¯2
(
e2
4πǫ0r
+ E
)
− l(l + 1)
r2
]
R = 0 (54)
Cada una de estas ecuaciones es una ecuacio´n diferencial ordinaria de
una funcio´n con una sola variable. Con ello se ha conseguido simplificar la
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ecuacio´n de Schro¨dinger para el a´tomo de hidro´geno que, al principio, era
una ecuacio´n diferencial parcial de una funcio´n ψ de tres variables.
LOS NU´MEROS CUA´NTICOS
0.1 Solucio´n Para La Parte Azimutal
La ec. 52 se resuelve fa´cilmente para encontrar que su solucio´n es
Φ(φ) = Aφe
imlφ (55)
donde Aφ es la constante de integracio´n. Una de las condiciones establecidas
previamente que debe cumplir una funcio´n de onda (y por lo tanto Φ, que
es una componente de la funcio´n completa ψ) es que tenga un u´nico valor
para cada punto del espacio. Por ejemplo se observa que φ y φ + 2π se
identifican en el mismo plano meridiano. Por tanto, debe ser cierto que
Φ(φ) = Φ(φ+2π), o bien, que Aeimlφ = Aeiml(φ+2π), lo que solamente puede
ser cuando ml sea 0 o un nu´mero entero positivo o negativo (±1,±2,±3, ...).
La constante ml se conoce como el nu´mero cua´ntico magne´tico del a´tomo
de hidro´geno y gobierna a la direccio´n del momento angular L. El nu´mero
cua´ntico magne´tico ml esta´ determinado por el nu´mero cua´ntico orbital l
que a su vez determina la magnitud del momento angular del electro´n.
La interpretacio´n del nu´mero cua´ntico orbital l no es tan evidente. Ex-
aminemos la ec. 54, que corresponde a la parte radial R(r) de la funcio´n
de onda ψ. Esta ecuacio´n esta´ relacionada u´nicamente con el aspecto radial
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del movimiento de los electrones, es decir, con el movimiento de aproxi-
macio´n y alejamiento de los mismos al nu´cleo; sin embargo, esta´ presente en
ella la energ´ıa total del electro´n E. Esta energ´ıa incluye la energ´ıa cine´tica
del electro´n en su movimiento orbital que no tiene nada que ver con el
movimiento radial. Esta contradiccio´n se puede eliminar con el siguiente
razonamiento: la energ´ıa cine´tica T del electro´n tiene dos partes, Tradial
debido a su movimiento de aproximacio´n y alejamiento del nu´cleo, y Torbital
debida a su movimiento alrededor de e´l. La energ´ıa potencial V del electro´n
es la energ´ıa electrosta´tica dada por la ec. 39. Por lo tanto, la energ´ıa total
del electro´n es
E = Tradial + Torbital − e
2
4πǫ0r
(56)
Sustituyendo esta expresio´n de E en la ec. 54 obtenemos, despue´s de rea-
grupar te´rminos,
1
r2
d
dr
(
r2
dR
dr
)
+
2m
h¯2
[
Tradial + Torbital − h¯
2l(l + 1)
2mr2
]
R = 0 (57)
Si los dos u´ltimos te´rminos entre corchetes de esta ecuacio´n se anulan entre s´ı
tenemos lo que necesita´bamos: una ecuacio´n diferencial para R(r) constitu-
ida exclusivamente por funciones del radio vector. Por lo tanto, necesitamos
que
Torbital =
h¯2l(l + 1)
2mr2
(58)
La energ´ıa cine´tica orbital del electro´n es
Torbital =
1
2
mv2orbital (59)
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Puesto que el momento angular L del electro´n es
L = mvorbitalr (60)
podemos expresar la energ´ıa cine´tica orbital
Torbital =
L2
2mr2
(61)
Por lo tanto, en la ec. 58 tenemos
L2
2mr2
=
h¯2l(l + 1)
2mr2
(62)
lo que nos da
L =
√
l(l + 1)h¯ (63)
La interpretacio´n de este resultado es que, puesto que el nu´mero cua´ntico
orbital l esta´ limitado a los valores l = 0, 1, 2, ..., (n − 1), el electro´n puede
tener solamente los momentos angulares L que se especifican mediante la ec.
63. Al igual que la energ´ıa total E, el momento angular se conserva y esta´
cuantizado. El termino h¯ = h/2π = 1.054 × 10−34J-s es la unidad natural
del momento angular.
En el movimiento planetario macrosco´pico, una vez ma´s, el nu´mero
cua´ntico que describe el momento angular es tan grande que la separacio´n
en estados discretos del momento angular no se puede observar experi-
mentalmente. Por ejemplo, un electro´n (o para este caso, cualquier otro
cuerpo) cuyo nu´mero cua´ntico orbital sea 2, tiene un momento angular
144
L = 2.6 × 10−34J-s. Por el contrario, el momento angular orbital de la
tierra es ¡2.7× 1040J-s!
Se acostumbra designar a los estados del momento angular con la letra
s para l = 0, con la letra p cuando l = 1, y as´ı sucesivamente. Este original
co´digo se origino´ en la clasificacio´n emp´ırica de los espectros en las llamadas
series que recibieron los nombres de definida, principal, difusa y fundamen-
tal, nombres que se les dio´ desde antes de que se desarrollara la teor´ıa del
a´tomo. As´ı un estado s es el que no tiene momento angular, un estado p
tiene el momento angular
√
2h¯, etc.
La combinacio´n del nu´mero cua´ntico total con la letra que representa al
momento angular orbital proporciona una notacio´n apropiada, y que es muy
comu´n para los estados ato´micos. En esta notacio´n, por ejemplo un estado
en el que n = 2, l = 0 es un estado 2s y uno en el que n = 4, l = 2 es un
estado 4d.
Por otro lado para la interpretacio´n del nu´mero cua´ntico magne´tico, ten-
emos que, al igual que el momento lineal, el momento angular es un vector,
de modo que para describirlo se requiere que se especifique su direccio´n, su
sentido y su magnitud. (El vector L es perpendicular al plano en el que
tiene lugar el movimiento de rotacio´n, y su direccio´n y sentido esta´n dados
por la regla de la mano derecha: cuando los dedos apuntan en la direccio´n
del movimiento, el pulgar tiene la direccio´n y el sentido de L.)
¿Que´ significado posible pueden tener una direccio´n y un sentido en el
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espacio para un a´tomo de hidro´geno ? La respuesta es sencilla si pensamos
que un electro´n que gira alrededor de un nu´cleo es un diminuto circuito
que, como dipolo magne´tico, tiene tambie´n un campo magne´tico. En conse-
cuencia, un electro´n ato´mico que posee momento angular interactu´a con un
campo magne´tico externo B. El nu´mero cua´ntico magne´tico ml especifica la
direccio´n de L, determinando la componente de L en la direccio´n del campo.
Este feno´meno se conoce comu´nmente con el nombre de cuantizacio´n espa-
cial.
Si hacemos que la direccio´n del campo magne´tico sea paralela al eje z,
la componente de L en esta direccio´n es
Lz = mlh¯ (64)
Los valores posibles de ml para un valor dado de l, van desde +l hasta −l,
pasando por 0, de modo que las posibles orientaciones del vector momento
angular L en un campo magne´tico son 2l + 1. Cuando l = 0, Lz puede
tener solamente el valor cero; cuando l = 1, Lz puede ser h¯, 0, o´ −h¯; cuando
l = 2, Lz puede ser 2h¯, h¯, 0, −h¯, o´ −2h¯, y as´ı sucesivamente. Aclaremos que
L nunca puede estar alineado exactamente (paralela o antiparalelamente)
con B, ya que Lz es siempre ma´s pequeno˜ que la magnitud
√
l(l + 1)h¯ del
momento angular total.
La cuantizacio´n espacial del momento angular orbital del a´tomo de hidro´geno
se muestra en la fig. 6.1.
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L z
2h/2pi
−2h/2pi
h/2pi
−h/2pi
0 Estados l= 2; L= 6  h/2pi
1/2
Fig. 6.1: Cuantizacion del espacio del mom. angular.’
m=2
m=1
m=0
m=−1
m=−2
Debemos considerar al a´tomo caracterizado por un cierto valor de ml
como preparado para tomar una determinada orientacio´n de su momento
angular L, relativo a un campo magne´tico externo en el caso de encontrarse
en e´l.
En ausencia de un campo magne´tico externo, la direccio´n del eje z es
completamente arbitraria. Por tanto, debe ser cierto que la componente de
L en cualquier direccio´n que escojamos es mlh¯; el significado de un campo
magne´tico externo es que proporciona una direccio´n de referencia impor-
tante experimentalmente. Un campo magne´tico no es la u´nica direccio´n
de referencia posible. Por ejemplo, la l´ınea entre los dos a´tomos H en la
mole´cula de hidro´geno H2 tiene tanto significado experimental como la di-
reccio´n de un campo magne´tico y, a lo largo de esta l´ınea, las componentes
de los momentos angulares de los a´tomos de H esta´n determinados por sus
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valores ml.
¿Por que´ esta´ cuantizada u´nicamente la componente de L? La respuesta
se relaciona estrechamente con el hecho de que L nunca puede apuntar a
cualquier direccio´n z espec´ıfica; en lugar de ello describe un cono en el
espacio, de manera que su proyeccio´n Lz es mlh¯. La razo´n de este feno´meno
es el principio de incertidumbre: si L estuviera fijo en el espacio, de manera
que Lx, Ly y Lz tuvieran valores definidos, el electro´n estar´ıa confinado en
un plano definido. Por ejemplo, si L estuviera en la direccio´n z, el electro´n
tendr´ıa que estar en el plano xy todo el tiempo (fig. 6.2a).
L
z
z
L
θ
mh/2pi
a b
Fig. 6.2: El principio de incertidumbre prohibe que el vector
L del momento angular tenga una direccion definida
en el espacio.
’
Esto u´nicamente puede ocurrir si la componente del momento del electro´n
pz en la direccio´n z es infinitamente incierta, lo que, por supuesto, es imposi-
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ble si es parte de un a´tomo de hidro´geno. Sin embargo, como en realidad
u´nicamente una componente Lz de L junto con su magnitud L tiene valores
definidos y | L |>| Lz |, el electro´n no esta´ limitado a un plano u´nico (fig.
6.2b), y si as´ı fuera, habr´ıa una fundada incertidumbre en la coordenada
z del electro´n. La direccio´n de L cambia constantemente (fig. 6.3) y as´ı
los valores promedio de Lx y Ly son 0, aunque Lz tenga siempre el valor
espec´ıfico mlh¯.
L z (h/2pi)
0
1
2
−1
−2
L
l=2
Fig. 6.3: El vector L de mom. angular tiene precesion constante
en torno al eje z.
La solucio´n para Φ tambie´n debe cumplir con la condicio´n de normal-
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izacio´n la cual esta´ dada por la ec. 2, entonces para Φ tenemos∫ 2π
0
| Φ |2 dφ = 1 (65)
al sustituir Φ se tiene ∫ 2π
0
A2φdφ = 1 (66)
con lo cual se tiene que Aφ = 1/
√
2π y por lo tanto Φ ya normalizada esta´
dado por
Φ(φ) =
1√
2π
eimlφ (67)
Solucio´n Para La Parte Polar
La ecuacio´n diferencial 53 para Θ(θ) tiene una solucio´n ma´s complicada y
esta´ dada por los polinomios asociados de Legendre
Pmll (x) = (−1)ml(1−x2)ml/2
dml
dxml
Pl(x) = (−1)ml (1− x
2)ml/2
2ll!
dml+l
dxml+l
(x2−1)l
(68)
estas funciones cumplen con la relacio´n de ortogonalidad∫ 1
−1
[Pmll (cosθ)]
2dcosθ =
2
2l + 1
(l +ml)!
(l −ml)!
(69)
Ahora, Θ(θ), que es la solucio´n para la ec. 53, esta´ dada por los polinomios
de Legendre normalizados, esto es, si
Θ(θ) = AθP
ml
l (cosθ) (70)
entonces la condicio´n de normalizacio´n esta´ dada por∫ 1
−1
A2θ[P
ml
l (cosθ)]
2dcosθ = 1 (71)
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por lo tanto la constante de normalizacio´n para la parte polar es
Aθ =
√
2l + 1
2
(l −ml)!
(l +ml)!
(72)
y por consiguiente, la funcio´n Θ(θ) ya normalizada es
Θ(θ) =
√
2l + 1
2
(l −ml)!
(l +ml)!
Pmll (cosθ) (73)
Para nuestro propo´sito, lo ma´s importante de estas funciones es que,
como ya se dijo anteriormente, existen solamente cuando la constante l es
un nu´mero entero igual o mayor que | ml |, que es el valor absoluto de ml.
Esta exigencia se puede expresar como una condicio´n de ml en la forma
ml = 0,±1,±2, ...,±l (74)
Armo´nicos Esfe´ricos
Las soluciones para la parte azimutal y polar se pueden juntar para formar
los llamados armo´nicos esfe´ricos, estos dependen de φ y θ y de alguna forma
hacen ma´s fa´cil el manejo de la funcio´n de onda completa ψ(r, θ, φ). Los
armo´nicos esfe´ricos esta´n dados de la siguiente manera:
Y mll (θ, φ) = (−1)ml
√
2l + 1
4π
(l −ml)!
(l +ml)!
Pmll (cosθ)e
imlφ (75)
El factor (−1)ml que se ha introducido sin ningun problema debido a que la
ecuacio´n de Schro¨dinger es lineal y homoge´nea y adema´s de que particular-
mente es conveniente para el estudio del momento angular. Este factor es
un factor fase llamado fase Condon-Shortley y el efecto es para introducir
una alternancia de signo.
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Solucio´n Para La Parte Radial
La solucio´n de la ecuacio´n final, ec. 54, para la parte radial R(r) de la
funcio´n de onda ψ del a´tomo de hidro´geno tambie´n es complicada, y viene
dada por los polinomios asociados de Laguerre. La ec. 54 so´lo se puede
resolver cuando E es positivo o tiene uno de los valores negativos En (lo que
significa que el electro´n esta´ unido al a´tomo), dados por
En = − me
4
32π2ǫ20h¯
2
(
1
n2
)
(76)
donde n es un nu´mero entero y se conoce como nu´mero cua´ntico principal y
describe la cuantizacio´n de la energ´ıa del electro´n en el a´tomo de hidro´geno.
Esta ecuacio´n es la que obtuvo Bohr para los niveles de energ´ıa del a´tomo
de hidro´geno.
Otra condicio´n que se debe cumplir para resolver la ec. 54, es que n,
conocido como nu´mero cua´ntico principal, sea igual o mayor que l+1. Esto
se puede expresar como una condicio´n para l en la forma
l = 0, 1, 2, ..., (n − 1) (77)
La ec. 54 tambie´n se puede poner de la siguiente forma
r2
d2R
dr2
+ 2r
dR
dr
+
[
2mE
h¯2
r2 +
2me2
4πǫ0h¯
2 r − l(l + 1)
]
R = 0 (78)
y su solucio´n esta´ dada por los polinomios asociados de Laguerre los cuales
cumplen con la siguiente condicio´n de normalizacio´n∫ ∞
0
e−ρρ2l[L2l+1n+l (ρ)]
2ρ2dρ =
2n[(n+ l)!]3
(n− l − 1)! (79)
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Por lo tanto la solucio´n para la ec. 78, que corresponde a la parte radial, es:
R(r) = −
√
(n− l − 1)!
2n[(n+ l)!]3
(
2
na0
)3/2
e−ρ/2ρlL2l+1n+l (ρ) (80)
donde ρ = 2r/na0 y a0 = h¯
2/me2.
Ahora que ya tenemos las soluciones de cada una de las ecuaciones que
so´lo dependen de una variable, ya podemos construir nuestra funcio´n de onda
para cada estado del electro´n en el a´tomo de hidro´geno, esto es si tenemos
que ψ(r, θ, φ) = R(r)Θ(θ)Φ(φ), entonces la funcio´n de onda completa es
ψ(r, θ, φ) = −
√
2l + 1
4π
(l −ml)!
(l +ml)!
(n− l − 1)!
2n[(n+ l)!]3
(
2
na0
)3/2
×
(αr)le−αr/2L2l+1n+l (αr)P
ml
l (cosθ)e
imlφ (81)
donde α = 2/na0.
Utilizando los armo´nicos esfe´ricos nuestra solucio´n queda de la siguiente
manera
ψ(r, θ, φ) = −
√
(n− l − 1)!
2n[(n+ l)!]3
(
2
na0
)3/2
(αr)le−αr/2L2l+1n+l (αr)Y
ml
l (θ, φ)
(82)
Esta es la solucio´n a la ecuacio´n de Schro¨dinger para el a´tomo de hidro´geno,
la cual describe cada uno de los estados del electro´n. Esta funcio´n de onda
por si sola no tiene interpretacio´n f´ısica como se dijo anteriormente, pero
el cuadrado de su valor absoluto | ψ |2 calculado para un punto y en un
instante determinado es proporcional a la probabilidad de encontrar exper-
imentalmente al electro´n ah´ı y en ese instante.
153
LA DENSIDADDE PROBABILIDAD ELECTRO´NICA
En el modelo de Bohr del a´tomo de hidro´geno, el electro´n gira alrededor del
nu´cleo con una trayectoria circular. Si se realizara un experimento adecuado,
se ver´ıa que el electro´n estar´ıa siempre a una distancia del nu´cleo r = n2a0
(donde n es el nu´mero cua´ntico de la o´rbita y a0 = 0.53 A˚es el radio de la
o´rbita ma´s pro´xima al nu´cleo) y en el plano ecuatorial θ = 90, mientras que
el a´ngulo azimutal φ var´ıa con el tiempo.
La teor´ıa cua´ntica del a´tomo de hidro´geno modifica las conclusiones del
modelo de Bohr en dos aspectos. En primer lugar, no se pueden dar valores
correctos de r, θ, φ, sino u´nicamente probabilidades relativas de encontrar al
electro´n en un lugar dado. Esta imprecisio´n es, por supuesto, una conse-
cuencia de la naturaleza ondulatoria del electro´n. En segundo lugar, no se
puede pensar que el electro´n se mueve alrededor del nu´cleo en un sentido
convencional, ya que la densidad de probabilidad | ψ |2 es independiente del
tiempo y puede variar considerablemente de un lugar a otro.
La funcio´n de onda del electro´n ψ en un a´tomo de hidro´geno viene dada
por ψ = RΘΦ donde R = Rnl(r) describe co´mo var´ıa ψ con r cuando los
nu´meros cua´nticos orbital y total tienen los valores n y l; Θ = Θlml(θ)
describe a su vez la variacio´n de ψ con θ cuando los nu´meros cua´nticos
magne´tico y orbital tienen los valores l y ml; y Φ = Φml(φ) que propor-
ciona la variacio´n de ψ con φ cuando el nu´mero cua´ntico magne´tico es ml.
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Entonces, la densidad de probabilidad | ψ |2 se puede escribir como
| ψ |2=| R |2| Θ |2| Φ |2 (83)
donde se comprende que si la funcio´n es compleja, hay que tener en cuenta
que su cuadrado se debe sustituir por el producto de ella y su conjugada
compleja.
La densidad de probabilidad | Φ |2, que mide la posibilidad de encontrar
al electro´n con un a´ngulo azimutal φ dado, es una constante que no depende
para nada de φ. Por lo tanto, la densidad de probabilidad del electro´n es
sime´trica respecto al eje de las z, independientemente del estado cua´ntico, de
manera que el electro´n tiene igual oportunidad de encontrarse en un a´ngulo
φ como en otro.
La parte radial R de la funcio´n de onda, en contraste con Φ, no solamente
var´ıa con r, sino que lo hace de una manera diferente para cada combinacio´n
de nu´meros cua´nticos n y l. La fig. 6.4 muestra gra´ficas de R en funcio´n de
r para los estados 1s, 2s, y 2p del a´tomo de hidro´geno. Evidentemente, R es
ma´ximo al ser r = 0 (esto es, en el nu´cleo mismo) para todos los estados s,
mientras que es cero en r = 0 para todos los estados que poseen momento
angular.
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5 10 15 r(a  )0
1s
2s
2p
R  (r)nl
Fig. 6.4: Variacion con la distancia al nucleo
de las funciones de onda radiales 
1s, 2s, 2p; a 0 = 0.53 ang. (radio Bohr)s.
r(a  )05 10 15
1s
2s
2p
P=4pir R dr
2 2
Fig. 6.5: Probabilidad de encontrar un electron
del atomo de hidrogeno entre r y r+dr
con respecto al nucleo para 1s, 2s, 2p.
’
’ ’
’ ’
’
La densidad de probabilidad del electro´n en el punto r, θ, φ es propor-
cional a | ψ |2, pero la probabilidad real de encontrarlo en el elemento de
volumen infinitesimal dV es | ψ |2 dV . Ahora, en coordenadas polares
esfe´ricas
dV = r2senθdrdθdφ (84)
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de manera que, como Θ y Φ son funciones normalizadas, la probabilidad
nume´rica real P (r)dr de encontrar al electro´n en el a´tomo de hidro´geno, a
una distancia comprendida entre r y r + dr del nu´cleo, es
P (r)dr = r2 | R |2 dr
∫ π
0
| Θ |2 senθdθ
∫ 2π
0
| Φ |2 dφ
= r2 | R |2 dr (85)
Esta ecuacio´n esta´ representada en la fig. 6.5 para los mismos estados cuyas
funciones radiales R aparecen en la fig. 6.4; en principio, las curvas son
completamente diferentes. Observamos de inmediato que P no es ma´ximo
en el nu´cleo para los estados s, como lo es R, sino que tiene su ma´ximo
a una distancia finita de e´l. El valor ma´s probable de r para un electro´n
1s es exactamente a0, que es el radio de la o´rbita del electro´n en estado
fundamental en el modelo de Bohr. Sin embargo, el valor medio de r para
un electro´n 1s es 1.5a0, lo cual parece enigma´tico a primera vista, ya que
los niveles de energ´ıa son los mismos en meca´nica cua´ntica y en el modelo
ato´mico de Bohr. Esta aparente discrepancia se elimina cuando se tiene en
cuenta que la energ´ıa del electro´n depende de 1/r y no directamente de r, y
el valor medio de 1/r para un electro´n 1s es precisamente 1/a0.
La funcio´n Θ var´ıa con el a´ngulo polar θ para todos los nu´meros cua´nticos
l y ml, excepto para l = ml = 0, que son estados s. La densidad de proba-
bilidad | Θ |2 para un estado s, es una constante (1/2), lo que significa que,
como | Φ |2 es tambie´n constante, la densidad de probabilidad electro´nica
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| ψ |2 tiene el mismo valor, para un valor de r dado, en todas las direc-
ciones. Los electrones en otros estados tienen preferencias angulares que
algunas veces llegan a ser muy complicadas. Esto se puede observar en la
fig. 6.5, donde se muestran, para varios estados ato´micos, las densidades de
probabilidad electro´nica en funcio´n de r y θ. (El te´rmino que se representa
es | ψ |2, y no | ψ |2 dV .) Puesto que | ψ |2 es independiente de φ, una
representacio´n tridimensional de | ψ |2 se obtiene haciendo girar una repre-
sentacio´n particular alrededor de un eje vertical. Al hacerlo, las densidades
de probabilidad para los estados s tienen evidentemente simetr´ıa esfe´rica,
mientras que las otras no la tienen. Los tipos de lo´bulos pronunciados,
caracter´ısticos de muchos de los estados, tienen importancia en qu´ımica ya
que estos modelos ayudan a determinar la manera como interactu´an en las
mole´culas los a´tomos adyacentes.
Notas:
1. E. Schro¨dinger consigio´ el premio Nobel en 1933 (junto con Dirac)
por “el descubrimiento de nuevas formas productivas de la teor´ıa a´tomica”.
Schro¨dinger escribio´ una serie notable de cuatro art´ıculos intitulada “Quan-
tisierung als Eigenwertproblem” (I-IV, recibidos por Annalen der Physik el
27 de Enero, el 23 de Febrero, el 10 de Mayo y el 21 de Junio de 1926).
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P r o b l e m a s
Problema 6.1 - Obtener la ecuaciones para las o´rbitas estables y para
los niveles de energ´ıa del electro´n en el a´tomo de hidro´geno.
Respuesta: Tenemos que la longitud de onda del electro´n esta´ dada
por
λ =
h
mv
mientras que por otro lado al igualar la fuerza ele´ctrica con la fuerza centr´ıpeta,
esto es
mv2
r
=
1
4πǫ0
e2
r2
nosotros obtenemos que la velocidad del electro´n esta´ dada por
v =
e√
4πǫ0mr
entonces la longitud de onda del electro´n es
λ =
h
e
√
4πǫ0r
m
Ahora, si damos el valor 5.3 × 10−11m al radio r de la o´rbita electro´nica,
vemos que la longitud de onda del electro´n es λ = 33 × 10−11m. Esta
longitud de onda tiene exactamente el mismo valor que la circunferencia de
la o´rbita del electro´n, 2πr = 33× 10−11m. Como se puede ver, la o´rbita de
un electro´n en un a´tomo de hidro´geno corresponde as´ı a una onda completa
cerrada sobre s´ı misma. Esto se puede comparar con las vibraciones de un
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anillo de alambre, si las longitudes de onda esta´n en un nu´mero entero de
veces en su circunferencia este podra´ seguir vibrando indefinidamente, pero
si un nu´mero no entero de longitudes de onda tiene lugar sobre el anillo se
producira´ una interferencia negativa a medida que las ondas se desplacen
en torno a e´l, y las vibraciones desaparecera´n ra´pidamente. Con esto se
puede afirmar que un electro´n puede girar indefinidamente alrededor de un
nu´cleo sin irradiar energ´ıa con tal que su o´rbita contenga un nu´mero entero
de longitudes de la onda de De Broglie. Con esto tenemos que la condicio´n
de estabilidad es
nλ = 2πrn
donde rn designa el radio de la o´rbita que contiene n longitudes de onda.
Al sustituir λ tenemos
nh
e
√
4πǫ0rn
m
= 2πrn
por lo tanto las o´rbitas estables del electro´n son
rn =
n2h¯2ǫ0
πme2
Para los niveles de energ´ıa tenemos que E = T + V , al sustituir las
energ´ıas potencial y cine´ticas obtenemos
E =
1
2
mv2 − e
2
4πǫ0r
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o lo que es igual
En = − e
2
8πǫ0rn
al sustituir el valor de rn en esta u´ltima ecuacio´n obtenemos
En = − me
4
8ǫ20h¯
2
(
1
n2
)
lo que nos da los niveles de energ´ıa.
Problema 6.2 - El teorema de Unso¨ld dice que, para cualquier valor
del nu´mero cua´ntico orbital l, las densidades de probabilidad, sumadas para
todos los estados posibles, desde ml = −l hasta ml = +l da una constante
independiente de los a´ngulos θ o φ esto es
+l∑
ml=−l
| Θlml |2| Φml |2= cte.
Este teorema significa que todo a´tomo o ion con subcapa cerrada tiene
una distribucio´n sime´trica esfe´rica de carga ele´trica. Comprobar el teorema
de Unso¨ld para l = 0, l = 1 y l = 2.
Respuesta: Tenemos que para l = 0, Θ00 = 1/
√
2 y Φ0 = 1/
√
2π por
lo tanto del teorema de Unso¨ld vemos que
| Θ0,0 |2| Φ0 |2= 1
4π
Para l = 1 tenemos que
+1∑
ml=−1
| Θlml |2| Φml |2=| Θ1,−1 |2| Φ−1 |2 + | Θ1,0 |2| Φ0 |2 + | Θ1,1 |2| Φ1 |2
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por otro lado las funciones de onda son: Θ1,−1 = (
√
3/2)senθ, Φ−1 =
(1/
√
2π)e−iφ, Θ1,0 = (
√
6/2)cosθ, Φ0 = 1/
√
2π, Θ1,1 = (
√
3/2)senθ, Φ1 =
(1/
√
2π)eiφ que al sustituirlas en la ecuacio´n anterior nos queda
+1∑
ml=−1
| Θlml |2| Φml |2=
3
8π
sen2θ +
3
4π
cos2θ +
3
8π
sen2θ =
3
4π
lo que demuestra que tambie´n es una constante.
Para l = 2 tenemos que
+2∑
ml=−2
| Θlml |2| Φml |2=
| Θ2,−2 |2| Φ−2 |2| Θ2,−1 |2| Φ−1 |2 + | Θ2,0 |2| Φ0 |2 + | Θ2,1 |2| Φ1 |2 + | Θ2,2 |2| Φ2 |2
y las funciones de onda son: Θ2,−2 = (
√
15/4)sen2θ, Φ−2 = (1/
√
2π)e−2iφ,
Θ2,−1 = (
√
15/2)senθcosθ, Φ−1 = (1/
√
2π)e−iφ, Θ2,0 = (
√
10/4)(3cos2θ −
1), Φ0 = 1/
√
2π, Θ2,1 = (
√
15/2)senθcosθ, Φ1 = (1/
√
2π)eiφ, Θ2,2 =
(
√
15/4)sen2θ, Φ2 = (1/
√
2π)e2iφ, sustituyendo en la ecuacio´n anterior nos
queda
+2∑
ml=−2
| Θlml |2| Φml |2=
5
4π
con lo que queda demostrado el teorema de Unso¨ld.
Problema 6.3 - La probabilidad de encontrar un electro´n ato´mico cuya
funcio´n de onda radial sea R(r), fuera de una esfera de radio r0 centrada en
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el nu´cleo, es
∫ ∞
r0
| R(r) |2 r2dr
La funcio´n de onda R10(r) corresponde al estado fundamental de un a´tomo
de hidro´geno, y a0 es el radio de la o´rbita de Bohr correspondiente a este
estado. Calcular la probabilidad de encontrar un electro´n en estado fun-
damental en un a´tomo de hidro´geno a una distancia del nu´cleo mayor que
a0.
Respuesta: Tenemos que la funcio´n de onda radial que corresponde al
estado fundamental es
R10(r) =
2
a
3/2
0
e−r/a0
sustituyendo en la integral nos queda
∫ ∞
a0
| R(r) |2 r2dr = 4
a30
∫ ∞
a0
r2e−2r/a0dr
o lo que es igual
∫ ∞
a0
| R(r) |2 r2dr = 4
a30
[
−a0
2
r2e−2r/a0 − a
2
0
2
re−2r/a0 − a
3
0
4
e−2r/a0
]∞
a0
esto nos da como resultado al evaluar
∫ ∞
a0
| R(r) |2 r2dr = 5
e2
que es la probabilidad de encontrar al electro´n.
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7. DISPERSIO´N EN LA MC
Introduccio´n
Para la teor´ıa cua´ntica de dispersio´n nos ayudaremos de los resultados ya
conocidos de la dispersio´n en campos de fuerzas centrales, y asumiremos
ciertas situaciones que simplificara´n los ca´lculos, si bien no nos alejara´n
demasiado del problema “real”. Sabemos que en el ana´lisis experimental de
una colisio´n podemos obtener datos que nos ayuden a entender el estado
de la materia “blanco”, o bien, la interaccio´n entre el haz incidente y el
“blanco”. Las hipo´tesis que asumiremos son:
i) Asumiremos que las part´ıculas no tienen esp´ın, lo cual no implica que
e´ste no sea importante en la dispersio´n.
ii) Nos ocuparemos so´lo de la dispersio´n ela´stica, en la cual no consider-
amos la posible estructura interna de las part´ıculas.
iii) Asumiremos que el blanco es lo suficientemente delgado como para
no permitir la dispersio´n mu´ltiple.
iv) Asumiremos que las interacciones son descritas por un potencial que
depende so´lo de la posicio´n relativa de las part´ıculas.
As´ı, usaremos los resultados ya conocidos de la teor´ıa de dispersio´n de
la meca´nica cla´sica, ah´ı se define:
dσ
dΩ
=
I(θ, ϕ)
I0
(1)
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donde dσ es el elemento de a´ngulo so´lido, I0 es el nu´mero de part´ıculas
incidentes por unidad de a´rea, e IdΩ el nu´mero de part´ıculas dispersadas en
el elemento de a´ngulo so´lido.
Con esto, llegamos a que:
dσ
dΩ
=
ρ
sin θ
|dρ
dθ
| (2)
Si deseamos conocer en te´rminos de meca´nica cua´ntica lo que sucede,
debemos estudiar la evolucio´n en el tiempo de un paquete de ondas. Sea
ahora Fi el flujo de part´ıculas del haz incidente, es decir, el nu´mero de
part´ıculas por unidad de tiempo que atraviesan una superficie unitaria per-
pendicular al eje. Colocamos un detector lejos de la regio´n de influencia del
potencial, y que subtiende un a´ngulo so´lido dΩ; con esto, podemos contar
el nu´mero de part´ıculas dn dispersadas por unidad de tiempo en dΩ en la
direccio´n (θ, ϕ).
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zDetector D
d Ω
O
V(r)
θ
Flujo inc. Fi
( dn/dt ~ F dΩ
i
)
Fig. 7.1
dn es proporcional a dΩ y a Fi. Llamaremos σ(θ, ϕ) al coeficiente de
proporcionalidad entre dn y FidΩ:
dn = σ(θ, ϕ)FidΩ , (3)
esta es la llamada seccio´n diferencial transversal.
El nu´mero de part´ıculas por unidad de tiempo que alcanzan el detector
es igual al nu´mero de part´ıculas que cruzar´ıan una superficie σ(θ, ϕ)dΩ colo-
cada perpendicular al eje del haz. La seccio´n total de dispersio´n se define
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por:
σ =
∫
σ(θ, ϕ)dΩ (4)
Ya que podemos orientar los ejes de coordenadas a nuestra eleccio´n, lo
haremos de tal forma que el eje del haz incidente de part´ıculas coincida con,
digamos, el eje z (por simplicidad en los ca´lculos, donde usaremos coorde-
nadas esfe´ricas).
En la regio´n negativa del eje, para t negativo grande, la part´ıcula sera´
pra´cticamente libre; no se vera´ afectada por V (r), y su estado se puede
representar por ondas planas, por lo tanto la funcio´n de onda debe contener
te´rminos de la forma eikz, donde k es la constante que aparece en la ecuacio´n
de Helmholtz. Por analog´ıa con o´ptica, la forma de la onda dispersada es:
f(r) =
eikr
r
(5)
en efecto, pues:
(∇2 + k2)eikr 6= 0 (6)
y
(∇2 + k2)e
ikr
r
= 0 (7)
para r > r0, donde r0 es cualquier nu´mero positivo.
Asumamos que el movimiento de la part´ıcula esta´ descrito por el hamil-
toniano:
167
H =
p2
2µ
+ V = H0 + V (8)
V es diferente de cero so´lo para una pequen˜a vecindad del origen. Sabe-
mos la evolucio´n y descripcio´n de un paquete de ondas en t = 0:
ψ(r, 0) =
1
(2π)
3
2
∫
ϕ(k) exp[ik · (r− r0)]d3k (9)
donde, como ya se sabe, ψ es una funcio´n de ancho ∆k, centrada alrede-
dor de k0. Asumimos tambie´n que k0 es paralela a r0 pero en direccio´n
opuesta. Para averiguar que´ sucede con el paquete de onda–que es lo que
nos interesa–cuando en un tiempo posterior el paquete ha chocado con el
blanco y ha sido dispersado por e´ste, podemos valernos de la expansio´n de
ψ(r, 0) en te´rminos de las eigenfunciones ψn(r), de H. As´ı, podemos ex-
pandir: ψ(r, 0) =
∑
n cnψn(r). De esta forma, el paquete de onda al tiempo
t es:
ψ(r, t) =
∑
n
cnϕn(r) exp(− i
h¯
Ent) . (10)
Esta es una eigenfuncio´n del operador H0 y no de H, pero podemos
sustituir estas eigenfunciones por eigenfunciones particulares de H, que des-
ignaremos por ψ
(+)
k (r). La forma asinto´tica de estas u´ltimas son de la forma:
ψ
(+)
k (r) ≃ eik·r + f(r)
eikr
r
, (11)
donde, como es usual, p = h¯k y E = h¯
2k2
2m .
168
Esto corresponde a una onda plana para el haz incidente, y otra onda
esfe´rica divergente, como resultado de la interaccio´n entre el haz y el blanco.
Estas soluciones de la ecuacio´n de Schro¨dinger existen en realidad, y pode-
mos expandir ψ(r, 0) en te´rminos de ondas planas o en te´rminos de ψk(r):
ψ(r, 0) =
∫
ϕ(k) exp(−ik · r0)ψk(r)d3k (12)
donde h¯ω = h¯
2k2
2m .
Esto puede verse entonces como que la onda esfe´rica divergente no tiene
contribucio´n alguna al paquete de ondas inicial.
Dispersio´n
Al viajar la onda, necesariamente sufre una dispersio´n, de manera que aqu´ı
no podemos ya pasar por alto el efecto de la onda divergente, pero podemos
usar lo siguiente:
ω =
h¯
2m
k2 =
h¯
2m
[k0 + (k− k0)]2 = h¯
2m
[2k0 · k− k20 + (k− k0)2] , (13)
para poder despreciar el u´ltimo te´rmino del pare´ntesis, al sustituir ω en la
relacio´n para ψ, requerimos que: h¯2m(k− k0)2T ≪ 1, donde T ≃ 2mr0h¯k0 , con
lo que obtenemos:
(∆k)2r0
k0
≪ 1 (14)
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Esta condicio´n implica que el paquete de onda no se dispersa de manera
apreciable al desplazarse una distancia macrosco´pica r0.
Escogiendo la direccio´n del vector k de la onda incidente alineado con el
sistema de coordenadas esfe´ricas, podemos escribir:
ψk(r, θ, ϕ) ≃ eikz + f(k,θ,ϕ)e
ikr
r
Ya queH, el operador hamiltoniano (que hemos considerado hasta ahora
no como operador, pero cuyos resultados son los mismos) es invariante ante
rotaciones en el eje z, podemos escoger condiciones de frontera que tambie´n
sean invariantes, de manera que:
ψk(r, θ, ϕ) ≃ eikz + f(θ)e
ikr
r
estas se conocen como funciones de onda de choque. El coeficiente f(θ) se
conoce como amplitud de choque.
Amplitud de probabilidad
Recordemos ahora la ecuacio´n de Schro¨dinger a resolver:
ih¯
∂ψ
∂t
= − h¯
2
2m
∇2ψ + V (r, t)ψ (15)
Y, tenemos
P (r, t) = ψ∗(r, t)ψ(r, t) = |ψ(r, t)|2 (16)
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se interpreta, de acuerdo a Max Born, como una densidad de probabilidad.
Esta funcio´n de onda debe estar normalizada de manera tal que:∫
|ψ(r, t)|2d3r = 1 . (17)
El coeficiente de normalizacio´n de ψ, y la integral de normalizacio´n
deben ser independientes del tiempo, si ha de cumplir con la ecuacio´n de
Schro¨dinger. Esto lo podemos notar de la siguiente manera:
I =
∂
∂t
∫
Ω
P (r, t)d3r =
∫
Ω
(ψ∗
∂ψ
∂t
+
∂ψ∗
∂t
ψ)d3r (18)
de la ecuacio´n de Schro¨dinger:
∂ψ
∂t
=
ih¯
2m
∇2ψ − i
h¯
V (r, t)ψ (19)
entonces:
I =
ih¯
2m
∫
Ω
[ψ∗∇2 − (∇2ψ∗)ψ]d3r = ih¯
2m
∫
Ω
∇ · [ψ∗∇ψ − (∇ψ∗)ψ]d3r =
=
ih¯
2m
∫
A
[ψ∗∇ψ − (∇ψ∗)ψ]ndA (20)
donde se ha usado el teorema de Green para evaluar la integral sobre el
volumen. A es la superficie que limita la regio´n de integracio´n y [ ]n denota
la componente en la direccio´n normal a la superficie dA.
Definiendo:
S(r, t) =
h¯
2im
[ψ∗∇ψ − (∇ψ∗)ψ] (21)
obtenemos:
I =
∂
∂t
∫
Ω
P (r, t)d3r = −
∫
Ω
∇ · Sd3r = −
∫
A
SndA (22)
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para paquetes de onda en los que ψ se hace cero a grandes distancias y la
integral de normalizacio´n converge, la integral de superficie es cero cuando
Ω es todo el espacio. Se puede demostrar (ve´ase P. Dennery y A. Krzywicki,
Mathematical methods for physicists) que la integral de superficie es cero,
de manera que la integral de normalizacio´n es constante en el tiempo, y se
cumple el requerimiento inicial. De la misma ecuacio´n para S obtenemos:
∂P (r, t)
∂t
+∇ · S(r, t) = 0 (23)
esto nos recuerda la ecuacio´n de continuidad de electrodina´mica, en este
caso con un flujo de densidad P y corriente de densidad S, sin fuentes o
sumideros. As´ı, es razonable interpretar S como una densidad de corriente
de probabilidad. Por semejanza con la electrodina´mica, h¯im∇ es el operador
velocidad y:
S(r, t) = Re(ψ∗
h¯
im
∇ψ) (24)
Funcio´n de Green en teor´ıa de dispersio´n
Otra forma de escribir la ecuacio´n de Schro¨dinger a resolver es (− h¯22m∇2 +
V )ψ = Eψ o (∇2 + k2)ψ = Uψ donde: k2 = 2mE
h¯2
, y U = 2mV
h¯2
.
Resulta mas conveniente transformar esta ecuacio´n a una de forma in-
tegral. Esto podemos hacerlo si consideramos a Uψ del lado derecho de la
ecuacio´n como una inhomogeneidad, y de esta manera una solucio´n de la
ecuacio´n se construye con las funciones de Green, por medio de:
(∇2 + k2)G(r, r′) = δ(r − r′) (25)
172
entonces, una solucio´n a la ecuacio´n de Schro¨dinger, se obtendra´ de la suma
de la solucio´n a la ecuacio´n homoge´nea y la solucio´n a la parte inhomoge´nea:
ψ(r) = λ(r)−
∫
G(r, r′)U(r′)ψ(r′)d3r′ (26)
Buscamos una funcio´n G que sea producto de funciones linealmente in-
dependientes, como lo son las ondas planas:
G(r, r′ =
∫
A(q)eiq·(r−r
′)dq (27)
usando la ecuacio´n 25:
∫
A(q)(k2 − q2)eiq·(r−r′)dq = δ(r− r′) (28)
lo cual se cumple como identidad si:
A(q) = (2π)−3(k2 − q2)−1 (29)
de lo que resulta:
G(r, r′) =
1
(2π)3
∫
eiqR
k2 − q2d
3q , (30)
con R = |r− r′|. Tras un ca´lculo usando los me´todos de variable compleja
11, llegamos a:
G(r) = − 1
4π
eikr
r
(31)
Esta funcio´n no esta´ determinada de manera un´ıvoca; la funcio´n de
Green puede ser cualquier solucio´n de la ecuacio´n 25 y existen una infinidad
11Ve´ase el problema 7.1
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de ellas; por lo tanto, la eleccio´n de una en particular impone condiciones a
la frontera sobre las eigenfunciones ψk(r).
La funcio´n de Green obtenida es por lo tanto de la forma:
G(r, r′) = −
(
eik|r−r
′|
4π|r − r′|
)
(32)
De esta forma, llegamos a la ecuacio´n integral para la funcio´n de onda
de choque:
ψ(k, r) = ϕ(k, r) − m
2πh¯2
∫
eik|r−r
′|
r− r′ U(r
′)ψ(k, r)dr , (33)
donde ϕ es una solucio´n de la ecuacio´n de Helmholtz. Haciendo: |r− r′| =
R,
(∇2 + k2)ψ = (∇2 + k2)[ϕ+
∫
G(r, r′)U(r′)ψ(r′)d3r′] (34)
asumiendo que podemos intercambiar el orden y poner el operador ∇ dentro
de la integral:
(∇2 + k2)ψ =
∫
(∇2 + k2)G(r, r′)U(r′)ψ(r′)d3r′ = U(r)ψ(r) (35)
y se verifica entonces que G(R) = 14π
eikR
R es solucio´n.
Teorema o´ptico
La seccio´n diferencial total esta´ dada por:
σtot(k) =
∫
dσ
dΩ
dΩ (36)
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Expresamos ahora f(θ) expresada en te´rminos del corrimiento de fase
Sl(k) = e
2iδl(k) de forma que:
f(θ) =
1
k
∞∑
l=0
(2l + 1)eiδi(k) sin δl(k)Pl(cos θ) (37)
entonces
σtot =
∫
[
1
k
∞∑
l=0
(2l+1)eiδl(k) sin δl(k)Pl(cos θ)][
∫
[
1
k
∞∑
l′=0
(2l′+1)eiδl′ (k) sin δl′(k)Pl′(cos θ)] .
(38)
Usando ahora
∫
Pl(cos θ)Pl′(cos θ) =
4π
2l+1δll′ obtenemos
σtot =
4π
k2
∞∑
l=0
(2l + 1) sin δl(k)
2 . (39)
Lo que aqu´ı nos interesa es que:
Imf(0) =
1
k
∞∑
l=0
(2l+1)Im[eiδl(k) sin δl(k)]Pl(1) =
1
k
∞∑
l=0
(2l+1) sin δl(k)
2 =
k
4π
σtot
(40)
Esta relacio´n es conocida como el teorema o´ptico. Su significado f´ısico
es que la interferencia de la onda incidente con la onda dispersada en a´ngulo
cero produce la salida de la part´ıcula de la onda incidente, lo que permite
la conservacio´n de la probabilidad.
Aproximacio´n de Born
Consideremos la siguiente situacio´n (Fig. 7.2).
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u
r
|r − r |’
M
Fig. 7.2
Nos situamos en un punto muy alejado de P, que corresponde a la regio´n
de influencia del potencial U , y r ≫ L r′ ≪ l. La longitud MP, que
corresponde a |r− r′| es aproximadamente igual a la proyeccio´n de MP en
MO:
|r− r′| ≃ r − u · r′ (41)
donde u es el vector unitario en la direccio´n r. Entonces, para r grande:
G = − 1
4π
eik|r−r
′|
|r− r′| ≃r→∞ −
1
4π
eikr
r
e−iku·r . (42)
Sustituimos ahora en la expresio´n integral para la funcio´n de onda de choque,
y obtenemos:
ψ(r) = eikz − 1
4π
eikr
r
∫
e−iku·rU(r′)ψ(r′)d3r′ . (43)
Esta ya no es una funcio´n de la distancia r = OM , sino solamente de θ y ψ,
y entonces:
f(θ, ψ) = − 1
4π
∫
e−iku ·rU(r′)ψ(r′)d3r′ (44)
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Definimos ahora el vector de onda incidente ki como un vector de mo´dulo
k dirigido a lo largo del eje polar del haz tal que: eikz = eiki·r; de manera
similar, kd, con mo´dulo k y con direccio´n fijada por θ y ϕ se llama vector
de onda desplazada en la direccio´n (θ, ϕ): kd = ku
El vector de onda transferido en la direccio´n (θ, ϕ) se define como: K =
kd − ki
k d
k i
θ
Fig. 7.3
K
Con esto, podemos escribir la ecuacio´n integral de dispersio´n como:
ψ(r) = eiki·r +
∫
G(r, r′)U(r′)ψ(r′)d3r′ (45)
Ahora podemos intentar resolver esta ecuacio´n por iteracio´n. Hacemos
el cambio r→ r′; r′ → r′′ y con esto escribimos:
ψ(r′) = eiki·r
′
+
∫
G(r′, r′′)U(r′′)ψ(r′′)d3r′′ (46)
Sustituyendo esta expresio´n en 45 obtenemos:
ψ(r) = eiki·r+
∫
G(r, r′)U(r′)eiki·r
′
d3r′+
∫ ∫
G(r, r′)U(r′)G(r′, r′′)U(r′′)ψ(r′′)d3r′′d3r′
(47)
Los dos primeros te´rminos de lado derecho de la ecuacio´n son conocidos y
solamente el tercero contiene la funcio´n desconocida ψ(r). Podemos repetir
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este procedimiento: cambiando r por r′′ y r′ por r′′′ nos da ψ(r′′) la cual
podemos reinsertar en la ecuacio´n 47 con esto obtenemos:
ψ(r) = eiki·r+
∫
G(r, r′)U(r′)eiki·r
′
+
∫ ∫
G(r, r′)U(r′)G(r′, r′′)U(r′′)eiki·r
′′
d3r′d3r′′
+
∫ ∫ ∫
G(r, r′)U(r′)G(r′, r′′)U(r′′)eiki·r
′′
G(r′′, r′′′)U(r′′′)ψ(r′′′) . (48)
Los primeros tres te´rminos son conocidos; la funcio´n desconocida ψ(r) se
ha ido hasta el cuarto te´rmino. De esta forma, por iteracio´n construimos
la funcio´n de onda de dispersio´n estacionaria. No´tese que cada te´rmino de
la expansio´n lleva una potencia mayor del potencial que la que le precede.
Podemos continuar de esta forma hasta obtener una expresio´n despreciable
del lado derecho, y obtenemos ψ(r) en te´rminos de cantidades conocidas.
Sustituyendo la expresio´n de ψ(r) en f(θ, ϕ) obtenemos la expansio´n de
Born de la amplitud de dispersio´n. Limita´ndonos al primer orden en U ,
todo lo que hay que hacer es sustituir ψ(r′) por eiki·r
′
en el lado derecho de
la ecuacio´n, con esto obtenemos:
f (B)(θ, ϕ) =
−1
4π
∫
eiki·r
′
U(r′)e−iku·r
′
d3r′ =
−1
4π
∫
e−i(kd−ki)·r
′
U(r′)d3r′ =
−1
4π
∫
e−iK·r
′
U(r′)d3r′ (49)
K es el vector de onda dispersada definido anteriormente. La seccio´n de
dispersio´n se relaciona entonces de manera muy sencilla a la transformada de
Fourier del potencial, recordando: V (r) = h¯
2
2mU(r), y σ(θ, ϕ) = |f(θ, ϕ)|2
tenemos que:
σ(B)(θ, ϕ) =
m2
4π2h¯4
|
∫
e−iK·rV (r)d3r|2 (50)
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La direccio´n y mo´dulo del vector de onda dispersada K depende del
mo´dulo k de ki y kd y de la direccio´n de dispersio´n (θ, ϕ). Para un θ y
ϕ, la seccio´n eficaz var´ıa con k, la energ´ıa del haz incidente, y de manera
ana´loga, con una energ´ıa dada σ(B) var´ıa con θ y ϕ. Con esta aproximacio´n
de Born estudiando la variacio´n de la seccio´n diferencial eficaz en te´rminos
de la direccio´n de dispersio´n y la energ´ıa incidente nos da´ informacio´n del
potencial V (r).
Notas: Uno de los primeros trabajos de dispersio´n cua´ntica es:
M. Born, “Quantenmechanik der Stossvorga¨nge”, Zf. f. Physik 37, 863-867
(1926)
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P r o b l e m a s
Problema 7.1
Ca´lculo por medio de variable compleja de la funcio´n de Green
Recue´rdese que obtuvimos:
G(r, r′) = 1(2π)3
∫ eiqR
k2−q2d
3q , conR = |r− r′|. Ya que d3q = q2 sin θdqdθdφ,
llegamos, despue´s de la integracio´n angular, a que:
G(r, r′) = i4π2R
∫∞
−∞
(e−iqR−eiqR)
k2−q2 qdq .
Hacemos: C = i
4π2R
; y dividimos la integral en dos partes:
C(
∫∞
−∞
e−iqR
k2−q2 qdq −
∫∞
−∞
eiqR
k2−q2 qdq) .
Hacemos ahora q → −q en la primera integral:∫∞
−∞
e−i(−q)R
k2−(−q)2 (−q)d(−q) =
∫−∞
∞
eiqR
k2−q2 qdq = −
∫∞
−∞
eiqR
k2−q2 qdq
por lo que:
G(r, r′) = −2C(∫∞−∞ qeiqRk2−q2dq)
sustituyendo C, obtenemos:
G(r, r′) = −i2π2R
∫∞
−∞
qeiqR
k2−q2dq
Ahora, esta integral podemos evaluarla por los residuos que posee, us-
ando los me´todos de variable compleja. Notamos que existen polos simples
en q =+− k.
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Fig. 7.4: Reglas de camino alrededor de los poles para G  y G+ − .
Usamos el contorno mostrado en la figura 7.4, el cual rodee a los polos
de la manera sen˜alada, lo cual dara´ el efecto f´ısico buscado, pues notemos
que, de acuerdo al teorema del residuo,
G(r) = − 14π e
ikr
r (Imk > 0) ,
G(r) = − 14π e
−ikr
r (Imk < 0)
La solucio´n que nos interesa es la primera, porque da ondas dispersadas
divergentes, mientras que la otra solucio´n representa ondas dispersadas con-
vergentes, y au´n ma´s, la combinacio´n lineal
1
2 limǫ→0[Gk+iǫ +Gk−iǫ] = − 14π cos krr
corresponde a ondas estacionarias.
La evaluacio´n formal de la integral se puede hacer tomando k2 − q2 →
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k2 + iǫ− q2 , de tal manera que: ∫∞−∞ qeiqRk2−q2dq → ∫∞−∞ qeiqR(k2+iǫ)−q2dq .
Esto es posible porque R > 0, de manera que el contorno a calcular estara´
en el semiplano complejo superior. As´ı, los polos del integrando esta´n en:
q =+−
√
k2 + iǫ ≃+− (k + iǫ2k ). El proceso l´ımite cuando ǫ → 0 debe hacerse
despue´s de la evaluacio´n de la integral.
Problema 7.2
Forma asinto´tica de la expresio´n radial
Como ya se vio´ antes12, la parte radial de la ecuacio´n de Schro¨dinger se
puede escribir como:
( d
2
dr2
+ 2r
d
dr )Rnlm(r)− 2mh¯2 [V (r) +
l(l+1)h¯2
2mr2
]Rnlm(r) +
2mE
h¯2
Rnlm(r) = 0
n, l,m son los nu´meros cua´nticos. De aqu´ı en adelante se eliminara´n por
comodidad, y donde se sabe que R depende so´lo de r. Asumiremos que los
potenciales decaen a cero mas ra´pido que 1/r, y: limr→0 r2V (r) = 0.
Usamos ahora u(r) = rR, y como: ( d
2
dr2 +
2
r
d
dr )
u
r =
1
r
d2
dr2u tenemos que
d2
dr2u+
2m
h¯2
[E − V (r)− l(l+1)h¯22mr2 ]u = 0 .
No´tese que el potencial ahora tiene un te´rmino mas:
V (r)→ V (r) + l(l+1)h¯22mr2
que corresponde a una barrera repulsiva centr´ıfuga. Para una part´ıcula libre
V (r) = 0 y la ecuacio´n toma la forma
[ d
2
dr2 +
2
r
d
dr )− l(l+1)r2 ]R+ k2R = 0 .
12Ve´ase El a´tomo de hidro´geno
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Introduciendo la variable ρ = kr, obtenemos
d2R
dρ2
+ 2ρ
dR
dρ − l(l+1)ρ2 R+R = 0 .
Las soluciones a esta ecuacio´n son las llamadas funciones esfe´ricas de
Bessel. La solucio´n regular es:
jl(ρ) = (−ρ)l(1ρ ddρ)l( sin ρρ )
y la solucio´n irregular:
nl(ρ) = −(−ρ)l(1ρ ddρ )l( cos ρρ )
Para ρ grande, las funciones de intere´s son las funciones esfe´ricas de
Hankel:
h
(1)
l (ρ) = jl(ρ) + inl(ρ) y
h
(2)
l (ρ) = [h
(1)
l (ρ)]
∗
De especial intere´s es el comportamiento para ρ ≫ l, cuyo compor-
tamiento asinto´tico es:
jl(ρ) ≃ 1
ρ
sin(ρ− lπ
2
)
nl(ρ) ≃ −1
ρ
cos(ρ− lπ
2
) (51)
y entonces
h1l ≃ − iρei(ρ−lπ/2)
La solucio´n regular en el origen es: Rl(r) = jl(kr)
La forma asinto´tica es, usando la ecuacio´n 51
Rl(r) ≃ 12ikr [e−ikr−lπ/2 − eikr−lπ/2] .
Problema 7.3
La aproximacio´n de Born para potencial de Yukawa
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Consideramos un potencial de la forma:
V (r) = V0
e−αr
r
(52)
con V0 y α constantes reales y α positiva. El potencial es atractivo o re-
pulsivo dependiendo de si V0 es negativo o positivo; entre ma´s grande |V0|,
ma´s intenso el potencial. Asumimos que |V0| es suficientemente pequen˜o
para que la aproximacio´n de Born sea va´lida. De acuerdo a la fo´rmula ya
obtenida antes en el apartado de amplitud de probabilidad, la amplitud de
dispersio´n esta´ dada por:
f (B)(θ, ϕ) = − 14π 2mV0h¯2
∫
e−iK·r e
−αr
r d
3r .
Como este potencial depende so´lo de r las integraciones angulares pueden
hacerse fa´cilmente, y llegamos a la forma:
f (B)(θ, ϕ) = 14π
2mV0
h¯2
4π
|K|
∫∞
0 sin |K|r e
−αr
r rdr .
Con esto llegamos a:
f (B)(θ, ϕ) = −2mV0
h¯2
1
α2+|K|2 .
De la figura se observa que: |K| = 2k sin θ2 ; por lo tanto:
σ(B)(θ) =
4m2V 20
h¯4
1
[α2+4k2 sin θ
2
2
]2
.
La seccio´n de dispersio´n total se obtiene por integracio´n:
σ(B) =
∫
σ(B)(θ)dΩ =
4m2V 20
h¯4
4π
α2(α2+4k2) .
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8. LAS ONDAS PARCIALES
Explicamos brevemente en que consiste el me´todo de ondas parciales en el
estudio de problemas de dispersio´n.
Introduccio´n.
El problema de dispersio´n desde el punto de vista cua´ntico, consiste en tratar
a una part´ıcula que interacciona con otra llamada dispersor (en la presente
exposicio´n supondremos que el dispersor siempre se encuentra fijo) en una
regio´n muy pequen˜a del espacio. Fuera de esta regio´n, la interaccio´n entre
ambas part´ıculas es despreciable. De esta manera es posible describir a la
part´ıcula dispersada por el siguiente Hamiltoniano:
H = H0 + V (1)
Donde H0 corresponde al hamiltoniano para la part´ıcula libre. Entonces
nuestro problema consiste en resolver la siguiente ecuacio´n:
(H0 + V ) | ψ〉 = E | ψ〉 (2)
Es evidente que el espectro sera´ cont´ınuo (estamos tratando el caso de
dispersio´n ela´stica). La solucio´n a la ecuacio´n anterior esta´ dada por:
| ψ〉 = 1
E −H0V | ψ〉+ | φ〉 (3)
De un ligero ana´lisis podemos ver que en el caso que V = 0 obtenemos
la solucio´n: | φ〉, es decir, la solucio´n correspondiente al caso de la part´ıcula
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libre. Hay que notar que el operador 1E−H0 en cierto sentido es ano´malo,
pues tiene un continuo de polos en el eje real que coinciden con los valores
propios de H0, para “librarnos” de ese problema induzcamos un pequen˜o
desplazamiento del corte que yace sobre el eje real, de esta manera tenemos:
| ψ±〉 = 1
E −H0 ± iεV | ψ
±〉+ | φ〉 (4)
La ecuacio´n anterior es conocida como la ecuacio´n de Lippmann-Schwinger.
Al final el desplazamiento de los polos sera´ en el sentido positivo de el eje
imaginario (para que el principio de causalidad no se viole [segu´n Feynman]).
Tomemos la x-representacio´n:
〈x | ψ±〉 = 〈x | φ〉+
∫
d3x
′
〈
x| 1
E −H0 ± iε |x
′
〉
〈x′ | V | ψ±〉 (5)
En el primer te´rmino del lado derecho de la ecuacio´n anterior vemos que
corresponde a una part´ıcula libre y el segundo te´rmino se interpreta como
una onda esfe´rica que emerge del dispersor. El kernel de la integral anterior
lo podemos asociar con una funcio´n de Green o propagador y es muy sencillo
calcular:
G±(x,x
′
) =
h¯2
2m
〈
x| 1
E −H0 ± iε |x
′
〉
= − 1
4π
e±ik|x−x
′ |
| x− x′ | , (6)
donde E = h¯2k2/2m. Como ve´ıamos anteriormente la funcio´n de onda
la podemos escribir como una onda plana ma´s una onda esfe´rica que emana
del dispersor (salvo un factor constante):
〈x | ψ+〉 = ek·x + e
ikr
r
f(k,k
′
) (7)
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A la cantidad f(k,k
′
) que aparece en la ecuacio´n 7 se le conoce como
amplitud de dispersio´n y expl´ıcitamente la podemos escribir como:
f(k,k
′
) = − 1
4π
(2π)3
2m
h¯2
〈k′ | V | ψ+〉 (8)
Definamos ahora un operador T tal que:
T | φ〉 = V | ψ+〉 (9)
Si multiplicamos la ecuacio´n de Lippman-Schwinger por V y a partir de
la definicio´n anterior obtenemos:
T | φ〉 = V | φ〉+ V 1
E −H0 + iεT | φ〉 (10)
As´ı iterando la ecuacio´n anterior (como en teor´ıa de perturbaciones)
podemos obtener la aproximacio´n de Born y sus correcciones de orden su-
perior.
El me´todo de ondas parciales.
Ahora consideremos el caso de un potencial central no nulo. Entonces de
la definicio´n (9) del operador T se deduce que conmuta con ~L2 y con ~L de
ah´ı que se diga que T es un operador escalar. De esta manera para facilitar
los ca´lculos es conveniente utilizar coordenadas esfe´ricas, puesto que dada
la simetr´ıa, el operador T sera´ diagonal. Ahora veamos que forma adquiere
la expresio´n (8) para la amplitud de dispersio´n:
f(k,k
′
) = − 1
4π
2m
h¯2
(2π)3
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∑
l
∑
m
∑
l′
∑
m′
∫
dE
∫
dE
′〈k′ | E′ l′m′〉〈E′ l′m′ | T | Elm〉〈Elm | k〉 (11)
despue´s de algunos ca´lculos podemos obtener:
f(k,k
′
) = −4π
2
k
∑
l
∑
m
Tl(E)Y
m
l (k
′
)Y m
∗
l (k) (12)
Escogiendo el sistema de coordenadas tal que k tenga la misma direccio´n
que el eje orientado z, de esta manera a la amplitud de dispersio´n u´nicamente
contribuira´n los armo´nicos esfe´ricos con m igual a cero; si definimos que θ
sea el a´ngulo entre k y k
′
tenemos:
Y 0l (k
′
) =
√
2l + 1
4π
Pl(cosθ) (13)
hagamos la siguiente definicio´n:
fl(k) ≡ −πTl(E)
k
(14)
as´ı la ecn. (12) se puede escribir de la siguiente manera:
f(k,k
′
) = f(θ) =
∞∑
l=0
(2l + 1)fl(k)Pl(cosθ) (15)
A la cantidad fl(k) le podemos dar una interpretacio´n sencilla a partir del
desarrollo de una onda plana en ondas esfe´ricas, veamos el comportamiento
de la funcio´n 〈x | ψ+〉 para grandes valores de r, que como ya hab´ıamos
establecido previamente debe tener la forma:
〈x | ψ+〉 = 1
(2π)3/2
[
eikz + f(θ)
eikr
r
]
=
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1(2π)3/2
[∑
l
(2l + 1)Pl(cos θ)
(
eikr − ei(kr−lπ)
2ikr
)
+
∑
l
(2l + 1)fl(k)Pl(cos θ)
eikr
r
]
=
1
(2π)3/2
∑
l
(2l + 1)
Pl(cos θ)
2ik
[
[1 + 2ikfl(k)]
eikr
r
− e
i(kr−lπ)
r
]
(16)
La ecuacio´n anterior la podemos interpretar de la manera siguiente. Los
dos te´rminos exponenciales corresponden a ondas esfe´ricas, el primero a
una onda emergente y el segundo a una onda convergente; y el efecto de
la dispersio´n se ve en el coeficiente de la onda emergente, y es igual a uno
cuando no existe un dispersor.
Corrimientos de fase
Imaginemos ahora una superficie cerrada centrada en el dispersor, si asum-
imos que no hay creacio´n ni aniquilacio´n de part´ıculas se verifica:
∫
j · dS = 0 (17)
Donde la regio´n de integracio´n es evidentemente la superficie anterior-
mente definida y j es la densidad de corriente de probabilidad. Au´n ma´s,
debido a la conservacio´n del momento angular la ecuacio´n anterior debe ver-
ificarse para cada onda parcial (en otras palabras, todas las ondas parciales
tienen diferentes valores de las proyecciones del momento angular, lo cual las
hace en esencia diferentes y la formulacio´n ser´ıa equivalente si trata´ramos al
paquete de ondas como un haz de part´ıculas que no interactu´an entre s´ı; ma´s
au´n, debido a que el potencial de nuestro problema es central el momento
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angular de cada “part´ıcula” se conservara´ de tal manera que podr´ıamos de-
cir que las part´ıculas continu´an siendo las mismas). Por las consideraciones
anteriores, podemos decir que tanto la onda divergente como la emergente
difieren a lo mucho en un factor de fase, es decir, si definimos:
Sl(k) ≡ 1 + 2ikfl(k) (18)
debera´ suceder que
| Sl(k) |= 1 (19)
Los resultados anteriores los podemos interpretar en vista de la conser-
vacio´n de las probabilidades, y era de esperarse pues hemos supuesto que no
existe creacio´n ni aniquilacio´n de part´ıculas, as´ı que la influencia del disper-
sor consiste en agregar simplemente un factor de fase en las componentes de
la onda emergente, en virtud de la unitariedad del factor de fase lo podemos
escribir como:
Sl = e
2iδl (20)
Donde δl es real y es funcio´n de k. A partir de la definicio´n (18) podemos
escribir:
fl =
e2iδl − 1
2ik
=
eiδl sin(δl)
k
=
1
k cot(δl)− ik
(21)
La seccio´n total de dispersio´n adquiere la siguiente forma:
σtotal =
∫
| f(θ)|2dΩ =
1
k2
∫ 2π
0
dφ
∫ 1
−1
d(cos(θ))
∑
l
∑
l′
(2l + 1)(2l
′
+ 1)eiδl sin(δl)e
iδ
l
′ sin(δl′ )PlPl′
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=
4π
k2
∑
l
(2l + 1) sin 2(δl′ ) (22)
Determinacio´n de los corrimientos de fase.
Consideremos ahora un potencial V tal que V se anula para r > R, el
para´metro R se le conoce como el “alcance del potencial”, as´ı que en la
regio´n r > R evidentemente debe corresponder a una onda esfe´rica libre.
Por otro lado la forma ma´s general de la expansio´n de una onda plana en
ondas esfe´ricas es de la forma:
〈x | ψ+〉 = 1
(2π)3/2
∑
l
il(2l + 1)Al(r)Pl(cos θ) (r > R) (23)
Donde el coeficiente Al esta´ definido como:
Al = c
(1)
l h
(1)
l (kr) + c
(2)
l h
(2)
l (kr) (24)
donde h
(1)
l y h
(2)
l son las funciones de Hankel esfe´ricas y sus formas
asinto´ticas esta´n dadas por:
h
(1)
l ∼
ei(kr−lπ/2)
ikr
h
(2)
l ∼ −
e−i(kr−lπ/2)
ikr
Al ver la forma asinto´tica de la expresio´n (23):
1
(2π)3/2
∑
l
(2l + 1)Pl
[
eikr
2ikr
− e
−i(kr−lπ)
2ikr
]
(25)
De esta manera vemos que:
c
(1)
l =
1
2
e2iδl c
(2)
l =
1
2
(26)
191
Ahora podemos ver que la funcio´n de onda radial para r > R se escribe
como:
Al = e
2iδl [cos δljl(kr)− sin δlnl(kr)] (27)
A partir de ecuacio´n anterior podemos evaluar su derivada logar´ıtmica
en r=R, i.e., justo afuera del alcance del potencial:
βl ≡
(
r
Al
dAl
dr
)
r=R
= kR
[
j
′
l cos δl − n
′
l(kR) sin δl
jl cos δl − nl(kR) sin δl
]
(28)
Donde j
′
l es la derivada de jl con respecto a kr y evaluada en r = R. Otro
resultado importante que podemos obtener conociendo el resultado anterior
es el corrimiento de fase:
tan δl =
kRj
′
l (kR)− βljl(kR)
kRn
′
l(kR)− βlnl(kR)
(29)
Para encontrar la solucio´n completa a nuestro problema au´n hay que
hacer los ca´lculos para cuando r < R, es decir, dentro del rango del alcance
del potencial. Para el caso de un potencial central la solucio´n a la ecuacio´n
de Schro¨dinger en tres dimensiones se reduce a resolver la ecuacio´n:
d2ul
dr2
+
(
k2 − 2m
h¯2
V − l(l + 1)
r2
)
ul = 0 (30)
donde ul = rAl(r) y esta´ sujeto a la condicio´n de frontera ul |r=0 = 0
de esta manera ya podemos calcular la derivada logar´ıtmica, la cual por la
propiedad de continuidad de la derivada logar´ıtmica (que es equivalente a
la continuidad de la derivada en un punto de discontinuidad):
βl |dentro= βl |fuera (31)
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Un ejemplo: dispersio´n por una esfera so´lida.
Ahora tratemos un caso espec´ıfico. Consideremos un potencial definido
como:
V =
{
∞ r < R
0 r > R
(32)
Es sabido que una part´ıcula no puede penetrar en una regio´n donde el
potencial sea infinito, as´ı que la funcio´n de onda se debera´ anular en r = R;
de que la esfera es impenetrable tambie´n se deduce que:
Al(r) |r=R= 0 (33)
As´ı de la ecuacio´n (27) tenemos:
tan δl =
jl(kR)
nl(kR)
(34)
Vemos que se puede calcular fa´cilmente el corrimiento de fase para
cualquier l. Consideremos ahora el caso l = 0 (dispersio´n de una onda
S) de esta forma tenemos:
δl = −kR
y de la ecuacio´n (27):
Al=0(r) ∼ sin kr
kr
cos δ0 +
cos kr
kr
sin δ0 =
1
kr
sin(kr + δ0) (35)
Vemos que la contribucio´n al movimiento libre es la adicio´n de una fase.
Claro que en el caso ma´s general diferentes ondas tendra´n diferentes corrim-
ientos de fase ocasionando una distorsio´n transitoria en el paquete de ondas
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dispersado. Estudiemos ahora el caso de energ´ıas pequen˜as, i.e., kR << 1
en este caso las expresiones para las funciones de Bessel (usadas para escribir
las funciones de Hankel esfe´ricas) son las siguientes:
jl(kr) ∼ (kr)
l
(2l + 1)!!
(36)
nl(kr) ∼ −(2l − 1)!!
(kr)l+1
(37)
obteniendo as´ı la expresio´n:
tan δl =
−(kR)2l+1
(2l + 1)[(2l − 1)!!]2 . (38)
De la fo´rmula anterior podemos ver que la contribucio´n apreciable al
corrimiento de fase es principalmente de ondas con l = 0, pero como δ0 =
−kR tenemos para la seccio´n eficaz de dispersio´n:
σtotal =
∫
dσ
dΩ
dΩ = 4πR2 (39)
Vemos que la seccio´n eficaz cua´ntica es cuatro veces mayor que la seccio´n
eficaz cla´sica, y coincide con el a´rea total de la esfera. Para grandes valores
de la energ´ıa del paquete incidente conjeturemos que todos los valores de l
hasta un valor ma´ximo lmax ∼ kR contribuyen a la seccio´n eficaz total.
σtotal =
4π
k2
l∼kR∑
l=0
(2l + 1)sin2δl . (40)
De esta forma a partir de la ecuacio´n (34) tenemos:
sin2δl =
tan2 δl
1 + tan2 δl
=
[jl(kR)]
2
[jl(kR)]2 + [nl(kR)]2
∼ sin2
(
kR− lπ
2
)
. (41)
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Aqu´ı hemos utilizado las expresiones:
jl(kr) ∼ 1
kr
sin
(
kr − lπ
2
)
nl(kr) ∼ − 1
kr
cos
(
kr − lπ
2
)
vemos que δl decrece en
π
2 cada vez que l se incrementa en una unidad,
as´ı es evidente que se cumple sin2δl + sin
2δl+1 = 1, y aproximando sin
2δl
por su valor promedio 12 , as´ı es sumamente sencillo obtener el resultado de
la suma anterior, y la fo´rmula para la seccio´n eficaz total es:
σtotal =
4π
k2
(kR)2
1
2
= 2πR2 (42)
Una vez ma´s el resultado del ca´lculo utilizando meca´nica cua´ntica difiere
del resultado cla´sico, pero veamos cua´l es el origen del factor 2; primero a
la ecuacio´n (15) la vamos a separar en dos partes:
f(θ) =
1
2ik
l=kR∑
l=0
(2l+1)e2iδlPl cos(θ)+
i
2k
l=kR∑
l=0
(2l+1)Pl cos(θ) = freflexio´n+fsombra
(43)
evaluando
∫ |f reflexio´n|2dΩ:∫
|f reflexio´n|2dΩ =
2π
4k2
lmax∑
l=0
∫
−1
1
(2l+1)2[Pl cos(θ)]
2d(cos θ) =
πlmax
2
k2
= πR2
(44)
Ahora analizando f sombra para a´ngulos pequen˜os tenemos:
f sombra ∼
i
2k
∑
(2l + 1)J0(lθ) ∼ ik
∫ R
0
bJ0(kbθ)db =
iRJ1(kRθ)
θ
(45)
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Esta fo´rmula es bastante conocida en o´ptica, es la fo´rmula de difraccio´n
de Fraunhofer; haciendo el cambio de variable z = kRθ podemos evaluar la
integral
∫ |fsombra|2dΩ:∫
|f sombra|2dΩ ∼ 2πR2
∫ ∞
0
[J1(z)]
2
z
dz ∼ πR2 (46)
Finalmente despreciando la interferencia entre freflexio´n y f sombra
(porque la fase oscila entre 2δl+1 = 2δl − π). De esta manera obtenemos
el resultado (42). Hemos etiquetado un te´rmino con el nombre de sombra,
el origen de esta contribucio´n se explica fa´cilmente al apelar al compor-
tamiento ondulatorio de la part´ıcula dispersada (en este punto da lo mismo
[f´ısicamente] un paquete de ondas que una part´ıcula), tiene su origen en
las componentes del paquete dispersadas hacia atra´s, entonces tendra´n una
diferencia de fase con las ondas incidentes y habra´ una interferencia destruc-
tiva.
Dispersio´n en un campo de Coulomb
Ahora consideremos un ejemplo cla´sico y algo complicado: la dispersio´n
de part´ıculas en un campo coulombiano, para este caso la ecuacio´n de
Schro¨dinger es:(
− h¯
2
2m
∇2 − Z1Z2e
2
r
)
ψ(r) = Eψ(r), E > 0 (47)
donde m es la masa reducida de las part´ıculas que interaccionan y eviden-
temente E > 0 debido a que tratamos el caso de dispersio´n sin creacio´n de
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estados ligados. La ecuacio´n anterior es equivalente a la siguiente expresio´n
(para valores adecuados de las constantes k y γ :
(
∇2 + k2 + 2γk
r
)
ψ(r) = 0 (48)
Si no consideramos la parte centr´ıfuga del potencial efectivo, es decir,
que nos quedamos u´nicamente con la interaccio´n de un campo de Coulomb
puro, por eso podemos proponer una solucio´n de la forma:
ψ(r) = eik·rχ(u) (49)
con
u = ikr(1− cos θ) = ik(r − z) = ikw
k · r = kz
ψ(r) es la solucio´n completa a la ecuacio´n de Schro¨dinger, y es de esper-
arse que su comportamiento asinto´tico conste de dos partes: una tipo onda
plana eik·r; y otra tipo onda esfe´rica r−1eikr. Definiendo nuevas variables:
z = z w = r − z λ = φ
y con ayuda de las relaciones anteriores, la ecuacio´n (48) adquiere la
forma: [
u
d2
du2
+ (1− u) d
du
− iγ
]
χ(u) = 0 (50)
Para resolver la ecuacio´n anterior, primero hay que estudiar sus compor-
tamientos asinto´ticos, pero como todo eso ya esta´ hecho, la funcio´n de onda
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asinto´tica normalizada que se obtiene al final de todos los ca´lculos anteriores
es:
ψk(r) =
1
(2π)3/2
(
ei[k·r−γln(kr−k·r)] +
fc(k, θ)e
i[kr+γln2kr]
r
)
(51)
Como vemos, la funcio´n de onda anterior tiene algunos te´rminos que la
hacen diferir de manera apreciable a nuestra ecuacio´n (7) y eso se debe a que
una fuerza de tipo de Coulomb es de largo alcance. Hacer el ca´lculo exacto
para la amplitud de dispersio´n de Coulomb es bastante dif´ıcil de hacer (de
hecho casi todos los ca´lculos de este problema). Quien logre hacer todos los
ca´lculos para obtener la funcio´n de onda normalizada encontrara´:
ψk(r) =
1
(2π)3/2
(
ei[k·r−γln(kr−k·r)] +
g∗1(γ)
g1(γ)
γ
2k sin(θ/2)2
ei[kr+γln2kr]
r
)
(52)
donde g1(γ) =
1
Γ(1−iγ) .
El ana´lisis de ondas parciales lo reduciremos a mostrar resultados ya
obtenidos de una manera lo ma´s clara posible. Primero escribamos la funcio´n
de onda (49) ψ(r) de la siguiente manera:
ψ(r) = eik·rχ(u) = Aeik·r
∫
C
euttiγ−1(1− t)−iγdt (53)
donde A es una constante de normalizacio´n y toda la parte integral es la
transformada de Laplace inversa de la transformada directa de la ecuacio´n
(50). La ecuacio´n anterior se puede escribir de la siguiente forma:
ψ(r) = A
∫
C
eik·r(1− t)eikrt(1− t)d(t, γ)dt (54)
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con
d(t, γ) = tiγ−1(1− t)−iγ−1 (55)
Ya en el ana´lisis de ondas parciales procedemos a escribir:
ψ(r) =
∞∑
l=0
(2l + 1)ilPl(cos θ)Al(kr) (56)
donde
Al(kr) = A
∫
C
eikrtjl[kr(1− t)](1 − t)d(t, γ) (57)
Y dada la relacio´n que hay entre las funciones de Bessel esfe´ricas con las
funciones esfe´ricas de Hankel tenemos:
Al(kr) = A
(1)
l (kr) +A
(2)
l (kr) (58)
La evaluacio´n de los coeficientes anteriores no la vamos a hacer aqui
(dada su extensio´n), nos basta con saber que:
A
(1)
l (kr) = 0 (59)
A
(2)
l (kr) ∼ −
Aeπγ/2
2ikr
[2πig1(γ)]
(
e−i[kr−(lπ/2)+γ ln 2kr] − e2iηl(k)ei[kr−(lπ/2)+γ ln 2kr]
)
(60)
donde
e2iηl(k) =
Γ(1 + l − iγ)
Γ(1 + l + iγ)
(61)
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Ca´lculo de la amplitud de dispersio´n de Coulomb
Si tomamos la transformada de Laplace de la ecuacio´n (50) obtenemos:
χ(u) = A
∫
C
euttiγ−1(1− t)−iγdt (62)
Donde el contorno C va de −∞ a ∞ y se cierra por arriba del eje real,
vemos que hay dos polos: cuando t = 0 y t = 1. Haciendo el cambio de
variables s = ut obtenemos:
χ(u) = A
∫
C1
essiγ−1(u− s)−iγ (63)
χ(u) debe ser regular en cero y en efecto:
χ(0) = (−1)−iγA
∫
C1
es
s
ds = (−1)−iγA2πi (64)
Ahora tomando el l´ımite u→∞ haciendo un desplazamiento infinitesi-
mal (para quitarse el problema de que los polos esta´n sobre la trayectoria) y
un cambio de variable tal que su = − (s0±iε)iκ , pero como este te´rmino tiende
a cero cuando u → ∞ entonces podemos expander (u − s) en series de po-
tencias de su para el polo con s = 0. Pero el desarrollo anterior no es bueno
en s = 1, porque aqu´ı s = −s0+ i(κ± ε; y de ah´ı que su = 1− (s0±iε)κ tiende
a 1 cuando κ→∞; pero si hacemos el cambio de variable s′ = s− u ya no
hay problema:
χ(u) = A
∫
C2
(
[essiγ−1(u− s)−iγ ]ds+ [es
′
+u(−s′)iγ(u+ s′)iγ−1]ds′
)
(65)
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Desarrollando las series de potencias es sencillo calcular las integrales
anteriores, pero del resultado au´n hay que tomar el l´ımite su → 0 para
obtener las formas asinto´ticas correctas para la dispersio´n de Coulomb:
χ(u) ∼ 2πiA
[
u−iγg1(γ)− (−u)iγ−1eug2(γ)
]
2πg1(γ) = i
∫
C2
essiγ−1ds
2πg2(γ) = i
∫
C2
ess−iγds (66)
Y despue´s de tanto cambio de variables, regresamos a las originales y
vemos:
(u∗)iγ = (−i)iγ [k(r − z)]iγ = eγπ/2eiγ ln k(r−z)
(u)−iγ = (i)−iγ [k(r − z)]−iγ = eγπ/2e−iγ ln k(r−z) (67)
Ya hemos calculado χ, lo cual equivale a tener ψk(r) a partir de (49).
Aproximacio´n eikonal
Hacemos una breve exposicio´n a cerca de la aproximacio´n eikonal. La
filosof´ıa de la aproximacio´n eikonal en este caso es el mismo que cuando
hacemos el paso de la o´ptica ondulatoria a la o´ptica geome´trica, por eso es
va´lida cuando el potencial var´ıa ma´s lentamente que la longitud de onda
del paquete de ondas dispersado, es decir, para el caso E >> |V |. As´ı esta
aproximacio´n puede ser considerada como una aproximacio´n cuasicla´sica.
Primero propongamos que la funcio´n de onda cuasicla´sica es:
ψ ∼ eiS(r)/h¯ (68)
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Donde S satisface la ecuacio´n de Hamilton-Jacobi, y su solucio´n es:
S
h¯
=
∫ z
−∞
[
k2 − 2m
h¯2
V
(√
b2 + z′2
)]1/2
dz′ + constante (69)
La constante aditiva se escoje de tal forma que:
S
h¯
→ kz cuando V → 0 (70)
El te´rmino que multiplica el potencial lo podemos interpretar como un
cambio de fase del paquete de ondas, su forma espec´ıfica es la siguiente
∆(b) ≡ −m
2kh¯2
∫ ∞
−∞
V
(√
b2 + z2
)
dz (71)
La anterior aproximacio´n dentro del me´todo de ondas parciales tiene la
siguiente aplicacio´n. Sabemos que la aproximacio´n eikonal es va´lida para
grandes energ´ıas, pero para altas energ´ıas hay muchas ondas parciales que
contribuyen a la dispersio´n, as´ı que podemos tratar a l como una variable
continua y por analog´ıa con la meca´nica cla´sica: l = bk. Adema´s como ante-
riormente ya hab´ıamos mencionado lmax = kR, sustituyendo en la expresio´n
(15) se obtiene:
f(θ) = −ik
∫
bJ0(kbθ)[e
2i∆(b) − 1]db (72)
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