Introduction
Let k be an algebraically closed field of characteristic p ≥ 0. Let G be a connected reductive algebraic group over k and g the Lie algebra of G. Let g * be the dual vector space of g. Note that G acts on g * by coadjoint action. Let N g * be the variety of nilpotent elements in g * (where an element ξ : g → k is called nilpotent if it annihilates some Borel subalgebra of g, see [1] ). Let G C be the reductive group over C of the same type as G. In [4] , Lusztig proposes a definition of a partition of N g * into smooth locally closed G-stable pieces, called nilpotent pieces which are indexed by the unipotent classes in G C . The case where G is of type A, C, or D has been illustrated in [4] . We treat in this note the case where G is of type B.
In section 2 we recall the definition of nilpotent pieces in N g * that Lusztig proposes and state the main theorem. We also include Lusztig's result (and proof) on the number of rational points in N g * over finite fields of characteristic 2 (where G is of type B, see 2.5). In section 3 we give an explicit description of the set g * δ!
2 (see 2.1) involved in the definition of nilpotent pieces, where a key definition is suggested by Lusztig (see 3.1). The main theorem is proved in section 4.
Acknowledgement I wish to thank George Lusztig for suggesting a key definition, for allowing me to include his proof on the number of nilpotent elements in g * , and for many helpful discussions.
Preliminaries and statement of the main theorem
2.1. In this subsection we recall the definition of nilpotent pieces in N g * that Lusztig proposes (see [4] for more details). Let D G C be the set of all f ∈ Hom(C * , G C ) such that there exists a homomorphism of algebraic groupsf : SL 2 (C) → G C withf r 0 0 r −1 = f (r) for all r ∈ C * . Let D G be the set of all δ ∈ Hom(k * , G) such that the image of δ in G\Hom(k * , G) = G C \Hom(C * , G C ) can be represented by an element in D G C . Let δ ∈ D G . We have g = ⊕ i∈Z g δ i , where g δ i = {x ∈ g|Ad(δ(r))x = r i x, ∀ r ∈ k * }. We set g δ ≥i = ⊕ i ′ ≥i g δ i ′ . For j ∈ Z, let g * δ j = Ann(⊕ i =−j g δ i ) ⊂ g * . We have g * = ⊕ j∈Z g * δ j .
For any ξ ∈ g * , denote Z G (ξ) the centralizer of ξ in G under the coadjoint action. Let
where G δ ≥0 is the (well-defined) closed connected subgroup of G such that its Lie algebra is g δ ≥0 .
Let D G be the set of equivalence classes in D G , where δ and δ ′ in D G are said to be equivalent if for any i ∈ N, g δ ≥i = g δ ′ ≥i . Let ∆ ∈ D G . We write G ∆ ≥0 , g ∆ ≥i instead of G δ ≥0 , g δ ≥i for δ ∈ ∆. For j ∈ N, let g * ∆ ≥j = Ann(g ∆ ≥−j+1 ). Then g * ∆ ≥j = ⊕ j ′ ≥j g * δ j ′ (δ ∈ ∆). For any δ ∈ ∆, let Σ * δ ⊂ g * ∆ ≥2 /g * ∆ ≥3 be the image of g * δ! 2 ⊂ g * δ 2 under the obvious isomorphism g * δ 2 ∼ − → g * ∆ ≥2 /g * ∆ ≥3 . Then Σ * δ is independent of the choice of δ in ∆; we denote it by Σ * ∆ . Let σ * ∆ ⊂ g * ∆ ≥2 be the inverse image of Σ * ∆ under the obvious map g * ∆ ≥2 → g * ∆ ≥2 /g * ∆ ≥3 . Then σ * ∆ is stable under the coadjoint action of G ∆ ≥0 on g * ∆ ≥2 . We have a map Ψ g * : ⊔ ∆∈D G σ * ∆ → N g * , ξ → ξ.
Theorem 2.1. If G is of type B, then the map Ψ g * is a bijection.
In [4] Lusztig conjectures that Ψ g * is a bijection for any G and proves this in the case where G is of type A, C or D. Theorem 2.1 will be proved in section 4. We can assume that G is the odd special orthogonal group.
Let U G be the set of G-orbits on D G . Then U G is a finite set that depends only on the type of G, not on k (see [3] ). For any O ∈ U G , we set
The subsets N O g * are called pieces of N g * . They form a partition of N g * into smooth locally closed subvarieties (which are unions of G-orbits) indexed by U G = U G C .
Let V be a vector space over k equipped with a nondegenerate quadratic form
Then Q : Rad(Q) = {v ∈ V|β(v, V) = 0} → k is injective and Rad(Q) = 0 unless p = 2 and dim V is odd. The special orthogonal group SO(V) is the identity component of O(V) = {g ∈ GL(V)| Q(gv) = Q(v), ∀ v ∈ V} and its Lie algebra is o(V) = {x ∈ End(V)| β(xv, v) = 0, ∀ v ∈ V and x| Rad(Q) = 0}.
for all a ≥ 0, dim V a is even for all odd a, β(V a , V b ) = 0 whenever a + b = 0, and Q| V a = 0 for all a = 0.
A filtration V * = (V ≥a ) a∈Z of V (where V ≥a+1 ⊂ V ≥a , V ≥a = {0} for some a and V ≥a = V for some a) is called a Q-filtration if Q| V ≥a = 0 and V ≥1−a = (V ≥a ) ⊥ for any a ≥ 1.
2.3. From now on we assume that V is of dimension 2N + 1, Q is a fixed nondegenerate quadratic form on V with associated bilinear form β and that G = SO(V) (with respect to Q). Let R denote the radical Rad(Q) of Q. For any subspace W ⊂ V, let W ⊥ denote the set {v ∈ V|β(v, W) = 0}.
To give an element δ ∈ D G is the same as to give an o-good grading V = ⊕ a∈Z V a of V (δ is given by δ(r)| V a = r a for all r ∈ k * and all a ∈ Z, see [3, 1.5] ). Let F o (V) be the set of all Q-filtrations
The set F o (V) and the set D G (see 2.1) are identified as follows (see [3, 2.7] ). Let [δ] ∈ D G be the equivalence class containing δ ∈ D G and let V = ⊕ a∈Z V a be the o-good grading corresponding to δ. Then V * = (V ≥a ) with
2.4. Let S(V) denote the set of all symplectic bilinear forms on V. In [6, 3.1], we have defined a map (assume p = 2)
In fact for arbitrary p this map makes sense and is a vector space isomorphism. In the following we denote by β ξ the symplectic bilinear form that corresponds to ξ ∈ g * under this map.
Let S(V) nil denote the set of all symplectic bilinear forms β ξ with ξ ∈ N g * .
Assume p = 2 and β ξ ∈ S(V) nil . There are a unique m ∈ N and a unique set of vectors
2.5. The proofs in this subsection are due to G. Lusztig.
We show that the following two conditions are equivalent:
Assume β ξ ∈ S(V) nil . We can find a Borel subalgebra b of g such that ξ(b) = 0. There exists a good basis (e i ) i∈[−N,N ] of V such that for all x ∈ b, xe i = j≥i x ij e j for all i ∈ [−N, N ], where
and 2x 0,0 = 0. We take X ∈ End(V) such that ξ(x) = tr(Xx) for all x ∈ g. Assume Xe i = j X ij e j . For x ∈ b, we have tr(Xx) = −N ≤j≤i≤−1 (X ij − X −j,−i )x ji + −N ≤j<i≤−1 (X −i,j − X −j,i )x j,−i + j<0 (X 0,j − 2X −j,0 )x j,0 . It follows from ξ(b) = 0 that X ij − X −j,−i = 0 for all i ≥ j, and X 0j − 2X −j,0 = 0 for all j ∈ [−N, −1]. Now we have β ξ (e i , e j ) = X i,−j − X j,−i = 0 for i, j ∈ [−N, N ] − {0}, i ≥ −j; β ξ (e 0 , e 0 ) = 0 and β ξ (e 0 , e j ) = X 0,−j − 2X j0 = 0 for j ∈ [1, N ]. Thus (a2) holds.
Conversely assume (a2) holds. Let (e i ) i∈[−N,N ] be a basis of V as in (a2). Let X and X ij be as in the first part of the proof. We have for i, j ∈ [−N, N ] − {0}, i ≥ −j, X i,−j − X j,−i = 0; and for j ∈ [1, N ], X 0,−j − 2X j0 = 0. Let b be a Borel subalgebra related to (e i ) as in the first part of the proof. Then ξ(b) = 0. Hence (a1) holds.
We assume now that k is an algebraic closure of the finite prime field F 2 and that dim V ≥ 3. We choose an F 2 rational structure on V such that Q is defined over F 2 . Then the Frobenius map F relative to this F 2 structure acts naturally and compatibly on S(V) nil . We show that
For any m ∈ [0, N ], let S m be the set of all sequences v * = (v 0 , . . . , v m−1 ) of linearly independent vectors in V such that Q| span{v i ,i∈[0,m−1]} = 0. We have
For each v * ∈ S m , let N v * be the set of nilpotent elements in o(
and β ′ is the bilinear form on V ′ induced by β. By a result of Springer (see [5] ), we have
Fix a pair (v * , T ) where v * ∈ S m and T ∈ N v * . Let E be the set of all (, ) ∈ S(V) such that
(2) (r, v) = β(v m−1 , v) for all v ∈ V, where r ∈ R is such that Q(r) = 1;
We show that
Note that β|Ṽ is nondegenerate and can be identified with β ′ on V ′ . We can regard T ∈ N v * as an elementT ∈ N o(Ṽ) and identify (, )|Ṽ with (,
We can find a basis (
andT is nilpotent). We extend it to a basis of V by setting
, (e 0 , e j ) = β(v m−1 , e j ) = 0 and for i ∈ [−N, N ], (e i , e N ′ +m ) = (e i , v 0 ) = 0. This completes the proof of (e) (we use (a1)⇔(a2)).
We prove (f). LetṼ, L ′ be as in the proof of (e). Let u 0 , . . . , u m−1 be a basis of L ′ and let (e i ) i∈[−N ′ ,N ′ ]−{0} be a basis ofṼ. To specify an element (, ) of E, we need to specify (u i , e j ), 
|S(V)
In this section we fix δ ∈ D G and the corresponding o-good grading V = ⊕ a∈Z V a of V (see 2.3).
3.1. Let S(V) 2 be the set of all symplectic bilinear forms
Let S(V) 0 2 be the set of all β ξ ∈ S(V) 2 such that (this definition is suggested by Lusztig):
Note that ξ ∈ g * δ 2 if and only if
The proof of the proposition in the case when p = 2 is given in 3.2 and that when p = 2 is given in 3.3-3.7. In general, x k denotes an element in V k .
We first show that the condition (b) can be reformulated as follows
Conversely assume (b ′ ) holds. It is clear that all maps A in (b) are surjective. We have
3.2. Assume in this subsection that p = 2. Let β ξ ∈ S(V) 2 and let A : V a → V a+2 , a = −2 be as in 3.1. We define A :
We show that condition (a) in 3.1 is equivalent to
It is clear that all maps
It is easy to see that g ∈ Z G (ξ) if and only if g ∈ Z G (A), ξ ∈ g * δ 2 if and only if A ∈ g δ 2 = o(V) 2 , and thus ξ ∈ g * δ! 2 if and only if
if and only if A satisfies (a ′ ) and 3.1 (b ′ ). Proposition 3.1 follows in this case.
3.3. We assume p = 2 through subsection 3.7. Let β ξ ∈ S(V) 2 . Let A : V a → V a+2 , a = −2 be defined for β ξ as in 3.1. Note that R ⊂ V 0 . Letm be the unique integer such that
We definevm ∈ R by Q(vm) = 1 and set (ifm > 0)
Assumem > 0. We chooseū 0 ∈ V −2m such that β(ū 0 ,v 0 ) = 1, and set
We show that A(W a ) ⊂W a+2 , a = −2. This is clear except whenm > 0 and a = 2j,
LetĀ = A|Wa :W a →W a+2 , a = −2, and defineĀ :W −2 →W 0 by β(Āw −2 , w 0 ) = β ξ (w −2 , w 0 ) (note that β|W0 is nondegenerate). Then we have a collection of maps
3.4. Let β ξ ,m,W a andĀ :W a →W a+2 be as in 3.3. We show that condition (a) in 3.1 holds if and only if the following two conditions (a1) and (a2) hold:
(a1) for any n ∈ [1,m], the mapĀ n :W −2n →W 0 is injective and Q| Im(Ā n :W −2n →W 0 ) is nondegenerate; (a2) for any n ≥m + 1,Ā 2n :W −2n − →W 2n is an isomorphism and dimW 2n is even.
We first show that 3.1 (a) holds if and only if (a1 ′ ) and (a2) hold, where (a1 ′ ) for any n ∈ [1,m], the mapĀ n :W 0 − →W 2n is surjective and Q| ker(Ā n :W 0 →W 2n ) is nondegenerate.
We denote ker(A n : V 0 → V 2n ) = K 2n,V , ker(Ā n :W 0 →W 2n ) = K 2n,W and Im(Ā n : W −2n →W 0 ) = I 2n,W . Then one easily shows that
Assume 3.1 (a) holds. We first show thatĀ :W 2n →W 2n+2 is surjective for all n ≥ 0. This is clear for n >m. Let n ∈ [0,m] and w 2n+2 ∈W 2n+2 . There exists v 2n ∈ V 2n such that Av 2n = w 2n+2 . We have
We verify (a2). We show thatĀ 2n :W −2n − →W 2n is injective for all n ≥m + 1. AssumeĀ 2n w −2n = 0 for some w −2n ∈W −2n . ThenĀ n w −2n ∈ Rad(Q| K 2n,W ) = {0} (note that Rad(Q| K 2n,V ) = Rad(Q| K 2n,W ) ⊕ span{vm} and that Q| K 2n,V is nondegenerate). It follows thatĀ n w −2n = 0 and dim K 2n,W is even. Now w −2n = 0 since β(w −2n ,W 2n ) = β(Ā n w −2n ,W 0 ) = 0, and dimW 2n is even since dim K 2n,W = dimW 0 − dimW 2n and dimW 0 is even. Hence (a2) holds.
Assume (a1 ′ ) and (a2) hold. It is clear that A : V 2n → V 2n+2 is surjective for all n ≥ 0, and
It remains to show that (a1) is equivalent to (a1 ′ ). Note that Rad(Q| I 2n,W ) = I 2n,W ∩ K 2n,W . Assume (a1 ′ ) holds. ThenĀ n :W −2n →W 0 is injective for any n ∈ [1,m] (see the proof of (a) implying (a1 ′ ) and (a2)). If I 2n,W ∩K 2n,W = {0}, thenW 0 = I 2n,W ⊕K 2n,W and Rad(Q| K 2n,W ) = 0.
Conversely assume (a1) holds. Suppose there exists n ∈ [1,m] such thatĀ n :W 0 →W 2n is not surjective. We have dim
3.5. LetW = ⊕ aW a . We have
The collection of mapsĀ :W a →W a+2 gives rise to a map
Note that for any w ∈W and any v ∈ V, we have
It follows thatĀ ∈ o(W).
Let πW : V →W be the natural projection.
, and ifm > 0, then
We have g| R = 1. Thus gvm =vm. We have 3.6. Assume β ξ ∈ S(V) 0 2 (see 3.1). Letm,W a ,W andĀ be as in 3.3 and 3.5. LetW ≥a = ⊕ a ′ ≥aW a ′ . We show by induction on dim V that Z G (ξ) ⊂ G δ ≥0 and thus ξ ∈ g * δ! 2 .
Let k be the largest integer such that
, and for any w ∈W =W ≥−k ,Ā k+1 w ∈W ≥k+2 = {0}.
Let g ∈ Z G (ξ). We first show that gV k = V k and gV ≥−k+1 = V ≥−k+1 (note that one follows from the other). Suppose that k > 2m. Then V k =W k =Ā kW . Let w ∈W and πW(gw) = w ′ . Then gĀ k w = av 0 +Ā k w ′ (we use 3.5 (a) and thatĀ k+1 w ′ = 0). Since a 2 = Q(gĀ k−m w) = Q(Ā k−m w) = 0 (we use 3.5 (a) and note thatĀ k−mW ⊂W ≥1 ), gĀ k w =Ā k w ′ ∈W k . It follows that gV k = V k . Suppose now that k = 2m. Note thatĀ ∈ o(W) 0 2 (with respect to the o-good gradingW = ⊕W a ofW, see [3, 1.5] for the definition of o(W) 0 2 and see 3.1 (b ′ ), 3.4 (a1), (a2)). Thus by [3, 1.8],W ≥−2m+1 = {x ∈W|Ā 2m x = 0, Q(Āmx) = 0}. We have
. It is clear that gv i ∈ V ≥−2m+1 (see 3.5 (a)). Note that for any w ∈W and any i ≥m + 1,Ā i w ∈W ≥2 and thus Q(Ā i w) = 0. HenceĀW ⊂W ≥−2m+1 . It follows that gū j ∈ V ≥−2m+1 , j ∈ [1,m − 1] (see 3.5 (a)). For any w ∈W ≥−2m+1 ,Ā 2m πW(gw) = πW(gĀ 2m w) = 0 (note thatĀ 2m w ∈W ≥2m+1 = {0}), Q(Ā m πW(gw)) = Q(gĀmw) = Q(Āmw) = 0 (note thatĀmw ∈W ≥1 ) and thus gw ∈ V ≥−2m+1 .
, where G ′ = SO(V ′ ) is defined with respect to Q ′ . By induction hypothesis, g ′ V ′≥a = V ′≥a , for all a ≥ −k + 1. It follows that gV ≥a = V ≥a for all a and thus g ∈ G δ ≥0 .
3.7. Assume ξ ∈ g * δ! 2 . We show that β ξ ∈ S(V) 0 2 . Letm,W a ,W andĀ be defined for β ξ as in 3.3 and 3.5.
We first show that dimW −2m ≥ dimW −2m−2 . OtherwiseĀ :W −2m−2 →W −2m is not injective. We choose a nonzero e −2m−2 ∈W −2m−2 such thatĀe −2m−2 = 0. Assumem = 0. Define g : V → V, g / ∈ G δ ≥0 by gvm =vm; gw = w + β(w, e −2m−2 )(e −2m−2 +vm), w ∈W.
Let v, v ′ ∈ V and w = πW(v), w ′ = πW(v ′ ). Since β ξ (vm, V) = 0 and β ξ (e −2m−2 , V) = β(Āe −2m−2 , V) = 0, it is easy to verify that Q(gv) = Q(w) + a 2 = Q(v) and β ξ (gv,
, which is again a contradiction.
We show thatĀ ∈ o(W) 0 2 , namely,Ā i :W −i →W i is an isomorphism for any odd i,Ā i : W −2i →W 0 is injective and Q| Im(Ā i :W −2i →W 0 ) is nondegenerate for all i ≥ 1 (see [3, 1.5] 
Thus g ∈ Z G (ξ) G δ ≥0 which is a contradiction.
We show that for all k ≥m + 1,Ā 2k :W −2k →W 2k is an isomorphism. Otherwise there exist a k and a nonzero e −2k ∈W −2k such thatĀ 2k e −2k = 0. We have e 0 =Ā k e −2k = 0 (sincē A k :W −2k →W 0 is injective). Let e 2j−2k =Ā j e −2k for j ∈ [0, 2k]. Note that β(e 2j−2k , e 2k−2j ) = β(Ā 2k e −2k , e −2k ) = 0 and β ξ (e 2j−2k , e 2k−2j−2 ) = β(Āe 2j−2k , e 2k−2j−2 ) = β(e 2j−2k+2 , e 2k−2j−2 ) = 0. Fix a square root Q(e 0 ) of Q(e 0 ). Define g :
β(e 2k−2j−2 , w)e 2j−2k + j∈ [0,m] β(e 2j−2m−2 , w) Q(e 0 )v j , w ∈W.
β(e 2k−2j−2 , w)e 2j−2k
β(e 2k−2j−2 , w)β(w, e 2j−2k )
β(e 2k−2j−2 , w)β ξ (w ′ , e 2j−2k ) + j∈ [1,m] β(e 2j−2m−2 , w) Q(e 0 )b
β(e 2k−2j−2 , w)β(w ′ , e 2j−2k+2 ) + j∈ [1,m] β(e 2j−2m−2 , w) Q(e 0 )b
β(e 2k−2j−2 , w ′ )β(e 2j−2k+2 , w) + j∈ [1,m] β(e 2j−2m−2 , w
This completes the proof of Proposition 3.1.
Proof of Theorem 2.1

For
3), let η(V * ) be the set of all β ξ ∈ S(V) such that β ξ (V ≥a , V ≥b ) = 0 whenever a + b ≥ −1, and that the symplectic bilinear formβ ξ induced by β ξ is in S(V) 0 2 (with respect to the corresponding o-good grading V = ⊕ a∈Z V a such that V ≥a = ⊕ a ′ ≥a V a ′ ), whereβ ξ ∈ S(V) 2 is defined as follows
Note that we have η(V * ) ⊂ S(V) nil .
Proposition 4.1. The map
is a bijection.
When p = 2, the map β ξ → A, where 
Let W be a subspace of V such that [6, Lemma 3.8] ) and β| W is nondegenerate. Define
Then for any x ∈ W and any v ∈ V, β ξ (x, v) = β(T ξ x, v). Moreover T ξ ∈ o(W) is nilpotent (see [6, Lemma 3 .11]). Let π W : V → W denote the natural projection.
Let λ 1 be the smallest integer such that T
where f is the smallest integer such that Q(T From now on assume ξ = 0 unless otherwise stated. Let
and define a subspace H β ξ ⊂ V such that
where w * * ∈ W is defined as follows. There exists a unique w * ∈ W such that β(w * , w) 2 = Q(T
We choose any w * * ∈ W such that w * = T 
By same argument as in 3.5 one shows that
We first show that λ 1 and l 1 do not depend on the choice of u 0 . Letλ 1 ,l 1 be defined forT ξ and W as λ 1 , l 1 . It follows from (d) that T e ξ W = 0 if and only ifT e ξW = 0 and that (e) kerT
Letρ : kerT 
In fact, for all j ≥ 1, we have T
(π W (w)) for anyw ∈W and thus (h) follows; if m = λ 1 − l 1 , then (h) follows from (f).
for all w ∈ W and thus β(π W (w * ) + w * + T
(w * * + w 0 ) and we can choosew * * = w * * + w 0 + β(w * * , T i ξ w 0 )v i . It follows thatũ 0 +w * * ∈ H u 0 . It then follows from (g) and (h) that
We have shown in each case that H β ξ is well defined. 
Let n be the largest integer such that V n = 0.
We have
It follows that v 0 ∈ V ≥2m and thus n ≥ 2m.
Let n 0 ∈ [0, n − 2m] be the unique integer such that
If m > 0, we (can) choose u 0 such that u 0 ∈ V ≥−n+n 0 (see 4.2 (a)). Then the same argument as in the proof of (a) shows that
It follows from (a) and (b) that
Let W ⊂ V be chosen as in 4.2 (b). We have
In fact, suppose that T
Hence we have
Lemma. We have We first show that Suppose
Note that if n 0 = 0, then a 0 = β(x − x −n , v 0 ) = 0 since v 0 ∈ V ≥n and x − x −n ∈ V ≥−n+1 . It follows that x + w ∈ V ≥−n+1 (we use (c)) and thus T n ξ w = 0 and Q(T n−m ξ w) = 0. We have β(x −n ,Ā nW−n ) =β ξ (x −n ,Ā n−1W−n ) = β ξ (x −n ,Ā n−1W−n ) = β ξ (w,Ā n−1W−n ) (in the last equality we use x n − w ∈ V ≥−n+1 ). It follows from (d) and its proof that
for some y i ∈ V ≥−n+2i , where
] is the unique number such that
We show by induction on i that
In fact, we have Assume n > 2m. Then V −n =W −n (note that n > 2m ≥ 2m). Since β(Ā n x −n , V −n ) = β(x −n ,Ā n V −n ) = 0 (see (j)),Ā n x −n = 0 and thus x −n = 0 (we use thatĀ n :W −n →W n is an isomorphism). Hence x ∈ V ≥−n+1 . This complets the proof of (i). Now we prove the lemma. We have the following cases.
(1) n = 2m. Then n 0 = 0, λ 1 ≤ 2m + 1 and l 1 ≤ m + 1 (see (f) and (g)). If l 1 ≤ m, then λ 1 ≤ 2l 1 ≤ 2m and thus for any x ∈ W, T n ξ x = 0 and Q(T n−m ξ
x) = 0} and thus H β ξ ⊂ V ≥−n+1 (see (c) and (i)). Assume
∩ W (we use (c)) and it follows that V ≥−n+1 ⊂ H β ξ (we use (i)).
(2) n > 2m and n 0 > 0. We have V −n =W −n (since n > 2m ≥ 2m). Suppose λ 1 ≤ n. Then for any w ∈ W, T n ξ w = 0 and Q(T n−m ξ w) = 0 (see (e)), and it follows that V = V ≥−n+1 (see (c) and (i)) which is a contradiction. Thus λ 1 = n + 1 and l 1 = λ 1 − m (see (f) and (g)). Note that Q(T l 1 −1 ξ W) = 0 (see (e)) and thus ρ = 0. Hence
and thus dim V n is odd which is again a contradiction. It follows that V ≥−n+1 = H β ξ . Now it is easy to see that the assertion on n in the lemma holds in each case.
4.4.
We prove the injectivity of the map in Proposition 4.1 by induction on dim V. If dim V = 1, the statement is clear. Now assume that dim V ≥ 3. Let β ξ ∈ S(V) and let V * = (V ≥a ) and V * = (Ṽ ≥a ) be two filtrations in F o (V) such that β ξ ∈ η(V * ) and β ξ ∈ η(Ṽ * ). We need to show that V * =Ṽ * . If β ξ = 0, then V ≥a =Ṽ ≥a = V for all a ≤ 0 and V ≥a =Ṽ ≥a = 0 for all a ≥ 1. Now we assume β ξ = 0.
Let ⊕ n a=−n V a and ⊕ñ a=−ñṼ a be o-good gradings of V such that V ≥a = ⊕ a ′ ≥a V a ′ andṼ ≥a = ⊕ a ′ ≥aṼ a ′ . Then n =ñ and V ≥−n+1 =Ṽ ≥−n+1 (see Lemma 4.3). Hence V n =Ṽ n . Let V ′ = V ≥−n+1 /V n =Ṽ ≥−n+1 /Ṽ n . Then Q induces a nondegenerate quadratic form on V ′ . We set V ′≥a = V ′ (resp.Ṽ ′≥a = V ′ ) if a < −n + 1, V ′≥a = V ≥a /V n (resp.Ṽ ′≥a =Ṽ ≥a /V n ) if a ∈ [−n + 1, n], and V ′≥a = 0 (resp.Ṽ ′≥a = 0) if a > n. Then V ′ * = (V ′≥a ) ∈ F o (V ′ ), V ′ * = (Ṽ ′≥a ) ∈ F o (V ′ ), β ξ induces a symplectic form β ′ ξ ∈ S(V ′ ) (see 4.2 (i)) and β ′ ξ ∈ η(V ′ * ), β ′ ξ ∈ η(Ṽ ′ * ). By induction hypothesis, we have V ′≥a = V ′≥a . It follows that V ≥a =Ṽ ≥a for a ≥ −n + 1. We have V ≥a =Ṽ ≥a = V for a < −n + 1. Hence V * =Ṽ * . 4.5. We prove the surjectivity of the map in Proposition 4.1 following the arguments used in [4, 2.11] . We can assume that k is an algebraic closure of the finite field F 2 and that N = dim V ≥ 3. We choose an F 2 rational structure on V such that Q is defined over F 2 . Then the Frobenius map F relative to this F 2 structure acts naturally and compatibly on ⊔ V * ∈Fo(V) η(V * ) and S(V ) nil . It is enough to show that for any n ≥ 1, the map Ψ n : (⊔ V * ∈Fo(V) η(V * )) F n → S(V ) F n nil , β ξ → β ξ is a bijection. Since Ψ n is injective (see 4.4) , it suffices to show that |(⊔ V * ∈Fo(V) η(V * )) F n | = |S(V ) F n nil |. In view of 2.5 (b), it is enough to show that (a) |(⊔ V * ∈Fo(V) η(V * )) F n | = 2 2nN 2 . Now the l.h.s of (a) makes sense when k is replaced by an algebraic closure of any finite prime field F p ′ , and for p ′ = 2, the l.h.s of (a) is equal to p ′ 2nN 2 . Hence it is enough to show that the l.h.s of (a) is a polynomial in p ′n with rational coefficients independent of p ′ and n (following Lusztig, we say that it is universal).
We now compute the l.h.s of (a) for general p ′ . A collection of integers (f a ) a∈Z is called admissible if f −a = f a , f a is even for odd a, f 0 ≥ f 2 ≥ f 4 ≥ · · · , f 1 ≥ f 3 ≥ f 5 ≥ · · · and a f a = dim V.
For (f a ) as above, let Y (fa) be the set of V * ∈ F o (V) such that dim gr a (V * ) = f a for all a, where gr a (V * ) = V ≥a /V ≥a+1 . We have |(⊔ V * ∈Fo(V) η(V * )) F n | = (fa) |Y F n (fa) ||η(V * ) F n |, where V * is any fixed element in Y F n (fa) . Since |Y F n (fa) | is universal, it is enough to show that |η(V * ) F n | is universal for any V * ∈ Y F n (fa) . It is easy to see that |η(V * ) F n | = p ′nd |(S(V) 0 2 ) F n |, where d = a<a ′ ,a+a ′ ≤−3 f a f a ′ + a≤−2 f a (f a − 1)/2 is universal and S(V) 0 2 is defined with respect to an o-good grading ⊕ a∈Z V a of V such that dim V a = f a and F (V a ) = V a for all a. Let s ′ be the number of all sequences U 0 ⊂ U 2 ⊂ U 4 ⊂ · · · of subspaces of V 0 such that dim U a = f 0 − f a and Q| Ua is nondegenerate for all a. Let s ′′ be the number of all pairs (ω, (U 1 , U 3 , U 5 , . . .)) where ω is a nondegenerate symplectic form on V −1 and U 1 ⊂ U 3 ⊂ U 5 ⊂ · · · are subspaces of V −1 such that dim U a = f −1 − f a and ω| Ua is nondegenerate for all a. Let s 1 be the number of vector space isomorphisms V −1 /U 2a+1 → V 2a+1 and let s 2 be the number of vector space isomorphisms V 0 /U 2a → V 2a . We have that |(S(V) 0 2 ) F n | = s ′ s ′′ s 1 s 2 is universal, since s ′ , s ′′ , s 1 , s 2 are universal (see [2, 1.2(a),1.2(b)]) . This completes the proof of Proposition 4.1 and thus that of Theorem 2.1.
4.6. Assume that k is an algebraic closure of a finite prime field F p and that a split F p -rational structure is given on G. Then g, g * and N g * have induced F p -structures, each O ∈ U G and each subset N O g * (see 2.1) are defined over F p (with Frobenius map F ). As in [4] , it follows from the proof in 4.5 that for all n ≥ 1, |(N O g * ) F n | is a polynomial of p n with integer coefficients independent of p and n.
