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Mining Interesting Association 
Knowledge from Big Data 
從巨量資料中挖掘有趣的關聯性知識 
 





• Data Mining 
• Crisp Set vs. Fuzzy Set 
• Fuzzy Calendars 
• Mining Fuzzy Temporal Association Rules 
• Frequent Itemsets 
• Association Rules 




• Data mining is the computational process of discovering 
implicit knowledge in large data sets. 
 
• The overall goal of the data mining process is to extract 
information from a data set and transform it into an 
understandable structure for further use. 
Characteristics: 
•Too complicated to grasp in advance. 
•Not 100% for certain about the results. 
•Parallel, distributed, or cloud computing. 
Examples: 
•Super-Market Product Layout 
•Electricity Load Prediction 
•Stock Price Prediction 
•Finding Author + Co-authors 





Currently, NSYSU library: 
•Usage statistics 
•Discovery for availability of books, journals, … 
•No mining involved 
•Causing difficulties: no deep understanding 
Categories: 




•Statistical modeling: in SPSS, SAS, … 
•Machine learning methods 
   -Frequent itemsets 
   -Neural networks 
   -Neuro-fuzzy networks 
   -Decision Trees 
   -… 
Frequent Itemset Mining: 
•Find all frequent itemsets. 
•Generate strong association rules from 
the frquent itemsets. 
Finding all frequent itemsets : 
•Brute force 





Department  Age Book Gender 
Mathematics 18 Calculus Male 
English 26 Dictionary Female 
Mathematics 30 Calculus Male 
Mathematics 23 Calculus Female 
English 19 Magazine Female 
By using data mining related technologies, we may know that 
a mathematics student is likely to borrow Calculus. 
 
An Example (Book - borrowing Record): 
 
Crisp set: 








0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
Crisp Set vs. Fuzzy Set 
(age) 
Fuzzy set: 
Old people={(55, 0.25), (60, 0.5), (65, 1), (70, 1), (75, 1), 








0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
(age) 
Basic Fuzzy Calendars： 
Fuzzy Calendars 
Let the fuzzy calendar 𝑐1 is [(in the middle of a month] 
(Middle of month) 
𝜇𝑐1 𝑇 = 𝜇𝑚𝑚 20 =0.2 
Operation: 
Let the fuzzy calendar 𝑐1 is  
[(in the middle of a month and at the end of a year) or (at the 
end of a week and at the beginning of a year)] 














where |𝑃𝑘 𝐼 | is the number of transactions containing itemset 𝐼 in partition 𝑃𝑘 
             |𝑃𝑘| is the number of transactions in partition  
   𝑤𝑘 is the weight of the time period corresponding to partition 𝑃𝑘 in the 
database 
































Let support threshold be s%=40% 
 








Itemset {DF} is a frequent itemset 
 
An Example to show how to find all frequent itemsets : 
Let the fuzzy calendar FC be [at the beginning of a week], and 
support threshold be s%=40% 







1 Pencil, Eraser, Ruler, Notebook 
2 Pencil, Eraser 






4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 






7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 
9 Pencil, Eraser 







1 Pencil, Eraser, Ruler, Notebook 
2 Pencil, Eraser 






4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 






7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 
9 Pencil, Eraser 
Step1. Calculate the weight of the time period corresponding to 
each partition.  
𝑤1 = 𝜇𝑏𝑤(1) = 1 
𝑤2 = 𝜇𝑏𝑤(2) = 1 





• Setp2. Find the set of candidate frequent 2-itemsets 𝐶2 
• Processing of 𝑃1 : 
   









1 Pencil, Eraser, Ruler, Notebook 
2 Pencil, Eraser 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 
9 Pencil, Eraser 
Calculate weighted count threshold 𝑚1  




• Processing of 𝑃1 : 
Calculate weighted count 𝜎𝑃1(𝐼) for each 2-itemset 𝐼 in 𝑃1    (𝜎𝑃𝑖(𝐼) is the weighted count of an itemset 𝐼 in 
Partition 𝑃𝑖) 
i.e. 𝐼 = {Pencil, Eraser} 
 𝜎𝑃𝑖(𝐼) = 𝑤𝑖 × |𝑃𝑖(𝐼)| 
 𝜎𝑃1(𝐼) = 1 × 2 = 2 
If 𝜎𝑃1 𝐼 > 𝑚1, add itemset 𝐼 to 𝐶2 
 
𝑪𝟐 
itemset start count 
Pencil, Eraser 1 2 
Pencil, Ruler 1 2 
Pencil, Notebook 1 2 
Ruler, Notebook 1 2 









1 Pencil, Eraser, Ruler, Notebook 
2 Pencil, Eraser 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 




• Processing of 𝑃2 :   
Calculate weighted count threshold 𝑚2 
𝑚2 = 1 × 3 × 0.4 = 1.2 
Calculate cumulative weighted count threshold 𝑀12 
𝑀12 = 𝑚1 +𝑚2 = 1.2 + 1.2 = 2.4 









1 Pencil, Eraser, Ruler, Notebook 
2 Pencil, Eraser 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 




• Processing of 𝑃2 : 
Calculate cumulative weighted count 𝑈12(𝐼) for each 2-itemset 𝐼 in 𝐶2                  
(𝑈𝑖𝑗(𝐼) is the cumulative weighted count of an itemset 𝐼 in Partition 𝑃𝑖 to 𝑃𝑗) 
i.e. 𝐼 = {Pencil, Eraser} 
 𝑈12 𝐼 = 𝜎𝑃1 𝐼 + 𝜎𝑃2 𝐼 = 2 + 1 × 2 = 4 
If 𝑈12 𝐼 < 𝑀12, delete itemset 𝐼 from 𝐶2 









1 Pencil, Eraser, Ruler, Notebook 
2 Pencil, Eraser 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 




• Processing of 𝑃2 : 
 𝑪𝟐 
itemset start count 
Pencil, Eraser 1 2 
Pencil, Ruler 1 2 
Pencil, Notebook 1 2 
Ruler, Notebook 1 2 
𝑪𝟐 
itemset start count 
Pencil, Eraser 1 4 
Pencil, Ruler 1 4 









1 Pencil, Eraser, Ruler, Notebook 
2 Pencil, Eraser 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 




• Processing of 𝑃2 : 
Calculate weighted count 𝜎𝑃1(𝐼) for each 2-itemset 𝐼 not in 𝐶2 
(It doesn’t include the previously deleted itemsets) 
i.e. 𝐼 = {Eraser, Ruler} 
 𝜎𝑃2(𝐼) = 1 × 3 = 3 
If 𝜎2 𝐼 > 𝑚2, add itemset 𝐼 to 𝐶2 
 
𝑪𝟐 
itemset start count 
Pencil, Eraser 1 4 
Pencil, Ruler 1 4 
Eraser, Ruler 2 3 









1 Pencil, Eraser, Ruler, Notebook 
2 Pencil, Eraser 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 




• Processing of 𝑃3 :   
Calculate weighted count threshold 𝑚3  
𝑚3 = 0.5 × 3 × 0.4 = 0.6 
Calculate cumulative weighted count threshold 
𝑀13 = 𝑀12 +𝑚3 = 2.4 + 0.6 = 3 
𝑀23 = 𝑚2 +𝑚3 = 1.2 + 0.6 = 1.8 









1 Pencil, Eraser, Ruler, Notebook 
2 Pencil, Eraser 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 




• Processing of 𝑃3 : 
Calculate cumulative weighted count 𝑈𝑖3(𝐼) for each 2-itemsets 𝐼 in 𝐶2 
(𝑖 is the start partition associated with itemset 𝐼  in 𝐶2) 
i.e. 𝐼 = {Pencil, Eraser} 
 𝑈13 𝐼 = 𝑈12 𝐼 + 𝜎𝑃3 𝐼 = 4 + 0.5 × 2 = 5 
If 𝑈𝑖3 𝐼 < 𝑀𝑖3, delete itemset 𝐼 from 𝐶2 









1 Pencil, Eraser, Ruler, Notebook 
2 Pencil, Eraser 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 




• Processing of 𝑃3 : 
 𝑪𝟐 
itemset start count 
Pencil, Eraser 1 4 
Pencil, Ruler 1 4 
Eraser, Ruler 2 3 
𝑪𝟐 
itemset start count 
Pencil, Eraser 1 5 
Pencil, Ruler 1 4.5 
Eraser, Ruler 2 4 









1 Pencil, Eraser, Ruler, Notebook 
2 Pencil, Eraser 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 




• Processing of 𝑃3 : 
Calculate weighted count 𝜎𝑃3(𝐼) for each 2-itemset 
𝐼 not in 𝐶2 
i.e. 𝐼 = {Pencil, Notebook} 
 𝜎𝑃3(𝐼) = 0.5 × 1 = 0.5 
If 𝜎3 𝐼 > 𝑚3, add itemset 𝐼 to 𝐶2 
 
𝑪𝟐 
itemset start count 
Pencil, Eraser 1 5 
Pencil, Ruler 1 4.5 
Eraser, Ruler 2 4 
Eraser, Notebook 3 1 
Ruler, Notebook 3 1 









1 Pencil, Eraser, Ruler, Notebook 
2 Pencil, Eraser 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 
9 Pencil, Eraser 
• Setp3. Generate candidate frequent itemsets 𝐶3, 𝐶4, 𝐶5, … 
    
     𝐶𝑘 = 𝐶𝑘−1      𝐶𝑘−1, 𝑘 ≥ 3 
 where     is  the JOINT operation. 
 The JOINT operation is done in 2 steps, join step and prune step. 






 Prune step: 









 select {Pencil, Eraser} and {Pencil, Ruler} 
 add {Pencil, Eraser, Ruler} to 𝐶3  
 
 select {Pencil, Eraser} and {Eraser, Ruler} 
 add {Pencil, Eraser, Ruler} to 𝐶3 
 
 select {Pencil, Eraser} and {Eraser, Notebook} 
 add {Pencil, Eraser, Notebook} to 𝐶3 












Pencil, Eraser, Ruler  
Pencil, Eraser, Notebook 
Pencil, Ruler, Notebook 








 Let c={Pencil, Eraser, Ruler} 
 Subsets of c: {Pencil, Eraser}, {Pencil, Ruler}, {Eraser, Ruler} 
 They are all in 𝐶2  
 
 Let c={Pencil, Eraser, Notebook} 
 Subsets of c: {Pencil, Eraser}, {Pencil, Notebook}, {Eraser, Notebook} 
  {Pencil, Notebook} is not in 𝐶2, so delete {Pencil, Eraser, Notebook} from 𝐶3  












Pencil, Eraser, Ruler  
Pencil, Eraser, Notebook 
Pencil, Ruler, Notebook 
Eraser, Ruler, Notebook 
𝑪𝟑 
Pencil, Eraser, Ruler  
Eraser, Ruler, Notebook 
 
 
 The candidate frequent itemsets: 
                                
                                      𝐶 = 𝐶𝑘
𝑘≥2
 
     
𝐶2: {Pencil, Eraser}, {Pencil, Ruler}, {Eraser, Ruler}, {Eraser, Notebook}, 
{Ruler, Notebook} 
𝐶3: {Pencil, Eraser, Ruler}, {Eraser, Ruler, Notebook} 







Pencil, Eraser, Ruler  









• Setp4. Determine frequent itemsets 𝐿 from 𝐶 
• Calculate weighted count 𝑈13 𝐼  for each itemsets 𝐼 in 𝐶 
 i.e. 𝐼 = {Pencil, Eraser} 
 𝑈13 𝐼 = 𝜎𝑃1 𝐼 + 𝜎𝑃2 𝐼 + 𝜎𝑃3 𝐼  
= 1 × 2 + 1 × 2 + 0.5 × 2 = 5 
If 𝑈13 𝐼 ≥ 𝑀13 (𝑀13 = 3), add itemsets 𝐼 to 𝐿 
     









1 Pencil, Eraser, Ruler, Notebook 
2 Pencil, Eraser 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 
9 Pencil, Eraser 









1 Pencil, Eraser, Ruler, Notebook 
2 Pencil, Eraser 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 







Pencil, Eraser, Ruler  
Eraser, Ruler, Notebook 
𝑳 
Itemset count 
Pencil, Eraser 5 
Pencil, Ruler 4.5 
Eraser, Ruler 5 
Ruler, Notebook 3 
Pencil, Eraser, Ruler  3.5 
Association Rules 
• A fuzzy temporal association rule with respect to a fuzzy 
calendar, FC, is an implication of the form 
 
 where 𝑋 ∩ 𝑌 = ∅, and  satisfy 
(𝑐% is the weighted confidence) 
An Example to show how to create association rules: 
• Let the weighted confidence be 𝑐% = 75% 
      
  L= 𝑋 ∪ 𝑌 ={Pencil, Eraser, Ruler} 







= 70% < 75% 
 
  L=  𝑋 ∪ 𝑌 ={Pencil, Eraser, Ruler} 







= 77.77% > 75% 
 Create the association rule  




Pencil, Eraser 5 
Pencil, Ruler 4.5 
Eraser, Ruler 5 
Ruler, Notebook 3 





An example to show how to update frequent itemsets when transactions are 
added to and deleted from an existing database: 











1 Pencil, Eraser, Ruler, Notebook 
2 Pencil, Eraser 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 










10 Eraser, Ruler, Notebook 
11 Pencil, Notebook 
12 Pencil, Eraser, Ruler, Notebook 
delete 
add 











1 Pencil, Eraser, Ruler, Notebook 
2 Pencil, Eraser 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 
9 Pencil, Eraser 
Delete case: 
 Calculate weighted count 𝜎𝑃1(𝐼) for each 2-itemset 𝐼 in 𝐶2 with 𝑃1 as the 
 start partition  
i.e. 𝐼 = {Pencil, Eraser} 
 𝜎𝑃1(𝐼) = 1 × 2 = 2 
If 𝑈13 𝐼 − 𝜎𝑃1(𝐼) ≤ 𝑀23 (𝑀23 = 1.8), delete itemset 𝐼 from 𝐶2 
  
𝑪𝟐 
itemset start count 
Pencil, Eraser 1 5 
Pencil, Ruler 1 4.5 
Eraser, Ruler 2 4 
Eraser, Notebook 3 1 
Ruler, Notebook 3 1 
𝑪𝟐 
itemset start count 
Pencil, Eraser 2 3 
Eraser, Ruler 2 4 
Eraser, Notebook 3 1 
Ruler, Notebook 3 1 











1 Pencil, Eraser, Ruler, Notebook 
2 Pencil, Eraser 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 
9 Pencil, Eraser 
Add case: 
  Calculate the weight of 𝑃4 
 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 










10 Eraser, Ruler, Notebook 
11 Pencil, Notebook 
12 Pencil, Eraser, Ruler, Notebook 




Calculate weighted count threshold 𝑚4  
𝑚4 = 1 × 3 × 0.4 = 1.2 
Calculate cumulative weighted count threshold 
𝑀24 = 𝑀23 +𝑚4 = 1.8 + 1.2 = 3 
𝑀34 = 𝑚3 +𝑚4 = 0.6 + 1.2 = 1.8 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 










10 Eraser, Ruler, Notebook 
11 Pencil, Notebook 
12 Pencil, Eraser, Ruler, Notebook 
Add case: 
 Calculate cumulative weighted count 𝑈𝑖4(𝐼) for each 2-itemset 𝐼 in 𝐶2 (𝑖 is the start partition 
associated with itemset 𝐼  in 𝐶2) 
i.e. 𝐼 = {Pencil, Eraser} 
 𝑈24 𝐼 = 𝑈23 𝐼 + 𝜎𝑃4 𝐼 = 3 + 1 × 1 = 4 
If 𝑈𝑖4 𝐼 < Mi4, delete itemset 𝐼 from 𝐶2 
  
 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 










10 Eraser, Ruler, Notebook 
11 Pencil, Notebook 






itemset start count 
Pencil, Eraser 2 3 
Eraser, Ruler 2 4 
Eraser, Notebook 3 1 
Ruler, Notebook 3 1 
𝑪𝟐 
itemset start count 
Pencil, Eraser 2 4 
Eraser, Ruler 2 6 
Eraser, Notebook 3 3 
Ruler, Notebook 3 3 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 










10 Eraser, Ruler, Notebook 
11 Pencil, Notebook 
12 Pencil, Eraser, Ruler, Notebook 
Add case: 
Calculate weighted count 𝜎𝑃4(𝐼) for 
each 2-itemset 𝐼 not in 𝐶2 
i.e. 𝐼 = {Pencil, Ruler} 
 𝜎𝑃4(𝐼) = 1 × 1 = 1 




itemset start count 
Pencil, Eraser 2 3 
Eraser, Ruler 2 4 
Eraser, Notebook 3 1 
Ruler, Notebook 3 1 
Pencil, Notebook 4 2 








4 Pencil, Eraser, Ruler 
5 Pencil, Eraser, Ruler 








7 Eraser, Ruler, Notebook 
8 Pencil, Eraser, Ruler, Notebook 










10 Eraser, Ruler, Notebook 
11 Pencil, Notebook 
12 Pencil, Eraser, Ruler, Notebook 
 
 
 The candidate frequent itemsets: 
 
                                   𝐶 = 𝐶𝑘
𝑘≥2
 
     
𝐶2: {Pencil, Eraser}, {Pencil, Notebook}, {Eraser, Ruler}, {Eraser, Notebook}, 
{Ruler, Notebook} 
𝐶3: {Pencil, Eraser, Notebook}, {Eraser, Ruler, Notebook} 







Pencil, Eraser, Notebook 
Eraser, Ruler, Notebook 
𝑳 
Itemset count 
Pencil, Eraser 4 
Pencil, Ruler 3.5 
Eraser, Ruler 6 
Eraser, Notebook 3 
Ruler, Notebook 3 







Pencil, Eraser, Notebook 
Eraser, Ruler, Notebook 
Efficiency Comparison: 
• Progressive Weighted Miner (PWM): 
C. H. Lee, J. C. Ou, and M. S. Chen, “Progressive weighted miner:An efficient method for time-constraint 
mining,” in Proc. 7th Pacific-Asia Conf. Knowledge Discovery Data Mining, Seoul, Korea, Apr.–May 2003, pp. 
449–460. 
• FUP2: 
D.W. Cheung, S. D. Lee, and B. Kao, “A general incremental technique for maintaining discovered association 
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185–194. 
• Negative Border: 
N. L. Sarda and N. V. Srinivas, “An adaptive algorithm for incremental mining of association rules,” in Proc. DEXA 
Workshop, Vienna, Austria, Aug. 1998, pp. 240–245. 
• SWF: 
C. H. Lee, C. R. Lin, and M. S. Chen, “Sliding-window filtering: An efficient algorithm for incremental mining,” in 






Data Set 1: 
  
• Arbitrarily generated, 10 items per transaction in average. 
• 100,000 transactions, with 100 partitions. 
• First 88,000 for association rules. 
• Then the last 12 partitions for addition. 











Data Set 2: 
 
• KDD Cup 2000 dataset: 
• R. Kohavi, C. Brodley, B. Frasca, L. Mason, and Z. Zheng, “KDD-Cup 
2000 organizers’ report: Peeling the Onion,” SIGKDD Explorations, vol. 
2, no. 2, pp. 86–98, 2000. 
• 777,480 transactions, 1203 distinct items in total, 495 partitions. 
• First 485 for association rules, then the last 10 for addition and the 






• We have presented the fuzzy calendar algebra which helps 
users to describe desired temporal requirements in fuzzy 
calendars easily and naturally.  
• We have also shown the usefulness of the fuzzy calendar 
algebra by incorporating it with the frequent itemsets to 
mine fuzzy temporal association rules. 
• Updating of association rules  can be done incrementally and 
efficiently. 
• The thresholds s% and c% must be given from the user. But it is 
more simple for user to provide in linguistic terms, i.e., highly 
possible. 
• Our method emphasizes on intra-transaction rather than inter-
transaction. 
• Example: 
 By using our method we obtain the following association 
rules: 
 A, B → C 
 C → D 
 In this case, the rule A, B → D may also be interesting.  
•Recommending books to readers, by considering 
their interests, personality, expertise, their borrowing 
history, others’ borrowing history, etc. 
•Purchasing books for libraries, by considering the 
orientation of the institute, students’ suggestions, 
borrowing statistics, etc. 
• Estimating the value of the investment, personnel 
and money, cast to the library. 
Thank You For Your 
Attention! 
