Wireless distributed sensor networks (DSNs) 
Introduction
Wireless sensor networks are important for a number of strategic applications such as coordinated target detection, surveillance, and localization [3] . Energy management in these networks is crucial since battery-driven sensor nodes are severely energy-constrained. Considerable research has been recently carried out in an effort to make sensor network energy-efficient. In [2] , a mathematical model is presented to determine a bound on sensor network lifetime, with and without sensing activities. The hardware-based energy model for transmission and reception described in [1] is widely used as the basic energy consumption model for a wireless sensor network node. Heinzelman et al. [7] proposed a cluster-based routing algorithm called LEACH as an energy-efficient communication protocol for wireless sensor networks. The self-selected cluster heads collect raw data from the neighboring sensing nodes, aggregate them by data fusion methods, and transmit the aggregated data back to base stations for higher level processing. PEGASIS, an improvement over LEACH, is another example of an energy-aware protocol [11] , which tends to increase the sensor network lifetime by decreasing the bandwidth via local collaboration among nodes. Another example is the TEEN protocol proposed in [6] . Dynamic power management [4] has also been used for the design of energy-efficient wireless sensor networks. Other related work includes energysaving strategies for the link layer [12] , data aggregation [9] , and system partitioning [10] .
We focus here on reducing energy consumption in wireless sensor networks for target localization. In general, a sensor network has an almost constant rate of energy consumption if no target activities are detected in the sensor field [2] . The minimization of energy consumption for an active sensor network with target activities is more complicated since target detection involves collaborative sensing and communication involving different nodes. The transmission of detailed target information consumes a significant amount of energy due to the large volume of raw data. Contention for the limited bandwidth among the shared wireless communication channels causes additional delay in the relaying of detailed target information to the cluster head. In this work, we attempt to prolong the sensor network lifetime by adopting a new target localization procedure. We propose an a posteriori energy-aware target localization strategy, which is based on a two-step communication protocol between the cluster head and the sensors reporting the target detection events. In the first step, sensors detecting a target report the event to the cluster head using a very short binary yes/no message. The cluster head subsequently queries a subset of sensors that are in the vicinity of these likely target positions. This subset is determined from the localization procedure executed by the cluster head. Our simulation results show that a large amount of energy is saved by using the proposed target localization procedure.
The organization of the rest of the paper is as follows. In Section II, we present the preliminaries and assumptions. In Section III, we present details of the energy-aware target localization approach. In Section IV, we present simulation results, comparing the proposed approach to a base method in which every sensor always reports compete target data to the cluster head. Section V concludes the paper and outlines directions for future work.
Preliminaries

Assumptions
We make the following assumptions in this paper, All sensor nodes are able to communicate with the cluster head after initial deployment. The cluster head also knows the location of the sensors through an initial setup process.
The cluster head has more computation power than the sensor nodes. The cluster-based approach in this work assumes that the cluster head is responsible for computation, and the sensor nodes are functioning mainly as data collection devices.
To simplify the energy analysis, the time for sending a certain amount of data is assumed to be the same as the time for receiving the same amount of data. The distance from the different nodes to the cluster head is ignored in the discussion on energy consumption. Also, all sensor nodes are assumed to be homogeneous, therefore the energy consumption for sensing is the same to each sensor node.
Sensor Detection Model
The sensor detection model converts the physical sensing signals to probability-based values in evaluating the confidence level about the data collected by the sensor. Consider an Ò by Ñ sensor field grid and assume that there are sensors deployed in the initial sensor deployment stage.
Each sensor has a detection range Ö. Assume that sensor × ½ is deployed at point´Ü Ý µ. For any point È with coordinates´Ü Ýµ on the sensor field grid, we denote the Euclidean distance between × and È as ´× È µ, i.e.
´× È µ Ô´Ü Üµ ¾ · Ý Ýµ ¾ . Equation (1) shows the probability-based sensor detection model [13] that expresses the coverage ÜÝ´× µ of the grid point È at´Ü Ýµ by sensor × : 
Energy Consumption Model
Based on [1, 2, 8] , a simplified sensor node energy consumption model is used here as a metric for evaluating energy consumption. Suppose a sensor node has three basic energy consumption types-sensing, transmitting and receiving, and these power values (joule per second) are × , Ø and Ö , respectively. Assume at time instant Ø, there are ´Øµ sensors that have detected the target, where ´Øµ . Therefore, the energy for sensing activities in the wireless network, denoted as ×´ ´Øµµ, is
where Ì × is the time duration that a sensor node is involved in sensing. For a fixed time interval, × is a constant if all sensor nodes are assumed to be homogenous. The energy used for communication between nodes and the cluster head can be categorized into two types,
and . The parameter is the energy consumed by a sensor node for communication with the cluster head. This includes the energy for transmitting data and the energy for receiving data. The parameter is the energy needed for broadcasting data from the head to the nodes. Both and are functions of Ì and ´Øµ, where Ì is the time required for either retrieving data from a sensor node or the broadcasting of data from the cluster head, and ´Øµ is the number of sensors involved in this communication at time instant Ø. We define and as follows:
The parameter Ì is directly proportional to the volume of data involved in the communication. In this work, Ì can be one of three values, Ì for raw target data, Ì for target event reporting, and Ì Õ for query request. They satisfy the relationship Ì Ì Õ Ì since raw data collected by a sensor node can be up to hundreds of bytes in size. We assume that target detection and localization are discrete processes, which are derived from a discrete sampling of target activities in the sensor network. Also, since the sensor network is designed to track target activities, Ì × , Ì , Ì Õ , and Ì are assumed to be less than the granularity of the time Ø.
Thus for the case that a target is moving in the sensor field during the time interval Ø ×Ø ÖØ Ø Ò , the corresponding instantaneous energy consumption ´Øµ and total energy consumption in the wireless sensor network can be expressed as
Target Localization Procedure
In our two-step communication protocol, when a sensor detects a target, it sends an event notification to the cluster head. In order to conserve power and bandwidth, the message from the sensor to the cluster head is kept very small; in fact, the presence or absence of a target can be encoded in just one bit. Detailed information such as detection strength level, imagery and time series data are stored in the local memory and provided to the cluster head upon subsequent queries. Based on the information received from the sensors within the cluster, the cluster head executes a probabilistic localization algorithm to determine candidate target locations, and it then queries the sensor(s) in the vicinity of the target.
Detection Probability Table
The a posteriori side of this method is based on the detection probability table, which contains entries for all possible detection reports from those sensors that can detect a target at all grid points. The detection probability table is created by the cluster head for each grid point. Let us assume that a grid point È´Ü Ýµ is covered by a set of ÜÝ sensors, denoted as Ë ÜÝ , Ë ÜÝ ÜÝ , ¼ ÜÝ , and
The probability table is built on the power set of Ë ÜÝ including the event that none of the sensors detect anything (represented by the binary string as "00...0") as well as the event that all of the sensors (represented by the binary string as "11...1"). Thus the probability table for grid point´Ü Ýµ then contains ¾ ÜÝ entries, defined as:
where ¼ ¾ ÜÝ , and Ô ÜÝ´× µ ÜÝ´× µ if × detects a target at È´Ü Ýµ; otherwise Ô ÜÝ´× µ ½ ÜÝ´× µ.
Consider the grid point´¾ µ in Figure 1 which is covered by all three sensors × ½ × ¾ and × ¿ with probabilities as and × ¿ , there are a total of 8 possibilities for their combined event detection at grid point´¾ µ. For example, the binary string 110 denotes the possibility that Ë ½ and Ë ¾ report a target but × ¿ does not report a target. For each such
we calculate the conditional probabilities that the cluster head receives ½ ¾ ¿ given that a target is present at that grid point. For our example, these conditional probabilities are listed in Table 1 . Consider the binary string 110, the conditional probability associated with this possibility is given by Ô Ø Ð ¾ ´ µ
Note that the probability table generation is only a one-time cost. Once the probability table is generated, there is no need to refresh it unless sensor locations are changed. Table 1 gives an example of the probability tables of Figure 1 . Table 1 . Example probability table.
Score-based Ranking
Suppose Ë Ö Ố Øµ is the set of sensors that have reported the detection of an object at time Ø, Ë Ö Ô ÜÝ´Ø µ is the set of sensors that can detect a target at point È´Ü Ýµ and have also reported the detection of an object at time Ø, and the Ë Ç Ê ÜÝ´Ø µ Ô Ø Ð ÜÝ´ ´Øµµ ¢ Û ÜÝ´Ø µ (8) where ´Øµ is the index of the Ô Ø Ð ÜÝ at time Ø. The parameter ´Øµ is calculated from Ë ÜÝ and Ë Ö Ô ÜÝ . The parameter Ô Ø Ð ÜÝ´ ´Øµµ corresponds to the conditional probability that the cluster head receives this event information
given that there was a target at È´Ü Ýµ. The weight Û ÜÝ´Ø µ reflects the confidence level in this reporting event for this particular grid point and it refines the grid point scores to narrow down grid points that are most probably close to the current target location. Û ÜÝ´Ø µ is defined as:
where ¡ Ö Ô ÜÝ´Ø µ measures the degree of difference in the set of sensors that reported and those sensors that can detect point È´Ü Ýµ at time instant Ø. ¡ Ö Ô ÜÝ´Ø µ is given as:
In Equation (10), the first term Ö Ố Øµ Ö Ô ÜÝ´Ø µ represents the absolute difference between the number of nodes that have reported, i.e. Ö Ố Øµ, and the number of nodes that have reported and can also detect a target at point´Ü Ýµ, i.e. Ö Ô ÜÝ . The second term Ö Ố Øµ ÜÝ represents the absolute difference between the number of nodes that have reported, i.e. Ö Ố Øµ, and the number of nodes that can detect the grid point´Ü Ýµ from the pre-calculated detection probability table, i.e. ÜÝ . The parameter Û ÜÝ is a decaying factor that is 1 only if Ë Ö Ố Øµ Ë ÜÝ . The number 4 in Equation (9) was chosen empirically through simulations.
We are using Û ÜÝ´Ø µ to filter out grid points that are not likely to be close to the actual target location. The score is based on both the probability value from the probability table and the current relationship between Ë Ö Ố Øµ, Ë Ö Ô ÜÝ´Ø µ and Ë ÜÝ . Consider the 10 by 10 grid shown in Figure 2 .
There are five sensors deployed, , Ö ¾ and Ö ½ .
The zigzag shaped line is the target movement trace. The target starts to move at Ø Ø ×Ø ÖØ from the grid point marked as "Start" and finishes at Ø Ø Ò at the grid point marked as "End". Table 2 gives some score calculation examples for the grid points in Figure 2 at the time instant Ø ×Ø ÖØ . 
Selection of Sensors to Query
Assume that the maximum number of sensors that are allowed to report an event is Ñ Ü . To select the sensor to query based on the event reports and the localization procedure, we first note that for time instant Ø, if Ñ Ü Ö Ố Øµ, then all reported sensors can be queried. Otherwise, we select sensors based on a score-based ranking. The sensors selected correspond to the ones that have the shortest distance to those grid points with the highest scores. This selection rule is defined as:
where Ë ¾ Ë Ö Ố Øµ, and È Å Ë denotes the set of grid points with the highest scores. Note it is possible that there are multiple grid points that have the maximum score. When this happens, we calculate the score concentration by averaging the scores of the current grid point and its eight neighboring grid points. The grid point with the highest score (or the score concentration) is the most likely current target location. Therefore, selecting sensors that are closest to this point guarantee that the selected sensors can provide the most detailed and accurate data in response to the subsequent queries. Note target identification is not possible as at this stage since the cluster head has no additional information other than Ë Ö Ô´Ø µ. However, the selected sensors provide enough information in the subsequent stage to facilitate target identification. We evaluate the accuracy of this target localization procedure by calculating the distance between the grid point with the highest score and the actual target location. For the example of Figure 2 , Table 3 gives some results for the selected sensor when the target is moving from "Start" (Ø ½) to "End" with Ñ Ü ½.
From Equation (2) to Equation (6), we evaluate the energy 24 NONE NONE consumption using the above target localization method as following.
Therefore, let ´Øµ Ö Ô´Ø µ in Equations (2) and (3), the difference in energy consumption, ¡ £ can be expressed as:
The last two terms in Equation (14) indicate the overhead for the proposed target localization procedure. Since Ì Ì , and Ì Ì Õ , the overhead is small. As Õ Ñ Ü , with Ñ Ü properly selected, from Equation (14) and Equation (15), energy consumption is greatly reduced with the passage of time. Figure 3 shows the pseudocode of the procedure to generate the probability table for each grid point. Figure 4 shows the pseudocode for the simulation of the probabilistic localization algorithm. For an Ò by Ñ grid with sensors, the computational complexity involved in generating the probability table is Ç´ÒÑ¾ µ since the maximum number of sensors that can detect a grid point is for the worst case. The computational complexity of the localization procedure is Ç´ÒÑ Ñ Ü µ, Ñ Ü . Therefore, the computational complexity of the probabilistic localization algorithm is Ñ Ü Ç´ÒÑ Ñ Ü µ ḈÒÑ¾ µ Ç´ÒÑ¾ µ.
Procedural Description
Even though the worst-case complexity of the localization procedure is exponential in , in practice, the localization procedure can execute in less time since the number of sensors that can effectively detect a target at a given grid point is quite small. 
Procedure Generate Probability
Case Study and Discussions
We present results for a case study carried out using MatLab. The simulation is done on a 30 by 30 sensor field grid with 20 sensors randomly placed in the sensor filed. The parameters of the sensor detection model are Ö , Ö , ¼ , and ¬ ¼ . We choose energy the consumption model parameters as Ö ¼¼ nJ/sec, Ø ¼¼ nJ/sec, and × ½¼¼¼ nJ/sec. These values are based on the typical values given in [1, 2, 8] , assuming the sensing rate for a the sensor is 8 bits/sec. We have no physical data available for Ì and Ì ; however, their values do not affect the target localization procedure, therefore we only need to set them manually to satisfy the relationship Ì Ì and Ì Ì Õ . In this case, Ì ½¼¼ ms, Ì ¾ ms, and Ì Õ ms.
Random Target Movement Trace
The layout of the sensor field is given in Figure 5 , with a target trace randomly generated in the sensor field. The target travels from the position marked as "Start" to the position marked as "End". We assume the target locations are updated at discrete time instants in unit of seconds, and the granularity of time is long enough for sampling by two neighboring locations in the target trace with negligible errors. We have evaluated the algorithm for Ñ Ü ½ , Ñ Ü ¾, and Ñ Ü ¿. Figure 6 presents the instantaneous and cumulative energy saving results respectively, as the target moves along its trace in the sensor field. The energy savings are compiled relative to the base case when all sensors report complete target information in one step everywhere.
From Figure 6 , we note that a large amount of energy is saved during target localization. Note that when Ñ Ü approaches Ö Ô´Ø µ, the saving is less apparent due to the additional communication overhead of the two-stage query protocol. Nevertheless, there is still a considerable amount Next, we consider the latency in the localization of a target by the cluster head. By latency, we refer to the time that it takes for the cluster head to collect the detailed target information from sensor nodes from the time sensor nodes detect an event, assuming that the wireless sensor network uses the time division multiple access (TDMA) protocol [3] . The results are shown in Figure 7 . The latency is reduced here compared to the base case using a "report once"strategy, since a large amount of communication for transmitting raw data has been reduced to a smaller amount of data sent by a selected set of sensors. This is an added advantage to the proposed energy-aware target localization procedure.
Since the selection of sensors for querying is based on Figure 7 . Latency in the localization of a target by the cluster head.
both the detection probability table and the distance of sensors from the estimated high-score points, the proposed a posteriori approach offers another important advantage. It provides a substantial amount of built-in false-alarm filtering. Figure 8 illustrate the false-alarm filtering ability of the proposed approach. We manually generated false alarms reported by some malfunctioning sensors, which are during Ø ¾ ½ ¾¾ by × , during Ø ¾ ½¿ ½ ¾ by × ½ , and during Ø ¾ ¾¿ ¾ ½ by × . We calculate the distance of the target from the sensor in Ë Ö Ô´Ø µ that is farthest from it, as well as the distance £ of the target from the sensor in Ë Õ´Ø µ that is farthest from it. The difference £ is used as a measure of the built-in filtering ability. Figure 8 shows the variation of £ with time. Note the fact that prior to querying, the cluster head only knows which sensors have reported the detection of a target, and there is no information available to the cluster head about any detailed information of the target. We find that the proposed approach successfully narrows down the sensors that are the close to the real target location, and selects them for detailed information querying. As shown in Figure 8 , the three spikes present the fact that the false alarms from the sensor (which in this case is the furthest sensor from the actual target location) have been filtered out since the proposed target localization procedure is still able to select the most appropriated sensors to query for detailed target information.
Random Target Activity Events
Next, we present simulation results for the case of a target appearing at random locations in the sensor field with a constant event rate. The layout of the sensor field is the same as given by Figure 5 . We generate a sequence of 200 random target locations on the sensor field to simulate a target appearing randomly for 200 discrete time instants. Figure 9 presents the instantaneous and cumulative energy saving results, respectively. Figure 10 presents the latency evaluation results for target localization. The proposed target localization strategy performs extremely well since energy is saved for the case of random target appearance events, and latency is reduced for target localization. Figure 9 . Instantaneous and cumulative energy saved during target localization relative to the "always report" one-step base case.
Conclusions
We have described an energy-aware target localization procedure for cluster-based wireless sensor networks. The proposed approach is based on the combination of a twostep communication protocol between the cluster head and the sensors in the cluster, and a probabilistic localization algorithm. We have shown that this approach reduces energy consumption, decreases the latency for target localization, and provides a mechanism for filtering false alarms. Our future work will focus on the scalability of these algorithms. We are currently extending this approach for the localization of multiple targets as well as determining an appropriate value of the parameter Ñ Ü . A larger value of Ñ Ü is desirable for more accurate target classification, but the need for additional information for classification must be balanced with the need for low energy, reduced latency, and bandwidth requirements.
