Abstract-This paper focuses on semistability and finite-time semistability for discontinuous dynamical systems having a continuum of equilibria. Semistability is the property whereby the solutions of a dynamical system converge to Lyapunov stable equilibrium points determined by the system initial conditions. In this paper, we extend the theory of semistability to discontinuous autonomous dynamical systems. In particular, Lyapunovbased tests for semistability and finite-time semistability for autonomous differential inclusions are established.
I. INTRODUCTION
Numerous engineering applications give rise to discontinuous dynamical systems. Specifically, in impact mechanics the motion of a dynamical system is subject to velocity jumps and force discontinuities leading to nonsmooth dynamical systems [1] , [2] . In mechanical systems subject to unilateral constraints on system positions [3] , discontinuities occur naturally through system-environment interaction. Alternatively, control of networks and control over networks with dynamic topologies also give rise to discontinuous systems [4] . In particular, link failures or creations in network multiagent systems result in switchings of the communication topology. In this case, the vector field defining the dynamical system is a discontinuous function of the state, and hence, system stability can be analyzed using nonsmooth Lyapunov theory involving concepts such as weak and strong stability notions, differential inclusions, and generalized gradients of locally Lipschitz continuous functions and proximal subdifferentials of lower semicontinuous functions [5] .
In many applications of discontinuous dynamical systems such as mechanical systems having rigid-body modes, isospectral matrix dynamical systems, and consensus protocols for dynamical networks, the system dynamics give rise to a continuum of equilibria. Under such dynamics, the limiting system state achieved is not determined completely by the dynamics, but depends on the initial system state as well. For such systems possessing a continuum of equilibria, semistability [6] , [7] , and not asymptotic stability, is the relevant notion of stability. Semistability is the property whereby every trajectory that starts in a neighborhood of a Lyapunov stable equilibrium converges to a (possibly different) Lyapunov stable equilibrium. To address the stability analysis of discontinuous dynamical systems having a continuum of equilibria, in this paper we extend the theory of semistability to discontinuous time-invariant dynamical systems. In particular, we develop sufficient conditions to guarantee weak and strong invariance of Fillipov solutions. Moreover, we present Lyapunov-based tests for semistability of autonomous differential inclusions. In addition, we develop sufficient conditions for finite-time semistability of autonomous discontinuous dynamical systems.
The contents of the paper are as follows. In Section II, we establish definitions, notation, and review some basic results on differential inclusions which provide the mathematical foundation for discontinuous dynamical systems. In Section III, we develop a Lyapunov-based semistability and finite-time semistability theory for differential inclusions. In Section IV, we develop new Lyapunov-based results for semistability that do not make assumptions of sign definiteness on the Lyapunov functions. Instead, our results extend the results of [7] to discontinuous systems and use the notion of nontangency between the discontinuous vector field and weakly invariant or weakly negatively invariant subsets of the level or sublevel sets of the Lyapunov function. It is important to note that our stability results are different from the results in the literature [8] , [9] since the Lipschitz conditions in [8] , [9] are not valid for the autonomous differential inclusions considered in the paper. Finally, we draw conclusions in Section V.
II. MATHEMATICAL PRELIMINARIES
The notation used in this paper is fairly standard. Specifically, denotes the set of real numbers, n denotes the set of n 2 1 real column vectors, and (1) T denotes transpose. We write @S and S to denote the boundary and the closure of the subset S n , respectively. Furthermore, we write k 1 k for the Euclidean vector norm on n , B " (), 2 n , " > 0, for the open ball centered at with radius ", dist(p; M) for the distance from a point p to the set M, that is, dist(p; M) 1 = infx2M kp 0 xk, and x(t) ! M as t ! 1 to denote that x(t) approaches the set M, that is, for each " > 0 there exists T > 0 such that dist(x(t); M) < " for all t > T .
Consider the differential equation given by _ x(t) = f (x(t)) ; x(0) = x0; a:e: t 0 (1) where f : q ! q is Lebesgue measurable and locally essentially bounded [10] , [11] , that is, f is bounded on a bounded neighborhood of every point, excluding sets of measure zero. An absolutely continuous function x : [0; ] ! q is said to be a Filippov solution [10] , [11] of (1) An equilibrium point of (1) is a point xe 2 q such that 0 2 K[f](x e ). It is easy to see that x e is an equilibrium point of (1) if and only if the constant function x(1) = xe is a Filippov solution of (1). We denote the set of equilibrium points of (1) 
where "co" denotes the convex hull, r denotes the nabla operator, N is the set of measure zero of points where rV does not exist, and S is an arbitrary set of measure zero in q .
Note that (5) always exists. Furthermore, note that it follows from Theorem 2.5.1 of [16] that (6) is well defined and consists of all convex combinations of all the possible limits of the gradient at neighboring points where V is differentiable. In order to state the main results of this paper, we need some additional notation and definitions. Given a locally Lipschitz continuous function V : The next definition introduces the notion of semistability for discontinuous dynamical systems. with the initial condition x(0) = x0, x(t) 2 B"(z) for all t 0. An equilibrium point z 2 D of (1) Next, we introduce the definition of finite-time semistability of (1).
Definition 2.3: Let D
q be an open strongly positively invariant set with respect to (1) . An equilibrium point x e 2 E of (1) (1) with (0) = x, (t) 2 UnE for all t 2 [0; T (x)), and lim t!T (x) (t) exists and is contained in U \ E.
ii) xe is semistable.
An equilibrium point x e 2 E of (1) Given an absolutely continuous curve : [0; 1) ! q , the positive limit set of is the set ( ) of points y 2 q for which there exists an increasing divergent sequence ftig 1 i=1 satisfying limi!1 (ti) = y. We denote the positive limit set of a Filippov solution (1) of (1) by ( ). The positive limit set of a bounded Filippov solution of (1) 
III. SEMISTABILITY THEORY FOR DIFFERENTIAL INCLUSIONS
In this section, we develop Lyapunov-based semistability theory for discontinuous dynamical systems of the form given by (1). The following proposition is needed for the main results of this section. (2) with (0) 2 D. If z 2 ( ) \ D is a Lyapunov stable equilibrium point, then z = limt!1 (t) and ( ) = fzg.
Proof: Suppose z 2 ( ) \D is Lyapunov stable and let " > 0.
Since z is Lyapunov stable, there exists = (") > 0 such that, for every y 2 B (z) and every Filippov solution (1) of (2) satisfying (0) = y, (t) 2 B " (z) for all t 0. Now, since z 2 ( ), it follows that there exists a divergent sequence ftig 1 i=1 in [0; 1) such that lim i!1 (t i ) = z, and hence, there exists k 1 such that (t k ) 2 B (z). It now follows from our construction of that (t) 2 B"(z) for all t t k . Since " was chosen arbitrarily, it follows that z = lim t!1 (t). Thus, lim n!1 (t n ) = z for every divergent sequence ft n g 1 n=1 , and hence, ( ) = fzg.
Next, we present sufficient conditions for semistability of (1). Here, we adopt the convention max = 01. 
If every point in the largest weakly positively invariant subset M of Z \ D is a Lyapunov stable equilibrium point, then (1) is semistable with respect to D.
Proof: Let x 2 D, (1) be a Filippov solution to (1) with (0) = x, and ( ) be the positive limit set of . First, we show that ( ) 
exists and is contained in L f V ( (t)) for almost every t 0. Now, by assumption, V ( (t)) 0 V ( ( )) = t (d=ds)V ( (s))ds 0, t , and hence, V ( (t)) V ( ( )), t , which implies that V ( (t)) is a nonincreasing function of time.
The continuity of V and the boundedness of imply that V ( (1)) is bounded. Hence, x 1 = lim t!1 V ( (t)) exists. Next, consider p 2 ( ). There exists an increasing unbounded sequence ftng 1 n=1 in
x, and hence, V (p) = x for p 2 ( ). In other words, ( ) is contained in a level set of V .
Let y 2 ( ). Since ( ) is weakly positively invariant, there exists a Filippov solution^ (1) of (1) such that^ (0) = y and^ (t) 2 ( ) for all t 0. Since V (( )) = fV (y)g, (d=dt)V (^ (t)) = 0, and hence, it follows from [15,
In particular, y 2 Z. Since y 2 ( ) was chosen arbitrarily, it follows that ( ) Z.
Next, since ( ) is weakly positively invariant, it follows that ( ) M. Moreover, since every point in M is a Lyapunov stable equilibrium point of (1), it follows from Proposition 3.1 that ( ) contains a single point and limt!1 (t) is a Lyapunov stable equilibrium. Now, since x 2 D was chosen arbitrarily, it follows from Definition 2.2 that (1) is semistable with respect to D.
The following corollary to Theorem 3.1 provides sufficient conditions for finite-time semistability of (1). If, in addition, max L f V (x) 0" < 0 for almost every x 2 DnE such that L f V (x) 6 = , then it follows from Proposition 2.8 of [17] that every Filippov solution originating in D 0 reaches Z 0 in finite time.
Thus, it follows from Definition 2.3 that (1) is finite-time-semistable.
IV. DIRECTION CONES, NONTANGENCY, RESTRICTED PROLONGATIONS, AND NONSMOOTH SEMISTABILITY THEORY Theorem 3.1 and Corollary 3.1 require verifying Lyapunov stability for concluding semistability and finite-time semistability, respectively. However, finding the corresponding Lyapunov function can be a difficult task. To overcome this drawback, in this section we extend the nontangency-based approach of [7] to discontinuous dynamical systems in order to guarantee semistability and finite-time semistability by testing a condition on the vector field f which avoids proving Lyapunov stability. Before stating our result, we introduce some notation and definitions as well as extended versions of some results from [7] .
A x were chosen to be arbitrary, it follows that R U x is weakly negatively invariant. The following two lemmas and proposition extend related results from [7] , and are needed for the main result of this section. Finally, we show that Mx Nx. Let z 2 Mx and let t > 0. By weak negative invariance, there exists w 2 Mx and a Filippov solution (1) to (1) is chosen such that, for every i, i (h) 2 V for all h 2 [0; t i ). Now, every subsequential limit of the bounded se-
is distinct from x by construction and is contained in R U x by definition, which implies that R U x nfxg 6 = . This contradicts our earlier conclusion that R U x = fxg. Hence, x is Lyapunov stable.
The following theorem gives sufficient conditions for semistability using nontangency of the vector field f . Furthermore, for every z 2 E, let N z denote the largest weakly negatively invariant connected subset of Z \D containing z, where Z is given by (8) . If f is nontangent to N z at every z 2 E, then every equilibrium in D is semistable.
Proof: Let V D be a bounded open neighborhood of x 2 E \ D. Since f is nontangent to N x at the point x 2 E \ V, it follows that TxNx \ Fx f0g. Next, we show that f is nontangent to R V x at the point x. It follows from Lemma 4.1 that R V x N x . Hence,
By definition, f is nontangent to R V x at the point x. Now, it follows from Proposition 4.2 that x is a Lyapunov stable equilibrium. Since x 2 E \ D was chosen arbitrarily, it follows that every equilibrium of (1) in D is Lyapunov stable.
By Lyapunov stability of x, it follows that there exists a strongly positively invariant neighborhood U V of x that is open and bounded, and such that U V. Consider z 2 U, and let (1) be a Filippov solution of (1) [7] ) that lim t!1 (t) exists. Since z 2 U was chosen arbitrarily, it follows that every Filippov solution in U converges to a limit. The strong invariance of U implies that the limit of every Filippov solution in U is contained in U. Since every equilibrium in U V is Lyapunov stable, it follows from Theorem 3.1 that x is semistable. Finally, since x 2 E \ D was chosen arbitrarily, it follows that every equilibrium in D is semistable.
Example 4.1:
Consider the 2 mobile agents with dynamics given by _xi(t) = ui(t); xi(0) = xi0; t 0 (9) where, for each i 2 f1;2g, x i (t) 2 denotes the information state and ui(t) 2 denotes the information control input for all t 0.
Furthermore, consider the discontinuous dynamic compensator _x c1 (t) = sign (x c2 (t) 0 x c1 (t)) + sign (x 2 (t) 0 x 1 (t)) xc1(0) = xc10 (10) _x c2 (t) = sign (x c1 (t) 0 x c2 (t)) + sign (x 1 (t) 0 x 2 (t)) xc1(0) = xc20 (11) u 1 (t) = sign (x c1 (t) 0 x c2 (t)) (12) u2(t) = sign (xc2(t) 0 xc1(t)) (13) where xci(t) 2 , t 0, and i = 1,2. In this case, the closed-loop discontinuous dynamical system on D = 4 is given by _x 1 (t)=sign (x c1 (t)0x c2 (t)); x 1 (0)=x 10 ; t0 (14) _x2(t)=sign (xc2(t)0xc1(t)); x2(0)=x20 (15) _x c1 (t)=sign (x c2 (t)0x c1 (t))+sign(x 2 (t)0x 1 (t)) x c1 (0)= x c10 (16) _x c2 (t)=sign (x c1 (t)0x c2 (t))+sign(x 1 (t)0x 2 (t)) x c2 (0)= x c20 : (17) Let f : 4 ! 4 denote the vector field of (14)- (17) ; x 1 6 = x 2 ; x c1 = x c2 f0g; x1 = x2; xc1 = xc2 (18) which implies that max L f V (x) 0 for almost every x 2 4 such that L f V (x) 6 = . Consequently, Z = fx 2 4 : x1 = x2; xc1 = x c2 g. Let N denote the largest weakly, negatively invariant subset contained in Z. On N, it follows from (14)- (17) : x1 = x2 = a; xc1 = xc2 = bg, a; b 2 , which implies that N is the set of equilibrium points.
Next, we show that f for (14)- (17) T . On the other hand, since f(z) 2 spanfu 1 ; u 2 g for all z 2 4 , it follows that f(V) spanfu1; u2g for every subset V 4 . Consequently, the direction cone F z of f at z 2 N relative to 4 satisfies F z spanfu 1 ; u 2 g. Hence, T z N \F z = f0g, which implies that the vector field f is nontangent to the set of equilibria N at the point z 2 N. Note that for every z 2 N, the set N z required by Theorem 4.1 is contained in N. Since nontangency to N implies nontangency to Nz at the point z 2 N, it follows from Theorem 4.1 that every equilibrium point of (14)- (17) nZ, it follows from Corollary 3.1 that (14)- (17) is finite-time-semistable with respect to 4 . Fig. 1 shows the solutions of (14)- (17) for x10 = 4, x20 = 02, xc10 = 1, and xc20 = 03. 4
Example 4.1 serves as a special case of a more general class of network consensus problems addressed in [19] .
Remark 4.1: Theorem 4.1 involves hypotheses on the Lyapunov function and its derivative that are weaker than sign definiteness. Consequently, Theorem 4.1 can be used to deduce stability of all equilibria in a continuum by considering a single Lyapunov function for all the equilibria. This makes Theorem 4.1 particularly suited for applications to discontinuous systems having a continuum of equilibria. 
V. CONCLUSION
This paper extends the notions of semistability and finite-time semistability to nonlinear dynamical systems involving discontinuous vector fields. In particular, Lyapunov theorems for semistability, finite-time semistability, and weak semistability are established for Filippov dynamical systems. Future extensions will focus on using these results to develop a coordination control framework for finite-time information consensus and parallel formation in dynamical networks with switching topologies involving state-dependent communication links for addressing communication link failures and communication dropouts.
