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 A neural network model to encode and reactivate temporally dynamic memory traces; 2 
 Explores how alpha oscillations can be decoded to decipher information content; 3 
 Identifies how nested oscillations can be used to segregate temporal perception; 4 
 Identifies the necessity for a broadly tuned binding pool to discretise input; 5 
 Binding processes induce an attentional-blink in perception. 6 
ABSTRACT 7 
We propose a neural network model to explore how humans can learn and accurately retrieve 8 
temporal sequences, such as melodies, movies, or other dynamic content. We identify target 9 
memories by their neural oscillatory signatures, as shown in recent human episodic memory 10 
paradigms. Our model comprises three plausible components for the binding of temporal content, 11 
where each component imposes unique limitations on the encoding and representation of that 12 
content. A cortical component actively represents sequences through the disruption of an 13 
intrinsically generated alpha rhythm, where a desynchronisation marks information-rich operations 14 
as the literature predicts. A binding component converts each event into a discrete index, enabling 15 
repetitions through a sparse encoding of events. A timing component – consisting of an oscillatory 16 
“ticking clock” made up of hierarchical synfire chains – discretely indexes a moment in time. By 17 
encoding the absolute timing between discretised events, we show how one can use cortical 18 
desynchronisations to dynamically detect unique temporal signatures as they are reactivated in the 19 
brain. We validate this model by simulating a series of events where sequences are uniquely 20 
identifiable by analysing phasic information, as several recent EEG/MEG studies have shown. As 21 
such, we show how one can encode and retrieve complete episodic memories where the quality of 22 











limitations that induce a blink in temporal perception; and nested oscillations that provide 24 
preferential learning phases in order to temporally sequence events.  25 
Keywords: Brain oscillations; episodic memory model; attentional blink; temporal sequence model.  26 
1. INTRODUCTION 27 
When we remember detailed episodic memories, we often do this in a temporally accurate way (e.g. 28 
when we hum a melody that we only heard once). This implies that our brain has the ability to 29 
represent temporally accurate patterns as they unfold over time. Through extensive 30 
electroencephalography (EEG) & magnetoencephalography (MEG) recordings, we have been able to 31 
identify the neural oscillations that are thought to implement such functionality, in particular, during 32 
learning (Buzsáki , 2002; Fell & Axmacher, 2011) and information processing (Hanslmayr, et al., 2012; 33 
Jensen & Mazaheri, 2010; Klimesch, et al., 2007). Here, it has been proposed that oscillations 34 
provide shared up-states that enable precise communication between disparate neural populations 35 
(Fries, 2005). A candidate mechanism for the regulation of such information processing are brain 36 
oscillations in the alpha band (8-12Hz). Such rhythmic oscillations are thought to provide a gating 37 
function to the representation of information (Jensen & Mazaheri, 2010; Klimesch, et al., 2007), 38 
where information representation would be measurable by oscillatory power changes in specific 39 
frequencies. As such, alpha frequency de-synchronisations are thought to signify information 40 
processing in cortical regions, as de-regulated neural activation enables potential information gain 41 
(Hanslmayr, et al., 2012). Evidence has also been provided that successful episodic memory 42 
encoding and retrieval can be predicted by alpha power decreases (i.e. de-synchronisations) in 43 
several experimental (Fell, et al., 2011; Hanslmayr & Staudigl, 2014; Khader, et al., 2010; Klimesch, et 44 
al., 2005; Waldhauser, et al., 2016), and modelling (Parish, et al., 2018) studies.  45 
Importantly, the timing of activation relative to this intrinsic rhythm generator is key (Canavier, 46 











involves convolving one pattern across another to detect similarity, has recently been employed to 48 
detect the active representation of neural patterns at encoding (Ng, et al., 2013; Schyns, et al., 2011) 49 
and retrieval (Staresina, et al., 2016; Staudigl, et al., 2015; Wimber, et al., 2012; Yaffe, et al., 2014). 50 
In this way, it is thought that the active representation of information breaks the rhythmicity of an 51 
entraining oscillation by resetting its intrinsic phase relative to some input (Canavier, 2015), enabling 52 
stimuli of interest to stand out from the surrounding rhythmicity of the brain (Hanslmayr, et al., 53 
2012). Consecutive phase-resets such as these, have been found to form a temporal signature that 54 
uniquely identifies specific sequences, allowing detection of the reactivation of visual or auditory 55 
stimuli (Staudigl & Hanslmayr, 2019), replay of complex movie sequences (Michelmann, et al., 2019), 56 
reactivation in working memory (Michelmann, et al., 2018) and episodic memory (Michelmann, et 57 
al., 2016), and even reactivation during sleep (Schreiner, et al., 2018). More broadly, a number of 58 
recent MEG studies leveraged other multivariate analysis methods to detect reactivation of 59 
sequences (Kornysheva, et al., 2019; Kurth-Nelson, et al., 2016; Lui, et al., 2019).   60 
In addition to the alpha band, which is thought to regulate information representation in a 61 
decipherable manner (Hanslmayr, et al., 2012; Michelmann, et al., 2016), an oscillatory hierarchy 62 
also seems to be important for stimulus processing (Lakatos, et al., 2005). These occur when the 63 
phase of slower oscillations modulates the amplitude of faster oscillations, typically in a hierarchy of 64 
delta (1-4Hz), theta (4-8Hz) & gamma (30-50Hz) frequencies. It is thought that the synchronisation of 65 
these nested EEG oscillations enables attentional (Lakatos, et al., 2008) and sensory (Schroeder & 66 
Lakatos, 2009) selection, by providing a temporal reference frame for visual (Barczak, et al., 2019) 67 
and auditory (Tai, et al., 2020) processing. 68 
In light of these findings, there is a substantial lack of theoretical work that explores the functional 69 
role that such oscillations might play in information processing and human episodic memory. As 70 
such, we aim here to model the memory-reinstatement of temporal patterns in the cortex, in a way 71 











found here (https://github.com/GP2789/The-Sync-fire-deSync-Model). Here, we focus on the 73 
dichotomy of oscillatory synchronisation, and it’s functional role for human episodic memory 74 
(Hanslmayr, et al., 2016). As in previous modelling work (Parish, et al., 2018), we build on the notion 75 
that low frequency desynchronisation in the alpha/beta frequency range (8-25Hz) is indicative of the 76 
active representation of information (Hanslmayr, et al., 2012), which we further decode here to 77 
decipher information content (Michelmann, et al., 2016). Previously (Parish, et al., 2018), we 78 
explored the notion that hippocampal theta synchronisation provides phases of optimal learning 79 
(Hasselmo, et al., 2002; Huerta & Lisman, 1995; Pavlides, et al., 1988). Here, we model a potential 80 
neural substrate for hierarchical frequency coupling, which is thought to promote stimulus (Lakatos, 81 
et al., 2005), sensory (Schroeder & Lakatos, 2009) & attentional (Lakatos, et al., 2008) selectivity. 82 
Previous modelling work has suggested that such a nested hierarchy of oscillators might play a role 83 
in maintaining an ordinal sequence in working memory (Jensen, et al., 1996), where successive items 84 
are stored in successive gamma slots within a theta cycle (Lisman & Jensen, 2013). We here explore 85 
the notion that these intrinsic hierarchical oscillators might more generally imbue the brain with the 86 
capability to encode the beats of human episodic memory, providing temporal reference points for 87 
the encoding of information, as is thought to occur in auditory (Tai, et al., 2020) and visual (Barczak, 88 
et al., 2019) processing.   89 
We here take inspiration from previous modelling work on the notion of time-keeping in the brain 90 
(Itskov, et al., 2011; Rolls & Mills, 2019; Shankar & Howard, 2012), though the focus of these works 91 
has typically not been to demonstrate the ability to encode and retrieve temporally reliable content. 92 
As such, our primary motivation here is to explore the necessary ingredients for a neuro-93 
physiologically plausible framework, grounded by experimental findings, to encode and retrieve 94 
identifiable episodic memories.  The current modelling work is a continuation of the Sync/deSync 95 
hypothesis (Hanslmayr, et al., 2016; Parish, et al., 2018).Oscillatory synchronisations are thought to 96 











2011; Hasselmo, et al., 2002), whilst also acting to control cortical excitability (Klimesch, et al., 98 
2007).In this way a desynchronisation represents information flow (Hanslmayr, et al., 2012) that can 99 
be decoded (Michelmann, et al., 2016).  100 
We achieve the encoding and retrieving of episodic content by implementing a complementary 101 
learning systems (CLS) framework (McClelland, et al., 1995), where the encoding of content is 102 
facilitated by a plastic hippocampal region, and the storage and representation of that content is 103 
enabled by a stable cortical region. We simulate three interacting neural assemblies that together 104 
enable the encoding and reactivation of episodic memories. We show that our model can learn and 105 
retrieve temporally dynamic episodes and that these episodes become identifiable via their 106 
temporal pattern of activity, which is accompanied by power decreases in the alpha band. This 107 
model implements recent theoretical considerations about the role of alpha (Hanslmayr, et al., 2012; 108 
Klimesch, et al., 2007) and other nested frequencies (Lakatos, et al., 2005). We reproduce several 109 
empirical findings that show content specific reactivation of temporal patterns in the alpha band 110 
(Michelmann, et al., 2016), enabling us to make predictions as to how the quality of episodic content 111 
can be affected by oscillatory modulation and binding processes.  112 
2. MODEL ARCHITECTURE 113 
The following modelling work is intended as a proof of concept, exploring a plausible theoretical 114 
position as to how the encoding and retrieval of a temporally accurate memory might be achieved in 115 
the human brain. This allows us to explore the validity of several hypothesis made by contemporary 116 
empirical studies. Specifically, two hypotheses are that jumps in the phase of the intrinsic alpha 117 
oscillation can be “read” by a higher function (or external observer) to consistently identify unique 118 
memory traces (Michelmann, et al., 2016) and that nested frequency bands might contextualise 119 
episodic memories by providing temporal reference frames (Tai, et al., 2020). By exploring such 120 











distinctiveness of memories, that is, by providing oscillatory blind spots that act to segregate 122 
temporal episodes into discernible chunks, maximising temporal context and minimising binding 123 
errors.  124 
To achieve these goals, our modelling works with interacting populations of single cells in an abstract 125 
manner. Though single cells are modelled in depth to allow us to accurately capture the phasic and 126 
plastic properties of a population, populations do not directly map onto any given 127 
neurophysiological counterpart – though their functions are inspired by them. Similarly, the scope of 128 
our analyses is limited to small target memories of just a few stimuli over a short period of time. Our 129 
primary motivation being to investigate the limitations of our entire theoretical structure with 130 
respect to both representing and binding information, rather than the potential storage capacity or 131 
versatility in forward or backward replay of episodic sequences. Once encoded, temporal memories 132 
are reactivated by reversing the pathway of activation with no concern for the context of the 133 
retrieval, such as time delays, wakefulness or sleep stage, etc. Our primary consideration in this 134 
matter is the strengthening of target synapses through co-activation under a Hebbian approach, 135 
allowing for the accurate reactivation of temporally organised content that can be identified through 136 
contemporary analytical means, such as RSA.  137 
As the purpose of this model is to explore a theoretical position concerning the accurate encoding 138 
and reactivation of temporally organised content, we here put forward several hypotheses as to the 139 
components that seem necessary to fulfil this objective. Primarily, we are theorising that there might 140 
exist some form of stable, non-plastic timekeeper that maintains a sequential order of unique 141 
temporal positions. We argue that this is an important concept for not only remembering the 142 
sequential order of beats in a rhythm, but also the temporal lag between them. In doing so, we put 143 
forward that a hierarchical oscillatory solution would be the most cost-effective and robust. 144 
Additionally, if our two primary ingredients in the formation of memories are the co-activation of 145 











region that abstractly glues these two elements together. The purpose of this region would be to 147 
create a unique identifiable index for each temporally consecutive element in an episodic memory 148 
trace, such as a content shift or scene change, which unifies all sensory elements of the content 149 
under a single abstract label. We can also show that an attentional deficit is induced for content 150 
shifts that occur very close together in time, aligning our model with the well explored attentional-151 
blink phenomenon (Bowman & Wyble, 2007; Swan & Wyble, 2014; Wyble, et al., 2011; Raymond, et 152 
al., 1992; Chun & Potter, 1995).  153 
As one of the first neurophysiological models to foray into the encoding, reactivation & detection of 154 
whole human episodic memories, we hope to stimulate alternative theoretical frameworks to tackle 155 
this issue in a way that is also consistent with empirical studies.  156 
Previous modelling work (Parish, et al., 2018) explored how alpha power decreases could be due to 157 
the active processing of stimuli (Hanslmayr, et al., 2012), which entails alpha acting as an inhibitory 158 
gate-keeper to the representation of cortically stored information (Klimesch, et al., 2007) in a CLS 159 
framework (O'Reilly, et al., 2011). Such a framework considers the proposition that catastrophic 160 
forgetting is an ever-present danger when learning occurs in a single system framework (McCloskey 161 
& Cohen, 1989), proposing instead that two complementary systems are better suited to encode 162 
new memories and store old memories, respectively (McClelland, et al., 1995). As in other models 163 
(O'Reilly, et al., 2011), we here instantiate a cortical region where long-term memories can be stored 164 
and safely reactivated without the risk of catastrophic interference (see Figure 1A). We build on our 165 
previous modelling work (Parish, et al., 2018) by further exploring the relation of information 166 
processing to a simulated alpha rhythm. In our previous implementation of cortical alpha as an 167 
extrinsic constant frequency, we showed how a gradual increase in stimulus strength overcomes 168 
inhibition, at first synchronising and strengthening the entraining oscillation, until input succeeds in 169 
desynchronising the rhythm to actively represent the stimulus in question. In our current 170 











timing of a stimulus is as important as its strength in predicting whether the stimulus will trigger a 172 
desynchronising phase-reset, or be lost in the entraining rhythm. As such, we explore a cortical 173 
oscillatory mechanism that enables information to be represented with respect to the surrounding 174 
rhythmicity of the brain.  175 
When taken together with the implication of nested rhythmic pacemakers in stimulus processing 176 
(Lakatos, et al., 2005; Barczak, et al., 2019; Tai, et al., 2020), we here show how human episodic 177 
memories might be formed by desynchronised content being bound together relative to 178 
synchronised time-keeping oscillators (see Figure 1C). This binding process makes up the other half 179 
of our CLS framework (O'Reilly, et al., 2011), which operates by discretising input to avoid repetition 180 
induced conjunction errors. Here, a sparsely encoded unique index binds cortical content to a 181 
moment in time (see Figure 1B). Similar to other models (Bowman & Wyble, 2007), this binding 182 
process can trigger an attentional-blink phenomenon, where indices occurring very close together in 183 
time are poorly encoded. In exploring the functionality of this phenomenon, we find that these 184 
binding induced attentional deficits function to further increase episodic distinctiveness, creating 185 
boundaries between encoded events. Altogether, the current modelling work explores a plausible 186 
framework to generate the temporal signatures observed in human EEG/MEG signals, and what 187 
functional role these observed physiological signals might play in information processing and 188 
episodic memory formation.  189 











FIGURE 1 191 
 192 
Architecture of a spiking neural network model, using Hodgkin-Huxley equations (Hodgkin & Huxley, 193 
1952). A neo-cortical (NC) region comprised of recurrent excitatory-inhibitory interactions, 194 
intrinsically oscillates through the reception of low-level (non-oscillatory) background noise (A, left-195 
hand section: blue excitatory population & red inhibitory population). “Winner-take-all” behaviour 196 
was encouraged by short-range excitatory and long-range inhibitory connections, enabling the clear 197 
representation of each input. During encoding (blue top-down arrows), a sequence of incoming 198 
cortical stimuli trigger activation in a binding pool (B, left-hand section: blue excitatory population, 199 
red inhibitory population & additional red inhibitory “off-switch” node), a broadly tuned population 200 
that indexes each stimulus as a unique event through a combination of long-term potentiation (LTP) 201 
and hetero-synaptic long-term depression (LTD). An additional inhibitory node was required to 202 











form a direct connection between concurrently active hierarchical synfire chains (C, left-hand 204 
section: a feed-forward & clock-like structure used for the encoding of time, described in Figures 2-205 
3), and the NC representation of the stimulus. Conversely, LTD occurs within active binding pool 206 
assemblies, diminishing the likelihood that they would be able to compete for the indexing of 207 
subsequent stimuli. This is a form of hetero-synaptic LTD in response to the LTP occurring on other 208 
dendrites (Volgushev, et al., 2016). Altogether, binding pool LTP & LTD ensures a sparse coding to 209 
index unique events. During recall (green bottom-up arrows), synfire chains are re-started and the 210 
relevant bindings are activated in sequence until the original pattern is re-instantiated in 211 
representational regions. Visualising this process through time in the right-hand sections of A-C, 212 
observable phase-reset patterns emerge in the intrinsically oscillating cortical region to represent 213 
information content (A, right-hand section: blue top-down arrows indicate the occurrence of stimuli 214 
and subsequent phase-resets). Describing the top-down encoding state, a sparse coding then 215 
indexes events in the binding pool region (B, right-hand section; numbered nodes indicate the 216 
occurrence of a unique binding assembly), which are bound to the ticking hierarchical oscillator (C, 217 
right-hand section: nested oscillatory frequencies). This enables events to be bound relative to a 218 
temporal rhythm (blue top-down arrows), ensuring that they can be recalled (green bottom-up 219 
arrows) with the correct absolute timing between events. We assume the presence of a neuro-220 
modulator that switches information processing between the encoding direction (blue top-down 221 
arrows) and the retrieval direction (green bottom-up arrows), which is important to prevent cross-222 
communication from contaminating encoding and recall processes. This is achieved by setting the 223 
weights of each pathway to zero at the appropriate processing phase. See the supplementary 224 
materials for more information on topology and parameter definitions.  225 
 226 
Our model comprises three distinct mechanisms (as shown in Figure 1) which independently 227 











can be dynamically detected via cortical temporal signatures (Michelmann, et al., 2016). In doing so, 229 
we aim to provide theoretical evidence for the inhibition-timing (Klimesch, et al., 2007) and 230 
information via desynchronisation hypotheses (Hanslmayr, et al., 2012). As such, information 231 
representation occurs in a neocortical (NC) area (Figure 1A), where an alpha desynchronisation 232 
indicates information processing (Hanslmayr, et al., 2012), as described in previous modelling work 233 
(Parish, et al., 2018). In the current work, we create an intrinsic and dynamic alpha frequency 234 
through recurrent excitatory-inhibitory interactions (Figure 1A, left-hand section; blue excitatory 235 
node & red inhibitory node), where the frequency is dependent on the length of inhibitory post-236 
synaptic potentials (Brunel, 2000). This allows changes in the environment to cause phase reset 237 
patterns with some specific temporal pattern (Figure 1A, right-hand section; phase angle time series 238 
punctuated by event-driven phase-resets), thus conveying temporal information (Canavier, 2015; 239 
Ng, et al., 2013; Schyns, et al., 2011). This mechanism allows us to explore how phase-resets (and 240 
therefore information) might be generated relative to a gate-keeping alpha frequency (Klimesch, et 241 
al., 2007), by adjusting the timing and strength of events relative to the intrinsically oscillating phase 242 
of this cortical representation (shown later in Figure 4). A time-series of the local field potential (LFP) 243 
is calculated as the summation of spike events, filtered by a band-pass filter within a particular range 244 
(see Appendix 1.1). A Gaborfilter is then applied, where the absolute or the angle of the resultant 245 
complex numbers is taken to approximate power or phase, respectively. 246 
During encoding (Figure 1; blue top-down arrows), event-triggered activation is forwarded to the 247 
binding pool area. This discretises events consistent with the idea that the brain allocates unique 248 
tokens (Bowman & Wyble, 2007), allowing us to differentiate between repeating stimuli in a 249 
sequence. Here, the occurrence of a stimulus is treated as a distinct event through the activation of 250 
a selective population of units in a winner-take-all environment (Figure 1B, left-hand section), 251 
implemented as long-range inhibitory and short-range excitatory connections (commonly termed a 252 











tuned population, an additional inhibitory group was required. This received slow ramping excitatory 254 
input, eventually clamping down on the whole excitatory population. As such, we define this 255 
additional inhibitory group as “off-switch” cells. This mechanism has the additional effect of causing 256 
an attentional deficit immediately after a successful binding (shown later in Figure 6), which we 257 
found to increase the episodic distinctiveness of encoded memories by creating clear boundaries 258 
between events. During the binding process, a group of unique binding pool units are associated to 259 
any active cortical unit via a calcium dependent learning rule (Graupner & Brunel, 2012). As their 260 
local weights decrease during this process, which effectively models a form of hetero-synaptic long-261 
term-depression (Volgushev, et al., 2016), active binding groups become less likely to compete 262 
during successive events. Thus, active bindings are unique to the bound event. Concurrently, active 263 
temporal units (Figure 1C, described in Figures 2-3) are also associated with binding pool units, thus 264 
sequencing the timing of events as they occur. Once the hierarchical time-keepers are re-started in a 265 
cued-recall paradigm, the relevant binding pool units become active at specific moments in time 266 
(Figure 1; green bottom-up arrows), causing a temporal pattern of events to be re-instantiated in the 267 
neo-cortex. As the timing mechanism is oscillatory, this allows us to explore the functionality of 268 
oscillations in providing temporal reference frames in a more general sense (shown later in Figure 7).  269 
In exploring the use of a feedforward neural substrate for the encoding of time (see Figure 2), similar 270 
to other models (Itskov, et al., 2011; Rolls & Mills, 2019), it was found that oscillations increased the 271 
quality of memory encoding by creating clear boundaries between temporal reference frames (see 272 
Figure 3). This motivates us to further explore how hierarchical oscillators might regulate temporal 273 
perception (Barczak, et al., 2019; Lakatos, et al., 2005; Tai, et al., 2020), examining the benefits and 274 
pitfalls of an oscillator-based model for serial order (see Figures 3), similar to other models (Brown, 275 
et al., 2000). Feedforward chains, often called synfire chains, are consecutively connected cell 276 
assemblies (see Figure 2C-D) that have been theorised to enable feed-forward signal transmission 277 











enabler of fast communication with high temporal precision. This is believed to be necessary for the 279 
distributed time-keeping that occurs during sensory and motor events (Mauk & Buonomano, 2004), 280 
possibly by enabling target cells to conjunctively represent distinct elements of a stimulus (Fries, 281 
2005). Models of such synfire chains have shown that this kind of signal transmission can operate 282 
within a noisy environment (Diesmann, et al., 1999), can co-exist within a randomly connected 283 
embedding network (Kumar, et al., 2008), and might even naturally emerge in a plastic and locally 284 
connected environment (Fiete, et al., 2010). It can be further demonstrated that a feed-forward 285 
synfire architecture can support temporal encoding (Itskov, et al., 2011), predicting that temporal 286 
sequences can be internally generated, being reliable from trial to trial, context dependent and long 287 
lasting, in a manner similar to time cells (Eichenbaum, 2014). However, a common criticism of such a 288 
means to model time is that the length of the chain must increase linearly with the desired duration 289 
(Shankar & Howard, 2012), especially important considering that humans can integrate experiences 290 
in time and space within the realm of milliseconds to minutes (Mauk & Buonomano, 2004).  291 











FIGURE 2 293 
 294 
Considering the storage cost of using multi-dimensional synfire chains in the representation of time 295 
(A). In B, we show how the required storage for the use of synfire chains in representing a given set 296 
of unique time points decreases as one increases the dimensionality of the nested hierarchy. Firstly, 297 
we show how one can increase the dimensions of a linear time-keeper by likening our topology to 298 
the face of a clock (A), where completion of the circling hand of a faster dimension (i.e. dashed 299 
arrow) moves a slower dimension forward by one tick (i.e. solid arrow). In the example shown there 300 
are 8 nodes per dimension, such that the number of unique time points each dimension can 301 











prior dimensions (i.e., 8 unique time points for 1 dimension [D1] of 8 unique nodes; 64 unique time 303 
points for 2 dimensions [D2] of 16 unique nodes; 512 unique time points for 3 dimensions [D3] of 24 304 
unique nodes). We continue the trajectories of each dimension’s informational capacity to show the 305 
improvements that additional dimensions have on storage cost. We show both the typical (C-D) 306 
topology of a synfire chain from other modelling works (Diesmann, et al., 1999; Itskov, et al., 2011) 307 
as well as the novel hierarchical (E) topology described here. In the initial description of synfire 308 
chains (Diesmann, et al., 1999), it was only necessary for a single dimension to pass activation 309 
through consecutive groups of excitatory (E, blue, nodes) cells (C). The addition of inhibitory (I; red 310 
nodes) cells in a “Mexican-hat” topology allowed for the emergence of winner-take-all behaviour 311 
(D), which allows temporal context to emerge in a broadly tuned population (Itskov, et al., 2011). 312 
The hierarchical topology (E) adds further complexity by doubling-up on the winner-take-all 313 
framework. This scalable and compact assembly allows an additional inhibitory node (off-node, or O 314 
cell) to terminate persistent activation in an excitatory population (E node) when it receives a signal 315 
from an additional excitatory node (propagation-node, or P cell). Simultaneously, this propagation-316 
node feeds into consecutive E nodes, permitting signal transmission once lateral inhibition subsides 317 
from terminated predecessors. The P cell also initiates feed-forward excitation in the first E node of 318 
any existing higher dimensional chains (   ), as well as feed-back termination of any existing lower 319 
dimensions (   ). This enables the simultaneous and persistent activation of multiple temporal 320 
dimensions, akin to a ticking clock (Barnard, 2002; Friston, et al., 2018). A dynamic visualisation of 321 
this process can be found in the video file of Supplementary Figure 4.  322 
 323 
Considering this, a goal of the current modelling work is to thus reduce the physical requirements of 324 
synfire chains in the encoding of longer temporal durations, which might be of interest from a 325 
systems as well as a physiological perspective. We achieve this by instantiating a hierarchical feed-326 











where sequential cell assemblies maintain persistent activation in a feed-forward manner (Goldman, 328 
2009; Itskov, et al., 2011). To do this, we envisage a simple cell assembly of Hodgkin-Huxley neurons 329 
(Hodgkin & Huxley, 1952) that can be scaled up to encode for multiple, simultaneous and interacting 330 
temporal hierarchies. This cellular assembly exists as a compact unit with specific feedforward and 331 
feedback connections (see Figure 2E), initiating and terminating persistent activation upon the 332 
completion of hierarchical sequences. We thus instantiate a hierarchy of synfire chains, where 333 
completion of a higher-dimensional faster sequence initiates the transmission of persistent activity 334 
to the next node in a lower-dimensional slower sequence. As such, higher-dimensional sequences 335 
repeat at every node of the lower-dimensional sequence, decreasing the physical requirements of 336 
feedforward chains in the encoding of long temporal durations (see Figure 2B). A moment in time is 337 
then marked as the concurrent activation of multiple temporal positions on simultaneous 338 
hierarchies, much like the multi-dimensional hands of a ticking clock (see Figure 2A).  339 
However, there are associated costs with our hierarchical implementation, namely, repetitions and 340 
conjunction errors (see Figure 3). Repetitions occur when the same content is shown multiple times, 341 
where there is a marked difference if one were to bind repeating content directly onto a 1-342 
dimensional (Figure 3A) or a multi-dimensional (Figure 3B) time-keeping device. There is no 343 
opportunity for confounds in the former, as each sequential synfire node represents a unique 344 
temporal position. In the latter, faster-dimensional chains repeat for every node of a slower-345 
dimensional chain, meaning that temporal positions are represented by unique combinations of 346 
hierarchical nodes. This means that confounds are incurred at recall when a repetition of content is 347 
directly bound onto multiple hierarchical nodes, as the encoded content will get reactivated at any 348 
combination of those respective nodes. This problem is overcome when one discretises content 349 
through the use of a broadly tuned binding pool. Here, each repeating item is treated as a wholly 350 
new event, meaning it will be uniquely transcribed onto any given multi-dimensional temporal 351 











expect this to be a fixed size population of broadly tuned units, providing a highly distributed 353 
representation (O'Reilly & Munakata, 2000) that overall, does not impose too much on storage 354 
constraints when representing longer temporal durations. 355 
FIGURE 3 356 
 357 
Consequences of binding content onto hierarchical synfire chains that are used to represent 358 
temporal positions. In A-C, we show that if one increases the dimensionality of the synfire chain, 359 
then one can no longer directly bind content repetitions without the use of a discretising binding 360 
pool. If the synfire chain is 1-dimensional (A), then each repetition of content is bound to a unique 361 











dimensional chains (B), however, then each repetition of content is incorrectly bound to multiple 363 
temporal positions, due to the recurrence of faster chains for every tick of a slower chain. This 364 
necessitates the instantiation of a binding pool (C), which discretises content into unique binding 365 
contexts akin to other models (Bowman & Wyble, 2007), allowing the recovery of the original 366 
content upon reactivation. In D-E, we show another complication in the use of hierarchical synfire 367 
chains for the representation of time. When content occurs on the border between nodes (D), then 368 
it is again ambiguously bound to multiple temporal positions. This issue can be addressed with the 369 
introduction of oscillatory synfire chains (E), which have down-phases during which time content 370 
cannot be fully bound. This oscillatory mechanism increases episodic distinctiveness (i.e. segregation 371 
into distinct temporal episodes), at the cost of reduced content specificity.  372 
 373 
The secondary cost associated with the adoption of a hierarchical representation of time, regardless 374 
of substrate, is that of conjunction errors (Botella, et al., 1992; Chennu, et al., 2011). The conjunction 375 
errors we are interested in are the erroneous binding of content to multiple neighbouring moments 376 
in time. These can arise when content occurs at the boundary of temporal windows, especially those 377 
at slower-dimensions, as content is then incorrectly bound to multiple temporal positions in the 378 
hierarchy at once (see Figure 3D). Interestingly, an effective solution to these conjunction errors is to 379 
switch from a continuous representation of time to an oscillatory one, as has been shown to be 380 
useful for auditory (Tai, et al., 2020) and visual (Barczak, et al., 2019) perception. This was achieved 381 
in the model by incorporating ramping-up periods in our synfire-chain assemblies, similar to those 382 
observed in the hierarchical ramping cells of the lateral entorhinal cortex (Tsao, et al., 2018), that 383 
slow down transmission from one node to another in the inter-dimensional hierarchy. By 384 
implementing this oscillatory segregation in our nested chains, we were able to improve the episodic 385 
distinctiveness of temporal encoding within the model, albeit with the loss of any content that 386 











blink – described as a loss in temporal perception occurs for stimuli very close together in time. This 388 
suggests that the role that oscillations might play, is segregating temporal episodes into discernible 389 
chunks, as a previous model has also suggested (Brown, et al., 2000).  390 
3. RESULTS 391 
3.1 Cortical Alpha as a Mode for Information Representation 392 
We conduct several simulations using our model to evaluate its three distinct components (see 393 
Figure 1). Firstly, we consider how information is generated relative to cortical alpha phase, given a 394 
stimulation of a given length (Figure 4). This allows us to examine the inhibitory gating effect of 395 
cortical alpha oscillations, where the timing of an event is just as important as its strength when 396 
deregulating activation and representing information (Canavier, 2015; Ng, et al., 2013; Schyns, et al., 397 
2011). This also informs the parameters used to simulate the representation of a stimulus for later 398 
simulations, allowing a stream of events to be consistently encoded.  399 
FIGURE 4 – EFFECT OF INPUT STIMULUS STRENGH & INPUT TIMING ON THE MODELLED 400 












Evaluating the parameter space for a stimulation of a given length to cause a desynchronisation and 403 
phase-reset of the intrinsic cortical oscillation. Large inputs desynchronise and reset the phase of the 404 
intrinsic rhythm, however small inputs only do so dependent on the current phase of the gating 405 
rhythm. A cortical stimulation is simulated as a Poisson distributed spike-train of a given number of 406 
spikes, multiplied by an Alpha-function (F[α]) described in Equation 12 in the methods section (see 407 
supplementary section). Here, we simulate many thousands of trials whilst varying the time constant 408 
(τ), which modulates the length of that function. In panels A & B, we plot the stationarity (A) and 409 
power difference to a baseline period (B; the mean of a period of 500ms, ending 250ms prior to 410 
stimulus onset) of the simulated cortical population, with respect to the τ of the α-function (y-axis) 411 
and the cosine phase at the time of stimulation (x-axis), allowing us to examine the strength and 412 
timing of the stimulus and its effect on a simulated cortical population. In A, stationarity is calculated 413 
as the similarity (RSA) of the stimulated period in relation to a pre-stimulus period, where any value 414 
below 1 indicates the existence of phase-resets. When we collapse vertically (C; where τ ≤ ~25ms, 415 
indicated by the black horizontal line in A), the relationship between the intrinsic phase and time of 416 










matches the stationarity of the population after stimulation (C; red line). We similarly consider 418 
power differences to a baseline period (B), where a positive or negative value indicates a 419 
synchronisation or desynchronisation of the intrinsically generated oscillation, respectively. 420 
Collapsing vertically, i.e., over stimulus strength, (D; where τ ≤ ~25ms, indicated by the black 421 
horizontal line in B), one can also see how power desynchronisation tracks the intrinsic cortical 422 
phase at presentation, albeit with a small lag. Panels i-iv show individual trials, where red lines and 423 
boxes tie to the corresponding τ and phase on the y-axis and x-axis, respectively. A vertical black line 424 
indicates the time of the peak of the α-function, i.e. the τ. On the left-hand axes, the local field 425 
potential (LFP) is shown above the intrinsic phase over time, with power deflections and stationarity 426 
similarly shown on the right-hand axes in blue and red, respectively. We highlight examples of trials 427 
where the intrinsic phase during stimulation is stationary (i) or non-stationary (ii), as well as when 428 
oscillatory power is de-synchronised (iii; “de-synched”) or a transient evoked response occurs due to 429 
synchronisation of input and phase (iv; “synched evoked response”).  430 
 431 
In evaluating the effect of a stimulus on the stability of our intrinsically generated oscillations, we 432 
explored both the length of the stimulus, (i.e. the time constant, τ, of the F[α] described in Equation 433 
12 of the methods section) and the phase of the intrinsic cortical frequency at which it was 434 
presented (Figure 4;     ). Here, we see how a small stimulation causes no phase-reset if it is 435 
presented near the peak of the intrinsic oscillation (Figure 4A; τ ≤ ~20ms), i.e. when the population 436 
has recently fired and is currently being inhibited by local circuitry. As the stimulation increases in 437 
length, it causes phase-resets no matter at which phase it was presented. Interestingly, if even a 438 
small stimulation occurs in the trough of the intrinsic oscillation, i.e. when the population is less 439 
inhibited and gradually self-exciting, then there is a high likelihood of causing premature activation 440 
in the network and inducing a phase-reset. Similarly, for small stimuli there is a power 441 











frequency (Figure 4B; τ ≤ ~20ms), where they cause an additive evoked response. This bears much 443 
resemblance to our previous modelling work (Parish, et al., 2018), where weak, temporally non-444 
specific activation was found to similarly synchronise cortical alpha oscillations by increasing the 445 
firing rate of neurons at the peak, but not the trough, of a given frequency. The additional 446 
exploration here finds that the timing of that stimulation is important, where a desynchronization is 447 
caused even by small stimulation if it occurs just before the peak of the intrinsic frequency (Figure 448 
4D). This indicates an increase in information, as stimuli of interest shift in phase relative to the 449 
synchronised and uniform alpha oscillations over the rest of the brain (Hanslmayr, et al., 2012; 450 
Klimesch, et al., 2007).  451 
3.2 Encoding & Reactivation of an Episodic Sequence 452 
We next go on to simulate a single trial of our model (Figure 5), where the relative temporal 453 
relations within a sequence of cortical events is discretely encoded and reactivated. Here, we use 454 
RSA to detect the re-instatement of an encoded sequence at recall. This allows us to explore how 455 
information is represented in the cortex through desynchronising the intrinsic rhythm (Hanslmayr, et 456 
al., 2012), conveying a temporal phase-reset signature that can be dynamically decoded upon 457 
reactivation (Michelmann, et al., 2016).   458 











FIGURE 5 – ENCODING & REPLAYING A SINGLE SEQUENCE 460 
 461 
Raster plot of a single simulation (A-F; blue/red dots = excitatory/inhibitory spike events) and 462 
subsequent phase-angle RSA (G & I: local field potential (LFP); H & J: phase-angles; K: RSA method 463 
and application; L: similarity signal through time), for encoding (A-C; left panels) and recall (D-F; right 464 
panels). At encoding, a sequence of events (top left panel; black lines) were fed into a random 465 
selection of cortical excitatory units (A), which became active at the expense of the population due 466 
to a “Mexican-hat” topology. This triggered activation in a unique group of selective binding pool 467 











excitation (red spike events, top line-separated panel). During this time, hierarchical synfire chains 469 
maintained temporal rhythm through sequential activation of cellular assemblies (C). Long-term-470 
potentiation (LTP) worked to bind any active units together in time, from the temporal region to the 471 
binding pool region, and from the binding pool region to the cortical region. Long-term depression 472 
(LTD) worked to reduce the weights of active binding assemblies, ensuring a sparse coding for each 473 
incoming cortical stimulus. Orange shaded regions are applied to the raster plots at encoding (A-C) 474 
to visualise periods of synaptic modification, where calcium amplitudes were above the threshold 475 
for potentiation. During recall (D-F; right panels), the re-started temporal region reactivates relevant 476 
bound events in the correct temporal order. The disruption of the intrinsic cortical oscillation can be 477 
seen in the LFP (G & I), where a diminution signals a desynchronisation in the dominant frequency 478 
(set to ~8Hz in this simulation). A subsequent phase-reset pattern at encoding is highlighted in the 479 
red dotted box (H), which was used in an RSA approach (K) to detect the re-instatement of a similar 480 
phase-reset pattern at retrieval (L).  481 
 
In Figure 5, neo-cortical (NC) assemblies were designed such that they intrinsically oscillated at a 482 
particular frequency, determined by parameters for excitation/inhibition interactions (Brunel, 2000). 483 
In addition, a winner-take-all environment was instantiated, as has been theorised in models of 484 
visual working memory (Itti, et al., 1998). Hypothetically, this ensures that only one locally 485 
connected neuronal group can be active at any one time, minimising the simultaneous activation of 486 
multiple representations in a distributed manner. As can be seen in Figure 5A, parameters were 487 
chosen to enable activation to spread through the entire excitatory population before inhibitory 488 
interactions had time to clamp down, thus allowing intrinsic oscillations to emerge. Once input was 489 
fed into a group of excitatory units (Figure 5A; sustained excitatory spike events, depicted as blue 490 
dots), the selective topology can be seen inhibiting competing representations (Figure 5A; sustained 491 











ongoing alpha oscillation (Figure 5G; local field potential), a phenomenon shown in many studies 493 
(Haegens, et al., 2011; Hanslmayr, et al., 2011a; Griffiths, et al., 2019) to be related to neuronal 494 
activation. During this desynchronised period, the phase-angle time-series shows evidence of phase-495 
resets (Figure 5H; red-dotted box), as the on-going intrinsic oscillation is externally affected through 496 
its representation of incoming stimuli. This indicates that these phase-reset periods are linked to 497 
periods of event-related cortical activation, lending theoretical evidence to the argument that 498 
phase-angle time-series can be used to decode information content (Canavier, 2015; Ng, et al., 2013; 499 
Schyns, et al., 2011).  500 
The binding pool within the model was developed with similar intentions as other models (Bowman 501 
& Wyble, 2007), where a unique node was selected from a broadly tuned population to encode an 502 
event. We argued earlier that this method allows for repetitions (Figure 3), where each presentation 503 
of a stimulus is treated as an independent event. In this way, a binding node is only required to 504 
activate during an event-related cortical activation, as can be seen in the raster plot of Figure 5B. 505 
Here, parameters were chosen such that intrinsic oscillatory activity is not sufficient to cause 506 
activation in the binding pool. This is fulfilled by a relatively large synaptic time constant to gate 507 
cortical-binding projections, requiring sustained input to trigger binding activity. It was also 508 
important to obtain weight variation on these projections by sampling from a normal distribution, to 509 
increase the likelihood of winner-take-all behaviour during event-related sustained input. As 510 
depicted in Figure 1B, a global “off-switch” inhibitory cell (red node marked O) adds an additional 511 
safeguard mechanism to prevent runaway activation across the excitatory population, operating to 512 
inhibit the entire binding pool once sustained excitatory input reaches a threshold. Active binding 513 
pool units engage in learning, making bindings between the active cortical content layer and the 514 
currently active temporal units which together index a moment in time (indicated by orange shaded 515 
regions in Figure 5A-C). During this time, the connections between active binding pool assemblies 516 










successive activations of the binding pool due to its highly selective topology. This ensured that each 518 
binding pool assembly uniquely indexed an event in time.  519 
Figure 5C also shows a raster plot of our hierarchical, clock-like synfire chains. Once these chains are 520 
re-started with an initiating burst in Figure 5F, the relevant binding and cortical clusters are then 521 
successively activated dependent on the combined activation of synfire hierarchies (Figure 5D-E). 522 
We then examine our model in light of recent experimental findings (Michelmann, et al., 2016), 523 
where unique temporal signatures were detected for dynamic stimuli in the phase-angle time series. 524 
As such, we show the phase-angle time series of cortical regions at encoding (Figure 5H, at 8Hz), 525 
where a phase-reset pattern coincides with the presentation of the pattern (red dotted box). Using 526 
RSA, we can then compare this phase-reset pattern at encoding with the phase-angle time series at 527 
recall (Figure 5J), resulting in a similarity time-series that peaks at the time of the re-instatement of 528 
the encoded pattern in cortical regions (Figure 5L). 529 
As shown in Figure 5F, the recall phase entailed restarting the hierarchical synfire chain, reactivating 530 
any relevant bindings in sequence. During this time, a pronounced alpha desynchronisation is also 531 
observable (see the LFP in Figure 5I), building upon previous modelling work (Parish, et al., 2018) 532 
that indicates that this can predict both successful memory encoding and recall (Fell & Axmacher, 533 
2011; Hanslmayr & Staudigl, 2014; Khader, et al., 2010; Klimesch, et al., 2005; Waldhauser, et al., 534 
2016). A notable lag in cortical reinstatement (Figure 5D) indicates that the upwards direction of 535 
retrieval processes takes longer than the downwards direction of encoding processes, which is also 536 
indicated by experimental findings (Michelmann, et al., 2016; Griffiths, et al., 2019). 537 
Neurophysiologically, there are likely to be many neuronal layers for detecting and processing 538 
stimuli that would subsequently increase this recollection lag. In the model, however, this is mostly 539 
since binding units fire late in their respective temporal window (as indicated by Figure 5E). This lag 540 
could be reduced within the model by increasing upwards directional weights to encourage binding 541 










activation forwards from encoding to recall, as events that are bound at a later point during the 543 
relatively broad window of our self-completing chain (~200ms in length, ~5Hz), might be 544 
reactivated at an earlier point. In response to this, one could reduce the error by choosing a finer 545 
temporal dimension for the fastest, self-completing synfire chain. Bindings should then be encoded 546 
and recalled with more temporal precision. Such a notion might go some way to addressing why 547 
high-frequency gamma oscillations (>40Hz) are prevalent during episodic memory formation 548 
(Sederberg, et al., 2007). This line of reasoning has also been noted by Fell & Axmacher (2011) and 549 
other models of sequence encoding (Jensen, et al., 1996), who argue that gamma provides a fine-550 
grained window of activation to maximise precise communication and learning (Fries, 2015). 551 
3.3 The Binding Pool Enhances the Episodic Distinctiveness of Memories 552 
Next we explore the relationship between the timing of two target stimuli and weight change in the 553 
model (Figure 6). This analysis examines the attentional-blink phenomenon, as in other models 554 
(Bowman & Wyble, 2007), which is produced here as a by-product of an inhibitory off-node, the 555 
primary purpose of which is to control over-excitation in a broadly tuned population. By encoding 556 
events very close together in time, we examine the limitations of binding more generally, where an 557 
attentional-deficit might actually enhance episodic distinctiveness by clearly separating the 558 
boundaries between encoded events (Wyble, et al., 2009). The “binding” element of our model 559 
(Figure 6) entails that events are discretely encoded as novel indexes using a binding pool of a fixed 560 
capacity. We can evaluate the limitations of this binding process by seeing what happens when two 561 
target stimuli are presented when varying temporal lags between them. Over many simulations, we 562 
can determine that the closer these two target stimuli (T1 & T2) are presented in time, the more 563 
likely they are indexed by a single binding, reducing the episodic distinctiveness of these separate 564 
events and potentially increasing conjunction errors upon reactivation. This can be seen in Figure 6, 565 
where for lags of ≤150ms, we see that the binding pool capacity of the model is only decreased by 566 











During this time, we can show that the T1 binding is often outcompeted by the subsequent T2 rival. 568 
Here, weight change is near maximal for the encoding of the T2 stimulus (Figure 6B; all lines, 569 
≤150ms), whilst a decrease in T1 weight change occurs if it is followed by a T2 (Figure 6A; black solid 570 
line, ≤150ms). This is likely due to the “Mexican-hat” topology of our cortical network, which 571 
promotes the activation of only one representation at a time. We verify this theory by assessing the 572 
consequences of the content not changing between target stimuli, i.e. if the T1 is repeated (Figure 573 
6A; black dashed line). As can be seen, in this case there is no reduction in T1 efficacy.  574 
FIGURE 6 – EVALUATING THE ATTENTIONAL BLINK & EPISODIC DISTINCTIVENESS 575 
 576 
Presenting two target stimuli (T1 & T2) to the model, where the T1 occurs before the T2. We 577 
simulate 2000 trials, each with a random time for the T1 & T2, thus varying the temporal lag 578 
between them. In the left-hand panels, we show the lag between the T1 & T2 on the x-axis with 579 
50ms bin width. In panels A-B, we show weight change of any active binding pool neurons at 580 











indexing of neo-cortical content across trials. Similarly, on the left-hand axis, we show the remaining 582 
capacity of the binding pool (BP) after encoding, i.e. the proportion of weights that have not been 583 
reduced by LTD and thus are still capable of indexing further events. This allows us to see how many 584 
bindings are made at any given lag, where ~15% capacity is used per binding. In panel A, we show 585 
the accuracy for the T1 stimulus, both when a T2 (black line) or a repeating T1 (dashed line) stimulus 586 
occurred afterwards. As a random neo-cortical subpopulation is activated for each target stimulus, a 587 
repeated T1 is discerned as the same cortical population being activated twice in succession. In 588 
panel B, we show the accuracy for the T2 stimulus, this time varying the strength of inhibition that 589 
the binding pool “off-node” exerts on the population (      ). We show the default parameter 590 
(  =15ms; black line, 2000 trials), as well as a lower value (  =5ms; black dashed line, 2000 trials) 591 
and a higher value (  =30ms; black dotted line, 2000 trials). This analysis allows us to explore the 592 
parameter that causes an “attentional-blink” phenomenon in this model, where the T2 stimulus has 593 
lower accuracy if the lag between T1 and T2 is small. In panel C, we show power change (blue line) 594 
and phase similarity (red line) relative to a baseline period (the mean of a period of 500ms, ending 595 
250ms prior to stimulus onset) of the total neo-cortical population, i.e. independent of which target 596 
stimulus is active, at recall (shaded regions indicate 95% confidence intervals). In the right-hand 597 
panels (i-iv), we show the mean similarity (RSA) of the phase of each trial at recall to that of similar 598 
patterns (i.e., where T1 & T2 lag is similar; red lines), to that of different patterns (i.e., where T1 & T2 599 
lag is dissimilar; black lines), and the content specificity (i.e., similarity to same minus to different 600 
patterns; pink lines). The overall content specificity of all trials is shown in the grey shaded area on 601 
each of i-iv, though we separate data by lag for each panel. This allows us to see how much the 602 
specificity for each lag region (pink lines) contributes to the overall specificity (grey shaded area).  603 
We here determine lag regions by looking at the left-hand panels, where vertical black lines have 604 
been drawn to mark the boundaries of behaviourally distinguishable regions. The underlying 605 











to examine why the overall content specificity varies by lag region, informing our discussion as to 607 
what we might consider interpretable signal using this method.  608 
 609 
When we increase the temporal lag between the two target stimuli, episodic distinctiveness 610 
increases as one begins to make multiple bindings for multiple target stimuli, though a lapse in 611 
binding capability at this junction begins to occur, in what is known as the “attentional-blink” 612 
phenomenon. Between a lag of 150 & 300ms, there is a drastic reduction in the weight efficacy of 613 
the encoding of the T2 stimulus (Figure 6B; all lines, 150 < lag ≤ 300ms), whilst that for T1 remains 614 
very high (Figure 6A; both lines, 150 < lag ≤ 300ms). This is due to the “off-switch” node of our 615 
binding pool population, whose main priority was to stop runaway excitation from occurring after a 616 
successful binding. However, when the binding pool is inhibited, it is impaired in its capacity to 617 
register the next incoming stimulus. We explore several parameter settings for the synaptic time 618 
constant (  ) of the binding pool “off-node” to the excitatory population, whereupon we clearly see 619 
how a larger value (i.e. larger inhibition) leads to a further reduction in T2 efficacy at short lags 620 
(Figure 6B; black dashed line τ=5, black solid line τ=15, black dotted line τ=30). This interesting 621 
finding indicates the secondary role that such an “off-switch” might have evolved to play in 622 
improving the quality of our episodic memories, by segregating episodes into clearly distinguishable 623 
bindings, despite the loss of attention for very short lags.   624 
As the lag increases past 150ms, binding pool capacity is further reduced (Figure 6A-B; grey shaded 625 
region), indicating that another indexing has taken place (upon which intra-binding pool weights are 626 
reduced by activation induced LTD). When it is clear that the majority of simulations have made two 627 
distinct bindings (Figure 6A-B; grey shaded region, lag > 300ms), we see that both T1 and T2 efficacy 628 
are high (Figure 6A-B; weight change > ~0.8), indicating that both target stimuli have been 629 











In addition to the binding mechanics at encoding, we also explore the stationarity and power 631 
deflections of the cortical population at recall (Figure 6C; stationarity in red, power change from a 632 
baseline period in blue). This was done to assess the quality of the binding process upon reactivation 633 
in the non-specific manner available to most EEG/MEG studies, where stationarity and power track 634 
the imaginary and real components of a Fourier transformed complex time-series. In doing so, we 635 
show how asynchronous firing can cause desynchronisations in two different ways, namely, by 636 
suppressing power through irregular spike patterns and by resetting the intrinsic phase (explored in 637 
Figure 4). Initially (<150ms), the stationarity and synchronisation of the cortical population at recall 638 
closely matches the binding pool capacity (Figure 6A-B; grey shaded), indicating the singular binding 639 
made at encoding was recalled as a single item (Figure 6C; ~-20% desynchronization & ~0.3 640 
reduction in stationarity per represented item in the phasic signal). Between lags 150-300ms, there 641 
are variably 1-2 items successfully encoded and recalled, indicated by reducing values in cortical 642 
synchronicity and stationarity. However, as we are considering a window centred over the midpoint 643 
between the target stimuli, we see a gradual increase in the length of oscillatory stability between 644 
the T1 and T2 for increasing lags. This has an important effect on the quality of the phasic temporal 645 
signatures that are later used to detect the re-instatement of content.  646 
In Figure 6i-iv, we show how one can use the RSA approach to detect the re-instatement of unique 647 
temporal signatures that were identified at an encoding stage, as described by Michelmann, et al., 648 
2016. Using this method, one can calculate the mean of RSA to all similar patterns (Figure 6i-iv; red 649 
lines), as well as the mean of RSA to all different patterns (Figure 6i-iv; black lines). The difference 650 
between these is termed the specificity of the similarity measure (Figure 6i-iv; pink lines), i.e. how 651 
similar is your signal to that of similar patterns relative to how similar it is to that for different 652 
patterns. We show here that for different patterns, where the lag between the target stimuli 653 
constitutes a bar-code like pattern, there is generally a positive content specific detection of the re-654 











shaded regions). We further break down our target patterns into those with varying lags between 656 
them, as defined by the vertical black lines in Figure 6A-C (Figure 6: i, lag ≤ 150; ii, 150 < lag ≤ 300; iii, 657 
300 < lag ≤ 600; iv, 600 < lag ≤ 1200), which separate the behaviourally distinguishable regions 658 
described previously.  659 
For small lags (Figure 6i), it seems as though the high error-rates in encoding meant that the content 660 
specific detection of reinstated signatures was weak, where the similarity to the similar patterns is 661 
mostly weaker than that to different patterns. As 1-2 target stimuli are variably encoded (Figure 6ii), 662 
this content specificity increases, though there is still some dissimilarity between similar and 663 
different patterns. Figure 6iii highlights the sweet spot of this simulation procedure, when both 664 
target stimuli are successfully encoded and there is little stationarity in the signal between them, 665 
indicated by a consistently positive content specificity rating (pink line). However, as the lag between 666 
T1 & T2 increases and there is more stationarity in the identifying temporal signature (Figure 6C; lag 667 
> 600ms), there seems to be a much lower degree of similarity with different patterns (Figure 6iv). 668 
Here, similarity also peaks when the convolved identifying signature perfectly aligns with the phasic 669 
signature of similar patterns at recall, otherwise it exists almost in perfect anti-phase to itself 670 
(indicated by the sinusoidal shape of the red line in Figure 6iv). One can, for example, think of this as 671 
a binary 101 pattern convolving over a 000-101-000 pattern. This observation might be important 672 
for those considering using RSA in the reinstatement of temporal signatures, who might want to 673 
understand more about the neural code that might underlie the quality of the signal being decoded.  674 
3.4 Oscillations Enhance the Episodic Distinctiveness of Memories 675 
Next, we evaluate the timing mechanism of our model by reproducing many sequences of 3 676 
randomly timed stimuli (Figure 7). This allows us to consider the effect of the perceptual trade-off 677 
explained in Figure 3, where a ramping up period of activation in our hierarchical synfire chains 678 











modulation of both the quality and accuracy of bindings that are made. This allows us to examine 680 
the functional limitations of using oscillations to provide a temporal reference frame, as might occur 681 
in the brain (Barczak, et al., 2019; Tai, et al., 2020), where segregating perception into discernible 682 
chunks might actually improve the episodic distinctiveness of memories.  683 
In evaluating the “timing” mechanism of our model, we initiate a similar simulation procedure as for 684 
evaluating the “binding” mechanism, though this time we introduce an additional target stimulus. In 685 
this way, we have initiated a T1, T2 & T3 sequence, where T1 occurs before T2 and T2 before T3. 686 
Aside from this, all stimulation times are random, where Figure 7A shows the distribution of times 687 
for all target stimuli. As before, there is a binding punishment for a stimulus that occurs immediately 688 
after another stimulus, as indicated by Figure 7B, where the probability a stimulus is missed 689 
negatively correlates with the lag between targets. Out of 2000 simulations, about 40% contained at 690 
least one missed stimulus (Figure 7C). Some of these misses were not a binding issue, however, but a 691 
timing one. This is due to the ramping up nature of our hierarchical synfire chains, described in 692 
Figure 4, which ultimately provides a sinusoidal segregation of time. Figure 7D-G shows how the 693 
filtered synfire chain (SC) local field potential (LFP) modulates learning efficacy (Figure 7D; grey 694 
histogram), binding pool “replay-ability” (Figure 7E; blue histogram) and binding mistakes (Figure 7E; 695 
red histogram). The modulation of weights bears some resemblance to the Theta modulated 696 
learning rule of our previous modelling work (Parish, et al., 2018), where the intention was to create 697 
optimal phases of encoding, similar to experimental findings (Huerta & Lisman, 1995; Pavlides, et al., 698 
1988). The “replay-ability” factor here is defined as the proportion of binding pool units that were 699 
active at encoding that are also active at retrieval. This gives us an indication of how many successful 700 
bindings were unable to be temporally contextualised by the oscillatory clock, due to them arriving 701 
during a down-phase.  702 











FIGURE 7 – AN OSCILLATORY SEGREGATION OF TIME 704 
 705 
Presenting three target stimuli (T1, T2 & T3) to the model, where T1 occurs before T2, and T2 occurs 706 
before T3. We simulate 2000 trials, each with a random time for T1, T2 & T3, thus varying the 707 
temporal lags between them. The distribution of target stimuli over a 1500ms period is shown as a 708 
stacked histogram in panel A. For example, at 1000ms, T1 is rarely presented (vertical distance that 709 
is dark blue) whilst there is an almost equal chance of presenting a T2 & T3 (vertical distances that 710 
are light blue & yellow, respectively). The distribution of lags between target stimuli is shown in 711 
panel B (blue histogram), alongside the probability of a miss occurring at any given lag (red line), 712 
where a miss here is defined as a cortical activation not followed by any binding pool activity. The 713 
proportion of misses per sequence of target stimuli is shown in panel C, which includes another type 714 
of miss: a binding pool activation that occurs at encoding but not at recall, indicating that little 715 
synaptic change with synfire chain groups took place. Having described the simulation procedure, 716 
we then go on to examine the timing mechanism of the model in panels D-G. Here, we show the 717 
local-field potential (LFP) of the faster dimensional synfire chain (D; green line), calculations shown 718 











estimates the firing frequency of the synfire chain. This LFP was found to modulate several learning 720 
outcomes in the model. Firstly, it modulates the mean synaptic increase from any given synfire chain 721 
(SC) group to any active binding pool (BP) group (D; grey histogram), where a value of 1 indicates an 722 
all-to-all mapping and lower values indicate a weaker inter-group connection. Secondly, the LFP 723 
modulated the proportion of binding pool units that were active at encoding that are also active at 724 
recall (i.e. the “replay-ability” of the encoded binding, E; blue histogram), where a value of 1 725 
indicates that all binding units that indexed a cortical event were also activated at recall, and lower 726 
values indicate a smaller proportion of those binding units were activated at recall. Lastly, the SC LFP 727 
negatively correlated with the reduced episodic distinctiveness (E; red histogram), described in 728 
Figure 3, where a given binding might attach itself to sequential temporal positions (i.e. n SC binds = 729 
2 in E; left-hand axis), which gives the false impression of a repetition at recall. This phenomenon 730 
can be shown to exist in anti-phase with the SC LFP (F), whilst the “replay-ability” of the encoded 731 
binding can be shown to exist in phase with the SC LFP (G). In the far-right hand panels (i-iii), we 732 
show the similarity (RSA) of phasic time series at encoding to recall for similar patterns (i.e. when the 733 
lags between T1, T2 & T3 were similar at encoding, i; red lines), to recall for different patterns (i.e. 734 
when the lags between T1, T2 & T3 were dissimilar at encoding, ii; black lines) and the content 735 
specificity across trials (i.e. similarity to same minus to different patterns, iii; pink lines). We do this 736 
for three conditions: for any sequence of target stimuli that contained at least one miss (i-iii; dotted 737 
lines, ≥ 1 miss); for any sequence with no misses, though a double SC binding occurs (i.e. “temporal 738 
smearing”, i-iii; dashed lines, > 1 binds); and finally for all other sequences (i.e. no misses or double 739 
SC binds, i-iii; solid lines, other). The purpose here is to highlight the effect that misses and mistakes 740 
have on the quality of the signal being decoded using the RSA approach.   741 
 742 
One can appreciate the necessity of these oscillatory blind-spots when one considers the quality of 743 











weight change (Figure 7D; grey histogram) that results in either a missed recall (Figure 7E; blue 745 
histograms), or overlaps two consecutive synfire chain groups (Figure 7E; red histograms, n SC binds 746 
= 2) to produce the false sense of a repetition at recall. When we analyse the content specific 747 
reinstatement of target memories, as we similarly did in Figure 6, we see that sequences with 748 
multiple SC bindings were able to be recognised about as well as those with at least one miss in 749 
them (Figure 7i-iii; multiple bindings shown as dashed lines, sequences with a miss shown as dotted 750 
lines, all other hits shown as a solid line. Similarity to similar sequences shown in red [i], similarity to 751 
different sequences shown in black [ii], and content specificity shown in pink [iii]).  This indicates the 752 
role that oscillations might play in temporally segregating our episodic memories, providing clear 753 
windows that are optimal for learning (see Figure 7G; where “replay-ability” is positively modulated 754 
by synfire chain phase), yet also segregate with down-phases to unambiguously discern sequential 755 
order more easily (see Figure 7F; where multiple bindings is negatively modulated by synfire chain 756 
phase).  757 
Previous research indicates that a cortical alpha desynchronisation and subsequent phase-reset 758 
patterns might signify information flow (Hanslmayr, et al., 2012) and convey information content 759 
(Ng, et al., 2013; Schyns, et al., 2011), respectively. Here, we have shown some theoretical evidence 760 
for these findings, where a reduction in power (Figure 4C; blue line) and phasic non-stationarity 761 
(Figure 4C; red line) signifies the active representation of information (see also Figure 7). Further, 762 
experimental evidence has suggested that one can decode information content through analysis of 763 
the phase-angle time series, enabling the identification of dynamic stimuli through examination of 764 
their unique temporal signatures (Michelmann, et al., 2016). We have shown that this position can 765 
also be supported theoretically through the use of computational simulations. By presenting many 766 
unique temporal patterns to our model (Figures 6-7), we can compare phasic signatures from 767 
encoding to retrieval between trials of the same pattern as well as to other patterns. Here, we use 768 










of content specificity we observed, indicates that patterns were unique enough that on average, 770 
they did not resemble other patterns, and also that the phasic time-series of each pattern across 771 
trials was robust enough that on average, they resembled the same temporal signature. Taken 772 
together, the difference between these similarities can indicate the content specific reinstatement 773 
of unique temporal patterns. The lag in the reinstatement of these patterns can partly be attributed 774 
to the lag discussed in a previous paragraph, yet also resonates with the fact that the highest 775 
similarity occurs at the midpoint of comparable time-series (as seen in Figure 5L), which is further 776 
delayed for longer sequences (see Figure 6i-iv; where the peak of content specificity moves 777 
according to the lag period being observed). The occasional dip in performance after content specific 778 
recognition, which is not present in the literature (Michelmann, et al., 2016), seems to be due to the 779 
amount of stationarity in the identifying signature that is being convolved at recall. This means that 780 
as the pattern is convolved, the likelihood that the pattern exists in anti-phase to itself is higher. This 781 
is probably an unlikely occurrence in the brain due to the highly dynamic and complex 782 
representations that are active at any one time, and which are only observable as distributed and 783 
overlapping brain regions by non-specific methods such as EEG/MEG.    784 
4. DISCUSSION 785 
We have here presented a novel neural network with three distinct mechanisms (see Figure 1 for 786 
model architecture). We have shown how oscillations might facilitate the encoding and retrieval of 787 
episodic memories in a Sync/deSync framework (Hanslmayr, et al., 2016; Parish, et al., 2018).Here, 788 
oscillatory synchronisation enables communication and learning (Fell & Axmacher, 2011), whereas a 789 
desynchronisation indicates the active representation of information (Hanslmayr, et al., 2012), which 790 
can further be decoded to decipher information content (Michelmann, et al., 2016). This allows us to 791 
examine the quality of encoded episodes in relation to the interacting ensemble of our model. It was 792 
found that memories can be enhanced when oscillations are used to provide temporal reference 793 











quality can also be diminished due to the limitations of binding within the model, which glues 795 
content together in time, such that events close together in time can be missed (Bowman & Wyble, 796 
2007). Together, these mechanisms operate in harmony to enable us to bind discrete, observable 797 
events in time, though each mechanism allows us to explore a distinct set of hypotheses.  798 
4.1 On Examining the quality of Neo-Cortical representations 799 
We first instantiate a neo-cortical (NC) mechanism (Figure 1A), where intrinsic oscillations are 800 
generated at a resting alpha frequency through recurrent excitatory-inhibitory interactions. Here, we 801 
have implemented a winner-take-all mechanism in a “Mexican-hat” like topology, as has also been 802 
described in hierarchical models of vision, recognition and attention (Carpenter & Grossberg, 1987; 803 
Itti, et al., 1998; Reisenhuber & Poggio, 1999). By introducing an external event to our NC region, a 804 
subset of winning units that coded for that specific stimulus remained active whilst others were 805 
silent. During this time, the intrinsic frequency was de-synchronised (Figure 4Ai), consistent with the 806 
experimental hypothesis that oscillatory desynchronisations are due to increased neural activation 807 
(Haegens, et al., 2011; Hanslmayr, et al., 2011a), which occurs due to relevant representations 808 
becoming active at the expense of others (Hanslmayr, et al., 2012). However, in Figure 6 we found 809 
that this competitive framework produced an effect that was more pronounced than typically 810 
observed in the “attentional-blink” paradigm. Here, the first of two target stimuli (the T1), had a 811 
substantially reduced accuracy if the second target stimulus (the T2) was presented around the same 812 
time, an effect observed in traditional “attentional-blink” paradigms (Bowman & Wyble, 2007), but 813 
typically more weakly. This is due to the “Mexican-hat” topology of the simulated network, in 814 
particular when we instead used repeating stimuli (Figure 6A; dashed line, a T1 repetition, i.e. where 815 
there was no competition in representations), T1 accuracy for short lags was high. This resembles 816 
experimental findings where a reduced T1 blink was observed for stimuli where the T1 and T2 817 











The degree to which spikes conform to the local field potential is not fully explored here. We have 819 
instantiated a population with a high degree of spike uniformity to the alpha rhythm, though this is 820 
likely not the case for a typical cortical population (Chapeton, et al., 2019). We anticipate that the 821 
degree of cortical spike coherence to alpha does not impact learning very much in our model, which 822 
is simply generated by stimulus locked neural activity, not alpha specifically. The impact would most 823 
likely be felt in the ability of a higher function or external observer to “read” the unique phasic 824 
signature that arises from underlying neural firing relative to the alpha rhythm, as deviations in 825 
neural firing become indistinguishable from the increasingly non-uniform background. Whilst further 826 
theoretical work can still be undertaken to determine the level of spike uniformity required to be 827 
able to decipher memories in such a manner, this work is more focused with the encoding and 828 
reactivation of entire episodic memories. Any experimental work on this issue would help us to 829 
further constrain our parameters for this aspect of our model. 830 
The model described here was built on previous modelling work (Parish, et al., 2018), where a 831 
cortical desynchronisation signified general information processing as content was being 832 
represented and reinstated. Recently, experimental evidence suggested that one can decode more 833 
than general signals of processing from cortical alpha oscillations, where phasic patterns are thought 834 
to convey information content (Ng, et al., 2013; Schyns, et al., 2011). Here, one can even identify a 835 
stimulus by a unique temporal signature that can be used to later detect its re-instatement in 836 
memory (Michelmann, et al., 2016; Michelmann, et al., 2018; Michelmann, et al., 2019), a method 837 
that has also been applied in several recent MEG studies (Kornysheva, et al., 2019; Kurth-Nelson, et 838 
al., 2016; Lui, et al., 2019). In order to theoretically explore the neural mechanisms underlying such a 839 
phasic code, it was important to add a temporal dynamic to our model. In doing so, we expanded 840 
upon the simple cosine wave that dictated phasic information of previous modelling work (Parish, et 841 
al., 2018), by implementing a feedback network of excitatory and inhibitory neurons (see Figure 1). 842 











dynamics, further allowing an external stimulation to trigger a phase-reset of the intrinsically 844 
generated oscillation.  We explored this dynamic in Figure 4, where a stimulation of varying length 845 
was presented to the cortical network at various phases of the internally generated frequency. 846 
Stimuli that occurred during the peak of the entraining oscillation did not cause a phase-reset, and 847 
indeed caused a small synchronisation in the power spectrum. This aligns with experimental 848 
evidence where phase locking of transcranial magnetic stimulation (TMS) bursts occurred as a 849 
function of pre-stimulation alpha phase (Thut, et al., 2011). This indicates that internally generated 850 
alpha phase gates the representation of stimuli, a theory known as the “inhibition-timing” 851 
hypothesis (Klimesch, et al., 2007). We also show here that a desynchronisation of the frequency can 852 
be used to identify whether a stimulus was able to surpass the gating mechanism of local inhibitory 853 
circuits, where desynchronisation occurred as a function of phase (Figure 4D). Indeed, 854 
desynchronisation negatively correlates with the form of the recurrent inhibitory α-function that 855 
after a small delay, follows excitatory activity during the peak.  856 
Here, we simulate a single cortical population, with lateral competition within the local circuitry. In 857 
future works, we would like to increase this in scale to incorporate many such populations. Other 858 
models have found that several regions, each with an independent intrinsic oscillation, can align in 859 
phase through the mediation of a coordinating pacemaker (Vicente, et al., 2008). As this is a 860 
proposed mechanism through which independent cortical columnal alpha oscillators are thought to 861 
align in phase, possibly through recurrent thalamo-cortical loops, it would be of further interest to 862 
instantiate a similar environment and assess whether phase can be robustly used to convey 863 
information content. One could then also explore whether a priming event might cause a general 864 
phase-reset in thalamo-cortical columns, as has been hypothesised to occur during the P1 ERP 865 
component (~110 ms) of general recognition (Hanslmayr, et al., 2011b). This might ensure that 866 
cortical regions are pre-aligned in phase and thus optimally entrained to a given stimulus. Then any 867 










intrinsically generated oscillatory conditions. This larger scale model would also allow us to encode 869 
multiple trace memories, where cortical content would be more distributed across several 870 
populations rather than competing within a single one, perhaps leading to a more identifiable phase-871 
reset signature.  872 
Episodic memories have an inherent temporal dynamic. Studies have suggested that our perception 873 
is not continuous but is rhythmically sampled in discrete alpha-frequency time-steps (Hanslmayr, et 874 
al., 2013; Landau & Fries, 2012; VanRullen, et al., 2007). It might therefore be the case that there is a 875 
more qualitative element to alpha desynchronisations. As neocortical and hippocampal gamma 876 
oscillations have both been found to be important when predicting successful memory encoding 877 
(Sederberg, et al., 2007), it might be the case that an alpha desynchronisation deregulates alpha-878 
frequency inhibition in order for a gamma-frequency sequence to be allowed to activate. In this 879 
sense, our neocortex within the model might undergo learning to inherit a hippocampal sequence 880 
during encoding (or more likely, during sleep), as other models have shown is possible (Itskov, et al., 881 
2011), even in the absence of a downstream feed-forward architecture. The deregulation of alpha 882 
inhibition might then enable the inherited cortical sequence to play in full, both decreasing alpha 883 
power and increasing respective gamma power.  884 
4.2 On the Discrete indexing of events using a Binding Pool 885 
The second mechanism within our model (Figure 1B) ensured that events were treated discretely 886 
such that they could be bound as independent components of a sequence, similar to other models 887 
of ordinal working memory (Bowman & Wyble, 2007). Verification of the existence of such a binding 888 
component could be achieved through the identification of such “index” cells, possibly in the medial-889 
temporal-lobe (Squire, et al., 2004). Through our explorations, we predict that the bursting of single 890 











plasticity in hippocampal cell cultures (Huerta & Lisman, 1995), where a single burst can be sufficient 892 
for long term plasticity (Ison, et al., 2015).  893 
We here argue that the use of a binding-pool enables the encoding of repetitions when employing a 894 
hierarchical representation of time (see Figure 3), as might be the case if nested oscillatory 895 
frequencies are considered to aid selectivity in attention (Lakatos, et al., 2008) and stimulus 896 
processing (Schroeder & Lakatos, 2009) by providing a temporal reference frame (Tai, et al., 2020). 897 
Perhaps this then speaks for the necessity of discretisation, thought to occur in the medial temporal 898 
lobe (Squire, 1992; Squire, et al., 2004) as part of the CLS framework (McClelland, et al., 1995; 899 
O'Reilly, et al., 2011). One might then consider this framework to have evolved into a steady-state, 900 
where the length of activation of any given discretised binding would be shorter than the down-901 
phase of any oscillatory temporal reference frame, lest a conjunction between multiple competing 902 
reference frames occurs (see Figure 3D-E). An investigation into the existence of these specific forms 903 
of temporal conjunction errors would give more insight into the brain’s adherence to a hierarchical 904 
and oscillatory discretisation of time. Alternatively, considering that a repetition seems to induce a 905 
“jump-back in time” in human MTL neurons (Howard, et al., 2012), an argument might be made that 906 
the brain is not so tolerant towards repetition induced binding errors such as these, and thus might 907 
not discretise events in the manner of our binding pool.  908 
An interesting phenomenon exhibited by the model is the effect of the “off switch” mechanism in 909 
the binding pool that operates to prevent spreading activation across the excitatory population (see 910 
Figure 1 for description). It was found that a new event would not be encoded during this inhibitory 911 
pulse, as cortical impulses could not overcome the increased global inhibition (see Figure 6; for 912 
analysis of binding accuracy of two target stimuli close together in time). This is reminiscent of the 913 
hypothesised function of binding in other models (Bowman & Wyble, 2007), where it is thought that 914 
attentional deficits for events very close together in time arise as a consequence of the need to limit 915 











synaptic time constant from the “off-switch” cells to excitatory cells merely match that between 917 
excitatory cells (in Figure 6B; this is the black dashed line, τ=5ms). This would then quench the 918 
possibility that activation escalates out of control. However, this time constant might be larger to 919 
further minimise binding errors, as well as acting in its default role of preventing runaway activity 920 
(Bowman & Wyble, 2007; Swan & Wyble, 2014). This might especially be necessary when encoding 921 
over very fine-grained temporal dimensions, where a global inhibitory pulse could be useful in 922 
separating events close together in time, though it risks causing an attentional blink for those events 923 
that follow before inhibition subsides. In our model, we varied the parameter that dictates the depth 924 
and length of this attentional blink (see Figure 6B; varying the time constant for binding pool O→E 925 
synapses), indicating how the brain’s mechanism to maintain network stability might have been 926 
adapted to separate events into distinguishable episodes, where a balance between network 927 
stability and minimising attentional costs evolves over generations. If these two functions were 928 
indeed intrinsically linked, then one might expect to see this attentional deficit correlate with 929 
individual differences in levels of inhibition.  930 
Our model also allowed for multiple events to be encoded within the same binding, as shown in 931 
Figure 6A-B, where binding pool capacity was only reduced by the amount of a single binding yet 932 
both target stimuli were invariably encoded. This echoes the “illusion of integration” finding 933 
(Simione, et al., 2017), where it was found that when illusory conjunctions of a T1 and T2 could 934 
create a meaningful integrated percept, that percept was subjectively experienced similarly well as a 935 
T1 on its own. The lower T1 accuracy here parallels the existence of order errors when reactivating 936 
these events later, as has also been found in the literature for the encoding of events close together 937 
in time (Wyble, et al., 2009). We also analyse the stationarity and synchronicity of the cortical 938 
intrinsic oscillation in these instances (Figure 6C), showing that neural representations at recall only 939 
slightly increased in quality for two target stimuli at low lags. It would be good to further investigate 940 











research, where overlapping representations were found to have an effect on the attentional blink 942 
(Lindh, et al., 2019). This could be achieved by expanding on the number of cortical populations and 943 
creating more distributed representations. It would also be interesting to link our broadly tuned 944 
binding pool, likely hippocampal in origin, with the adaptive coding theory of the prefrontal cortex 945 
(Duncan, 2001), where very broadly tuned units were also found. Here, one might theoretically 946 
explore how communication between these regions enables and maintains the adaptive coding of 947 
tasks and stimuli. In sum, we here argue for the existence of a binding pool in episodic memory 948 
formation by correlating the occurrence of an attentional-blink phenomenon in our model to that 949 
which is well documented in the literature (Botella, et al., 1992; Bowman & Wyble, 2007; Swan & 950 
Wyble, 2014; Wyble, et al., 2009). Due to the abstractedness of content representation in our 951 
model, we cannot make claims as to the modality of the stimuli involved. We show here how events 952 
occurring very close together in time have a lower chance of being encoded, and thus also failing to 953 
be retrieved from memory. The novelty of our analysis lies in relating these attentional demands on 954 
memory to alpha oscillations, where we predict that alpha power and stationarity should track the 955 
number of items that were successfully encoded (see Figure 6C). Therefore, it might be possible to 956 
detect if attentional demands have inhibited memory performance through analysing 957 
electrophysiological time series.  958 
4.3 On Hierarchical and Oscillatory Temporal Reference Frames 959 
Our primary motivation for the third component of our model is to explore how nested oscillatory 960 
frequencies might provide a temporal reference frame for selective stimulus processing (Barczak, et 961 
al., 2019; Lakatos, et al., 2005; Schroeder & Lakatos, 2009; Tai, et al., 2020). If we are to consider the 962 
binding of memories as a spike-timing-dependent plasticity (STDP) process (Markram, et al., 1997; 963 
Boo & Poo, 2001), where neural populations that are concurrently active bind together to encode 964 
new information (Hebb, 1949), then a plausible framework for such a temporal referencing schema 965 










groups of consecutively connected cell assemblies (Diesmann, et al., 1999), which are thought to 967 
naturally occur (Kumar, et al., 2008; Fiete, et al., 2010) and contribute to the precise transmission of 968 
information across the brain (Mauk & Buonomano, 2004). One such implementation of synfire 969 
chains (Itskov, et al., 2011) has been shown to produce time-cell behaviour consistent with that 970 
observed in the rat hippocampus (MacDonald, et al., 2013), which is thought to aid the temporal 971 
mapping of memories (Eichenbaum, 2014). However, such chains are thought unlikely to encode for 972 
the long temporal durations required of human episodic memory (Shankar & Howard, 2012), due to 973 
the length of the chain having to increase linearly with time. In the current modelling work, we show 974 
in Figure 2B how discretising temporal encoding in such a feedforward manner is much more 975 
efficient if the chains are hierarchical. Akin to another recent model of hierarchical time-ramping 976 
cells (Rolls & Mills, 2019) found in the entorhinal cortex (Tsao, et al., 2018), we have aimed here to 977 
implement a novel instantiation of hierarchical synfire chains (see Figure 2) that encodes for multiple 978 
temporal scales (Howard & Eichenbaum, 2013). Our contribution here then, is to have used such a 979 
representation of time in the wholesale encoding and reactivation of an episodic memory trace, as 980 
observed in human EEG signals (Michelmann, et al., 2016). In doing so, we postulate that the 981 
ramping up nature of hierarchical chains, modelled here as elsewhere (Rolls & Mills, 2019), might 982 
serve the functional purpose of aiding the episodic distinctiveness of memories by providing buffers 983 
of suboptimal binding (see Figures 2B & 7). This, then, is relatable to the nested oscillatory 984 
hierarchies found in stimulus processing (Lakatos, et al., 2005), that are thought to aid selectivity in 985 
attentional (Lakatos, et al., 2008) and sensory processing (Schroeder & Lakatos, 2009), possibly by 986 
providing temporal reference frames (Barczak, et al., 2019; Tai, et al., 2020). In making this relation, 987 
we have shown how a transiently active, feed-forward and oscillatory cell assembly can modulate 988 
the quality of memories (see Figure 7), and possibly learning more generally (Hasselmo, et al., 2002), 989 
if they were employed in maintaining oscillatory reference frames for episodic memory. A question 990 
that arises then, is whether such a temporal reference mechanism is central to the MTL, as has been 991 











2018), or whether they are more distributed across the cortex, enabling enhanced selectivity in 993 
attentional (Lakatos, et al., 2008), sensory (Schroeder & Lakatos, 2009) and stimulus processing 994 
(Lakatos, et al., 2005), all of which are key for human episodic memory.  995 
As such, one neural substrate contender for our timing mechanism might be that it resides in the 996 
entorhinal cortex, corresponding to time-ramping cells, as in similar models (Rolls & Mills, 2019), or 997 
even in hippocampal CA1 as intrinsic sequences, as another theory has suggested (Cheng, 2013). In 998 
this case, time-keeping would be centralised and disseminated to sensory processing brain regions 999 
(Church, 1984). As an alternative neural substrate contender, local subsystems might produce their 1000 
own time-keeping (Mauk & Buonomano, 2004), perhaps inducing the nested oscillatory hierarchies 1001 
implicated in stimulus processing in the auditory cortex (Lakatos, et al., 2005). Thus, their distributed 1002 
placement here would be made all the more feasible by using a hierarchical rather than one-1003 
dimensional discretisation, as shown in Figure 2. Though the nature of our time-keeping mechanism 1004 
might alternatively arise from heteroclinic synchronisation (i.e. synchronisation between two 1005 
equilibria of a continuous time dynamical system, where a weak periodic input is thought to 1006 
synchronise low-frequency oscillations, Rabinovich, et al., 2006), membrane resonance (Hutcheon, 1007 
et al., 1996), or any other such means, we hope here to have contributed to the theoretical use of 1008 
such a hierarchical discretisation of time, which allows us to encode the absolute distance between 1009 
the beats and pauses of human episodic memory traces (Michelmann, et al., 2016). 1010 
Adaptations of hierarchical time-keeping mechanisms might enable a signal to traverse chains at 1011 
varying speeds depending upon the strength of the initial burst or levels of background noise, as 1012 
other feed-forward synfire models have explored (Diesmann, et al., 1999; Kumar, et al., 2008). In this 1013 
way, one could reactivate events at a faster rate, as has been observed during sleep (Diekelmann & 1014 
Born, 2010). It might also be the case that some attentional mechanism can skip through scene-sized 1015 
chunks, as indicated by recent findings (Michelmann, et al., 2019), where selective additional 1016 











until a point of interest is identified through an additional event-driven feedback mechanism. As well 1018 
as this temporal compression, the mechanism might also be adapted to allow for reactivation to 1019 
occur in reverse, as has been found for human time cell sequences (Eichenbaum, 2014). Of further 1020 
interest would be to restart chains from content-specific locations, in order to kickstart episodic 1021 
memory traces from specific locations.  1022 
Considering the degree to which the temporal structure proposed here can condense a long and 1023 
complex representation of time onto a relatively small neuronal population, we anticipate that it is 1024 
compatible with both a centralised and distributed encoding of time (Mauk & Buonomano, 2004), 1025 
where time is either broadcast from a central location (possibly from the medial-temporal-lobe 1026 
[MTL]) or is distributed across cortical populations. Therefore, if MTL were damaged and temporal 1027 
replay were not hampered, then it might be strong evidence that these chains exist in a more 1028 
distributed fashion. If, following MTL damage, new sequences were also not encoded, then this 1029 
might suggest that temporal sequences originate in the MTL, then migrate to distributed regions in a 1030 
one-to-one mapping to be stored as long-term memories, as a recent model has shown is possible 1031 
(Itskov, et al., 2011). It appears that the brain facilitates sequential and temporal processing over 1032 
shorter timescales, without requiring the MTL (Mauk & Buonomano, 2004). This more distributed 1033 
timekeeping might arise as an emergent property of a dynamical system (Mauk & Buonomano, 1034 
2004). Another suggestion in line with the modelling work presented here, is that this might be 1035 
achieved through the brain’s preference for synfire chains (Fiete, et al., 2010), which help to 1036 
facilitate high speed and accurate communication (Diesmann, et al., 1999) – and perhaps, temporal 1037 
processing. As one of the first models to encode and replay complete episodic memory traces, we 1038 
hope to stimulate further theoretical work on understanding how the brain accurately processes 1039 
temporal information, over short and long timescales. 1040 
Though the paradigm we have simulated is rather simple, we can speculate as to what might occur 1041 











would happen if two sequences made up of stimuli ABCD were played with variable inter stimulus 1043 
intervals. Firstly, we can think of each stimulus as occupying a region of cortical space, activating the 1044 
same neuronal population with each occurrence. Next, the binding pool will encode each repetition 1045 
of content as a unique occurrence, enabling the differentiation of the same note occurring multiple 1046 
times in a sequence, or in multiple sequences. If we then decide to cue with stimulus A, then one 1047 
would have to first enable binding to synfire chain LTP. In this way, cortical to binding activation 1048 
would induce the synfire chains to begin from the moment stimulus A was encoded. As there are 1049 
multiple sequences associated with stimulus A, then the model will have to choose which sequence 1050 
to play. This would be achieved by the lateral inhibition of the binding pool, which would ensure that 1051 
only one binding pool group could be active at any one time. This “decision” could be influenced in a 1052 
number of ways not modelled here, such as feedback from cortical regions, emotional salience, etc. 1053 
The strength of the division of labour that we describe here lies in the ability to temporally 1054 
contextualise repeating content, where each component works independently yet in unison to 1055 
together index the occurrence of repeating content at a particular moment in a temporal sequence.  1056 
As oscillations are an intrinsic part of our model, we might further speculate as to the consequence 1057 
of their reduction in amplitude, for example, by a pharmacological agent. We regard alpha 1058 
oscillations as gateways to content representation, where stronger baseline alpha oscillations would 1059 
entail higher informational capacity as stimulated regions signal content activation by 1060 
desynchronising out of the entraining rhythm (Hanslmayr, et al., 2012). Thus, in our model, a 1061 
stronger alpha would both inhibit the emergence of weaker stimuli occurring on down-phases of 1062 
alpha (as we have shown in Figure 4) and increase the reliability of deciphering information content 1063 
based on alpha phase, and vice versa for a weaker alpha. As for nested frequencies within this 1064 
model, we speculate that a contributing factor to their emergence might be the coactivation of 1065 











somehow reduced in amplitude, then one might expect that the ability to differentiate between 1067 
stimuli in a sequence might be compromised, both at encoding and retrieval.   1068 











5. CONCLUSION 1070 
In conclusion, we have here presented a neural network model to examine a set of theoretical 1071 
mechanisms that might enable the accurate encoding and reactivation of dynamic episodic memory 1072 
traces. These being: that a deregulation of cortical alpha phase can be interpreted to consistently 1073 
identify information content; that a discrete indexing of events is necessary to contextualise 1074 
overlapping or repeating components of a memory; and that nested frequencies are a cost-effective 1075 
solution to the provision of reference frames for temporal sequences. In doing so, we hope to 1076 
stimulate further discussion that takes a holistic approach towards human episodic memory.   1077 











APPENDIX – MATERIALS & METHODS 1079 
1.1 LIST OF FORMULAE: NEUROPYSIOLOGY 1080 
Neurons in our model were simulated using Hodgkin-Huxley equations (Hodgkin & Huxley, 1952), as 1081 
described in Equation 1. Here, membrane potential (  ) fluctuated over time according to intrinsic 1082 
changes from specific ion channels for the leak current (IL; Equation 2), sodium (INa; Equation 3) 1083 
and potassium (IK; Equation 4), as well as extrinsic input from dendritic synapses (Isyn) and applied 1084 
direct current (IDC), where rate of change in the membrane potential (dVm/dt) is modulated by the 1085 
capacitance of the membrane (  ). Constants for the conductance of each channel dictate the rate 1086 
of change of that channel ( ̅        ̅      ̅     ), whilst the reversal potential drives 1087 
change in each channel dependent on the membrane potential (                     ). 1088 
Voltage-dependent gates dictate the degree to which each channel is open, which are updated 1089 
dependent on the current value of the voltage (  ) at time   (Equation 5). Changes in the gates m, n 1090 
and h over time were modelled with opening rates of   (  ) (Equations 6-8) and closing rates of 1091 
  (  ) (Equations 9-11).  1092 
  
   
  
   (                   ) 
Equation 1 – The Hodgkin & Huxley model, 1952; channels for the sodium (Na), potassium (K), leak 1093 
(L), dendritic synapses (syn) and direct current (DC) are modulated by the membrane capacitance 1094 
(cm) to effect the membrane potential (  ).  1095 
    ̅ (     ) 
Equation 2 – The leak current; the driving force (difference between membrane potential (  ) and 1096 











     ̅   
  (      ) 
Equation 3 – The sodium (Na) current; the respective driving force multiplied by the respective 1098 
conductance and the voltage-dependent gates m & h. 1099 
    ̅  
 (     ) 
Equation 4 – The potassium (K) current; the respective driving force multiplied by the respective 1100 
conductance and the voltage-dependent gate n. 1101 
  
  
   (  )(   )    (  )  
Equation 5 – Voltage-dependent (  ) gate update, where   denotes gate type.  1102 
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Equations 6, 7 & 8 – Voltage dependent (  ) opening of gates m, n & h, respectively. 1103 
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Spike events effect model neurons in the shape of an α-function to model post-synaptic-currents 1105 
(Equation 12), which were multiplied by a weight (w). The synaptic time constant (  ) dictates the 1106 
amount of time it takes for the input to decay to 33% of its maximum value.       indicates the time 1107 
of the spike event, whose relation to t indicates the elapsed time since the spike event. All spike 1108 
events have a delay of between 1-2ms to reach down-stream neurons.  1109 
α-function ( )    (  
     
  
)   
 
     
   1110 
Equation 12 – Exponential α-function for a post-synaptic current (PSC). 1111 
Spike-time-dependent-plasticity (STDP) was enabled via an adapted calcium-based plasticity model 1112 
(Equations 13-15; Graupner & Brunel, 2012). Synapses were represented by the variable ρ (t) 1113 
(Equation 13), which existed in a state between 0-1 and was multiplied by specific weight variables. 1114 
Synapses gravitate towards being active (   ) or inactive (   ) once they pass an attractor 1115 
state (  ). Synapses changed dependent on whether the amount of calcium c (t) in the neuron was 1116 
over specific thresholds for long-term-potentiation (LTP;   ) or long-term-depression (LTD;   ), 1117 
whereby LTP occurred at a rate    and LTD occurred at a rate    (Equation 13;   denotes the 1118 
Heaviside function, which returns 0 or 1 if the expression within     is below or above 0, 1119 
respectively).  1120 
The amount of calcium at a synapse can be calculated by the summation of all spike events from pre 1121 
( ) and post ( ) synaptic neurons (Equation 14), where the Dirac delta function  (    ) takes the 1122 
elapsed time since each spike event to capture its decayed amount. In this model, an additional 1123 
constraint was added to reduce multiple-spike calcium increases (Equation 15), such that the 1124 
function  (       ) takes the time between spike events and returns an exponentially fitted value 1125 











pre-synaptic spikes after a delay (      ), and a constant       for post-synaptic spikes. Calcium 1127 
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Equation 14 – Adapted calcium update equation. 1130 
 ( )     (     ) 
Equation 15 – Adaptive calcium increase equation. 1131 
1.2 LIST OF FORMULAE: ANALYSES 1132 
The similarity between two phasic time-series was mathematically formulated in Equation 16, which 1133 
describes the method known as representational similarity analysis (RSA) as applied in (Michelmann, 1134 
et al., 2016) and formulated in (Lachaux, et al., 1999). This calculates the similarity in phase ( ) of 1135 
two time-series (here denoted as x & y) of an equal number (n) of time points (t). The phase at time t 1136 
of time series x is denoted as    , whereas the phase at time t of time series y is denoted as    . A 1137 
sliding window approach was used such that time series x could be convolved across the entirety of 1138 
time series y, by breaking y into consecutive segments. In this way, a similarity time-series is 1139 
produced, where high values indicate a close match in phase at a particular moment in time.  1140 
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Equation 16 – Representational Similarity Analysis (RSA) 1141 
An important aspect of the model is to be able to create a local field potential (LFP) from simulated 1142 
neuronal activity, that is comparable to that recorded from EEG or MEG recordings of the human 1143 
brain. In doing so, we assume that the spiking activity of a large population is a main driver of such 1144 
electrophysiological recordings. As such, we sum all the spike events through time of any given 1145 
neuronal population of size N, where spikes are denoted as a “1” in a binary time series of n by t, 1146 
where n indices the neuron in the population and t indices current time point. We then convolve an 1147 
α-function over each spike event (τ = 15ms) to approximate neuronal body fluctuations during 1148 
spiking activity.  1149 
   ( )  ∑           ( )        (   )
 
   
 
Equation 17 – Creating a local-field-potential (LFP) from simulated neuronal activity. 1150 
Following that, we apply a band-pass filter between frequencies of interest. For example, for studies 1151 
of emergent alpha oscillatory activity in a population, a band-pass filter with a passband frequency 1152 
of 3-13Hz is applied. A Gabor filter (Gabor, 1946) is then applied to the Fourier-transformed LFP, 1153 
using a function from a previous analysis of neural oscillations (Gruber, et al., 2005) which is itself 1154 
derived from earlier analytical works (Lachaux, et al., 1999; Schack, et al., 2001). Here, this function 1155 
was applied with an upper and lower bound of 1-30Hz, a Gamma of 0.5 (a parameter that specifies 1156 
frequency-temporal resolution) & a sampling rate of 1ms. Taking the resultant time-series of 1157 
complex numbers, we then take the mean of the absolute values within a frequency range (3-13Hz 1158 
for the alpha frequency) to estimate power through time. To estimate phase, we take the angle of 1159 












2. TOPOLOGY & PARAMETERS 1162 
FIGURE S1 – CONNECTIVITY & STDP PARAMETER SET 1163 
 1164 
Parameter set of connectivity and spike-timing-dependent-plasticity (STDP) variables, where each 1165 
column will be described in a left-right direction. The colour-coded far left column (group) 1166 
designates originating region, whilst the next column to the right (conn.) details which connection is 1167 
being represented. Here, directional connections (>) between excitatory (E), inhibitory (I), “off-1168 
switch” (O) and “propagation” (P) cells are described in each row. Temporal feed-forward (FF) and 1169 
feed-back (FB) connections, as well as colour-coded intra-region connections, are also described. 1170 











intra-region weights were set to 0 to reflect the assumed presence of a neuro-modulatory, or 1172 
mirrored weights, effect that enables the switch between downwards encoding states (Wenc) and 1173 
upwards retrieval states (Wret). It is important to note that even if weights are here set to 0, the 1174 
synapse variable   is still able to fluctuate between an active (1) and inactive (0) state if STDP is 1175 
enabled on those connections. Zero mean Gaussian noise was also added to some weights (Wσ). The 1176 
synaptic time constant (  ) determined the duration of dendritic post-synaptic-currents, and regions 1177 
were connected with an R (%) chance to form a connection. Specific topologies (top.) were 1178 
implemented between groups, nearest-neighbour (NN) connections between two banks of neurons 1179 
were implemented as a Gaussian distribution centred over each neuron. Farthest-neighbour (FN) 1180 
connections were implemented as 1 minus a Gaussian centred over each neuron, each with a 1181 
specific standard deviation (top. σ). These topologies could be closed (C) in a circular loop, or open 1182 
(O) in a sequential line. A fixed delay (D) from the spike of one neuron and the initiation of a post-1183 
synaptic-potential in the other was also implemented. As previously described, calcium dynamics 1184 
were implemented where calcium decayed at a rate τCa, increased by constants Cpre & Cpost, where if 1185 
thresholds for potentiation (τP) or depression (τD) were passed then the synapse would undergo 1186 
potentiation or depression at rates of GP or GD, respectively.  1187 










FIGURE S2 – NEO-CORTEX TOPOLOGY 1189 
 1190 
The neo-cortical region (NC) was modelled using a population of 35 neurons, 30% of which were 1191 
inhibitory (I; red lines) and 70% excitatory (E; blue lines). These neurons were connected using 1192 
surround inhibition to enable a winner-take-all dynamic (as shown in the left-hand panel), and as has 1193 
commonly been used in hierarchical models of vision, recognition and attention (Carpenter & 1194 
Grossberg, 1987; Itti, et al., 1998; Reisenhuber & Poggio, 1999). Excitatory neurons will oscillate at a 1195 
steady state until some become more active, inhibiting their competitors in the process. To realise 1196 
this, nearest- & farthest-neighbour connections were implemented between E and I banks of 1197 
neurons, with specific weights (W) and synaptic time constants (τs) as shown in the right-hand 1198 
panels. Here, colour-coded lines indicate input from E (blue lines) or I (red lines) sources, centred 1199 
over the median neuron in the receiving group. In order for a winner-take-all topology to fall into an 1200 
intrinsic, oscillatory steady-state, it was important to ensure activation could spread through the 1201 











excitatory connections (τs into E population, blue line) allows excitatory activation to quickly spread 1203 
through the population, before the slower-reacting, larger    for excitatory-inhibitory connections (τs 1204 
into I population, blue line) can in turn enable I neurons to clamp down on the E population. This 1205 
causes oscillatory behaviour, where the frequency is set by the    for inhibitory-excitatory synapses 1206 
(τs into E population, red line; Brunel, 2000), thus here the frequency of idling activation is ~8Hz, 1207 
roughly approximating a resting alpha frequency.  1208 
Maintaining a steady state oscillation requires that E neurons are constantly driven to activate by 1209 
low level noise. To do this, each excitatory neuron is fed by a Poisson distribution of 1500 spike 1210 
events per second (             ), modelling activation from distant neurons and generating 1211 
variation between neurons. The neo-cortical section of our model represents the flow of 1212 
information, where the de-synchronisation and phase-angle time-series of alpha signals information 1213 
processing (Hanslmayr, et al., 2012) and conveys information content (Canavier, 2015), respectively. 1214 
Phase resets are thought to occur when there is a change in the scene during the presentation of 1215 
dynamic stimuli (Michelmann, et al., 2016). In our model, scene changes are simulated as a strong 1216 
pulse of Poisson distributed spike events (                 ), whose time course is 1217 
multiplied by an α-function of           (Equation 12). This input is fed into a random NC unit, 1218 
where an overlapping Gaussian in the spatial dimension effects nearby units (        ). Upon 1219 
activation of this select group, respective inhibitory neurons also activate due to the nearest 1220 
neighbour connections. These inhibit all other excitatory and inhibitory units, thus promoting the 1221 
unimpeded activation of the selected group until the event driven stimulus dissipates.   1222 
STDP was not implemented in our neocortex, as in a (CLS) framework (McClelland, et al., 1995; 1223 
O'Reilly, et al., 2011), it was assumed that learning occurs very slowly in this region. As our model is 1224 
a proof of principle ‘one-shot’ learning paradigm, slow STDP was not implemented here.  1225 











FIGURE S3 – BINDING POOL TOPOLOGY 1227 
 1228 
The binding pool (BP) was modelled using a population of 70 neurons, 30% of which are fast-1229 
inhibitory units (I; red lines), 10% “off-switch” inhibitory units (O; red dotted lines) and 60% 1230 
excitatory (E; blue lines). Like the neo-cortex, surround inhibition was used here to promote a 1231 
winner-take-all dynamic with nearest- & farthest-neighbour topologies. Here, the emphasis is placed 1232 
on the low    for excitatory-inhibitory (τs into I population, blue line) and inhibitory-excitatory (τs 1233 
into E population, red line) connections that allow competitive inhibition to spread quickly. A higher 1234 
   for excitatory-excitatory connections (τs into E population, blue line) ensures that initial E activity 1235 











the speed with which they can inhibit their competitors. Weights are much higher in the binding 1237 
pool than in the neo-cortex, as this was found to be necessary to allow swift winner-take-all 1238 
competition to take place. Binding pool units are much more selective, however, remaining silent 1239 
until an event occurs, upon which one group will become active for a potentially indefinite period. 1240 
To counter this, two additional mechanisms were implemented to promote selectivity and terminate 1241 
activation. Firstly, STDP was added to synapses between binding pool units (see Figure S1 for STDP 1242 
parameters), such that weights go down between active units. Here, calcium amplitudes are 1243 
prevented from crossing the prohibitively high LTP threshold (  ), yet cross the LTD threshold (  ) 1244 
during sustained activation. When this occurs, weights go down at a relatively fast rate (  ). This 1245 
weakens the active groups ability to participate in winner-take-all competition during successive 1246 
events, creating a highly selective mechanism such that no one group of binding pool units will 1247 
activate for any two events. Diminished internal weights also ensures that active neurons are less 1248 
able to affect one another over time and activation within the group recedes. As this process occurs 1249 
simultaneously with the long-term potentiation of other synapses within these active neurons, this 1250 
mechanism effectively models a form of heterosynaptic LTD, as observed experimentally and in 1251 
other models (Volgushev, et al., 2016). This process entails a balancing act where pre-existing 1252 
synaptic pathways are diminished when new connections are strengthened through STDP. 1253 
Alternatively, BP nodes could have been self-inhibited through sustained inhibition, as in other 1254 
models that describe a binding-pool (Bowman & Wyble, 2007), or be modulated by an adaptive 1255 
threshold mechanism (Henze & Buzsaki, 2001).  1256 
Despite the currently employed mechanism, it is still possible for activation to spread through the 1257 
network on occasions, disrupting the entire population. To this effect an “off-switch” (O unit; red 1258 
dotted lines) was added, which is slow to activate but clamps down on the entire E population after 1259 
a certain amount of activation has taken place. Parameters were chosen to ensure that input for the 1260 











inhibitory pulse, where the    must be at least equal to that for excitatory-excitatory connections to 1262 
mitigate any ongoing activation. 1263 
For events to be transmitted to the BP, the NC excitatory bank connects to the binding pool 1264 
excitatory bank (see Figure S1 for parameters). A large    and low weight discourage normal cortical 1265 
oscillatory activity from triggering the binding pool, while encouraging the build-up of input from 1266 
sustained spike-events that occur during cortical events. To maximise competition within the binding 1267 
pool, randomness had to be implemented in NC-BP projections. To this effect, the banks connect via 1268 
a random 15% of synapses, and weights vary according to a normal distribution. In order for events 1269 
to be bound, STDP was implemented on the reverse BP-NC projections, where binding is 1270 
encouraged with a fast LTP rate (  ) and slow LTD rate (  ). BP-NC connectivity was strong and 1271 
long (         ), to enable re-activation of NC events to occur on a similar time-scale as 1272 
during encoding. Whilst this is an unrealistically large synaptic time-constant, this effectively models 1273 
the accumulation of sustained activation through successive hippocampal-cortical pathways. One 1274 
could also reasonably add a delay here due to the nature of this pathway, though this was not 1275 











FIGURE S4 – HIERARCHICAL SYNFIRE CHAIN TOPOLOGY 1277 
SEE VIDEO FILE FIGURE S4.MP4 1278 
As shown in Figure 2, hierarchical synfire chains (SC) are modelled as chains of sequentially 1279 
connected groups existing within hierarchical layers, akin to a clock (Barnard, 2002; Friston, et al., 1280 
2018). Here, order denotes the position of the chain in the hierarchy, such that the slowest temporal 1281 
dimension is termed the ‘highest-order’ chain and the fastest dimension the ‘lowest-order’ chain. 1282 
Each group exists as a compact assembly of 8 units (see video for cellular assembly), 12.5% of which 1283 
are inhibitory (I; red lines), 12.5% of which are “off-switch” inhibitory (O; red dotted lines), 12.5% 1284 
are “propagation” excitatory (P; blue dotted lines) and 62.5% are excitatory (E; blue lines). We 1285 
identify the need for two types of chains; higher-order chains that are terminated through feedback 1286 
interactions with lower-order chains, and a lowest-order chain that must self-terminate due to there 1287 
being no available sources of feed-back termination. In reality, we might expect feedback signals to 1288 
originate from environmental changes, but in the framework of our model, we simply initiate a 1289 
slightly different parameter range to encourage the propagation of activation in lowest-order chains 1290 
(see Figure S1). Otherwise, each group in a higher-order chain provides feed-forward excitation to 1291 
the first node in a lower order group (see * in above video), before receiving a terminating signal 1292 
from the combined culmination of every existing lower-order chain (see ** in above video), upon 1293 
which transient activity is propagated onto the next group. 1294 
Within each group, E units exist in a ring like structure, each unit connecting in a loop to its nearest 1295 
neighbour to promote persistent activation (Goldman, 2009). These all connect to the I unit in the 1296 
group, which in turn connects to the E units and I units of every other group. This surround 1297 
inhibition ensures only one group may be active at any one time, a key concept of time cells 1298 
(Eichenbaum, 2014). P units enable propagation, receiving activation from their own group of E units 1299 











directional flow in Figure S4, though in reality connections go bi-directional). This would in theory 1301 
also enable reverse-playback of temporal sequences, though this is not simulated in the current 1302 
work. All P units have feed-forward connections to the first E group in any existing lower-order chain 1303 
(see Figure S1, FF connection), triggering the lower order chain to commence. P units also connect to 1304 
the O unit within their group, where they either increase input to just below the spiking threshold 1305 
for higher-order chains, or immediately activate O units in the lowest-order chain to enable self-1306 
termination (the key difference in the parameter space between temporal dimensions). All O units in 1307 
higher-order chains then receive the summation of input from all of the P units in the final group of 1308 
any existing lower order chain (see Figure S1, FB connection), which is only sufficient to push ready-1309 
to-fire O units to spike. It is important that the weight here is modified dependent on the number of 1310 
layers in the hierarchy, such that     , where   denotes the number of feed-back connections 1311 
from higher-order layers in relation to the current layer. Spiking O units then inhibit E units within 1312 
their group, thus terminating the currently active group in the chain. This architecture enables P 1313 
units to act as densely connected signal propagators, helping to maintain the input of groups of E 1314 
units that it connects to, thus facilitating the signal to move onto the next E group in the chain, 1315 
which it has been keeping in a ready-to-fire state. P units also perform feed-forward initiation (*) 1316 
and feed-back termination (**), kick-starting the 1st group of a lower-order chain via the former and 1317 
terminating currently active groups in any higher-order chains via the latter.   1318 
Within the context of this model, the highest-order temporal chain must be initiated by an external 1319 
force, possibly attentional-related and fixed to the onset of a stimulus. This was implemented as an 1320 
injection of a DC current to the first E unit in the first group lasting for 10ms (      ), which 1321 
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 A neural network model to encode and reactivate temporally dynamic memory traces; 
 Explores how alpha oscillations can be decoded to decipher information content; 
 Identifies how nested oscillations can be used to segregate temporal perception; 
 Identifies the necessity for a broadly tuned binding pool to discretise input; 
 Binding processes induce an attentional-blink in perception. 
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