M agnetization curves for iron single cry stals above th e 'k n e e ' are derived, on th e basis of dom ain th eo ry for th e case w here th e specim en is finite a n d th e field is applied in a n a rb itra ry direction w ith respect to th e cry stal axes. T he shape o f th e specim en is im p o rta n t for th e m agnetization process an d it is show n th a t in m an y cases th e dem agnetizing field m u st be such as to m ake th e field actu a lly actin g in th e cry stal h ave a d irection of sy m m etry (e.g. [ I l l ] or [ 110]) w hatever th e direction of th e applied field. T he cases o f a n o b late spheroid w ith its equatorial plane a (100) plane o f th e c ry stal an d o f a long ro d w ith a rb itra ry o rie n ta tio n are considered in detail. I n these cases sim ple expressions for th e m ag n etizatio n curves are obtained. T here is good agreem ent w ith th e experim en tal resu lts o f v arious a u th o rs for b o th parallel an d norm al com ponents o f m agn etizatio n . A m eth o d for correcting for th e effect of in tern al strains is indicated.
Introduction *
It is well known that the experimentally observed magnetization curves for ferro magnetic single crystals, where the field is applied along one of the principal direc tions of the crystal, can be satisfactorily accounted for by the domain theory as developed by Akulov (1931) and others (Becker & Boring 1939, chapter 9) . Becker & Boring have, however, pointed out (p. 121) that it is difficult to extend the theory to cover arbitrary directions of the applied field and Takagi (1939) and von Engel & Wilis (1947) , considering experimental results by Honda & Kaya (1926) , have concluded that the simple theory needs modification in order to explain observed facts. The difficulties arise when the direction of magnetization is not the same as that of the applied field, since in this case, the demagnetizing field-inevitable in a finite crystal-may modify not only the magnitude but also the direction of the field actually acting in the interior of the crystal, and the problem of finding the equilibrium configuration of domains is at first sight very complicated. The present investigation nevertheless shows that for the shapes of specimen of greatest practical interest, a strict application of simple domain theory leads to resonably simple results which agree well with experiment. By a suitable averaging process, the magnetization curves for single crystals with different orientations can be combined to give curves for polycrystalline specimens, but this development will not be dealt with in this paper. 2
P rinciples of domain theory for iron crystals
According to domain theory the intensity of magnetization in a ferromagnetic is everywhere equal to the saturation intensity Is but the direction of the magnetiza tion varies from place to place in such a way as to make the free energy of the system * After this paper was completed, a paper by N6el (1944) , dealing with the same subject, was brought to our notice. It is hoped that the present paper may still be of interest as its treatment differs from Neel's in various ways. A summary of Neel's paper in relation to the present one is given in the Appendix. a minimum. A region in which the magnetization is constant in magnitude and direction is called a domain. The free energy is the sum of three terms, crystal energy, magnetic potential energy and strain energy; the last of these is zero in an ideal crystal and the other two are given, per unit volume, by the expressions the first two terms of the power series in the s for a cubic crystal, and E h = -4 # cos* respectively, where K 1 and K 2 are 'anisotropy constants', (i)x, a> 2, w3, the direction cosines of the magnetization with respect to the crystal axes, H the magnetic field and x the angle between H and Is . When K x is positive, as in iron, it follows th a t in zero field the six cube edge directions ([100] directions)* are directions of minimum energy of magnetization. As soon as a small field is applied, the [100] direction nearest to the field provides the deepest energy minimum and the domain magnetiza tion will take up this direction. If the field is increased, the magnetization will turn from the [100] direction towards the field so as to keep the free energy a minimum, and this turning will increase the component of magnetization in the field direction. The free energy is
per unit volume and from the condition that this should be a minimum, the following relations giving the magnetization when a field H is applied along the principal directions of the crystal are obtained (Akulov 1929 (Akulov , 1931 Gans & Czerlinski 1932) :
In these three simple cases the magnetization is in the same direction as the applied field and the calculations agree well with experiment. In other cases, as already pointed out, the calculation is complicated by demagnetizing effects which depend on the shape of the specimen. We shall consider two shapes only, th at of an oblate spheroid and that of a long rod. These are the shapes for which most experi mental data are available.
The case of the oblate spheroid where the equatorial plane is a (100) plane of the crystal and the magnetic field is applied in this plane is particularly simple since the problem becomes a two-dimensional one. This orientation for the oblate spheroid will be considered first and is the only one that will be dealt with in detail.
Oblate spheroid
Let the demagnetizing coefficient (the same for all directions in the plane of the spheroid) be N. Then if I is the mean magnetization of the crystal, the contribution of magnetic potential energy to the free energy of the crystal is given not simply by -1. He, the potential energy per unit volume of I in the applied field He, but by -l.ULe + \ N P ,the extra term representing the energy in the demagnetizing field. This additional term in the free energy may considerably affect the process of magnetization. In a system with no self-demagnetization the free energy, given by (1), is a minimum when the domain magnetization Is has the same direction at all points; when the term \ N I 2 is added to (1), the minimum of may be achieved by an arrangement which splits the material into domains having different directions of Is so that I is reduced and \ N I 2 decreases by more than the other energy terms increase. In writing the demagnetization energy as \ N I 2 it is assumed th at the demagnetizing field -N Ii s uniform throughout the crystal. This a justified if the domains into which the crystal is divided are small compared with the crystal dimensions and if there are no ' free poles ' of in the body of the crystal. The small size of domains is shown by many experiments and it can be shown th at the presence of any appreciable density o f4 free poles ' would lead to energy densities far higher than those involved in the arrangements we shall consider.
I t can be seen, by considering the effect of a change in the direction of magnetiza tion of a small region of the crystal,* th at E can be a minimum only if at every point in the material the direction of Is is such as to make the energy given by (1) a mini mum, where H is taken to be the resultant field in the crystal, the vector sum of the (1) should be a m inimum for every part of the crystal, where the field iff of (1) is taken,to be the resultant field, the vector sum of He and the demagnetizing field -NI. It has been assumed that the change in a has been made without creating any ' free poles ' of I in the crystal. More detailed consideration shows that it is always possible to make such a change.
75
applied field H e and the demagnetizing field -N l. We can therefore say th a t th e whole crystal can be in a state of minimum energy only when each of its domains is in a state of minimum energy, calculated as the sum of crystal energy and energy in the resultant field. W hen H is zero there are four directions of m inimum energy, the zeros of crystal energy (in the (100) plane), and the m agnetization in each domain may have any of these directions. The effect of a field H is to change the positions of these minima and to make some deeper th an others. Since wall m ove ments between domains w ith different directions of m agnetization are supposed to be able to occur freely, the equilibrium state, giving minimum free energy for the whole crystal, will be one where all domain m agnetizations have the direction of the deepest energy minimum. If, however, all domains are m agnetized in the same direction then the demagnetizing field will be -N IS in the opposite direction and for small values of He the resultant field will have such a direction th a t the deepest energy minimum is not the one in whose direction the domains are magnetized, and consequently the arrangem ent is not one of minimum energy. This is the case fore seen above when the energy term \ N I 2, leads to a minimum energy configuration in which the direction of m agnetization is not the same a t all points. The only arrange ment where the energy of the crystal can be a minimum w ith different domains magnetized in different directions is one where there are two or more 'deepest m inim a' of energy for the domains. This can happen when the resultant field is zero, giving four equal minima or when it has a direction symmetrically between two of the minima of the crystal energy, i.e. a [110] direction, giving two equal minima.
We can say th a t in the region of small He any arrangem ent where all domains have one particular direction of magnetization is unstable because the demagnetizing field is such as to make some other of the directions of minimum energy more favourable. The only stable arrangem ent is one where domains are distributed between more than one energy minimum and such a distribution is only possible if the resultant field H e -N l is symmetrical between two or more crystal energy minima. This condition of sym m etry for H determines the distribution of domains between the energy minima since the mean magnetization I, and hence -N l which determines the direction of H, depends on this distribution. As will be seen later, the distribution of domains between energy minima m ust change as He changes in order to preserve the sym m etry of H ; as He increases the num ber of domains in the minimum whose direction is nearest to th a t of H e will increase while the numbers in other minima decrease. Any distribution other th an th a t required to make H symmetrical will be one for which the free energy of the crystal is no t a minimum, since changes in the direction of magnetization of some p a rt of the crystal would decrease the energy.
The first p art of the magnetization process is the turning of domain m agnetiza tions from one [100] direction to another, a process which occurs for infinitesimal values of H ; this is the region of symmetry given by = 0 with four possible directions of magnetization. The components of the magnetization, Ip parallel to He and I n perpendicular to it can be deduced very simply, for, since 0, its components He -N Ipand N In must each be equal to zero giving h = f . <»> and 4 = o.
As He is increased, therefore, Ip will increase through the turning of domains from other [100] directions into the two [100] directions nearest to He, but the distribution of domains between these two will always be such th at = 0. This process will be complete when all the domains are distributed between the two directions. If is increased further, there is no possible arrangement of domains among [100] direc tions that can make H = 0, so that H will have a finite value and, as discussed above, its direction must lie symmetrically between two [100] directions (i.e. in a [110] direction). When H has a finite value the energy minima are, by equation (1), turned from the [100] directions .towards the direction of H and the magnetization is thus increased. It can be seen th at as
He is increased, the distr the minima that is required to make H have a [110] direction will change, the proportion of domains in the direction nearer to He increasing. In this region, which we shall call the 'two-vector' region, we can calculate the magnetization as follows.
The field H has a direction symmetrically between two [100] directions, i.e. a [110] direction of the crystal. The magnitude of the component of magnetization in this direction will be independent of the distribution of domains between the [100] directions; it is in fact the same as the magnetization 4ioi(^0 th at would be produced by a field H applied to an infinite crystal in a [110] direction, and is given by equation ( 
Knowing He in terms of H, we can calculate and In from the condition th at the demagnetizing field must make 1/ lie in a [110] direction:
Equations (7), (8) and (9), together with equation (3) giving I[ll0](H), determine the magnetization. Figure 1 shows the values of Ip and /" calculated in this way for A = 20°, N -0*184, K \= 4*2 x 105erg./cm.3, conditions experiment by Honda & Kaya (1926) , whose experimental results are also shown in the figure. The parts Ox of the curves correspond to equations (5) and (6) for the region where H = 0, the parts xy to equations (7), (8) Equations (7), (8) and (9) apply so long as remains in the [110] direction but, as was seen above, this condition becomes unnecessary for large values of (depending on N and A) because a stable arrangement with all domains in one direction, a 'single-vector' arrangement, becomes possible. For this region we can calculate the magnetization as follows (Honda & Okubo 1916) . We will suppose that the domains, all lying in the same energy minimum, have turned through an angle /? from the [100] direction. The free energy of the domains Ip and In are given by Ip = Is cos (A -/?),
Equations (12), (13) and (14) determine the magnetization for the 'single-vector' region, and give the sections yzo f figure 1. The interse for the 'two-vector' and the 'single-vector' regions clearly determines the point at which H just leaves the [110] direction, and all domains lie in one direction rather than distributed between two. It can be verified by more detailed calculation that the number of domains in one direction tends to zero as we approach y along the 'two-vector' curve and the direction of H tends to [110] as we approach y along the ' single-vector ' curve, as would be expected.
Magnetization curves calculated in the same way for A = 30° and A = 40°, using the same values for N and K v are shown in figures 2 and 3 together with the experi mental points obtained by Honda & Kaya. In all cases it will be seen th at the agreement with experiment is quite good; in fact, bearing in mind uncertainties in the experimental results, such as rotational hysteresis and corrections for air flux, and possible errors in the value of N and K x, it may be said th at there is no significant difference between theory and experiment. The experimental Ip curves are a little lower and more rounded than the theoretical ones; similar differences are well known to exist between experimental and theoretical curves for magnetization in the principal directions of the .crystal (Becker & Doring 1939, p. 118) and are usually attributed to internal strains. Gans & Czerlinski (1932) figure 1 ) have been obtained before and are known to agree with experiment for large He, i.e. at points well to the right of figure 1 (Honda & Okubo 1916; Webster 1925; Gans 1933) .
The observed values of In to the left of the transition point y, do not appear to have been explained previously* without modification of the simple domain theory. Takagi (1939) and von Engel & Wills (1947) developed a statistical theory in order to explain the curves ; the theories involved the introduction of an arbitrary energy parameter E0 which had to be found by comparison with experiment; w to be much larger than the thermal energy and no satisfactory interpretation of E0 has been given. I t now appears th at the In curves can be explained by a strict application of the simple form of the domain theory, good agreement with experi ment being obtained using only values of constants th at are already determined by independent experiments.
A 
Long rod
The other shape of specimen we shall consider is a long rod with the external field applied in the direction of its length. The rod is taken to be so long th at there is no demagnetizing effect along its length, while the demagnetizing coefficient in all directions at right angles is of the order of 2n. The orientation of the rod will be defined by oq, a 2, a 3, the direction cosines of its axis with respect to the crystal axes. I t will be shown that it is possible to calculate the component of magnetization parallel to the rod ( Ip ) to a very close approximation without kno value of the demagnetizing coefficients N perpendicular to the rod. I t is not possible to calculate the normal component of magnetization In without knowing N, but the value of In is always small and no measurements of In for long rods appear to have been made, so our calculations will be confined to Ip.
As before, the first part of the magnetization process is the turning of domains into the easy directions nearest to the field, and will be completed in an infinitesimal field H, which in this case corresponds to an infinitesimal external field since
H. Lawton and K. H. Stewart
* But see footnote, p. 72.
there is no demagnetization in the direction of He. The distribution of domains when this process is complete, must however, be such as to make In zero since a finite In would produce a finite demagnetizing field perpendicular to the rod and lead to instability of domain distribution of the type discussed in the oblate spheroid case. I t can be shown (Becker & Doring, 1939, p. 119) th at such a distributionevery domain in one or other of the three directions nearest the field, yet giving In -0-produces a parallel component of magnetization
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< xx + a 2 + a 3'
and this is, therefore, the value of 1 when the processes occurring in infinitesimal fields are complete. The first part of the magnetization curve figure 4) is thus a vertical rise in zero field to the value Is jccx + a 2 + a 3. Figure 4 is calculated for an iron single crystal rod (no. 3) measured by Sizoo (1929) . When He is increased from its infinitesimal value, H will also increase to a finite value and the same sort of argument as was used in the case of the oblate spheroid shows that, in general, the distribution of domains among the three easy directions nearest to He must be'such as to make H have a [111] direction, symmetrically
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between three [100] directions. Any other direction of H would cause all the domains to turn to one particular direction rather than to distribute themselves, and such a 'single-vector' arrangement can, as before, be shown to have such a large demagne tizing energy that it is not a configuration of minimum free energy. The process of magnetization in this region just above the knee the ' three-vector ' region, is illustrated by figure 5 which represents figure 4) as follows.
The components of H are He parallel to the length of the rod and a demagnetizing field at right angles. We have therefore where f is the angle between He and the direction of i.e. the [111] direction so th at
[110] 
Using this value of H, we can find the intensity of magnetization IlllX](H) in the [111]
direction by using equation (4). The component of I in this direction will be correctly given by equation (4) whatever the distribution of domains among the three possible directions, but the distribution may, in fact, be such th at I has a considerable com ponent in some other direction. The exact distribution required to make H have a [111] direction cannot be found without knowing the value of N but, as will be shown later, in most cases the direction of I required to produce the necessary demag netizing field is extremely close to the axis of the rod (the He direction). We c°,n there fore find Ip to a close approximation, by assuming th at the total magnetization, / , has the direction (ax, a 2, a 3), while we know th at its component in the Equations (16) and (17), together with equation (4) for 7[111](JT), give the relation between Ip and He \ this is the portion x-y of figure 4. For the calculation we have taken K2 = \ K X which is true to the accuracy with which K 2 is known for pure iron and for 3*85 % silicon iron (Becker & Doring 1939, p. 123; Williams 1937) .
At this stage we must consider the error caused by assuming th a t I had the direction of the rod. Actually I will be inclined a t a small angle e such th a t the demagnetizing field N Is ine, compounded with the field He, produces a r ( H) in the [111] direction. We have, therefore,
and for the specimen of figure 4, taking N = I = 1500, H = 160, ft = 26-75° we get e ~ \°. The fractional error in Ip caused by assuming I to have the direction of the rod is {sec f t -sec (ft -e)}/sec ft which, in this case, is about | % and may neglected. The error is of the same order of magnitude in most of the other cases considered.
The 'three-vector' region just considered will not extend to saturation, for as the domains turn towards the [111] direction in increasing field, a stage is reached when two of the domain directions ( A ' and B' in figure 5) become co this stage, even if all domains are distributed between the A ' and B' directions only, there will be no demagnetizing field perpendicular to the DA'HeB 'E plane which would cause instability by making the C' direction more favourable than the A ' and B' directions. In fields higher than that required to make the A ' and B ' direc tions coplanar with He , we have therefore a ' two-vector ' region, the dom distributed between two directions A ' and B' only, which move towards each other in the DHeE plane as He is increased. H need no longer be symmetri between the three vectors A, B and C, but only between the two, A ' and B', so th at it is not confined to the [111] direction but only to the (110) plane (CF in figure 5 ).
The transition from the 'three-vector' to the 'two-vector' region will, in fact, occur just before the domain directions A ' and B' become coplanar with He becaus a ' two-vector ' arrangement will be stable even when there is a demagnetizing field perpendicular to the DHeE plane, provided that this field is insuffici resultant field H lie nearer to C' than to A ' or minima at the transition will therefore be at a small angle below the line DHeE in figure 5 , but it can be seen that this angle is of the same order as the angle e of equation (18), and the error in the subsequent calculations, if we assume the angle to be zero, will be negligibly small. At the transition point, H will be in the [111] direction and as He increases, the domain magnetizations will move towards the point F in figure 5 , remaining just below the line DHe E, but approaching it more and more closely, while H will move down from [111] towards F, remaining in the (110) plane, CF.
With this approximation, that the domain magnetizations are accurately in the plane DHeE instead of just below it, we can calculate the 'two-vector' part of the magnetization curve ( y -z in figure 4) . We have first to calcul between the (110) plane (point F) and the directions of minimum energy A" or B" in a given field He , then to calculate the distribution of domains between metrical energy minima A" and B" and hence find Ip.
Let 0 be the angle between the plane DHeE, which contains and is symmetrica with respect to the [100] directions A and B and the (100) This equation enables ISH JK 1 cos ju, to be calculated as a function of 0 and ^ and the numerical results for various values of 6 and are given in table 1. The calculations have been simplified by assuming K 2 = I K 1 (see abov K x = 0 are also given in the table and it can be seen th at the results depend appreci ably on the value of K 2 so th at the uncertainties in will cause som in the calculated curves. 1-55 -
For a given (J) the component of I in direction F wil distribution of domains between A" and B". As before, we can say that the direction of I will be very close to the axis of the specimen so th at we have as a good approxi mation for jL Is COS (j) cos fl ( 22) 6 and y are fixed by the orientation of the specimen (equations (19) and (20)) so that for a given specimen the values of Ip and He corresponding to a set of values of 0 can be obtained from equation (22) and table 1 (using graphical interpolation where necessary). This method gives the relation between Ip and He plotted as section y-z of figure 4. This curve for the 'two-vector' region intersects that for the 'three-vector' region in point y. It can be verified by more detailed calculation th at the number of domains in the C' direction diminishes to zero as we approach y along the ' threevector' curve and that the direction of H approaches [111] as we approach y along the 'two-vector' curve, indicating that the intersection at y does genuinely define the transition from the 'three-vector' to the 'two-vector' region, to the accuracy of the approximation discussed above.
The ' two-vector ' region will not extend to saturation for as the domain directions turn towards each other along DHeE the A" domains will approach the direction of the specimen axis ( He ) and a point will be reached at which the field, even if all domains have the A" direction, will be insufficient to make H lie nearer to B" than to A", so that a ' single-vector ' arrangement of domains becomes possible without instability. This second transition point is defined by
and therefore depends on the value of N , but in most cases this transition occurs at values of Ip very near saturation, so that a single-vector region is unimporta magnetization curves as usually plotted. For the specimen of figure 4, for example, the value of Ip at the second transition is 0*997 if we assume N = 2n. The calculation of the magnetization curve in the 'single-vector' region is a rather complicated three-dimensional problem, since there are no restrictions of symmetry on the direction of H. Becker & Doring (1939) have given a treatm ent of this last part of the curve which applies, however, only to fields so high that demag netizing effects can be ignored.
Theoretical Ip: He curves calculated by the above methods for various crystals are shown in figures 4, 6 and 7, together with points found experimentally. Figures 4 and 6 refer to crystals of iron used by Sizoo (1929) and Kaya (1933) respectively. The values used for the theoretical curves were K x = 4-2 x 105erg/c.c., K 2 = \K X , Is = 1720 gauss. Figure 7 refers to two single crystal specimens of 3*15 % siliconiron about 3 x 0-1 x 0-03 cm.3 for which we ourselves have measured magnetization curves, using a solenoid to provide the field He and a small search coil and ballistic galvanometer to measure I. The values used in the calculations were Kx = 2-8 x 105 erg/c.c., K2 = \K X , Is -1605 gauss. The orientations of all specimens in terms of (a1,a 2,a 3), are shown in the figures. The orientations of our specimens were found by the method of optical reflexions from etch pits giving an accuracy of 2 to 3°. It will be seen that the agreement between theory and experiment is not perfect. In our own measurements, the uncertainties of experiment, particularly the correc tion for air flux in the search coil were rather large but probably not quite sufficient to account for the whole of the deviation from theory. The differences can probably be attributed to imperfections in the crystals, leading to an appreciable strain energy term which should appear in equation (1). Corrections for strains can be made using an experimental [111] curve in a similar manner to that described for the oblate spheroid. The only [111] curves that are available are, however, ones such as those of Honda & Kaya (1926 ) or Williams (1937 which were measured on specimens from quite different batches of material, where the strains may differ considerably from those in the long rods whose magnetization curves are to be corrected. The curves cannot therefore be corrected at all accurately without more data.
A p p e n d ix
Neel's paper is in three parts; the first covers much of the same ground as the present paper while the other two develop the details of domain structure required by the considerations of the first part and show that these afford a satisfactory explanation of many observations on Bitter patterns. In the first part Neel points out that the number of 'phases' (different directions) of magnetization th at can exist in a crystal depends on the direction of the resultant field. The magnetization curve is interpreted as being made up of 6-, 3-, 2-and 1-phase regions successively, corresponding to H = 0, Hi n a [111] direction, in a [110] d H respectively. This leads to equations for the magnetization curves of oblate spheroids and long rods which are identical with those we have obtained except th at we have treated the 2-phase region of the long rod more exactly than Neel. We have also dealt rather more fully than Neel with the action of the demagnetizing field in ensuring a symmetrical direction of H and with the errors introduced by various approximations in the theory.
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