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1. INTRODUCTION 
The inequality of Gronwall [l] and its subsequent generalizations have played 
a very important role in the analysis of systems of differential and integral 
equations. Many well-known properties such as existence, uniqueness, stability, 
and boundedness can be studied with the help of these inequalities. In a recent 
paper Snow [2] extended this inequality to two independent variables. This 
extension involves a second-order partial differential inequality which is inte- 
grated using Riemann’s method [3]. Th e occurrence of a Riemann-Green 
function in the study of these inequalities stresses a need for a further probe 
into the construction and properties of this function. Some progress made in 
this direction has been reviewed by Copson [4]. 
The aim of the present paper is to extend the results of Snow [2] in several 
directions. In Section 2, we consider a more general inequality applicable to a 
larger class of Volterra integral equations in two independent variables. Further, 
assuming some additional conditions on the functions involved in the inequality 
[5], we obtain different estimates which are more suitable for applications. 
Some examples worked out at the end of Section 3 are illustrative. 
Some inequalities of Gronwall type in two independent variables have also 
been obtained by Wendroff (see Beckenbach and Bellman [6]). In Section 3, 
we obtain further generalizations of these inequalities. When a kernel R(x, J’, s, t) 
in a Volterra integral equation is separable but consists of several functions, i.e., 
if k(~, y, s, t) < CzE, &(x, y) &(s, t), then the inequalities obtained in Sections 2 
and 3 are not sufficient to accommodate such a situation. Willet [7] has considered 
such a problem for equations containing one independent variable. We genera!ize 
these results in Section 4 in several directions and obtain the pointwise 
estimates. 
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2. GRONWALL-TYPE INEQUALITIES 
Snow [2] has proved the following Gronwall-type functional inequality for 
two independent variables. 
THEOREM 1. Suppose (i) $(x, y), a(x, y), and b(x, y) are continuous functions 
on a domain D with b 3 0 there. Let p,(x,y,) and p(x, y) be two points in D such 
that (x - x0) (y - yO) > 0 and let R be the rectangular region whose opposite 
corners are the points p, and p. (ii) Let v(s, t, x, y) be the solution of the characteristic 
initial value problem 
L(v) = vUst - b(s, t) v = 0, (1) 
v(s, y) = v(x, t) = 1, (2) 
and (iii). Let D+ be a connected subdomain of D which contains p and on which 
v > 0. If (iv) R C D+ and (v) + satis$es 
+(x, Y) < 4x, Y) + js’jg; b(s, 4 +(s, t> ds 4 (3) 
0 
then 4 also satisfies 
+(x, y) d a@, Y) + js~jy~ 4, t) vu(s, t, 3, Y) ds dt. (4) 
It is noted that (4) represents the estimate of 4(x, y) in an explicit form. This 
inequality is the best possible in the sense that equality in (3) implies equality 
in (4) and thus (4) gives an estimate of the Volterra integral equation (3). For a 
more general situation in which the kernel is separable in the form 
k(x, Y, s, t) < b(s, t) 4x9 Y) 
we must replace (3) by 
4(x, y) < a@, Y) + 4x, Y) jgjy k t) 9(s, t> ds dt. 
20 UC! 
(5) 
This leads to the following generalization of Theorem 1. 
THEOREM 2. (a) Let conditions (i) of Theorem 1 hold. (b) Let V(s, t, x, y) be 
the solution of the characteristic initial value problem 
V,, - h(s, t) b(s, t) V = 0 (6) 
subject to conditions (2). If h(x, y) 3 0 f or all (x, y) in D, conditions (iii) and (iv) of 
Theorem 1 hold with v replaced by V, and if (5) holds, then 
4(x, Y) < 4x, Y) + 4x, Y) jrzjy; 4, t) b(s, t) V(s, t, x, Y) ds dt. (7) 
0 
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Proof. The proof is similar to that of Theorem I (Snow [Z]). For complete- 
ness, we give a brief outline. Let 
so that (5) becomes 
by virtue of (5). Hence 
L(u) = zist - h(s, t) b(s, t) 24 :$ a(s, t) b(s, t). (9) 
Since L is a self-adjoint hyperbolic operator, for any twice continuously dif- 
ferentiable functions w and 4, we have 
Setting w --m k’ and 4 := zl in (10) integrating on R, and using the Green’s 
theorem and the conditions on u and V. we obtain 
u(x, y) := J VL(u) ds dt R 
(11) 
since I- > 0, and (9) holds. Conclusion (7) of the theorem follows from (I 1) 
and (8). 
The continuity of h and b on D guarantee the existence and continuity of 
v [31. 
Remarks. (i) If the inequality in (5) is replaced by an equality, then the 
inequality in (7) is replaced by an equality. In this sense (7) is the best inequality 
for the theorem. 
(ii) If inequality (5) is reversed, then so is inequality (7). 
While obtaining estimate (7) for inequality (5), we have imposed only the 
continuity assumptions on a, h, b functions. If we add some more assumptions 
on a and h, we are led to different estimates than (7). 
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THEOREM 3. If in Theorem 2, a is a positive constant and h is nondecreasing 
on D in both the variables, then (7) is replaced by 
wherex-xo>Oandy-y,,>O. 
Proof. From (7) 
4(x, y) < a + h(x, Y) a j bV ds dt 
R 
=a+h(x,y)ajR&dsdt 
<a+a 4x, Y> 
h(xo 3 Yo) s 
V,Y, ds dt 
R 
after the integration and use of initial conditions on V. Conclusion (12) is now 
clear in view of the monotonicity of h. 
THEOREM 4. In Theorem 2, if h is nonincreasing on D in both the variables, 
and a is a positive constant, conclusion (7) is replaced by 
$(x7 Y> G av’(xo f Yo 7 x, Y>- (13) 
The proof is similar to that of Theorem 3. 
Corollary 2 in [2] is a special case of Theorem 3 or Theorem 4 when h = 1. 
We may use Theorem 3 to prove the following theorem, which majorizes 
4 in Theorem 2. 
THEOREM 5. In Theorem 2, let a and h be positive and non&creasing in both 
the variables on D. Then, if x > x0 , and y > y. , (7) is replaced by 
$(x, Y) d (4x> Y> h(x, r>/h(xo 7 ~010)) V(xo > ~0 9 x, Y>. (14) 
Proof. Since a is positive, dividing (5) by a(x, y), and using the monotonicity 
of a, we obtain 
6(x, y) < 1 + h(x, Y> jR 4, t)&, t> ds dt, (15) 
where 
+(x7 Y> = C(x, r)/4x7 r>. (16) 
Application of Theorem 3 to (15) and use of (16) yields the desired result (14). 
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THEOREM 6. In Theorem 2, Zet h(x, y) > 1 for all (x, y) E D and let a(~, y) 
be positive and nondecreasing on D. Then (7) in Theorem 2 is replaced by 
4(x, Y) < 4x, Y> 4x, Y) P’(xo 3 ~0 > 2, Y) - 1). (17) 
Proof. Since a(x, y) is positive and nondecreasing, (15) holds. Since h > 1, 
we have from (15) 
Let 
so that 
or 
6(x, Y) < h(x, Y> [ 1 + s, bb; ds dt] . 
z&y) = I + j b$ ds dt; 
R 
u -- 64 < bhu, 0% -- 
(18) 
Lu = uzy - bhu < 0. 
Now following the method of proof of Theorem 2, we obtain 
(19) 
4% Y) + 1 - V(xo > Yo I x, y) = j- VLu ds dt 
R 
<O by virtue of (19). 
Hence 
U(X,Y) G V@o ,Yo, X,Y) - 1. 
Therefore, from ( :18), we obtain the desired result (17). 
3. WENDROFF'S INEQUALITY AND APPLICATIONS 
The following unpublished result due to Wendroff has been stated in [6]. 
THEOREM 7. If 
4(x, Y) ,< a + jzyj--I b(s, t> 4(s, 4 ds dt, (20) 
0 
where a is a nonnegative constant x > x0 , y > y. , and b(s, t), $(s, t) > 0, then 
4(x, r) < a exp ss 
’ ’ b(s, t) ds dt. (21) 
x0 %I 
The theorem can be proved as follows. 
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Denote the right-hand side of (20) by u. Multiplying (20) by b(x, y), rearrang- 
ing, and using u,, = b4, we obtain 
u,,Iu < 4x, Y) d b(x, y) + (w&“). 
Hence 
WY> 04&> 4 w Y>* (21’) 
Integrating (21’) with respect to y from y0 to y, and then with respect to x from 
x0 to x and using u$(x, 0) = 0, ~(0, y) = a, we obtain (21). 
This theorem is an alternative to Theorem 3 with h(x, y) = 1. Therefore, 
it can be applied in place of Theorem 3 to derive alternative results corresponding 
to Theorems 4 and 6. 
THEOREM 8. Let all the conditions of Theorem 4 hold. Then 
#(x, y) < Q exp h(q, Y,J jzjy b(s, t> ds dt. 
20 % (22) 
Proof. Since h is nonincreasing on D in both the variables, it follows from (5) 
that 
#4x, Y) < a + jEEjv; h&i 9 yo) 4 t) (b(s, t> ds dt. (23) 
0 
Application of Theorem 7 to (23) yields the desired result (22). 
The next theorem is an alternative to Theorem 6. 
THEOREM 9. Let all the conditions of Theorem 6 hold. Then 
4(x, y) < a@, y) h(x, y) exp jzJ^’ &, t> 4, t> ds dt. 
% % 
(24) 
Proof. We apply Wendroff’s method in place of the method of Snow [2] 
to integrate inequality (19) obtained in Theorem 6. In the notation of Theorem 
6, we have from (19) 
&,I4 - (wzP) G h(x, Y) Wx, Y), 
since u, and u, are nonnegative on D. Therefore 
(P/&x ay) log u < hb. 
Integrating on R, we obtain 
u(x, r> < exp ss ’ ’ h(s, t) b(s, t) ds dt. 20 WI 
Conclusion (24) of the theorem now follows from (18) and (25). 
(25) 
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EXAMPLES 
EXAMPLE 1. Let 
Let the domain D of Theorem 2 be contained in x -3 I, y > 1; and let 4(x, y) ); 0 
on D. Then, in the notation of Theorem 2, 
a(% Y) = x + Y, h(x, y) =- x t y, 
Q, Y) = 1/4(x + Y). 
The Riemann-Green’s function for this problem is (Copson [4]), 
us, t, 2, Y) = 4&(x - 4 (Y - W’“). 
The functions a, h, 6, and 4 in this example satisfy all the conditions of Theorems 
2,5,6, and 9. Application of these theorems to (26) yields the following estimates 
for 4, respectively. 
(4 4(x, y) < x + Y + (x + Y) j”/’ 40(x - 4 (Y - W9 ds 4 
XII yo 
(b) d@, Y) d (x + Y)~/(x~ + YJ M@ - 4 (Y - rWZ>~ 
(4 &, Y) < (x + Yj2 4(((x - x0) (?I - Y”))“‘), 
(4 #4x, Y> < (x + YY exp(x - -4 (Y - vd 
Estimates (a) to (d) for 4 may be compared. 
EXAMPLE 2. Consider the pair of integral equations 
(A) 4,(x, y) = g,(x, y) + f;iyyI 4(x, Y, s, t, MS, 4) ds dt, 
Let the solutions of (A) and (B) exist on a domain D. Let the kernels K, and h, 
satisfy on D the condition 
where h(x, y) s 0, and h(s, t) > 0 are continuous on D. Let V(x, y, s, t) be the 
solution of the characteristic initial value problem defined by (6) and (2). Let 
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D+ be a subdomain of D on which V 3 0. If (x0 , yO), (x, y) with X, < x, y. < y 
are points of D+ such that 
g1@, Y) = &(X9 Y) 
then 
41(x, Y) = Yw> Y)* 
Proof. From the integral equations (A) and (B), 
< IS ' ' h(x, y) b(s, t) I MS> t) - MS, t)l ds dt. %I %J 
Application of Theorem 2 to this inequality implies that 
(bl(X, Y) = d&9 Y). 
4. GENERALIZATIONS TO SEPARABLE KERNELS OF ORDER n 
In the study of differential and integral equations, inequalities of the form 
V%G Y) G 4~s Y) + Jx;Jv; k(s, t, *, Y) $(s, t) ds dt, (27) 
where a(x, y) and k(s, t, x, y) are known functions and I$ is an unknown function, 
are of interest. The particular case of this inequality when 
&, t, x, Y> d h(x, Y) b(s, 9, 
has been studied in Theorem 2. In the theorems that follow we majorize the 
function I$ in (27) when the function k(s, t, x, y) is separable in the form 
4, t, X,Y) < i 4(x, Y) bib, t). 
i=l 
Results of this type when 4, a, hi , b, are functions of one independent variable 
have been obtained by Willet [7]. 
THEOREM 10. Suppose that 
(9 4(x, Y), @,Y), h&y), and bi(x, y) are real-valued continuous non- 
negative functions on a domain D, i = I, 2 ,..., n. 
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(ii) For some (x, y) and (x0 , y,,) in D let R be the rectangular region: 
R = ((s, t): x0 < s < x, y0 < t < y}. 
(iii) Define the operators Ei (i = 0, 1, 2 ,..., n) inductively as the composition 
of i + 1 functional operators as follows. 
Ei = DD-, .-a D, , 
Dow = w, 
I’ 
(28) 
Djw = w + Ejdlhj bjv,w; j = 1) 2 (...) n, 
R 
where vj is the solution of the characteristic initial value problem 
vst - (EjmIhj) bjv = 0 
v(s, y) = v(x, t) = 1. 
(29) 
(iv) Let D+ be a connected subdomain of D on which all the vi (i = I,..., n) 
are positive, and let R C Df. 
(30) 
then 
(31) 
Proof. The proof is by finite induction. For n = 1, the theorem reduces to 
Theorem 2 and hence is true. Suppose n is given and n > 1. Assume that 
statements (A) and (B) hold for i = k, where k is some fixed integer with 
O<kz<n- 1. 
(A) Eiw is continuous on D+ for any w that is continuous on Di-. 
Then we show that (A) and (B) hold for i = k + 1; and that if (B) holds for 
i =-= n - 1, then (31) follows. Then, since (A) and (B) hold by assumption for 
i = 0, the theorem is proved. 
Let (A) hold for i = k where k is a fixed integer with 0 < k < n - 1. Then 
since Ekhk+, and b, are continuous, it follows that vkfl is continuous and hence 
from (28) D,,,w is continuous on D+. Replacing w by E,w, we find that Ek+lul 
is also continuous on Df. Then since Eiw is continuous by assumption for i = 0, 
the existence and continuity of all Eiw and vi is established by finite induction 
for i = I, 2 ,..., n. 
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Now suppose (B) holds for i = k, where k is a fixed integer with 0 < k < 
n - 2. 
Then 
where 
+* = Eka + 5 E&, JR b,d. 
m=k+2 
Applying Theorem 2 to (32), rearranging, and using the fact that all the func- 
tions are nonnegative, we get 
d’ < hc+,(E@) + t Dk+,(Ekhm) JR bm+ 
m-k+2 
= Ek+l(a) i- f 
m-(k+lHl 
Ek+& s bd. 
R 
Thus (B) holds for i = k + 1. As (B) holds by assumption for i = 0, it follows 
by finite induction that (B) holds for i = n - 1. Applying Theorem 2 to (B) 
with i = n - 1, we obtain the desired result (31). 
Theorems 5 and 6 of Section 2 may also be generalized by assuming that (30) 
holds. The generalization of Theorem 5 is Theorem 11: 
THEOREM 11. Suppose that conditions (i), (ii), and inequality (30) of Theorem 
10 hold. Further let a(x, y) and hi(x, y) be nondecreasing on D with hi(xO , yO) > 0. 
For j = 0, l,..., n, define a sequence of functions CX<(X, y) on D inductively as follows. 
ao(x, Y) = 19 
(yj(X, y) = &(x, y) hj(xf "'h "'"t y) , 
30 
where vi(x, y) is the solution of the characteristic initial value problem 
V st - +l(s, t) hj(s, 4 bj(s, t) ~6, 1) = 0, 
v(s, y) = v(x, t) = 1, 
and hjo = hj(xo , ye). Let D+ be a connected subdomain of D on which all the vj 
are positive and let R of Theorem 10 be contained in Df. Then 
$(x, r> G 4x, Y) 4~ Y). 
Proof. From the definition of vuj the existence and continuity of aj-r implies 
the existence and continuity of vj on D. Hence the existence and continuity of 
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arj on D follows from that of aji-r . But by definition ‘Y* is continuous on D. Hence 
by finite induction all 01~ and zli (j = 1, 2,..., n) are continuous on D. 
For n I, Theorem 11 reduces to Theorem 5 and hence is true. Suppose the 
theorem holds for n = k; i.e., if (30) holds for n = k, then 
Now assume that (30) holds for n r- k + 1; so that 
where 
d* = a + hk+l .fR &+A 
Then, since 4* is nonnegative and nondecreasing and Theorem 1 I holds for 
n k, we have 
4 G +*4x, Y) 
(33) 
Applying Theorem 5 to (33), we have 
Thus the theorem holds for n = k + 1. Since the theorem holds for n = 1, it 
follows by finite induction that it holds for all n. 
The next theorem is a generalization of Theorem 6. 
THEOREM 12. Let conditions (i), (ii), and inequality (30) of Theorem (10) hold. 
Further, let a(x, y) and h,(x, y) be nondecreasing on D with hi > 1 there. For 
j---o,1 ’ 5 -,..*, n, deJine a sequence of functions &(x, y) inductively on D as follows. 
Bo- 1, 
Mx, Y) = Icl;-1(x, Y) he&, Y) V&G Y), i = 1 ,...I n. 
where e*,(x, y) is either the solution of the characteristic initial value problem 
vst - $i&, t) h,(s, t> h(s, t> vu(s, t> = 0, 
v(s, y) = v(x, t) = 1. (34) 
q(x, y) = exp f #&s, t) hj(s, t) b&, t) ds dt. 
‘R 
(35) 
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Then 
The proof of this theorem, with q defined by (34), is similar to that of Theo- 
rem 11; using Theorem 6 in place of Theorem 5. If oj is defined by (35), the 
proof follows on the lines of Theorem 11 by using Theorem 9. 
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